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Preface

The 2023 edition of the European Conference on Machine Learning and Principles and
Practice of Knowledge Discovery in Databases (ECML PKDD 2023) was held in Turin,
Italy, from September 18 to 22, 2023.

The ECMLPKDD conference, held annually, acts as a worldwide platform showcas-
ing the latest advancements in machine learning and knowledge discovery in databases,
encompassing groundbreaking applications.With a history of successful editions, ECML
PKDD has established itself as the leading European machine learning and data min-
ing conference, offering researchers and practitioners an unparalleled opportunity to
exchange knowledge and ideas.

The main conference program consisted of presentations of 255 accepted papers and
three keynote talks (in order of appearance):

– Max Welling (University of Amsterdam): Neural Wave Representations
– Michael Bronstein (University of Oxford): Physics-Inspired Graph Neural Networks
– Kate Crawford (USC Annenberg): Mapping Generative AI

In addition, there were 30 workshops, 9 combined workshop-tutorials, 5 tutorials,
3 discovery challenges, and 16 demonstrations. Moreover, the PhD Forum provided
a friendly environment for junior PhD students to exchange ideas and experiences
with peers in an interactive atmosphere and to get constructive feedback from senior
researchers. The conference included a Special Day on Artificial Intelligence for Finan-
cial Crime Fight to discuss, share, and present recent developments in AI-based financial
crime detection.

In recognition of the paramount significance of ethics in machine learning and data
mining, we invited the authors to include an ethical statement in their submissions. We
encouraged the authors to discuss the ethical implications of their submission, such as
those related to the collection and processing of personal data, the inference of personal
information, or the potential risks. We are pleased to report that our call for ethical
statements was met with an overwhelmingly positive response from the authors.

The ECML PKDD 2023 Organizing Committee supported Diversity and Inclusion
by awarding some grants that enable early career researchers to attend the conference,
present their research activities, and become part of the ECML PKDD community. A
total of 8 grants covering all or part of the registration fee (4 free registrations and 4
with 50% discount) were awarded to individuals who belong to underrepresented com-
munities, based on gender and role/position, to attend the conference and present their
research activities. The goal of the grants was to provide financial support to early-
career (women) scientists and Master and Ph.D. students from developing countries.
The Diversity and Inclusion action also includes the SoBigData Award, fully sponsored
by the SoBigData++ Horizon2020 project, which aims to encourage more diverse par-
ticipation in computer science and machine learning events. The award is intended to
cover expenses for transportation and accommodation.
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The papers presented during the three main conference days were organized in four
different tracks:

– Research Track: research or methodology papers from all areas in machine learning,
knowledge discovery, and data mining;

– Applied Data Science Track: papers on novel applications of machine learning, data
mining, and knowledge discovery to solve real-world use cases, thereby bridging the
gap between practice and current theory;

– Journal Track: papers published in special issues of the journals Machine Learning
and Data Mining and Knowledge Discovery;

– Demo Track: short papers introducing new prototypes or fully operational systems
that exploit data science techniques and are presented via working demonstrations.

We received 829 submissions for the Research track and 239 for the Applied Data
Science Track.

We accepted 196 papers (24%) in the Research Track and 58 (24%) in the Applied
Data Science Track. In addition, there were 44 papers from the Journal Track and 16
demo papers (out of 28 submissions).

We want to thank all participants, authors, all chairs, all Program Committee mem-
bers, area chairs, session chairs, volunteers, co-organizers, and organizers of workshops
and tutorials for making ECML PKDD 2023 an outstanding success. Thanks to Springer
for their continuous support and Microsoft for allowing us to use their CMT software
for conference management and providing support throughout. Special thanks to our
sponsors and the ECML PKDD Steering Committee for their support. Finally, we thank
the organizing institutions: CENTAI (Italy) and Politecnico di Torino (Italy).

September 2023 Elena Baralis
Francesco Bonchi

Manuel Gomez Rodriguez
Danai Koutra
Claudia Plant

Gianmarco De Francisci Morales
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Neural Wave Representations

Max Welling

University of Amsterdam, The Netherlands

Abstract. Good neural architectures are rooted in good inductive biases
(a.k.a. priors). Equivariance under symmetries is a prime example of a
successful physics-inspired prior which sometimes dramatically reduces
the number of examples needed to learn predictive models. In this work,
we tried to extend this thinking to more flexible priors in the hidden vari-
ables of a neural network. In particular, we imposed wavelike dynamics
in hidden variables under transformations of the inputs, which relaxes
the stricter notion of equivariance. We find that under certain conditions,
wavelike dynamics naturally arises in these hidden representations. We
formalize this idea in a VAE-over-time architecture where the hidden
dynamics is described by a Fokker-Planck (a.k.a. drift-diffusion) equa-
tion. This in turn leads to a new definition of a disentangled hidden rep-
resentation of input states that can easily be manipulated to undergo
transformations. I also discussed very preliminary work on how the
Schrödinger equation can also be used to move information in the hidden
representations.

Biography. Prof. Dr. Max Welling is a research chair in Machine Learning at the Uni-
versity of Amsterdam and a Distinguished Scientist at MSR. He is a fellow at the Cana-
dian Institute for Advanced Research (CIFAR) and the European Lab for Learning and
Intelligent Systems (ELLIS) where he also serves on the founding board. His previous
appointments include VP at Qualcomm Technologies, professor at UC Irvine, postdoc
at the University of Toronto and UCL under the supervision of Prof. Geoffrey Hinton,
and postdoc at Caltech under the supervision of Prof. Pietro Perona. He finished his
PhD in theoretical high energy physics under the supervision of Nobel laureate Prof.
Gerard ‘t Hooft. Max Welling served as associate editor-in-chief of IEEE TPAMI from
2011–2015, he has served on the advisory board of the NeurIPS Foundation since 2015
and was program chair and general chair of NeurIPS in 2013 and 2014 respectively. He
was also program chair of AISTATS in 2009 and ECCV in 2016 and general chair of
MIDL in 2018. MaxWelling was a recipient of the ECCVKoenderink Prize in 2010 and
the ICML Test of Time Award in 2021. He directs the Amsterdam Machine Learning
Lab (AMLAB) and co-directs the Qualcomm-UvA deep learning lab (QUVA) and the
Bosch-UvA Deep Learning lab (DELTA).



Physics-Inspired Graph Neural Networks

Michael Bronstein

University of Oxford, UK

Abstract. The message-passing paradigm has been the “battle horse” of
deep learning on graphs for several years, making graph neural networks
a big success in a wide range of applications, from particle physics to
protein design. From a theoretical viewpoint, it established the link to
the Weisfeiler-Lehman hierarchy, allowing us to analyse the expressive
power of GNNs.We argue that the very “node-and-edge”-centric mindset
of current graph deep learning schemes may hinder future progress in
the field. As an alternative, we propose physics-inspired “continuous”
learning models that open up a new trove of tools from the fields of
differential geometry, algebraic topology, and differential equations so
far largely unexplored in graph ML.

Biography. Michael Bronstein is the DeepMind Professor of AI at the University of
Oxford. He was previously a professor at Imperial College London and held visiting
appointments at Stanford, MIT, and Harvard, and has also been affiliated with three
Institutes for Advanced Study (at TUM as a Rudolf Diesel Fellow (2017–2019), at
Harvard as a Radcliffe fellow (2017–2018), and at Princeton as a short-time scholar
(2020)). Michael received his PhD from the Technion in 2007. He is the recipient of the
Royal Society Wolfson Research Merit Award, Royal Academy of Engineering Silver
Medal, five ERC grants, two Google Faculty Research Awards, and two Amazon AWS
ML Research Awards. He is a Member of the Academia Europaea, Fellow of the IEEE,
IAPR, BCS, and ELLIS, ACM Distinguished Speaker, and World Economic Forum
Young Scientist. In addition to his academic career, Michael is a serial entrepreneur and
founder of multiple startup companies, including Novafora, Invision (acquired by Intel
in 2012), Videocites, and Fabula AI (acquired by Twitter in 2019).



Mapping Generative AI

Kate Crawford

USC Annenberg, USA

Abstract. Training data is foundational to generative AI systems. From
Common Crawl’s 3.1 billion web pages to LAION-5B’s corpus of almost
6 billion image-text pairs, these vast collections – scraped from the inter-
net and treated as “ground truth” – play a critical role in shaping the
epistemic boundaries that govern generative AI models. Yet training data
is beset with complex social, political, and epistemological challenges.
What happens when data is stripped of context, meaning, and prove-
nance? How does training data limit what and howmachine learning sys-
tems interpret the world? What are the copyright implications of these
datasets?Andmost importantly,what formsof power do these approaches
enhance and enable? This keynote is an invitation to reflect on the epis-
temic foundations of generative AI, and to consider the wide-ranging
impacts of the current generative turn.

Biography. Professor Kate Crawford is a leading international scholar of the social
implications of artificial intelligence. She is a Research Professor at USC Annenberg in
Los Angeles, a Senior Principal Researcher atMSR in NewYork, an Honorary Professor
at the University of Sydney, and the inaugural Visiting Chair for AI and Justice at the
École Normale Supérieure in Paris. Her latest book, Atlas of AI (Yale, 2021) won the
Sally Hacker Prize from the Society for the History of Technology, the ASIS&T Best
Information Science Book Award, and was named one of the best books in 2021 by
New Scientist and the Financial Times. Over her twenty-year research career, she has
also produced groundbreaking creative collaborations and visual investigations. Her
project Anatomy of an AI System with Vladan Joler is in the permanent collection of
the Museum of Modern Art in New York and the V&A in London, and was awarded
with the Design of the Year Award in 2019 and included in the Design of the Decades
by the Design Museum of London. Her collaboration with the artist Trevor Paglen,
Excavating AI, won the Ayrton Prize from the British Society for the History of Science.
She has advised policymakers in the United Nations, theWhite House, and the European
Parliament, and she currently leads the Knowing Machines Project, an international
research collaboration that investigates the foundations of machine learning.
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Abstract. Recent years have witnessed great successes in performing
graph structure learning for Graph Neural Networks (GNNs). However,
comparatively little work studies structure augmentation for graphs,
where the augmented structures are onlyused for training andare not avail-
able during inference. This is mainly due to that structure augmentation
is a discrete combinatorial optimization problem rather than a continu-
ous optimization problem like structure learning. In this paper, we propose
Learning to Augment (L2A), a novel structure augmentation framework
that learns customized augmentation strategies for graphs with different
homophily levels. Specifically, L2A simultaneously performs the maximum
likelihood estimation ofGNNparameters and the learning of optimal struc-
ture augmentations in a variational inference framework. Moreover, L2A
applies two auxiliary self-supervised tasks to exploit both global position
and label distribution information in the graph structure to further reduce
the reliance on annotated labels and improve applicability to heterophily
graphs. Extensive experiments have shown that L2A can produce truly
encouraging results at various homophily levels compared with other lead-
ing methods and can learn customized structure augmentation strategies
across various GNNs architectures and graph datasets. Codes are available
at: https://github.com/LirongWu/L2A.

Keywords: Graph Neural Networks · Graph Structure
Augmentation · Variational Inference · Graph Self-supervised Learning

1 Introduction

Recently, the emerging Graph Neural Networks (GNNs) [27,31] have demon-
strated their powerful capability to handle a variety of graph-related tasks.
However, existing methods are prone to suffer from poor generalization or weak
robustness due to their heavy reliance on the quantity of annotated labels and the
quality of the graph structure [16,17]. To improve the generalization capability,
a natural solution is to augment training data by creating plausible variations

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 3–18, 2023.
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https://github.com/LirongWu/L2A
https://doi.org/10.1007/978-3-031-43418-1_1


4 L. Wu et al.

of existing data without additional ground-truth labels, which have been widely
adopted in fields such as computer vision [3,8] and natural language processing
[5,22]. The data augmentation on graphs mainly includes two branches: node
feature augmentation and graph structure augmentation. While the former has
been well studied by directly extending existing approaches for image and text
data to graph data [9,12,30,33], comparatively little work has been done to
study graph structure augmentation [2,19,21,34]. For example, DropEdge [21]
randomly removes a fraction of edges before each training epoch, somewhat sim-
ilar to dropout [24]. Different from the ad-hoc, two-stage DropEdge, GAUG [34]
proposes to optimize the structure augmentation and GNN parameters in an
end-to-end manner. Despite their great success, the above methods are based on
the class-homophily assumption which greatly limits their applicability to het-
erophily graphs, where connected nodes may have different class labels. Thus, a
crucial question here is: Can we adaptively perform graph structure augmentation
in an end-to-end framework for graphs with low-to-high homophily levels?

In this paper, we explore whether one can adaptively learn customized aug-
mentation strategies for different graphs. There are several tricky challenges on
the way: (1) The structure augmentation is a discrete combinatorial optimization
problem with complexity O(2N2

), which is computationally expensive to solve.
(2) The graph data is too complex to create hand-crafted or heuristic augmenta-
tion rules, especially when we know little about the underlying graph properties,
e.g., homophily ratio. (3) It is hard to directly obtain the optimal strategies for
structure augmentation as supervision signals for model optimization.

To address the above challenges, we propose a simple yet effective Learning
to Augment (L2A) framework that learns customized augmentation strategies
for graphs with different homophily levels. To achieve this, we adopt the proba-
bilistic generative model and take the optimal augmentations as latent variables
[14,32], which transforms structure augmentation from a discrete combinatorial
optimization problem into a continuous optimization problem. Moreover, to fur-
ther reduce the reliance on annotated labels and improve the applicability to
heterophily graphs, we apply two auxiliary self-supervised tasks to incorporate
both global position and label distribution information embedded in the graph.

Our contributions are summarized as: (1) Proposing a general graph structure
augmentation framework to learn customized augmentation strategies for both
homophily and heterophily graphs. (2) Transforming discrete structure augmen-
tation into a continuous optimization problem and solving it in a variational
inference framework. (3) Two important contextual topological information,
global position and label distribution, are incorporated to improve graph struc-
ture augmentation. (4) Extensive experiments show that L2A outperforms other
leading methods covering the full spectrum of low-to-high homophily ratios.

2 Related Work

2.1 Graph Neural Networks

Graph Neural Networks (GNNs) can be mainly divided into two categories:
spectral-based GNNs and spatial-based GNNs. The spectral-based GNNs, such
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as GCN-Cheby [4] and GCN [15], define convolution kernels in the spectral
domain based on the graph signal processing theory. Instead, the spatial-based
GNNs, including GraphSAGE [7] and GAT [15], focus on the design of aggrega-
tion functions. However, the above four GNNs are based on the class-homophily
assumption, so they cannot be directly generalized to heterophily settings, where
the homophily level h is defined as the fraction of edges in a graph that connect
nodes that have the same class label, i.e., intra-class edges. To solve this problem,
several works have been specifically proposed to deal with heterophily graphs
[26]. For example, Geom-GNN [20] exploits structural similarity to directly cap-
ture long-range dependencies in heterophily graphs. In addition, H2GNN [36]
separates raw and aggregated features so that both low- and high-frequency
information can be preserved. Moreover, FAGCN [1] proposes a self-gating mech-
anism to adaptively weigh between low- and high-frequency signals. For more
GNNs for heterophily graphs, please refer to a recent survey [35].

2.2 Graph Structure Augmentation

The mainstream algorithms for graph structure augmentation can be divided
into three categories: hand-crafted, heuristic, and end-to-end. As a typical hand-
crafted algorithm, DropEdge [21] randomly removes a fraction of edges before
each training epoch according to the hand-crafted probability. In a heuristic
way, AddEdge [2] iteratively adds (removes) edges between nodes predicted to
have the same (different) labels. Different from the above methods, GAUG [34]
propose to optimize the structure augmentation and GNN parameters in an end-
to-end manner. Instead, MH-Aug [19] proposes a sampling-based augmentation,
where a sequence of augmented graphs are directly drawn from an explicit target
distribution. However, due to the overemphasis on the class-homophily assump-
tion, these methods may not be applicable to graphs with strong heterophily. A
recent work, KDGA [28], provides deep insights into the potential distribution
shift problem in structure augmentation, extending it to heterophily settings for
the first time, but it is essentially a post-processing operation based on knowledge
distillation rather than an architectural design for graph structure augmentation.

2.3 Variational Inference for GNNs

Inspired by variational autoencoder [14], there have been a lot of works applying
variational inference to GNN learning. Our work is greatly inspired by L2P [32],
which studies the problem of learning message propagation strategies in a vari-
ational Expectation-Maximization (VEM) framework. However, we differ from
it in the following three aspects: (1) Research Objectives. L2A and L2P focus
on two completely different research areas, L2P for message propagation and
L2A for structure augmentation, which are orthogonal and compatible. Besides,
L2P considers node-level propagation with the distribution space size of latent
variables as O(kN ) (k is the layer number, N is the node number), but L2A
considers edge-level augmentation with the distribution space size of O(2N2

),
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which is more challenging. (2) Learning Strategy. L2P is formulated in a bi-level
optimization framework, while L2A can be directly optimized in an end-to-end
manner. (3) Evaluation Protocol. The augmented graphs learned by L2A are
only used during training and are not available during testing. In contrast, the
learned propagation strategy of L2P is used during both training and testing.

3 Methodology

3.1 Problem Statement

Given a graph G = (V, E), where V is the set of N nodes with features X =
[x1,x2, · · · ,xN ] ∈ R

N×d and E ⊆ V × V is the edge set. Each node vi ∈ V is
associated with a d-dimensional features vector xi. The graph structure can also
be denoted by an adjacency matrix A ∈ [0, 1]N×N with Ai,j = 1 if ei,j ∈ E and
Ai,j = 0 if ei,j /∈ E . For semi-supervised node classification, only a subset of
node VL with corresponding labels YL are known, and we denote the labeled set
as DL = (VL,YL) and unlabeled set as DU = (VU ,YU ), where VU = V\VL. The
task of semi-supervised node classification is to learn a mapping fθ : V → Y on
labeled data DL, so that it is used to infer the labels YU of unlabeled data DU .

Learning to Augment. In this section, we introduce Learning to Augment
(L2A) framework, which allows for learning customized structure augmentation
as well as GNN parameters. The key here is to transform structure augmentation
from a discrete combinatorial optimization problem to a continuous optimization
problem. To this end, we introduce a set of discrete latent variables {ti,j}N

i,j=1,
where ti,j ∈ {0, 1} denotes the optimal augmentation selection between node vi

and vj . Furthermore, we follow [32] to propose a generative model for modeling
the joint distribution of node labels and structure augmentation conditioned on
node features and adjacency matrix, i.e., p (yn,T | X,A), where T ∈ R

N×N

and Ti,j = ti,j . The distribution space size of latent variables T is 2N2
, and

without loss of generality, we can denote all possible permutation schemes in
this distribution space by {T1, T2, · · · , T2N2 }. Finally, we can formulate it in
a variational inference framework, that learns optimal GNN parameters and
structure augmentation distribution in an end-to-end manner, as shown in Fig. 1.

3.2 Augmentation from a Probabilistic Generation Perspective

In the proposed L2A framework, we treat the optimal augmentation (e.g., adding
or removing edge) between node vi and vj as a discrete latent variable ti,j and
adopt the principle of the probabilistic generative model, which has been shown
to be effective in estimating the underlying data distribution [18,32]. In practice,
ti,j is edge-wise since the optimal augmentation for node pairs may vary largely
from one to another. With a set of latent variables {ti,j}N

i,j=1, we can model the
joint distribution of observed label yi and latent variables T as follows

pθ(yi,T | X,A) = pθ (yi | X,A,T) p (T) , (1)
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where p (T) is the prior of latent variables and pθ (yi | X,A,T) represents the
label prediction probability of node vi based on latent variables T. Given the
generative model in Eq. (1), our learning objective is twofold as in [32]:

– Learning GNN parameters by maximizing the marginal likelihood:

log pθ(yi | X,A) = log
2N

2

∑

n=1

pθ (yi | X,A, Tn) p (Tn) . (2)

– Inferring posterior p(T | X,A, yn) of latent variables T:

p (T = Tk | X,A, yi) =
pθ (yi | X,A, Tk) p(Tk)

∑2N2

n=1 pθ (yi | X,A, Tn) p(Tn)
. (3)

For learning, since it involves marginalizing 2N2
latent variables, we cannot

directly learn GNN parameters θ. For inferring, the non-parametric true pos-
terior in Eq. (3) is not applicable since we don’t have access to all the ground-
truth labels [32]. Therefore, we adopt the variational inference principle [14] and
consider the lower bound L(θ, q) of the marginal log-likelihood in Eq. (2) as
follows

log pθ (yi | X,A) = Eq(T)[log pθ (yi | X,A,T)]
− KL (q (T) ‖p (T)) + KL (q (T) ‖p (T | X,A, yi))
≥ Eq(T)[log pθ (yi | X,A,T)] − KL (q (T) ‖p (T)) = L(θ, q)

(4)

where the detailed derivation of Eq. (4) can be referred to [14]. Maximizing
the ELBO L(θ, q) means (i) maximize the posterior defined in Eq. (2) and to
(ii) make the introduced variational distributions q(T) be close to its intractable
true posteriors p (T | X,A, yi) as derived in [32]. When we do not have any prior
about how to augment, p(T = Tk) = 1

2N2 (k = 1, 2, · · · , 2N2
) can be defined as

uniform distribution. In practice, overly drastical topological perturbations to
the graph structure not only fails to increase generalizability but also hinders
performance. Therefore, we can use Dirichlet distribution p(T = A) = 1 as
augmentation prior. In this case, the second KL divergence term in L(θ, q) is
equivalent to approximate A by the probability q(T = 1) directly. Thus, the
lower bound L(θ, q) of Eq. (4) can be approximated and re-writed as follows:

L(θ, q) ≈ Eq(T)[log pθ(yi | X,A,T)] − CE (q (T = 1) ‖A) , (5)

where CE (q (T = 1) ‖A) denotes the cross entropy between q (T = 1) and A.

3.3 Iterative Variational Inference

Since directly maximizing the ELBO L(θ, q) in Eq. (5) is challenging, we adopt an
end-to-end iterative variational inference algorithm to minimize negative ELBO
in this paper. Specifically, we introduce the parameterized posterior qφ (T | X,A)
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Fig. 1. Illustration of the proposed Learning to Augment (L2A) framework, which
consists of five major components: (1) Estimating latent variables T by parameter-
ized augmentation distribution qφ (T | X,A); (2) Obtaining the optimal augmentation

strategy M by the weighted fusion; (3) Sampling augmented graph ̂T from augmen-
tation strategy M through differentiable Gumbel-Softmax Sampling; (4) Learning a
weighted graph P and classifying nodes based on it; (5) Capturing global position
information and label distribution information through two auxiliary pretext tasks.

(how to exactly parameterize the variational distribution q(T) is deferred until
the next section) into Eq. (5) and then simultaneously learn the optimal augmen-
tation distribution qφ (T | X,A) and GNN parameters in an end-to-end man-
ner. Furthermore, we follow [11,32] to adopt Gumbel-Softmax Sampling, which
substitutes non-differentiable sampling from a discrete distribution with a dif-
ferentiable Gumbel-Softmax distribution. Finally, the learning objective is to
minimize the following negative ELBO, as follows

Lcla(θ, φ) = − log pθ(y | X,A, T̂) + CE (qφ (T = 1 | X,A) ‖A) , (6)

where T̂ is drawn from a categorical distribution, defined as follows,

T̂i,j =

⌊
1

1 + exp−
(
logMi,j+G

)
/τ

+
1
2

⌋
, 1 ≤ i, j ≤ N, (7)

where Mi,j = αqφ (T = 1 | X,A) [i, j] + (1 − α)Ai,j is defined as the learned
optimal augmentation strategy. Besides, α ∈ [0, 1] is the fusion factor, which
aims to prevent the sampled augmentation T̂ from deviating too much from the
original graph A. τ is the temperature of Gumbel-Softmax distribution, and G ∼
Gumbel(0, 1) is a Gumbel random variate. Next, we will discuss in detail how
to model parameterized posterior qφ (T | X,A) and posterior pθ(y | X,A, T̂).

3.4 Parameterized Augmentation Distribution

In the variational inference principle, we adopt the amortization inference [14,32]
to fit a shared neural network to model parameterized posterior. Specifically, a
two-layer shared GCN encoder and an inner-product decoder are used to param-
eterize the augmentation distribution qφ (T | X,A) as follows

qφ (T = 1 | X,A) = σ
(
ZZT

)
,where Z = f

(1)
GCN

(
A, f

(0)
GCN (A,X)

)
, (8)
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where Z denotes the hidden embeddings learned by the encoder, and σ(·) is an
element-wise sigmoid function. As many previous works, such as GAUG, have
pointed out, overly severe topological perturbation to graph structure not only
fails to improve robustness, but also hinders generalizability, especially for het-
erophily graphs. In practice, augmenting a graph from heterophily to homophily
inevitably changes the contextual information of the graph, which may further
affect the model performance. Therefore, we treat the label distribution of
nodes as important contextual information and take its preservation
as a constraint to control the perturbation level of graph structure during
structure augmentation. Specifically, we propose a self-supervised pretext task
Label Distribution Preservation, which forces the augmented graph T̂ to have a
consistent label distribution with the original graph A. First, we take the origi-
nal graph A as an example to define the local label distribution. Given labeled
set DL = (VL,YL), we first assign labels for those unlabeled nodes through label
propagation [37] on graph A and then defines the local label distribution yA

i for
each node vi within its k-hop neighborhood, with the c-th element yA

i,c is

yA
i,c =

∣∣N L
i (c)

∣∣ +
∣∣N U

i (c)
∣∣

∣∣N L
i

∣∣ +
∣∣N U

i

∣∣ , c = 1, 2, · · · , C (9)

where N L
i and N U

i are labeled and unlabeled nodes within k-hop neighborhood
of node vi, respectively. N L

i (c) denotes only those in the neighborhood with
the ground-truth label c, and N U

i (c) denotes those in the neighborhood that are
assigned label c by label propagation. Similarity, we obtain the label distribution
y ̂T

i for the augmented graph T̂. Finally, the learning objective is defined as

Lldp =
1

|V|
∑

vi∈V

∥∥ŷT
i − yA

i

∥∥2
. (10)

The experimental results in Fig. 2 have demonstrated the effectiveness of the
label distribution preservation, especially for heterophily graphs. Due to space
limitations, more discussions on the motivations behind the proposed self-
supervised pretext tasks and how they differ from existing work [29] can be found
in Appendix A at https://github.com/LirongWu/L2A/tree/main/appendix.

3.5 GNN Classifier Module for Node Classification

Next, we detail how to model posterior pθ(y | X,A, T̂). Specifically, we first
transform the input nodes to a low-dimensional space by a parameter matrix
Wh ∈ R

F×d, that is h′
i = Whxi. The transformed features are finally used to

generate a weighted graph P based on the augmented graph T̂, defined as

Pi,j = σ
(
Ωψ(h′

i,h
′
j)

) · T̂i,j , 1 ≤ i, j ≤ N, (11)

where σ = tanh(·) is an activation function, and Ωψ(·) is a function that takes
the contacted features of node vi and vj as input and takes the form of a one-layer

https://github.com/LirongWu/L2A/tree/main/appendix
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MLP in our implementation. To improve the applicability of L2A to graphs with
different homophily levels, the global position information embedded in
the graph structure needs to be further exploited. To this end, we apply a
self-supervised auxiliary task Global-Path Prediction [12], which takes the short-
est path length between nodes as the target, enables the model to consider
both label information and global position topological information in the fea-
ture extraction process, and thus models the long-distance dependencies between
nodes. It pre-obtains a set of clusters from the node set V and then guides the
model to preserve global topology information by predicting the shortest path
from each node to the anchor nodes associated with cluster centers. Specifically,
it firstly partitions the graph into K clusters {M1,M2, · · · ,MK} by applying
graph partition algorithm [13]. Inside each cluster Mk (1 ≤ k ≤ K), the node
with the highest degree is taken as the cluster center, denoted as mt. Secondly, it
calculates the distance li ∈ R

K from node vi to cluster centers {mk}K
k=1. Finally,

the learning objective of Global-Path Prediction can be defined as follows

Lglobal =
1

|V|
∑

vi∈V
‖fω (h′

i) − li‖2 , (12)

where fω(·) linearly maps the input to K-dimension values.
Once the weighted graph P is obtained, we can aggregate features by taking

the weighted sum of its neighbors:

h(l)
i = (1 − β)

∑

j∈Ni

Pi,jh
(l−1)
j + βh(0)

i , (13)

where 1 ≤ l ≤ L and h(0)
i = ReLu(W1xi). β and L are the teleport probability

and aggregation layer, respectively. Finally, we make a prediction on node vi by

ŷi = softmax(W2 · h(L)
i ), (14)

where W1 ∈ R
F×F and W2 ∈ R

C×F are weight matrices.
The total loss to train the whole model is defined as

Ltotal = Lcla(θ, φ) + λLldp + κLglobal. (15)

where λ and κ are the weights to balance the influence of the two self-supervised
losses Lldp and Lglobal. The pseudo-code of L2A is summarized in Algorithm 1.

3.6 Complexity Analysis

The time complexity of L2A mainly comes from three parts: (1) augmenta-
tor O(|V|dF + |V|2F ) (2) self-supervised tasks O(|E|F ), and (3) GNN classifier
O(|V|dF + |E|F ), where d and F are the dimensions of the input and hidden
space. The total complexity O(|V|dF + |V|2F + |E|F ) is squared to the number of
nodes |V| and linear to the number of edges |E|, which is nearly in the same order
as the leading method GAUG and other graph generation algorithms. Compared
to GAUG, the additional computational burden of L2A comes mainly from the
two self-supervised pretext tasks O(|E|F ), which is negligible as E 
 V2.
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Algorithm 1 . Algorithm for the proposed L2A framework
Input: Feature Matrix: X; Adjacency Matrix: A.
Output: Predicted Labels YU .
1: Randomly initialize Augmentator φ and GNN Classifier θ;
2: Pretrain Augmentator until convergence based on CE (qφ (T = 1 | X,A) ‖A) and

Lldp defined in Eq. (6) and Eq. (10).
3: Pretrain GNN Classifier until convergence based on Lglobal and − log pθ(y |

X,A, ̂T) defined in Eq. (12) and Eq. (6).
4: while Not Converged do
5: # Graph Augmentation
6: Obtain augmentated graph ̂T by Eq. (8) and Eq. (7);
7: Make label prediction by Eq. (11), Eq. (13), and Eq. (14);
8: Compute total loss Ltotal by Eq. (15);
9: Update the parameters θ and φ by back propagation.

10: end while
11: Predict labels YU for unlabeled nodes VU with GNN Classifier on the original

structure A (rather than augmentated graph ̂T).
12: return Predicted labels YU , Augmentor φ and Classifier θ.

4 Experiments

In this section, we conduct extensive experiments to evaluate the effectiveness of
the L2A framework. Specifically, the experiments aim to answer five questions:
Q1. How effective is L2A for the task of semi-supervision node classification on
various real-world graph datasets Q2. Is L2A robust to different GNN architec-
tures? Is L2A robust to different homophily and homophily levels? Q3. How do
the two self-supervised pretext tasks and structure augmentation influence the
performance of L2A? Q4. Could L2A effectively learn the customized augmen-
tation strategies for graphs with different homophily levels? Q5. How do the
two key hyperparameters α and L influence the performance of L2A?

4.1 Experimental Setups

Datasets. There are totally Eight graph datasets (including ONE synthetic
and seven real-world datasets) used to evaluate the proposed L2A framework.
An overview summary of the statistic characteristics of datasets is given in
Table 1. Three common homophily citation networks, e.g., Cora [23], Citeseer
[6], and BlogCatalog [10] are included in the comparison. Besides, we consider
four heterophily datasets: Cornell, Texas, Wisconsin and Aactor [25]. Finally,
one synthetic dataset Syn-Cora is generated to evaluate the capabilities of the
model to handle graphs with different homophily levels. The Syn-Cora dataset is
generated with various heterophily ratios h by adopting a modified preferential
attachment process. Starting from an empty initial graph, new nodes are added
into the graph one by one until the number of nodes |V| reaches 1490. Let pi,j

denote the probability that a newly added node u in class i is connected with an
existing node v in class j. As a result, heterophily ratio h can be controlled by
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{pi,j}C
i,j=1. We first randomly select C = 5 classes from the Cora dataset. Then,

the node features of Syn-Cora dataset in each class are generated by sampling
node features from the corresponding class in the real-world Cora dataset.

Table 1. Statistical information of the datasets.

Dataset Syn-Cora Cora Citeseer BlogCatalog Texas Cornell Wisconsin Actor

# Nodes 1490 2708 3327 5196 183 183 251 7600

# Edges 2965-2968 5278 4552 171743 279 277 450 26659

# Features 1433 1433 3703 8189 1703 1703 1703 932

# Classes 5 7 3 6 5 5 5 5

Homophily Ratio h 0.00-1.00 0.81 0.74 0.40 0.11 0.30 0.21 0.22

Baselines. To demonstrate the powerful capability of the proposed L2A for
structure augmentation, we compare it with five state-of-the-art baselines: And-
Edge, DropEdge, MH-Aug, GAUG, and KDGA. Besides, we compare L2A with
Geom-GCN, H2GCN, and FAGCN to demonstrate that L2A may work well
for graphs with low-to-high homophily levels. In particular, four classical meth-
ods, MLP, GCN, GraphSAGE, and GAT, are also included in the comparison
as baselines. Note that L2A is a plug-and-play augmentation module that can
theoretically be combined with any GNN architecture to further improve perfor-
mance, such as with FAGCN to create a more powerful variant of L2A-FAGCN.

Hyperparameters. The following hyperparameters are set the same for all
datasets: Adam optimizer with learning rate lr = 1e-2 and weight decay decay
= 5e-4; Epoch E = 500; teleport probability β = 0.1. The other hyperparameters
are determined by a hyperparameter search tool - NNI for each dataset, including
hidden dimension F = {16, 32, 64, 128}, fusion factor α = {0.1, 0.3, 0.8, 1.0},
aggregation layer L = {1, 2, 3, 4, 5, 6, 7, 8}, and loss weights λ, κ = {0.1, 0.5, 1.0}.
All methods are implemented with PyTorch 1.6.0 library running on NVIDIA
v100 GPU, and the model with the highest accuracy on the validation set is
selected for testing. Each set of experiments is run five times with different
random seeds, and the average performance and standard deviation are reported.

4.2 Classification on Real-World Datasets (Q1)

To answer Q1, we conduct experiments on seven datasets with different
homophily levels. The GNN classifier module proposed in this paper is used
as a benchmark GNN architecture to compare L2A with four state-of-the-art
structure augmentation methods: AndEdge, DropEdge, MH-Aug, GAUG, and
KDGA. Besides, the original implementations of MLP, GCN, GraphSAGE, and
GAT are also included as baselines. Moreover, we also compare L2A with algo-
rithms specifically designed for heterophily graphs, such as Geom-GCN, H2GCN,
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Table 2. Classification accuracy (%) on seven real-world datasets. The homophily
ratios h is defined as the fraction of intra-class edges among all the edges in a graph:
h = |{(u, v) ∈ E | yu = yv}| /|E|. In practice, a graph with category number C displays
a homophily tendency if h < 2

C
, otherwise it displays a heterophily tendency.

Heterophily Homophily

Texas Wisconsin Actor Cornell BlogCatalog Citeseer Cora

Homophily Ratio h 0.11 0.21 0.22 0.30 0.40 0.74 0.81

# Nodes |V| 183 251 7,600 183 5,196 3,327 2,708

# Edges |E| 279 450 26,659 277 171,743 4,552 5,278

MLP 81.9 ± 4.8 85.3 ± 3.6 35.8 ± 1.0 81.1 ± 6.4 65.7 ± 2.1 46.5 ± 0.5 55.1 ± 0.5

GCN 59.5 ± 5.3 59.8 ± 7.0 30.3 ± 0.8 57.0 ± 4.7 75.0 ± 0.4 70.3 ± 0.5 81.5 ± 0.8

GraphSAGE 82.4 ± 6.1 81.2 ± 5.6 34.2 ± 1.0 76.0 ± 5.0 73.4 ± 0.4 71.2 ± 0.4 82.2 ± 0.7

GAT 58.4 ± 4.5 55.3 ± 8.7 26.3 ± 1.7 58.9 ± 3.3 63.8 ± 5.2 72.5 ± 0.5 83.1 ± 0.5

DropEdge 82.8 ± 4.7 85.3 ± 5.1 36.5 ± 1.3 79.1 ± 4.1 77.4 ± 0.3 72.4 ± 0.2 82.5 ± 0.8

AddEdge 83.4 ± 5.2 84.9 ± 4.6 35.9 ± 0.9 78.8 ± 4.0 77.3 ± 0.3 72.8 ± 0.7 82.4 ± 0.6

MH-Aug 82.3 ± 3.8 85.4 ± 3.0 35.3 ± 1.1 79.8 ± 3.3 79.1 ± 0.6 72.9 ± 0.5 83.6 ± 0.4

GAUG 80.7 ± 3.5 83.7 ± 3.4 34.5 ± 1.0 78.4 ± 2.9 78.6 ± 0.4 73.1 ± 0.6 83.9 ± 0.5

KDGA 84.0 ± 4.2 86.7 ± 3.8 36.4 ± 1.2 81.8 ± 3.5 78.8 ± 0.3 72.8 ± 0.6 84.4 ± 0.6

L2A (ours) 85.6±3.4 90.2±3.2 38.8±0.7 84.7±1.3 80.2±1.0 73.3±0.2 84.7±0.6

GEOM-GCN 67.6 64.1 31.6 60.8 - - -

H2GCN 82.2 ± 5.3 85.9 ± 4.2 35.6 ± 1.3 82.2 ± 6.0 77.6 ± 0.8 72.8±0.4 83.5 ± 0.5

FAGCN 84.0 ± 4.7 88.4 ± 3.6 35.9 ± 1.1 84.3 ± 4.8 78.5 ± 0.6 72.7 ± 0.8 84.1 ± 0.5

L2A-FAGCN 86.2±3.9 89.1±3.7 37.8±0.9 85.2±3.3 81.9±0.9 72.4 ± 0.5 84.5±0.4

and FAGCN, to demonstrate that L2A may well work for the full spectrum of
low-to-high homophily levels. Table 2 summarizes the graph properties and clas-
sification performance, from which it can be seen that (1) It can be seen that
L2A consistently achieves the best overall performance on all seven datasets,
especially in strong heterophily settings. For example, L2A obtains the best per-
formance on the Wisconsin and Cornell datasets, and more notably, our accu-
racy outperforms GAUG by 6.5% and 6.3%, respectively. (2) Though GAUG and
MH-Aug perform well on homophily graphs, it falls behind even DropEdge and
AddEdge on heterophily graphs due to the overemphasis on class-homophily.
(3) More importantly, L2A shows great advantages even when compared to
algorithms specifically designed for heterophily graphs, including Geom-GCN,
H2GCN, and FAGCN. More importantly, L2A can be easily combined with
existing GNNs to further improve their performance. For example, the variant
L2A-FAGCN, obtained by combining L2A with FAGCN, significantly improves
the performance of the vanilla FAGCN by 2.2% and 3.4% on the Texas and
BlogCatalog datasets.

4.3 Homophily Ratios and GNN Architectures (Q2)

The performance on the Syn-Cora dataset is reported in Table 2. Experi-
ments are conducted on the Syn-Cora dataset by varying homophily ratio h as
{0.0, 0.1, · · · , 0.9} with three classical GNN architectures: GCN, GraphSAGE,
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and GAT. It can be observed from Table 2 that: (1) The proposed L2A framework
generalizes well to different homophily levels and achieves the best overall perfor-
mance across all settings. This suggests that L2A favors learning in homophily
settings without sacrificing excellent performance in heterophily data. In con-
trast, while GAUG can work well in homophily settings, it cannot even match
the results of baselines on heterophily data. (2) L2A achieves consistent improve-
ments across all three GNN architectures. For example, L2A improves 3.5%
(GCN), 1.8% (GraphSAGE), and 1.8% (GAT) averaged across all 10 homophily
ratios compared to baselines, respectively. However, GAUA improves only 0.2%
(GCN), 0.3% (GraphSAGE), and 0.3% (GAT), respectively (Table 3).

Table 3. Classification accuracy ± std(%) on the Syn-Cora dataset under different
homophily ratios h and three GNN architectures (GCN, GraphSAGE, and GAT).

h 0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90

GCN 33.7 ± 1.7 37.1 ± 4.6 42.8 ± 1.9 51.1 ± 0.8 56.9 ± 2.6 66.2 ± 1.0 77.3 ± 1.2 84.5 ± 0.5 91.2 ± 1.3 96.1 ± 0.8

GAUG-GCN 35.2 ± 1.3 37.0 ± 0.8 41.5 ± 1.2 50.1 ± 1.2 57.5 ± 1.6 65.7 ± 0.9 78.4 ± 1.1 84.9± 0.8 91.4 ± 1.5 97.3± 0.6

L2A-GCN 40.2±1.0 45.0±1.0 47.3±1.8 56.0±2.0 61.7±1.2 68.6±1.4 79.9±2.5 84.7 ± 0.7 91.9±1.7 96.9 ± 0.4

GraphSAGE 76.0±1.9 72.9 ± 2.4 70.6 ± 1.4 71.8 ± 0.7 72.0 ± 1.7 76.6 ± 0.8 81.3 ± 1.0 85.1 ± 0.5 90.8 ± 1.0 95.1 ± 1.2

GAUG-GraphSAGE 73.8 ± 1.4 71.9 ± 1.0 71.1 ± 0.7 70.9 ± 0.9 72.3 ± 1.5 76.0 ± 0.9 83.0 ± 1.3 87.3 ± 0.6 92.5 ± 1.2 96.5 ± 0.7

L2A-GraphSAGE 74.2 ± 0.6 73.6±1.1 73.1±0.6 74.8±0.7 74.1±0.7 77.5±0.9 84.2±0.7 88.0±0.7 93.6±1.2 96.7±0.6

GAT 30.2 ± 1.3 33.1 ± 1.2 39.1 ± 0.3 48.8 ± 1.6 55.4 ± 2.4 64.5 ± 0.5 76.3 ± 1.8 84.0 ± 1.0 90.9 ± 1.5 95.9 ± 0.2

GAUG-GAT 31.2 ± 1.2 32.9 ± 1.1 38.5 ± 0.9 47.9 ± 1.3 55.2 ± 1.3 64.8 ± 1.4 77.0 ± 1.2 84.2±0.8 92.8 ± 1.3 97.1±0.8

L2A-GAT 33.5±1.4 35.8±1.4 42.6±2.5 50.3±1.4 55.6±1.5 65.5±0.9 78.8±0.9 83.9 ± 0.9 93.7±1.5 96.9 ± 0.5

4.4 Ablation Study (Q3)

This evaluates the effectiveness of the structure augmentation and the two auxil-
iary self-supervised tasks in the L2A framework through four sets of experiments:
the model without (A) structure augmentation (w/o Augmentor); (B) Global-
Path Prediction (w/o Lglobal); (C) Label Distribution Preservation (w/o Lldp),
and (D) the full model. Experiments are conducted on seven datasets, and classi-
fication accuracy is reported as the metric. After analyzing the reported results in
Fig. 2, we find that both Global-Path Prediction and Label Distribution Preser-
vation contribute to improving performance. More importantly, applying these
two tasks together can further improve performance on top of each, which demon-
strates the benefit of capturing global position information and preserving label
distribution in the graph structure. Moreover, the removal of the structure aug-
mentation will lead to a sharp drop in performance, e.g., 4.7%, 3.2%, 8.9% on
the BlogCatalog, Actor, and Texas datasets, which demonstrates the importance
of structure augmentation and the effectiveness of the L2A framework.
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Fig. 2. Ablation study on the structure augmentation and the two self-supervised tasks.

Fig. 3. Relationship between augmentation strategy and graph homophily levels.

4.5 Augmentation Strategy Learning (Q4)

To explore the relationship between the structure augmentation strategy and
the level of homophily, we visualized the change in the number of edges on the
augmented graph T̂ as training proceeds on all datasets in Fig. 3. Additionally,
we provide the number of edges in the original graph A as baselines, denoted by
dotted lines. It can be seen that for three relatively homophily graphs, Cora, Cite-
seer, and BlogCatalog, the number of edges in the augmented graph decreases
consistently with training to produce a relatively sparse augmented graph, which
helps to alleviate the common over-smoothing problem in homophily data. How-
ever, for relatively heterophily graphs, the optimal augmentation strategy is to
increase the number of edges to obtain a densely connected augmented graph.
This is because heterophily data are less affected by the over-smoothing problem,
and more dense connectivity helps to establish long-range dependencies between
nodes, allowing a larger receptive field to capture contextual information, which
is beneficial for node classification on heterophily graphs.

4.6 Parameter Sensitivity Analysis (Q5)

To answer Q5, we evaluate the sensitivity analysis w.r.t two key hyperparame-
ters: fusion factor α in Eq. (7) and aggregation layer L in Eq. (13). The results are
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reported in Fig. 4 with the best performance circled, from which we can observe:
(1) The performance gain of L2A becomes larger as α increases. However, when
α becomes too large, L2A in turn yields lower performance gains. This is because
a too-small α weakens the contribution of structure augmentation to model per-
formance, while a too-large α can cause the topology of the augmented graph
to deviate too much from the original graph, bringing misleading information
or noise. (2) The model performance can be improved with a larger aggregation
layer L, which enables each node to establish connections with nodes in a larger
multi-hop neighborhood, capturing more contextual information. However, the
performance gain becomes lower when L becomes too large.

Fig. 4. Parameter sensitivity analysis on four datasets.

5 Conclusion

In this paper, we propose Learning to Augment (L2A), a general structure aug-
mentation framework that learns customized augmentation strategies for graphs
with different homophily levels. Specifically, L2A transforms structure augmen-
tation from a discrete combinatorial optimization problem to a continuous opti-
mization problem. This further enables us to simultaneously perform the maxi-
mum likelihood estimation of GNN parameters and learning of optimal augmen-
tations in a variational inference framework. Extensive experiments on synthetic
and real-world datasets have shown that L2A outperforms other leading graph
structure augmentation methods. Despite the great progress, limitations still
exist, for example, L2A has only been evaluated on some small-scale datasets.
In our opinion, decoupling edge addition and removal may be helpful to achieve
better scalability for large-scale graphs, which will be left for future work.
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Abstract. Representation learning for bipartite graphs is a challeng-
ing problem due to its unique structure and characteristics. The primary
challenge is the lack of extensive supervised data and the bipartite graph
structure, where two distinct types of nodes exist with no direct connec-
tions between the nodes of the same kind. Hence, recent algorithms uti-
lize Self Supervised Learning (SSL) to learn effective node embeddings
without needing costly labeled data. However, conventional SSL methods
learn through a single pretext task, making the trained model specific to
the downstream task. This paper proposes a novel approach for learning
generalized representations of bipartite graphs using multi-task SSL. The
proposed method utilizes multiple self-supervised tasks to learn improved
embeddings that capture different aspects of the bipartite graphs, such as
graph structure, node features, and local-global information. We utilize
deep multi-task learning (MTL) to further assist in learning generalizable
self-supervised solution. To mitigate negative transfer when related and
unrelated tasks are trained in MTL, we propose a novel DST++ algo-
rithm. The proposed DST++ optimization algorithm improves existing
DST by considering task affinities and groupings for better initialization
and training. The end-to-end proposed method with complimentary SSL
tasks and DST++ multi-task optimization is evaluated on three tasks:
node classification, link prediction, and node regression, using four pub-
licly available benchmark datasets. The results demonstrate that our
proposed method outperforms state-of-the-art methods for representa-
tion learning in bipartite graphs. Specifically, our method achieves up
to 12% improvement in accuracy for node classification and up to 9%
improvement in AUC for link prediction tasks compared to the baseline
methods.

Keywords: GNNs · Multi Task · Unsupervised · Self-Supervised

1 Introduction

Bipartite graphs are versatile structures representing the relationship between
two distinct types of nodes. Its applicability extends to a wide range of real-world

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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scenarios, such as recommender systems [1], drug discovery [42], and informa-
tion retrieval [49]. For instance, in recommender systems, users and items can
be modeled as two types of nodes within a bipartite graph. The edges in this
graph represent interactions between users and items. Additionally, bipartite
graphs possess unique structural features that set them apart from heteroge-
neous graphs. Notably, there are no direct connections between nodes of the
same type in a bipartite graph.

In recent years, significant progress has been made in graph embedding gen-
eration [3,13]. While these methods have proven effective for homogeneous and
heterogeneous graphs, developing meaningful node representations for bipartite
graphs remains a persistent challenge. Primarily, such algorithms must be opti-
mized for modeling bipartite graphs, otherwise the resulting node and graph
embeddings prove to be suboptimal [9]. To address this, researchers have pro-
posed algorithms specific to bipartite graphs [1,9,41,43,46,47,50].

However, in such a domain, SSL can assist in generating meaningful repre-
sentation as most problems in bipartite graph domain lack labelled data. SSL
based methods can learn effective embeddings without the use of costly labelled
data. Motivated by SSL for homogeneous graphs, the current state-of-the-art
studies in bipartite graphs utilizing SSL include BiGi [4] and COIN [21]. These
approaches build upon a single pretext task with a particular philosophy, such
as maximizing mutual information. Such methods have illustrated promising
results for bipartite graph representation learning. However, their efficacy is
usually limited to only one task and performs lower across other downstream
tasks and datasets. For instance, BiGi [4], which is based on mutual information
maximization between local and global representations, performs well in link
prediction tasks but poorly in node classification tasks. Additionally, COIN [21],
deliver excellent results for clustering task as it maximize the mutual informa-
tion of co-clusters to captures the cluster-level information whereas it doesn’t
perform well on other tasks like link prediction.

This issue has been studied in other domains, such as Natural Language
Processing [33,34] and Computer Vision [6,29]. These research studies have
indicated that models enhanced by SSL over multiple pretext tasks have demon-
strated strong task generalization and the ability to learn transferable intrinsic
patterns. Similarly, there has been some work in the homogeneous graph domain
[22] showing that MTL for homogeneous graphs enables better task performance
(Fig. 1).

In this work, we propose a multi-task SSL algorithm for bipartite graphs
with pretext tasks to impart generalized knowledge to the model. We use differ-
ent SSL tasks used in homogeneous graph learning literature, which include fea-
ture reconstruction, edge reconstruction, contrastive learning, and mutual infor-
mation maximization. We simultaneously optimize and dynamically coordinate
the pretext tasks by proposing a novel MTL optimization algorithm DST++.
The proposed DST++ improves upon DST [27] by modeling task affinities and
groupings, eventually dropping and scheduling the grouped tasks together. Fur-
thermore, using the task groupings, we better initialize the shared backbone of
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Fig. 1. Multi-Task Network for Self Supervised learning

the multi-task network to promote weaker tasks. The overall contributions of
this study are summarised as follows:

– As an initial step towards exploring foundational bipartite graph models [2]
and improving overall generalization, we developed five pretext tasks for SSL.
We introduce a multi-task SSL algorithm called MultiBipGNN, which is self-
supervised by pretext tasks and dynamically reconciles them according to
DST++. This ensures the graph encoder learns knowledge from every pretext
task while minimizing conflicts.

– We also propose a novel bipartite graph encoder that aggregates information
from two hops (same type) nodes and one hop (different type) nodes via
multi-head soft attention (MHSA) [38,39].

– We evaluate MultiBipGNN against seven state-of-the-art unsupervised bipar-
tite representation methods on four public benchmark datasets across three
downstream tasks (node classification, node regression, and link prediction).
Our experiments demonstrate that MultiBipGNN outperforms the state-of-
the-art unsupervised methods by +7.1% in overall performance, indicating
better task generalization by learning disjoint yet complementary knowledge
from different tasks.

2 Background Work

This section describes the background work in SSL for bipartite graphs. We
explain SSL in bipartite graphs and then move to SSL in homogeneous graphs via
GNNs. Next, we list research studies in multi-task SSL in different domains, such
as language, vision, and graphs. Finally, we illustrate how to optimize multiple
tasks better while learning to avoid negative transfer.

2.1 Bipartite Graph Representation Learning

Bipartite graphs are commonly modeled using (i) homogeneous or (ii) hetero-
geneous graph embeddings. Some homogeneous random-walk-based methods
include Node2vec [10], DeepWalk [32], LINE [37], or, GNN ones like GraphSAGE
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[12] and GAT [39]. Random-walk-based methods employ Skip-Gram to acquire
node embeddings to maintain the graph structure but seldom employ the node
features. Alternatively, GNN-based methods recursively aggregate features of
neighboring nodes and learn node representations.

On the other hand, heterogeneous graph embedding methods include stud-
ies such as Metapath2vec [7] and DMGI [30]. Metapath2vec constructs diverse
node neighborhoods using meta path-based random walks. Such heterogeneous
methods, however, are not tailored for bipartite graphs and may lose their
structural characteristics [9]. To preserve structural detail, several methods are
designed for bipartite graphs, including PinSage [43], BiNE [9], C-BGNN [15],
BiGI [4], and COIN [21]. BiNE [9] proposes a biased random walk that generates
vertex sequences to preserve the long-tail distribution of vertices and trains skip-
gram-based embeddings on them. C-BGNN [15], on the other hand, aggregates
information across and within the two partitions of a bipartite graph by utiliz-
ing a customized Inter-domain Message Passing and Intra-domain Alignment.
BiGI [4] focuses on learning better representations by using mutual information
maximization between global and local graph embeddings. Recently, COIN [21]
also utilized mutual information maximization between co-clusters to capture
the cluster-level information.

2.2 Self Supervised Learning (SSL) for GNNs

SSL has attracted a lot of attention in graphs due to its ability to learn effec-
tive node embeddings without costly labeled data. Most graph SSL frameworks
for node-level tasks rely on a single philosophy and pretext task. Such tasks
include mutual information maximization, contrastive learning, or generative
reconstruction. Although initially used in computer vision, contrastive learning
methods are adapted to graph representation learning. For instance, DGI [39]
learns node representations by contrasting local and global embeddings. Due
to contrastive learning, DGI achieved impressive results in node classification
benchmarks. GIC [28] proposes an unsupervised method that maximizes the
mutual information between node-level and cluster-level representations. GMI
[31] generalizes conventional mutual information computations from the vector
space to the graph domain, measuring mutual information from node features
and topological structure. Lastly, by creating two views of the graph to learn
node representations GRACE [51] and GCA [52] use contrastive learning. They
pull the representation of the same node in two views close while pushing the
embedding of every other node apart.

2.3 Multi-task Self Supervised Learning and Optimization

Multi-task SSL is extensively studied in computer vision and natural language
processing [6,26,29,33,34]. Within the graph domain, AutoSSL [20] examines
a multi-task setting where tasks are reconciled to promote graph homophily.
Additionally, Hu et al. [18] focus on graph-level tasks and pre-trained GNNs
in separate stages. The tasks were reconciled using either weighted summation
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or pre-defined heuristics. Recently, Ju et al. [22] proposed a multi-task self-
supervised framework for learning in homogeneous graphs. The different tasks
are coordinated using multiple gradient descent. Though some of these stud-
ies [18,22] work towards unsupervised learning or pretraining in graphs using
multiple tasks, they cannot be extended to bipartite graphs directly.

When optimizing an MTL network, the aim is to orchestrate priorities of
tasks dynamically during training. Two commonly used approaches in MTL
optimization are (i) task grouping and (ii) task prioritization. The former method
groups the tasks based on their relatedness and selects a group of tasks or sub-
network for efficient MTL. Various methods are used to compute task grouping,
such as measuring affinities [48], cross-task consistencies [45], or probability of
concurrently simple/difficult tasks [25]. After grouping, different sub-networks
may be generated [25], or MTL be orchestrated [45,48].

On the other hand, in weight-based task prioritization, each task is weighed
individually and optimized using ˜L =

∑k
t=1 wtLt. Studies use informative task-

specific loss value, validation performance, or gradients to balance training
dynamically. For instance, GradNorm [5] and LBTW [24] alter the gradients
of the network and prioritize tasks. Alternatively, some studies utilize train or
validation set performance to determine the difficulty or the incompleteness of
the task [11,19]. Task-wise weights can also be added as learnable parameters
and constrained using regularization terms to enforce non-trivial solutions as
done in [23]. Recently, DST [27] proposed a dropping mechanism to drop tasks
during MTL training. The tasks were dropped to prioritize the remaining weaker
tasks.

3 Proposed Algorithm

In this section, we first describe the notations, followed by our proposed algo-
rithm MultiBipGNN and its three components: (i) Bipartite Graph Encoder, (ii)
Multi Task Self Supervised Learning, and (iii) DST++.

3.1 Notation

Let G be a bipartite graph = (U , V , E), where U and V are two separate sets
of nodes, and E ⊆ U × V represents the edges. G comprises two types of nodes:
those that belong to the same set are similar, while those in different sets are
dissimilar. Let A be a binary adjacency matrix of size |U | × |V |, where each
element Aij indicates whether a node ui ε U has a connection with a node vj ε
V . The aim of bipartite graph embedding is to assign a d-dimensional vector to
each node in G, denoted as ui and vj for ui and vj , respectively.

3.2 Bipartite Graph Encoder

We propose a bipartite graph encoder for the shared backbone of the multi-task
network. We train two encoders, the first one learning representations of u-type
nodes and the other for v-type nodes.
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Since the direct neighbors in a bipartite graph are of different types, the
message-passing mechanism of homogeneous graphs cannot be applied to bipar-
tite graphs. Hence, we describe the message passing for uk

i as follows, with vk
j

also following the same process. First, we generate temporary representations v̂k
j

via a mean aggregation as:

v̂k
j = δ(Ŵ k

v .MEAN(uk−1
i : ui ∈ N(vj))), (1)

where, k is the layer, δ the non-linear activation, W k is a weight matrix, and
N(vj) denotes one-hop neighbors of vj . Due to its construction, v̂k

j can be consid-
ered a u-type embedding. Now at the one hop, we have two types of neighbors:
vk−1

j , the natural neighbor, and v̂k
j , the constructed temporary neighbor. We

apply a non-linear transform on vj using an MLP and then aggregate both
kinds of neighbors and the self-node using multi-head soft attention (MHSA)
(Fig. 2).

Fig. 2. Message Passing in Proposed Bipartite Graph Encoder

We define an augmented neighborhood for a node ui, consisting of all the
one-hop natural neighbors vj and temporary neighbors v̂j . We then perform a
graph attention-based convolution using MHSA on the augmented neighborhood
to learn the feature representations for the node ui.

αk
ij =

exp(δ(aT [W k
u uk−1

i ‖W k
u vk−1

j ))
∑

l∈Ni
exp(δ(aT [W k

u uk−1
i ‖W k

u vk−1
l ]))

(2)

ui = δ

⎛

⎝

1
N

N
∑

n=1

∑

j∈Ni

αk
ijW

k
u vk−1

j

⎞

⎠ (3)

Here, αk
ij denotes the attention weights that aggregate information over the

augmented neighborhood. δ is the non-linear activation, and a is an MLP which
adds further expressivity to the attention mechanism. To stabilize attention, we
use N heads [38,39] and take an average to obtain the final embedding.
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Building the intuition of the algorithm, we require information from the
same type of nodes for message passing. However, complementary information
from the other node type can also assist. Hence, we aggregate the two kinds
of neighbors using MHSA, which can decide how much to weigh each piece of
information. We use an MLP for implicit domain alignment between the two
feature domains u and v, as followed by C-BGNN [15].

3.3 Multi Task Self Supervised Learning

This work proposes five pretext tasks to cover three high-level philosophies: gen-
erative reconstruction, contrastive learning, and maximizing mutual information
between local and global representations. The details of these five tasks are:

Generative Reconstruction: This aims to generate the node features (feature
reconstruction) and topology (topological reconstruction) from its embedding.

Feature Reconstruction: Using MultiBipGNN, we first encode node features
by masking the features of a random batch of nodes. Next, we reconstruct the
masked node features after remasking them against the node representations [17].
For the same, we utilize the u encoder, fg,u, to reconstruct the representations for
u-type nodes and v encoder, fg,v to reconstruct for v-type nodes. The following
equations describe the reconstruction loss for u type nodes.

X̂u
′
= A′.fg,u(G′; θg,u) � Mu.WDec

u (4)

LFeatRec,u =
‖X̂ ′

u � M̂u − X ′
u � M̂u‖F

‖X ′
u � M̂u‖F

(5)

Here � refers to the Hadamard product, X ′
u is the feature matrix of the

sampled subgraph, A′ is the adjacency matrix for the same and Mu and M̂u are
the masked and remasked feature matrices. The final loss to be minimized for
feature reconstruction is the sum of u-type and v-type losses.

Topological Reconstruction: We also reconstruct links between connected
nodes to retain pair-wise topological knowledge. Given a sampled sub-graph G

′
,

we randomly sample B positive node pairs where the links exist and B negative
node pairs where no edge exists. The probability of connection between two
nodes is calculated as:

Plink(i, j) = δ
(

(fu(G
′
; θg,u)[ui] � fv(G

′
; θg,v)[vj ]).WTopo

)

(6)

Finally, topological reconstruction maximizes the probabilities of positive node
pairs and minimizes for negative node pairs as:

LTopoRec =
−1
2B

∑

(ui,vj)∈V +

log(Plink(ui, vj)) +
∑

(ui,vj)∈V −
log(1 − (Plink(ui, vj)))

(7)
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Contrastive Learning: Contrastive learning aims to maximize mutual infor-
mation by contrasting positive pairs with negative-sampled counterparts. Moti-
vated by GraphCL [44], we define a formulation for bipartite graphs. While
pre-training the GNN, a random set of N sub-graphs is chosen and used in con-
trastive learning. This process results in 2N augmented graphs, which are used
to optimize the contrastive loss. Here, u nodes are contrasted with u-type nodes
to obtain positive examples for the u-type anchor. On the contrary, negative
pairs are not explicitly sampled but obtained from the other augmented graphs
in the same set of N sub-graphs. un,i and un,j are the positive samples gener-
ated using augmentation from the same node. sim is a similarity measure like
cosine similarity. We follow the same process for v type nodes. Lastly, the final
contrastive learning loss to be minimised is the sum of u-type and v-type losses.

LContrastive,u = −log
exp(sim(un,i, un,j)/τ)

∑N
n′=1,n′ �=n exp(sim(un,i, un′ ,j)/τ)

(8)

Mutual Information Maximization: This involves maximizing the mutual
information between two views of the same target, which assists in learning
intrinsic patterns [16]. To maximize local-global mutual information, we min-
imize the distance between the intact graph-level representation and its edge
representations while simultaneously maximizing the distance between the for-
mer and the corrupted edge representations. We extend the DGI [39] method
for a bipartite graph by maximizing the mutual information between the edge
embeddings and the global representation of the graph.

L1
MI =

1
N + M

⎛

⎝

N
∑

i=1

E(X,A) [logD(hi, g)] +
M
∑

j=1

E(˜X,˜A)

[

log(1 − D(˜hj , g))
]

⎞

⎠

(9)
Here, g is the graph representation, defined using mean over node represen-

tations for both u-type and v-type and then concatenated. Similarly, we com-
pute local edge representation h by concatenating node representations of u
and v. As a proxy for maximizing the mutual information, we employ a dis-
criminator D(hi, g) [4,39]. It represents the probability scores assigned to the
patch-summary pair (higher score for patches contained within the summary).

Motivated from BiGI [4], we also maximize the mutual information between
sub-graph and global graph representations. Here, we maximize the mutual infor-
mation between the embeddings of a subgraph defined around an edge and the
global representation.

pu = MEAN(ui;ui ∈ U),pv = MEAN(vi; vi ∈ V ),
g = COM(pu, pv) = [σ(pu)|σ(pv)] (10)

gh
(u,v) =

⎡

⎣σ(
∑

vi∈Gh(u)

αu,ivi + u)|σ(
∑

ui∈Gh(u)

αv,iui + v)

⎤

⎦ (11)
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Here g is the global graph representation and gh
(u,v) is the sub-graph rep-

resentation. gh
(u,v) is computed around edge u, v and is defined by taking a h-

hop neighbourhood and learning attention weights for both u and v. Finally, as
described below, we maximize the mutual information between the subgraph and
global graph representation using the actual graph and its corrupted version.

L2
MI =

1

N + M

(
N∑
i=1

E(X,A)

[
logD(gh

(u,v), g)
]

+

M∑
j=1

E(˜X,˜A)

[
log(1 −D(˜gh

(u,v), g))
])

(12)

3.4 DST++: Dropped Schedule Task MTL with Task Affinity

Fig. 3. DST++ Task Dropping Mechanism

Empirical observations show that combining pre-text SSL tasks with
weighted summation can improve task generalization, but a multi-task self-
supervised GNN may not always perform as well as expert models on some
downstream tasks due to potential conflicts between SSL tasks (Fig. 3).

Malhotra et al. [27] recently proposed the DST algorithm for optimized train-
ing of weaker tasks and avoiding negative transfer in MTL. They encoded a
cumulative activation probability Pk,t with five different metrics. This activa-
tion probability Pk,t denoted the probability with which the tth task will remain
active in the kth epoch. Stochastically, the dropped task was removed from
joint optimization in the epoch, and the remaining tasks jointly optimized the
network. However, the DST algorithm fails to consider task relatedness and
affinities. Independent task-level activation can result in dissimilar tasks being
“switched ON” together. Hence, in this research, we proposed DST++. The
enhanced DST++ includes task affinity alongside three original key metrics of
task completion, task stagnancy, and regularization to avoid catastrophic for-
getting.
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Task Affinity Metric: First, we require a task affinity matrix based on which
task affinity metric Pa

k,t can be defined. This task affinity metric Pa
k,t will then

be used to obtain the task activation probability Pk,t. Inspired by Fifty et al. [8],
the idea is to compute how gradient update due to a task Ti affects another task
Tj at the shared layers. If the forward looking weight update due to Ti positively
impacts Tj (loss Lj decreases), the task can be said to be related. Hence, the
affinity at iteration k can be defined as:

Zk
j→i = 1 − L

(k+1)|θk+1
i

j

Lk
j

(13)

On a positive impact, L
(k+1)|θk+1

i
j < Lk

j and hence, Zk
j→i indicates a positive

affinity. On the contrary, if L
(k+1)|θk+1

i
j > Lk

j , the weight update on shared layers
due to Ti harmed the learning of Tj , and hence a negative affinity. A generalized
score at training or epoch level can then be computed as Ẑk

j→i = 1
K

∑K
k=1 Zk

j→i.
Lastly, using Ẑk

j→i, the task groupings are computed using a branch and bound
algorithm [8]. Once the groups are created based on task affinity, the next step is
to create the task affinity metric Pa

k,t. For all tasks Ti ⊆ T , where Ti are number
of task in the ith group, the task affinity metric Pa

k,t can be defined as:

Pa
(k,t) =

{

1
2 ∗ (1 + sin2πk

M ) if k ∈ (n ∗ (i − 1), n ∗ i];
1
2 ∗ sin2πk

M

(14)

Here k is the training epoch, M is the total number of groups and it operates
same for all tasks in the ith group. n represents a natural number, which takes
on values 1,2,3 .... depending on values of k to make the entire metric periodic.

As a last step, we also utilize Pb
k,t, Pc

k,t, and Pd
k,t for task completion, task

stagnancy, and regularization from DST [27], respectively. Task completion met-
ric is Pb

(k,t) = min
(

1,
I(k,t)

E(I(k))

)

, where I(k,t) is the ratio of current loss value over

initial loss value for tth task and E(I(k)) is expected value across all task. Simi-
larly, Pc

k,t computes the duration for which the loss value for each task has been
stagnant and prefers activation of longer stagnant tasks. Lastly, Pd

k,t=1 is a reg-
ularization to prevent tasks from remaining OFF forever and limits catastrophic
forgetting.

With all four metrics computed, the overall task activation probability Pk,t

can be defined as:

P(k,t) = λ1Pa
(k,t) + λ2Pb

(k,t) + λ3Pc
(k,t) + λ4Pd

(k,t) (15)

where
∑

λi = 1. For each task, its activation is decided by sampling 1 or 0
gate using the P(k,t), sampled from an independent Bernoulli distribution, hence
scheduling tasks at each epoch.



Multi-task Self-supervised Bipartite Graph Representation Learning 29

DST++ Multi-task Network Initialization: Another extension we propose
to DST in DST++ is in the area of better network initialization. DST uses ran-
dom init, with no emphasis on initialization based on tasks. Once we obtain the
task affinities and groupings, we then compute inter-group affinities. Using these
inter-group affinities, we initialize the multi-task network by network weights of
tasks belonging to the group with minimum inter-group affinity. This takes the
network weights in a space where the remaining tasks don’t dominate the less
related task group. The formulation for inter-group affinity is given as follows:

Ai =

∑T
t=1

∑J
j=1 τt,j

Nt ∗ Nj
(16)

Here Ai is the affinity of task group i and τt,j is the task affinity of the tasks
t and j. Here, task t belongs to group i while task j is outside group i. Finally,
Nt is the number of tasks in group i and Nj is the remaining number of tasks.

4 Experiments

In this section, we go into detail about the datasets, tasks, and experimental
setup that MultiBipGNN was trained and tested on. Furthermore, we will also
describe the baselines it has been compared with.

4.1 Datasets

We conduct extensive experimentation with different tasks using four open
benchmark datasets. These include MovieLens-100k (ML) [14], Amazon CD
(AC) [36], Amazon Movie (AM) [35] and Aminer Paper-Author (PA) [40]
datasets. Table 1 lists the statistics for different datasets, comprising the number
of nodes, types of nodes, and number of edges in the graph. The aim of using such
a wide range of datasets and tasks is to thoroughly evaluate how generalizable
the proposed approach is.

Table 1. Dataset Statistics

Dataset Node Types |U | |V | |E|
MovieLens-100k [14] User, Movie 943 1,682 100,000

Amazon Music [35] User, Movie 53,986 54,523 453,228

Amazon CD [36] User, CD 44,025 48,856 946,138

Paper-Author [40] Author, Paper 79,250 47,385 260,897
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4.2 Downstream Tasks and Evaluation Metrics

We assess the performance of our proposed method using the node classification,
node regression, and link prediction tasks as three common downstream tasks.
The metrics used to evaluate each task’s performance are Accuracy (Acc), Mean
Squared Error (MSE), and Area under the Curve (AUC).

To carry out node regression, we rely on three datasets, Amazon CD, Ama-
zon Music and MovieLens-100k. For the link prediction we again rely on three
datasets, Amazon CD, Amazon Music and MovieLens-100k. To perform node
classification, we make use of the Paper-Author dataset, which involves a subset
of Aminer papers published in the top 10 venues.

4.3 Evaluation Protocol

To conduct various downstream tasks, we utilize the standard linear-evaluation
protocol on graphs, as proposed by [22,39]. For all three tasks, this entails freez-
ing the parameters of the GNN encoder, retrieving the embeddings of the corre-
sponding nodes during inference, and training only linear models. For datasets
whose splits are available we utilize the public splits provided for evaluation.
However, for other datasets, we adopt a 80%/10%/10% split for train/validation
/test, which is consistent with the methodology used in other works [4,22,39].

4.4 Baselines

We compared the state of the art (SoTA) unsupervised graph representation
learning methods from the homogeneous, heterogeneous, and bipartite graph
literature with our proposed algorithm.

– Homogeneous and Heterogeneous Graph Embeddings: We compare
our algorithm with strong homogeneous methods like Node2Vec, GraphSAGE
and GAT. Node2Vec employs Skip-Gram to acquire node embeddings that
maintain the graph’s structure, but it never employs the features of the nodes.
GraphSAGE and GAT aim to preserve the local graph structure by aggre-
gating neighbouring features. On the Heterogeneous side, we compare with
Metapath2Vec.

– Bipartite Graph Embeddings: As mentioned in the related work section,
there are several works which learn representations for bipartite graphs as
homogeneous and heterogeneous methods prove to be suboptimal. We do a
comparison with algorithms like BiNE, C-BGNN and BiGI.

5 Results and Analysis

Results of the proposed algorithm, MultiBipGNN are discussed in this section.
We extensively experiment on different datasets and tasks, and compare with
various strong baselines.
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5.1 Comparison with Unsupervised Baselines

We evaluate MultiBipGNN by comparing it with seven other unsupervised learn-
ing methods, which are considered as strong baselines. Table 2 shows that none
of the baseline algorithms can perform favorably on all downstream tasks across
all datasets. When it comes to specific tasks, BiGI excels at link prediction but
struggles with node classification and node regression. However, C-BGNN is less
effective for other tasks than node regression and classification.

As detailed in above sections, we carry out node regression using three
datasets AC, AM and ML. In AC and AM the task is the predict the mean
rating of a CD and Movie respectively, whereas in ML we predict the user’s age.
We use Mean Squared Error (MSE) to compare the performance of all methods
on this task. We see a relative improvement of about 10% using our algorithm
across all three datasets relative to the corresponding best performing baseline.
For the link prediction we again rely on three datasets, Amazon CD, Amazon
Music and MovieLens-100k. In the AC dataset, a connection between a user
and a CD signifies that the user has given a rating to that particular CD. Like-
wise, in the AM and ML datasets, a link exists if a user has rated a movie.
Our algorithm has shown a comparative improvement of approximately 7% in
all three datasets. We use the PA dataset for the node classification task where
the aim is to predict the venue of a paper. Here also we beat the baselines with
an improvement of 5%.

The results reveal that our technique can generalize across tasks and datasets
due to the usage of multiple SSL tasks and DST++ to coordinate them. Multi-
BipGNN outperforms baselines on all tasks, in contrast to competing baselines,
which excel on a single task.

Table 2. Performance Comparison with existing Literature

Method Regression(MSE) Link Prediction(AUC) Classification (Acc)

AC AM ML AC AM ML PA

Node2Vec 0.50 0.52 0.71 0.80 0.82 0.62 0.50

GraphSage 0.32 0.41 0.67 0.76 0.80 0.64 0.55

GAT 0.32 0.38 0.79 0.72 0.75 0.70 0.56

Metapath2vec 0.36 0.42 0.70 0.85 0.86 0.62 0.55

BINE 0.34 0.50 0.71 0.86 0.86 0.75 0.54

BiGi 0.36 0.4 0.81 0.91 0.92 0.82 0.54

C-BGNN 0.31 0.37 0.65 0.85 0.88 0.75 0.58

MultiBipGNN 0.27 0.34 0.58 0.95 0.96 0.90 0.62
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5.2 Ablation Study

We perform experiments on our pretext tasks and evaluate their performance
individually as shown in Table 3. Our observations shows that a model designed
for single-task is not efficient to give competitive results on different down-
stream task for all datasets. This reveals that knowledge learned through a single
methodology is not enough for consistent task generalization. Models trained on
a single pretext task alone can only provide satisfactory results on a few tasks
or datasets, making them narrow experts.

For example, Feature Reconstruction performs well on node classification and
regression but performs poorly on all other tasks. Similarly, MI-Subgraph-Graph
(BiGI) performs well on link prediction but underperforms on other tasks. How-
ever, when we compared these models with the model which is trained on combi-
nation of all pretext tasks through weighted summation (i.e., w/o DST++), we
discover that the latter achieved both robust task generalization and stronger
single-task performance. Multiple objectives help regularize the learning model
against extracting unessential information, enabling the model to learn multiple
complementary views of the given bipartite graphs.

Table 3. Ablation Results

Method Regression (MSE) Link Prediction (AUC) Classification (Acc)

AC AM ML AC AM ML PA

MI-Edge-Graph 0.35 0.38 0.78 0.88 0.90 0.80 0.55

MI-Subgraph-Graph 0.36 0.40 0.81 0.91 0.92 0.82 0.54

Topological Reconstruction 0.34 0.40 0.76 0.86 0.89 0.80 0.52

Feature Reconstruction 0.31 0.38 0.65 0.80 0.80 0.73 0.58

Contrastive Learning 0.32 0.37 0.70 0.84 0.80 0.76 0.56

MultiBipGNN (w/o DST++) 0.29 0.39 0.62 0.90 0.92 0.84 0.58

MultiBipGNN 0.27 0.34 0.58 0.95 0.96 0.90 0.62

In some cases, we notice significant performance differences between the best-
performing single-task models and the vanilla multi-task model w/o DST++.
MultiBipGNN addresses this issue by dropping and scheduling tasks. Table 3
shows that MultiBipGNN is the highest-performing model in terms of both
average metric and individual downstream tasks, indicating strong task gen-
eralization and promising single-task performance.

6 Conclusion

We present MultiBipGNN, a multi-task self supervised approach for learning rep-
resentations in bipartite graphs. We furthermore propose DST++ to minimize
conflicts and negative transfer among the SSL pretext tasks. Through exten-
sive experimentation across four public graph datasets and three tasks, node
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classification, node regression and link prediction we show that our algorithm
is able to capture complementary knowledge from diverse SSL philosophies and
is able to comprehensively beat strong baselines and individual SSL tasks it is
trained on. We believe our work is a first step towards training a generalist model
(foundation model) for bipartite graphs.

Ethics Statement. Our proposed algorithm does not raise any ethical concerns, how-

ever, it is important to note that ethical applications of graphs can potentially benefit

from the improved task generalization and performance provided by our work. To

ensure positive and socially beneficial outcomes of machine learning algorithms, it is

crucial to exercise caution and responsibility.
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Abstract. Graph Neural Networks (GNNs) play a fundamental role in
many deep learning problems, in particular in cheminformatics. However,
typical GNNs cannot capture the concept of chirality, which means they
do not distinguish between the 3D graph of a chemical compound and
its mirror image (enantiomer). The ability to distinguish between enan-
tiomers is important especially in drug discovery because enantiomers
can have very distinct biochemical properties. In this paper, we propose
a theoretically justified message-passing scheme, which makes GNNs sen-
sitive to the order of node neighbors. We apply that general concept in
the context of molecular chirality to construct Chiral Edge Neural Net-
work (ChiENN) layer which can be appended to any GNN model to
enable chirality-awareness. Our experiments show that adding ChiENN
layers to a GNN outperforms current state-of-the-art methods in chiral-
sensitive molecular property prediction tasks.

Keywords: Graph Neural Networks · GNN · Message-passing ·
Chirality · Molecular Property Prediction

1 Introduction

Recent advances in Graph Neural Networks (GNNs) have revolutionized chemin-
formatics and enabled learning the molecular representation directly from chem-
ical structures [9,30]. GNNs are widely used in molecular property prediction
[20,31,34,36], synthesis prediction [3,17], molecule generation [2,21,22], or con-
former generation [6,11,19,33]. Surprisingly, typical GNNs cannot capture the
concept of chirality, roughly meaning they do not distinguish between a molecule
and its mirror image, called enantiomer (see Fig. 1). Although enantiomers share
many physical, chemical, and biological properties, they may behave remark-
ably differently when interacting with other chiral molecules, e.g. chiral pro-
teins. For this reason, capturing chirality is critical in the context of drug design
[10,12,16,23,25] and should not be ignored by the design of GNN architecture.

A chiral molecule is a molecule with at least one chiral center which is usu-
ally a carbon atom with four non-equivalent constituents. The mirror image
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 36–52, 2023.
https://doi.org/10.1007/978-3-031-43418-1_3
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Fig. 1. An example of a chiral molecule (left) and its mirror image (right).

of a chiral molecule, called an enantiomer, cannot be superposed back to the
original molecule by any combination of rotations, translations, and conforma-
tional changes (see Fig. 1). Therefore, enantiomers are molecules with different
bond arrangements and the same graph connectivity. There are many examples
of chiral drugs used in pharmacy whose enantiomers cause substantially differ-
ent effects [23]. For instance (S)-penicillamine is an antiarthritic drug while its
enantiomer (R)-penicillamine is extremely toxic [15].

Actually, chirality can be a characteristic of any class of graphs embedded in
euclidean space (where we have an intuitive notion of reflection). For instance,
Fig. 2 shows two 2D road maps that are mirror images of each other and possess
different properties. For this reason, modeling chirality in GNNs is not restricted
to the chemical domain.

Fig. 2. An illustration of a road map (left)
and its mirror image (right). We see that the
maps share the same connectivity between
cities, however, to get from city A to city B
one has to take the second exit on a round-
about D for the left map, and the first exit
for the right map.

In this paper, we propose and
theoretically justify a novel order-
sensitive message-passing scheme,
which makes GNNs sensitive to chi-
rality. In contrast to existing meth-
ods of embracing chirality, our frame-
work is not domain specific and does
not rely on arbitrary chiral tagging or
torsion angles (see Sect. 2). The only
inductive bias our method introduces
to a GNN is the dependency on the
orientation of the neighbors around a
node, which lies at the core of chiral-
ity.

The key component of the proposed framework is the message aggregation
function. In a typical GNN, the messages incoming to a node from its neighbors
are treated as a set and aggregated with a permutation-invariant function (sum,
max, etc.). It makes the model unable to distinguish between chiral graphs with
the same connectivity, but with different spatial arrangements. We re-invent this
approach and introduce a message aggregation function that is sensitive to the
spatial arrangement (order) of the neighbors. Our approach can be used in any
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chiral-sensitive graph domain where chirality can be expressed by an order of
the neighboring nodes.

We apply that general order-sensitive message-passing framework in the con-
text of molecular chirality to construct Chiral Edge Neural Network (ChiENN)
layer. The ChiENN layer can be appended to most molecular GNN models to
enable chirality sensitiveness. Our experiments show that ChiENN can be suc-
cessfully used within existing GNN models and as a standalone model consisting
of stacked ChiENN layers. In both cases, ChiENN outperforms current state-
of-the-art methods in chiral-sensitive molecular property prediction tasks by a
large margin. We make our code publicly available1.

Our contributions are as follows:

1. We propose and theoretically justify a general order-sensitive message-passing
scheme. Our method can be adapted to any chiral-sensitive graph domain
where chirality can be expressed by an order of the neighboring nodes
(Sect. 3).

2. We use the proposed framework to construct a novel ChiENN layer that
enables chirality awareness in any GNN model in the domain of molecular
graphs (Sect. 4). The proposed ChiENN can be applied to any 3D graph task
with the notion of chirality.

3. We evaluate and analyze the ChiENN layer and show that it outperforms cur-
rent state-of-the-art methods in chiral-sensitive molecular property prediction
tasks (Sect. 5).

2 Related Work

Explicit Tagging of Chiral Center. The most common approach for incor-
porating chirality into GNN is to use local or global chiral tags [13,18,27]. Both
local and global tagging can be seen in the following way. Every carbon atom
with four non-equivalent constituents, called a chiral center, is given a tag (CCW
or CW) describing the orientation of its constituents. The orientation is defined
using the enumeration of constituents computed by an arbitrary algorithm. The
constituent with the highest number (4) is positioned so that it points away
from the observer. The curve passing through the constituents with numbers 1,
2, and 3 respectively determines a clockwise (CW) or counterclockwise (CCW)
orientation of the chiral center. Although enumeration algorithms for global and
local tagging differ (the latter is not explicitly used in practice), the expressivity
of both methods is limited, as we show in Sect. 5.

3D GNNs with Torsion Angles. Some recent GNN models enrich graphs
with 3D information, like distances between atoms [4,20], angles between bonds
[8,28], and torsion angles between two bonds joined by another bond [5,7]. As dis-
tances and angles are invariant to chirality, the torsion angles (that are negated

1 https://github.com/gmum/ChiENN.

https://github.com/gmum/ChiENN
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upon reflection) are required for 3D GNN to express the chirality. However,
even access to a complete set of torsion angles does not guarantee expressivity
in chiral-sensitive tasks as shown in [1]. Torsion angles are sensitive to bond rota-
tions and can also be negated by the reflection of a non-chiral molecule. In [1],
the authors proposed the ChIRo model that instead of embedding single torsion
angles, embeds sets of torsion angles with a common bond. ChIRo is the current
state-of-the-art method for chiral-sensitive tasks. In contrast to ChIRo, our pro-
posed method does not incorporate distances, angles, or torsion angles. It only
relies on the orientation of neighbors around a node, making it more general and
easily adaptable to other chiral graph domains. Moreover, our experiments show
that the ChiENN layer outperforms ChIRo by a large margin on chiral-sensitive
molecular tasks (see Sect. 5).

Changing Aggregation Scheme. The method most related to our approach
is the Tetra-DMPNN model from [24] which replaces a classic message-passing
scheme with a chiral-sensitive one. The proposed aggregation scheme is guided by
local chiral tags, meaning that it relies on some arbitrary rules for enumerating
neighbors and cannot be applied to nodes other than chiral centers. Moreover,
the Tetra-DMPNN method is computationally expensive and does not scale with
the number of possible neighbors of a chiral center, making the model useful
only in the context of chemistry. Our approach provides a general, efficient, and
scalable chiral-sensitive message passing and outperforms the Tetra-DMPNN on
chiral-sensitive molecular tasks by a large margin (see Sect. 5).

3 Order-Sensitive Message-Passing Scheme

Setting. Let us consider a directed graph G = (X,E) in which every node
xi ∈ X is represented by a N -dimensional encoding (xi ∈ R

N ). Edge eij connects
nodes xi and xj and is represented by M -dimensional encoding (eij ∈ R

M ).
In addition, we assume that for every node x ∈ X, we are given an order o of

all its neighbors o = (x0, x1, . . . , xd−1). The order of neighbors forms a sequence,
which stands in contrast to typical graphs, where neighbors are treated as an
unordered set. Given a permutation π on {0, 1, . . . , d − 1}, we assume that two
orders o1 = (x0, . . . , xd−1) and o2 = (xπ(0), . . . , xπ(d−1)) are equivalent if and
only if π is a shift i.e. π(i) = (i + k) mod d, for a fixed k ∈ Z. In other words,
the neighbors form the sequence on a ring.

One of the most common mechanisms in GNN is message-passing, which
updates the representation of a node x by the information coming from its
neighbors (x0, . . . , xd−1), which can be written as:

x′ = f(x;x0, . . . , xd−1).

In this paper, we are going to describe the general message-passing scheme,
which is aware of the neighbors’ order. Before that, we discuss possible choices
of the aggregation function f .
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Vanilla Message-Passing as a Permutation-Invariant Transformation.
Let us first discuss a basic case, where f is a permutation-invariant function, i.e.

f(x;x0, . . . , xd−1) = f(x;xπ(0), . . . , xπ(d−1)),

for every permutation π of {0, 1, . . . , d − 1}. This aggregation ignores the order
of neighbors and lies in a heart of typical GNNs.

Let us recall that f is permutation-invariant with respect to {x0, x1, . . . , xd−1}
if and only if it can be decomposed in the form [35]:

f(x0, x1, . . . , xd−1) = ρ(
d−1∑

i=0

φ(xi)),

for suitable transformations φ and ρ. In the context of graphs, a general form of
a permutation-invariant aggregation of neighbors {x0, x1, . . . , xd−1} of x is:

x′ = f(x;x0, . . . , xd−1) = ρ(x;
d−1∑

i=0

φ(x;xi)), (1)

for suitable transformations φ and ρ. By specifying ρ, φ as neural networks, we
get the basic formula of vanilla message-passing.

Shift-Invariant Aggregation. Vanilla message-passing relies on permutation-
invariant aggregation and it does not take into account the neighbor’s order.
Thus we are going to discuss the weaker case of aggregation function f and
assume that f is shift-invariant, i.e.

f(x;x0, . . . , xd−1) = f(x;x0+p, . . . , xd−1+p),

for any shift by a number p ∈ 0, . . . , d − 1, where the additions on indices are
performed modulo d. This assumption is consistent with our initial requirement
that shifted orders are equivalent.

The following theorem gives a general formula for shift-invariant mappings.

Theorem 1. The function f is shift-invariant if and only if f can be written
as:

f(x0, . . . , xd−1) =
d−1∑

p=0

g(x0+p, . . . , xd−1+p)

for an arbitrary function g.

Proof. If f is shift invariant, then f(x0, . . . , xd−1) = f(x0+p, . . . , xd−1+p) for
every p, and consequently

f(x0, . . . , xd−1) =
d−1∑

p=0

1
d
f(x0+p, . . . , xd−1+p).

On the other hand, if the function f can be written as
∑d−1

p=0 g(x0+p, . . . , xd−1+p),
then it is shift-invariant for arbitrary function g.
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Following the above theorem, we get a general formula for shift-invariant
aggregation applicable to graphs:

x′ = ρ(x;
d−1∑

p=0

ψ(x;x0+p, . . . , xd−1+p)), (2)

for suitable ρ and ψ, where all additions are performed modulo d.
Now, we want to ensure that our function f is not only shift-invariant but

also order-sensitive

Order-Sensitive Message-Passing. Let us assume that we are in the class of
shift-invariant transformations. We are going to specify the formula (2) to obtain
ab aggregation, which is sensitive to any permutation other than shift. More
precisely, we say that f is order-sensitive if and only if for every permutation π,
we have:

f(x;x0, . . . , xd−1) = f(x;xπ(0), . . . , xπ(d−1)) ⇐⇒ π(i) = (i + k) mod d.

Let us investigate typical functions ψ in formula (2), which can be imple-
mented using neural networks. We start with the simplest case, where ψ is linear.
Then

d−1∑

p=0

ψ(x0+p, . . . , xd−1+p) =
d−1∑

p=0

d−1∑

i=0

wixi+p =
d−1∑

i=0

wi

d−1∑

p=0

xi+p =
d−1∑

i=0

wi

d−1∑

j=0

xj ,

does not depend on the order of the neighbors (x0, ..., xd−1). To construct more
complex functions, we use an arbitrary Multi-Layer Perceptron (MLP) as ψ.
Since MLPs are universal approximators (for a sufficiently large number of hid-
den units), we can find such parameters θ that

∑d−1
p=0 ψθ(xπ(0)+p, . . . , xπ(d−1)+p)

returns a different value for every permutation π that is not a shift. Therefore
our aggregation scheme with ψ given by MLP can learn order-sensitive mapping.

Following the above observations, we implement our order-sensitive message-
passing using MLP as ψ. To match our construction to various numbers of
neighbors in a graph, we restrict ψ to be k-ary (denoted as ψk) for some fixed
k > 1 and overload it so that:

ψk(x0, . . . , xd−1) = ψk(x0, . . . , xd−1, 0, . . . , 0)︸ ︷︷ ︸
k−d

for d < k.

Given that, we implement the Eq. (2) with the following neural network layer:

x′ = Wx +
d−1∑

p=0

ψk(x0+p, ..., xk−1+p),

ψk(x0+p, ..., xk−1+p) = W1σ(W2(x0+p|...|xk−1+p)).

(3)
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Fig. 3. An illustration of our update rule for node x with 3 ordered neighbors
(x0, x1, x2) and for k = 2. We see that ψk is used to embed pairs of consecutive
nodes.

Our k-ary message function ψk is composed of concatenation operator | and
two-layer MLP with ELU as σ. Intuitively, the output of ψk(x0+p, ..., xk−1+p)
can be seen as a message obtained jointly from k consecutive neighbors starting
from a neighbor p in order (x0, ..., xd−1) which is illustrated in Fig. 3.

4 ChiENN: Chiral-Aware Neural Network

In this section, we apply the order-sensitive message-passing framework to molec-
ular graphs. We show that order-sensitive aggregation is a key factor for embrac-
ing molecular chirality. Roughly speaking, in contrast to vanilla message-passing,
the proposed ChiENN (Chiral-aware Edge Neural Network) is able to distinguish
enantiomers, where one molecule is a mirror image of the second. Although we
evaluate the ChiENN model in the context of molecular property prediction, the
proposed model can be applied to any 3D graph task with the notion of chirality.

To construct ChiENN based on our order-sensitive message-passing scheme
from Eq. (3), we need to define a notion of neighbors’ order in molecular graphs
that grasps the concept of chirality (see Fig. 4). We introduce this notion of
order for edge (dual) molecular graphs and provide a simple transformation
from standard molecular graphs to edge molecular graphs. Therefore the rest of
the section is organized into three subsections:

1. Edge Graph describing the transformation from a molecular graph to its
edge (dual) form used in our ChiENN model,

2. Neighbors Order defining the order of the neighbors in an edge graph,
3. Chiral-Aware Update constructing order-sensitive update rule using our

order-sensitive framework from the Sect. 3.

4.1 Edge Graph

Let us suppose, we have a directed graph G = (X,C,E) that represents a con-
crete conformation (3D embedding) of a molecule. The node encoding xi ∈ X
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Fig. 4. An intuitive illustration of the neighbor ordering in a molecule. First, we pick
a directed bond from atom C to H and then order the rest of the neighbors around
that bond. We observe that for a chiral molecule (left) and its mirror image (right), we
obtain different orders of the COOH, CH3, and OH constituents.

corresponds to an i-th atom from a molecule, ci ∈ C ⊆ R
3 are its coordinates

in 3D space, and the edge encoding eij ∈ E represents a bond between i-th and
j-th atoms.

To make the definition of neighbor order straightforward, our ChiENN model
operates on an edge (dual) graph G′ = (X ′, C ′, E′) which swaps nodes with edges
from the original graph G. It means that the node xij ∈ X ′ represents the edge
eij ∈ E, while the edge eij,jk ∈ E′ represents the node xj that connects edge
eij ∈ E with ejk ∈ E. Similarly, c′

ij ∈ R
3 × R

3 is now a 3D coordinate vector
that links positions ci and cj . Formally, we have:

X ′ = {xij = eij : eij ∈ E},

C ′ = {cij = ci|cj : ci, cj ∈ C, eij ∈ E},

E′ = {eij,jk = eij |xj |ejk : eij , ejk ∈ E, xj ∈ X},

where | stands for a concatenation operator. Clearly, the constructed edge graph
G′ = (X ′, C ′, E′) can be fed to any GNN that can take as an input the original
graph G = (X,C,E).

4.2 Neighbors Order

In an edge molecular graph G = (X,C,E), a node xjk ∈ E represents a directed
bond from atom j to atom k in the original molecule. It is assigned with a 3D
vector cjk ∈ C ⊆ R

3 × R
3 spanned from atom j to atom k. Therefore, we will

sometimes refer to nodes as if they were 3D vectors.
Let us consider the node xjk and the set of its incoming neighbors: N(xjk) =

{xi1j , xi2j , ..., xidj}. By construction of G, every node xjk has a corresponding
parallel node xkj . For simplicity, we will treat this parallel node separately and
exclude it from the set of neighbors, i.e. xkj /∈ N(xjk).

The construction of the neighbors N(xjk) order is illustrated in Fig. 5 and
consists of two steps:

1. Transformation: first, we perform a sequence of 3D transformations on xjk

and N(xjk) to make xjk anchored to coordinate origin, perpendicular to yz
plane and pointed away from the observer (see Fig. 5b)).
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Fig. 5. An illustration of ordering the neighbors {x0, x1, x2} of xjk for a chiral molecule
(top) and its mirror image (bottom) around the chiral center j. First, we perform a
sequence of 3D transformations on xjk and its neighbors to make xjk anchored to
coordinate origin, perpendicular to yz plane and pointed away from the observer. Next,
we project the transformed neighbors to the yz plane and sort the projections by the
angle to the y axis. We see that for the chiral molecule (top) and its mirror image
(bottom), we obtained non-equivalent orders (x1, x0, x2) and (x0, x1, x2).

2. Sorting: second, we project the transformed neighbors N(xjk) to the yz plane
and sort the projections by the angle to the y axis.

Details of the above construction are presented in the supplementary materials.
Two observations can be made regarding the above construction:

Observation 1. The above construction returns non-equivalent orders for a chi-
ral center and its mirror image.

Observation 2. Any SE(3) transformation of a molecule coordinates C and
any internal rotation of its bonds (conformation) can only change the shift of
the order o, resulting in equivalent order o′.

Therefore, the above construction grasps the notion of chirality in a molecule
and is additionally SE(3)- and conformation-invariant.

We artificially excluded xkj from a set of xjk neighbors, because its parallel
to xjk and therefore its angle to y axis after the sequence of transformations is
undefined. In theory, another neighbor xij can also be parallel to xjk and should
also be excluded from the neighbor set, but we have not observed such a case in
our experiments and decided not to take it into account.

4.3 Chiral-Aware Update

Once we transformed a molecular graph to edge (dual) molecular graph G =
(X,E,C) using transformation from Sect. 4.1 and assigned every node xjk with
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an order of its neighbors (x1, ..., xd) using construction from Sect. 4.2, we can
define the order-sensitive update rule of our ChiENN model:

x′
jk = W1xjk + W2xkj +

d−1∑

p=0

ψk(x0+p, ..., xk−1+p),

ψk(x0+p, ..., xk−1+p) = W3σ(W4(x0+p|...|xk−1+p)),

(4)

where ψk is k-ary message function and σ is ELU non-linear activation. The
update rule is almost the same as that from Eq. (3), but here we add a term
that explicitly embeds xkj node, which was artificially excluded from the order
of the xjk neighbors.

5 Experiments

We compare ChiENN with several state-of-the-art models on a variety of chiral-
sensitive tasks. Details of experiments are described in Sect. 5.1, while the results
can be found in Sect. 5.2. Furthermore, to validate design choices behind ChiENN
we also conducted an ablation study, presented in Sect. 5.3.

5.1 Set-Up

Datasets. We conduct our experiments on five different datasets affected by
molecule chirality. First, two datasets proposed in [1] which are designed specif-
ically to evaluate the capability of a model to express chirality: classification
of tetrahedral chiral centers as R/S (which should be a necessary, but not suf-
ficient, condition to learn meaningful representations of chiral molecules); and
enantiomer ranking, in which pairs of enantiomers with enantioselective docking
scores were selected, and the task was to predict which molecule of the pair had
a lower binding affinity in a chiral protein pocket.

Second, the binding affinity dataset, which is an extension of the previously
described enantiomer ranking, with the same underlying molecules, but the task
being regression of the binding affinity.

Additionally, we take two datasets from the MoleculeNet benchmark [32]
that do not explicitly require prediction of molecule chirality, but contain some
percentage of molecules with chiral centers, and the underlying biological task
in principle might be chirality-dependant: BACE, a binary classification dataset
for prediction of binding results for a set of inhibitors of human β-secretase 1
(BACE-1) [29]; and Tox21, a multilabel classification dataset containing quali-
tative toxicity measurements on 12 different targets, including nuclear receptors
and stress response pathways.

Reference Methods. As reference models we consider several state-of-the-
art neural network architectures for processing graphs, both chirality-aware and
general: GPS [26], SAN [14], DMPNN [34], ChIRo [1], and Tetra-DMPNN [24].
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Table 1. Comparison of ChiENN-based approaches with the reference methods on
chiral-sensitive tasks. Methods are split into groups by the underlying base model,
except for the bottom group which includes models specifically designed to be chiral-
sensitive. We bold the best results in every group and underline the best results across
all groups. All variations of our method (ChiENN, SAN+ChiENN, and GPS+ChiENN)
significantly outperform current state-of-the-art chiral-sensitive models. Note that for
the R/S task, we omitted the results for models with chiral tags encoded in node
features, for which the task is trivial.

Model R/S Enantiomer ranking Binding affinity

Accuracy ↑ R. Accuracy ↑ MAE ↓
DMPNN 0.500 ± 0.000 0.000 ± 0.000 0.310 ± 0.001

DMPNN+tags - 0.701±0.003 0.285±0.001

GPS 0.500 ± 0.000 0.000 ± 0.000 0.330 ± 0.003

GPS+tags - 0.669 ± 0.037 0.318 ± 0.004

GPS+ChiENN 0.989 ± 0.000 0.753 ± 0.004 0.258 ± 0.001

SAN 0.500 ± 0.000 0.000 ± 0.000 0.317 ± 0.004

SAN+tags - 0.722 ± 0.004 0.278 ± 0.003

SAN+ChiENN 0.987±0.001 0.764 ± 0.005 0.257 ± 0.002

ChIRo 0.968 ± 0.019 0.691 ± 0.006 0.359 ± 0.009

Tetra-DMPNN 0.935 ± 0.001 0.690 ± 0.006 0.324 ± 0.026

ChiENN 0.989 ± 0.000 0.760±0.002 0.275±0.003

For models not designed to process chirality, that is DMPNN, GPS, and SAN,
we additionally considered their variants with chiral atom tags included in the
node features, similar to [1]. For the proposed approach we consider both a
pure model obtained by stacking several ChiENN layers, as well as combining
ChiENN layers with other architectures (ChiENN+GPS and ChiENN+SAN).

Training Details. All models were trained using Adam optimizer for up to
100 epochs, with a cosine learning rate scheduler with 10 warm-up epochs and
gradient norm clipping, following the set-up of [26]. Cross-entropy and L1 loss
functions were used for classification and regression, respectively. Note that in
contrast to [1], to keep the set-up consistent across models we did not use triplet
margin loss for ChIRo, and observed worse results than reported in [1].

We also performed a grid search of parameters with the identical budget. For
all datasets and models, we reported results averaged from three runs.

For enantiomer ranking, binding affinity, and R/S, we used data splits pro-
vided by [1] and for BACE and Tox21, we used random splits with a train-valid-
test ratio of 7:1:2. For each model and dataset, we report mean results from 3
independent runs with the best parameters picked by grid search.
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Evaluation. Note that for the binding rank task we used accuracy modified
with respect to [1]. We required the difference between the predicted affinity of
two enantiomers to be higher than the threshold of 0.001. This led to ranking
accuracy being equal to 0 for models unable to distinguish chiral molecules.

5.2 Comparison with Reference Methods

In this section, we compare ChiENN-based networks with state-of-the-art refer-
ence architectures using the experimental setting described in Sect. 5.1.

Chiral-Sensitive Tasks. The results on chiral-sensitive tasks are presented in
Table 1. For both the enantiomer ranking and binding affinity, ChiENN-based
approaches achieved the best results, producing a significant improvement in per-
formance over the state-of-the-art chiral-aware architectures, that is ChIRo and
Tetra-DMPNN. For both GPS and SAN, there was a significant improvement
in performance due to the addition of ChiENN layers when compared to chiral
tag inclusion. It demonstates that ChiENN model can enable chiral-awareness
demonstrating the general usefulness of the proposed layer, and the fact that it
can be combined with a model preferred in a given task.

Finally, as expected, all of the chirality-aware methods can properly distin-
guish chiral centers in the R/S task, while the baselines that do not capture the
concept of chirality (DMPNN, GPS and SAN) cannot. Note that for this task,
we omitted the results for models with chiral tags encoded in node features, for
which the task is trivial.

Remaining Tasks. The results on BACE and Tox21 tasks are in Table 2. We
see that the ChiENN model achieves results comparable to state-of-the-art mod-
els, however the influence of chirality-sensitiveness on these tasks is not clear.
For SAN we actually observed a slight drop in performance when using Chi-
ENN layers, and for GPS the results remained roughly the same. The possible
explanations for that might be either 1) lack of importance of chirality on pre-
dicted tasks, or 2) small dataset size, leading to overfitting in presence of chiral
information. Our conclusion is that ChiENN layers significantly improve the per-
formance in chiral-sensitive tasks, and produce comparable results in the other
tasks, where the influence of chirality is not clear. We believe that further investi-
gation on the influence of chirality on the tasks commonly used in the molecular
property prediction domain would be beneficial and we leave it for future work.

5.3 Ablation Studies

Comparison of k-Ariness of the Message Function. We began with an
analysis of the impact of k-ariness (Eq. 3) of the message function used by Chi-
ENN. Specifically, in this experiment, we used the pure variant of ChiENN,
which is a graph neural network using ChiENN layers as message-passing layers.
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Table 2. Comparison of ChiENN-based approaches with the reference methods on
tasks not explicitly requiring chirality. We see that the ChiENN model achieves results
comparable to state-of-the-art models.

Model BACE Tox21

AUC ↑ AUC ↑
DMPNN 0.847±0.015 0.813 ± 0.008

DMPNN+tags 0.840 ± 0.004 0.824±0.006

GPS 0.841±0.004 0.821 ± 0.000

GPS+tags 0.812 ± 0.017 0.825±0.002

GPS+ChiENN 0.839 ± 0.008 0.821 ± 0.007

SAN 0.846 ± 0.012 0.842±0.007

SAN+tags 0.829 ± 0.009 0.841 ± 0.004

SAN+ChiENN 0.826 ± 0.014 0.834 ± 0.005

ChIRo 0.815 ± 0.010 0.847 ± 0.005

Tetra-DMPNN 0.824 ± 0.017 0.807 ± 0.003

ChiENN 0.838±0.003 0.838 ± 0.003

Table 3. Comparison of k-ariness of the message function.

k-ary R/S Enantiomer ranking Binding affinity BACE Tox21

Accuracy ↑ R. Accuracy ↑ MAE ↓ AUC ↑ AUC ↑
k = 1 0.500 ± 0.000 0.000 ± 0.000 0.328 ± 0.000 0.831 ± 0.028 0.833 ± 0.005

k = 2 0.989±0.001 0.759 ± 0.003 0.267±0.001 0.788 ± 0.014 0.836 ± 0.004

k = 3 0.989±0.000 0.760±0.002 0.275 ± 0.003 0.838±0.003 0.838±0.003

We varied k ∈ {1, 2, 3}, where k = 1 disables the ability of the network to dis-
tinguish enantiomers as it collapses our order-sensitive message passing scheme
from Eq. (3) to vanilla message-passing from Eq. (1). We considered values of k
up to 3 since it corresponds to the airiness of standard chiral centers observed
in the edge graphs (see Sect. 4.1) of molecules.

The results are presented in Table 3. As expected, choosing k = 1 leads
to a failure in distinguishing enantiomers (makes message passing permutation
invariant), as demonstrated by minimum performance in R/S and enantiomer
ranking tasks. Interestingly, for most datasets choosing k = 2 was sufficient,
leading to a comparable performance to k = 3. The only exception to that was
BACE dataset, for which a noticeable drop in performance was observed when
using k = 2. We used k = 3 in the remainder of this paper.

Using ChiENN Layer with Existing Models. Secondly, we conducted an
ablation of different design choices that can be made to enable enantiomer recog-
nition within the existing architectures. Specifically, we focused on the GPS
model and considered using three different strategies: conversion to edge graph
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Table 4. Ablation study of different design choices for GPS+ChiENN model. The
“Graph” column indicates conversion to the edge graph; the “Tags” column indicates
the inclusion of the chiral tags as node features; the “ChiENN” column indicates the
usage of ChiENN as a message-passing layer.

Graph Tags ChiENN R/S Enantiomer ranking Binding affinity BACE Tox21

Accuracy ↑ R. Accuracy ↑ MAE ↓ AUC ↑ AUC ↑
No No No 0.500 ± 0.000 0.000 ± 0.000 0.330 ± 0.003 0.841 ± 0.004 0.821 ± 0.000

Yes No No 0.500 ± 0.000 0.000 ± 0.000 0.306 ± 0.001 0.851±0.007 0.821 ± 0.007

No Yes No 1.000±0.000 0.669 ± 0.037 0.318 ± 0.004 0.812 ± 0.017 0.825 ± 0.002

Yes Yes No 1.000±0.000 0.720 ± 0.002 0.283 ± 0.008 0.802 ± 0.019 0.838±0.003

Yes No Yes 0.989 ± 0.000 0.753±0.004 0.258±0.001 0.839 ± 0.008 0.821 ± 0.007

proposed in this paper, the inclusion of chiral tags in the node features of the
graph, and finally, replacement of message passing layers with ChiENN layers.

The results are presented in Table 4. Several observations can be made: first
of all, in the case of R/S task, we can see that both using chiral tags and the
ChiENN layers allows us to properly recognize chiral centers (and as stated
before, due to the simplicity of the task, good performance here is a necessary,
but not sufficient, requirement for learning meaningful chiral representations).

Secondly, using ChiENN layers significantly improves the performance in the
enantiomer ranking (explicitly requiring chirality) and binding affinity (implic-
itly requiring it) tasks, more than simply including chiral tags. Interestingly,
combining chiral tags with edge graph transformation improves the performance
compared to using the tags alone (though not as much as using ChiENN layers),
suggesting that it might be a feasible general strategy.

Finally, the results on two remaining tasks, that is BACE and Tox21, for
which the impact of chirality is unclear, are less straightforward: in the case of
BACE, GPS with edge graph transformation achieves the best performance, and
in the case of Tox21, using both the edge graph transformation and including
the chiral tags. However, we can conclude that using ChiENN layers outperforms
simply including chiral tags in tasks requiring chirality, and have comparable
performance to the baseline GPS in other tasks.

6 Conclusions

In this paper, we proposed and theoretically justify a general order-sensitive
message-passing scheme that can be applied to any chiral-sensitive graph domain
where chirality can be expressed by an order of the neighboring nodes. We used
the proposed framework to construct a novel ChiENN layer that enables chirality
awareness in any GNN model in the domain of molecular graphs, where chiral-
ity plays an important role as it can strongly alter the biochemical properties
of molecules. Our experiments showed that the ChiENN layer allows to outper-
form the current state-of-the-art methods in chiral-sensitive molecular property
prediction tasks.
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Abstract. With the development of deep learning techniques, multi-
label image classification tasks have achieved good performance.
Recently, graph convolutional network has been proved to be an effective
way to explore the labels dependencies. However, due to the complexity
of label semantic relations, the static dependencies obtained by exist-
ing methods cannot consider the overall characteristics of an image and
accurately locate the target region. Therefore, we propose the Multi-
scale Global-local Semantic Graph Network (MGSGN) for multi-label
image classification, which mainly includes three important parts. First,
the multi-scale feature reconstruction aggregates complementary infor-
mation at different levels in CNN through cross-layer attention, which
can effectively identify target categories of different sizes. We then design
a channel dual-branch cross-attention module to explore the correlation
between global information and local features in multi-scale features,
which using the way of adaptive cross-fusion to locate the target area
more accurately. Moreover, we propose the multi-perspective weighted
cosine measure in multi-perspective dynamic semantic representation
module to construct content-based label dependencies for each image to
dynamically construct a semantic relationship graph. Extensive exper-
iments on the two public datasets have verified that the classification
performance of our model is better than many state-of-the-art methods.

Keywords: Multi-label image classification · Multi-scale feature ·
Attention mechanisms · Semantic relationship graph

1 Introduction

Multi-label image classification (MLIC) is a challenging fundamental task in
the field of computer vision, which aims to assign multiple labels to an image.
At present, MLIC has been widely used in various application scenarios such
as image annotation [24], image retrieval [35], human attribute recognition [23],
medical image recognition [14], etc. Unlike single-label classification tasks, MLIC
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is more challenging because each image in the real world usually contains not
just a single object, but multiple foreground objects. More importantly, objects
in multi-label images usually have different sizes and location distributions, with
foreground objects often occluding other objects. Therefore, it is necessary to
simultaneously explore image features and consider the relationship between
labels to the performance of the MLIC.

The simplest approach to MLIC is to convert it to multiple binary classi-
fication problems or single-label classification [1]. However, the problem with
this approach is that the underlying relationship between labels is not com-
pletely explored resulting the not good classification effect. Many works have
been proposed to effectively capture the dependencies between labels, including
probabilistic graphical models [22] and structured inference networks [18]. The
appearance of recurrent neural networks (RNN) has nicely alleviated the scala-
bility challenges of probabilistic graphical model-based methods. For example,
Wang et al. [28] combined RNN with convolutional neural network (CNN) for the
first time in an MLIC task to capture semantic label dependencies. They unify
CNN and RNN into a framework (CNN-RNN) that mines label dependencies on
a global level and predicts labels in a predefined order. However, the pre-defined
label prediction order of the RNN will affect the performance of the model.
Therefore, Chen et al. [2] proposed using a long short-term memory model to
learn label dependencies without pre-defining the order of prediction, thereby
reducing the constraint of label order. These RNN-based methods explore the
limited relationships between labels in a sequential manner.

In addition, some researchers have also introduced the attention mechanism
[43] into MLIC to implicitly model the spatial relationship between different
labels. For example, Chen et al. [5] first introduced reinforcement learning to
learn a local region of the attention area. Zhu et al. [41] proposed a spatial
regularization network (ResNet-SRN) to learn the semantic and spatial correla-
tion between image labels by employing an attention mechanism. However, SRN
relies on image-level supervision to obtain attention regions, without considering
the correlation between attention regions and each label. Recently, some stud-
ies have introduced graph convolutional networks (GCN) to take full advantage
of the image-label pairwise relationship. Chen et al. [8] proposed a multi-label
image recognition with graph convolutional networks (ML-GCN), which utilizes
a directed graph of label embeddings to model label correlations. Li et al. [21]
proposes a label graph module to learn label information for word embeddings,
and augments the tag graph module with sparse correlation constraints. Wang
et al. [29] proposes an operation of superimposing statistical label maps and
knowledge prior label maps (KSSNet), and fuses the label structure information
generated by GCN at different stages of CNN. However, these above methods
builds a global graph for the entire dataset, which leads to each image sharing
a static graph, and the co-occurrence probability will cause the frequency devi-
ation problem of the dataset under different scenarios. In particular, these ML-
GCN based extension methods [3,7] may learn spurious correlations when label
statistics are insufficient. To alleviate the limitations caused by static graphs,
these methods [6,33,34] explore high-level semantic feature descriptors based
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on specific images, which can dynamically generate individual graphs for each
image and mine the correlation between them through the graph propagation
mechanism. These MLIC methods consider the features of each image in con-
structing the relational graph, which solves the negative impact brought about
by the co-occurrence probability. However, the high-level semantic features at a
single scale may lack sufficient supervision information, this modeling approach
does not fully exploit the deeper semantic information in multi-scale feature
descriptors. Therefore, it is still necessary to further improve the semantic rep-
resentation abilities of dynamic graphs.

label 1

label 2

label 3

label n

GloVe/word2vec...

GloVe/word2vec...

GloVe/word2vec...

GloVe/word2vec...

Statistics

Static graph

Adjacent matrixNodesword embedding

Fig. 1. Motivation of the proposed dynamic semantic graph. Different images have their
own graphs that provide global and local information to dynamically learn category
dependencies related to the content of each image, instead of all images sharing a fixed
adjacency matrix.

To solve the aforementioned problems, we propose the Multi-scale Global-
local Semantic Graph Network (MGSGN) for MLIC. As shown in Fig. 1, the key
of our model is to dynamically learn the category dependencies related to the
content of each image, through the extracted multi-scale global-local information
in the image target region features. Our model consists of three important parts:
multi-scale feature reconstruction, channel dual-branch cross-attention module,
and multi-perspective dynamic semantic representation module. The multi-scale
features involved in this paper refer to the shallow, middle and deep features of
CNN. And, the channel dual-branch cross-attention module is divided into upper
and lower branches according to the channel dimension. We design the gated
adaptive convolution for the first branch to capture fine-grained local features.
In the second branch, we employ self-attention to learn the global contextual
information. Finally, we employ a semantic attention module on the global-local
information to obtain class-specific semantic representations as nodes of the
semantic relation graph. Different from the co-occurrence matrix based on label
statistics, we construct a multi-perspective weighted cosine similarity metric
to calculate the semantic correlation between node vectors, and average the
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similarity matrices of all perspectives as a new adjacency matrix. The main
contributions of this paper can be summarized as:

– To increase the diversity and complementarity of image features, we fuse the
cross-layer attention features into the feature maps of different levels in the
CNN during the multi-scale feature reconstruction module.

– We design the channel dual-branch cross-attention module that extracts the
global-local information from the reconstructed multi-scale features. Then,
the local and global feature representations are regarded as queries, the cor-
relation between each local-global token pair is adaptively explored through
the cross-attention mechanisms in order to enhance the objects perception of
different sizes for our model.

– We construct a multi-perspective dynamic semantic representation module to
mine class-specific semantic representations for multi-scale global-local fea-
tures. The key to this module is to use the weighted cosine measure to jointly
construct the semantic graph structure related to specific content of each
image from multiple perspectives.

2 Proposed Method

The overall framework is shown in Fig. 2. The proposed MGSGN primarily
includes: (1) multi-scale feature reconstruction, (2) channel dual-branch cross-
attention module, and (3) multi-perspective dynamic semantic representation.

Fig. 2. Overview of our proposed MGSGN. The key of the proposed model is to dynam-
ically learn the category dependencies related to the content of each image through the
extracted multi-scale global-local information.

2.1 Multi-scale Feature Reconstruction

We use the ResNet-101 [17] pre-trained on the ImageNet [10] dataset to
extract image features, we employ the outputs of three convolutional layers (i.e.
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“conv3 x”, “conv4 x” and “conv5 x”) of ResNet-101 serve as the multi-scale
feature representation in our model, from which three different sizes of features
fl ∈ �Cl×Hl×Wl , fm ∈ �Cm×Hm×Wm , and fh ∈ �Ch×Hh×Wh are extracted,
where C, H, and W are the channel number, height, and width of the feature
map, respectively. Cl×Hl×Wl = 512×56×56, Cm×Hm×Wm = 1024×28×28
and Ch × Hh × Wh = 2048 × 14 × 14. Specifically, given an input image I, the
multi-layer feature extraction process can be described as:

fl, fm, fh = Fcnn (I, θ) (1)

where Fcnn is the feature extractor, and θ is the network weight parameter.
However, while increasing information diversity and complementarity, dif-

ferent levels of features also increase the computational burden and redundant
information. To suppress the noise at different levels of features, we use the
cross-layer attention module [34] to effectively integrate the feature maps from
different layers to enhance the location information of objects. We first utilize
1 × 1 convolutional layers to compress their channel numbers respectively to
reduce the computational cost. Secondly, the feature map f ′

l , f
′
m, and f ′

h is up-
sampled, and the common location information of the target in different levels
of feature maps is extracted by performing position multiplication on the three
up-sampled feature maps. Subsequently, the three extracted feature maps are
down-sampled and location information enhanced to obtain new feature maps
fp
l ∈ �C×Hl×Wl , fp

m ∈ �C×Hm×Wm , and fp
h ∈ �C×Hh×Wh , which is expressed as

f ′
l = F 1×1 (fl) , f ′

m = F 1×1 (fm) , f ′
h = F 1×1 (fh)

fp
i = F down

(
j∏
i

Fup (f ′
i) + f ′

i

)
(2)

where F 1×1 represent convolutional layers, Fup and F down are upsampling and
downsampling operations.

2.2 Channel Dual-Branch Cross Attention

The CNN and attention mechanisms are both considered as the powerful rep-
resentation learning technologies, which have achieved excellent performance
in image recognition, semantic segmentation and so on. Different from pre-
vious attention mechanism and CNN-related researches [37,44], we develop a
dual-branch cross-attention module (DBCAM) in this paper, which effectively
explores the interaction of attention aggregation and gated convolutional features
in the multi-scale reconstruction module. We first add position embedding (gen-
erated by convolution operation) to fp

l , fp
m, fp

h , and divide the channel dimension
into upper and lower parts (taking the reconstructed shallow feature fp

l as an
example, we divide it into fL

l ∈ �C1/2×Hl/2×Wl/2 and fG
l ∈ �C1/2×Hl/2×Wl/2).

Subsequently, the self-attention and gated adaptive convolution are integrated
into two paths, and feature maps of different resolutions are processed respec-
tively to obtain global context and local details. Finally, the information inter-
actions are performed through the process of cross fusion.
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As shown in Fig. 2, the DBCAM module includes: 1) local feature extraction,
through a gated adaptive convolution layer to effectively capture the fine-grained
local features in fG

l ; 2) global feature extraction, here, we downsample fG
l and

use self-attention to learn the global context information in feature map fG
l ; 3)

cross fusion, two different types of local-global features are dynamically inte-
grated via cross attention. Thus, DBCAM can enjoy the benefits of both self-
attention and CNN while having minimal computational overhead compared to
pure convolution operations or self-attention.

(1) Local feature extraction: To realize the consistency of the channel dimen-
sions of the two branches in DBCAM, we extract local features using depthwise
separable convolutions [9] in the first branch. However, a convolution kernel is
responsible for the feature extraction of one channel for depthwise separable
convolution, and the communication between channels (i.e., depth) is missing.
Therefore, the gated adaptive convolution module is proposed, we introduce a
gated conversion unit before the depth separable convolution layer to promote
“competition” and “cooperation” between channel features (here, “competition”
means increasing the variance of channel activation, and “cooperation” means
decreasing the variance of channel activation), so that the model learns better
channel feature correlation. Considering the reconstructed shallow feature input
fL
l ∈ �C1/2×Hl/2×Wl/2 , the gated adaptive convolution is expressed as

fLd

l = F depth
(
fL
l ∗ [

1 + δ
(
γ

(
α
∥∥fL

l

∥∥
2

)
+ β

)])
(3)

where ‖·‖2 is l2-norm, δ (·) represents the activation function, here we use the
tanh function. We use 3× 3 depthwise separable convolution layer F depth (·) to
extract features. Three trainable parameters α ∈ �C1/2×1×1, β ∈ �C1/2×1×1, and
γ ∈ �C1/2×1×1 are introduced into the gating conversion unit to evaluate channel
features, and these three parameters can be optimized for training together with
network weights. α is a learnable parameter that facilitates the adaptability of
feature embeddings. The weights γ and biases β are used to control the activation
of the channel features, i.e. they determine the behavior of the gated conversion
unit on each channel. During training, we initialize α to 1, γ and β are initialized
to 0. After enhancing the channel correlation through the gating conversion unit,
the final features fLd

l containing local details are obtained. Similarly, the local
detail features fLd

m and fLd

h in the middle and deep features are obtained.
(2) Global feature extraction: The convolution operation is a local opera-

tion, the receptive field of the CNN is limited, so the global dependency between
features cannot be effectively explored. Here, we introduce the self-attention to
strengthen the global correlation among target attributes. Considering the fea-
ture input fG

l ∈ �Cl/2×Hl/2×Wl/2 , we first downsample the feature input fG
l

to reduce the computational complexity of self-attention while retaining impor-
tant information. Then, the processed features are flattened into f̂G

l ∈ �Cl/2×L,
L = Hl/2 × Wl/2, and input into self-attention, so the captured global context
information fGs

l is defined as:

fGs

l = F self
(
F down

(
fG
l

))
(4)
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where F self (·) represents the self-attention layer. Similarly, the global context
information of mid-level and deep features are denoted as fGs

m and fGs

h .
(3) Cross Attention Fusion (CAF): Inspired by works [13,32], we employ

cross-attention to align two types of features obtained from CNN and self-
attention. Specifically, given the local features fLd

l and global features fGs

l

extracted from shallow features fp
l , they are transformed as follows:

QL = fLd

l WL
q ,KL = fLd

l WL
k , VL = fLd

l WL
v

QG = fGs

l WG
q ,KL = fGs

l WG
k , VL = fGs

l WG
v

(5)

where WL
q ,WL

k ,WL
v ,WG

q ,WG
k ,WG

v are the learnable hyperparameters. After
obtaining the transformed local and global representations, we compute the
cross-attention fusion between each pair of fLd

l and fGs

l :

CAFG→L (QL,KG, VG) = softmax
(

QLKT
G√

d

)
VG

CAFL→G (QG,KL, VL) = softmax
(

QGKT
L√

d

)
VL

(6)

where d is the dimension of QL and QG. By taking local features and global infor-
mation as queries at the same time, the correlation and importance between each
local-global token pair can be adaptively explored in three different levels feature
maps, so that the fused multi-scale features are more representative and infor-
mative. After cross-attention fusion, local and global features are concatenated
to complete the final information fusion. Finally, the reconstructed feature maps
of the three levels pass through the channel dual-branch cross-attention module
to obtain new feature maps fCA

l , fCA
m and fCA

h .

2.3 Multi-perspective Dynamic Semantic Representation

To fully mine the semantic relationships of labels, we propose a multi-view
dynamic semantic representation module in Fig. 2, which takes multi-level global-
local feature maps as input to generate class-specific semantic representations
for explicit embedding. Then, a learnable weighted similarity metric mechanism
is used to explore the semantic correlation between class-specific vectors from
multiple perspectives, thus dynamically building a semantic relationship graph
for each input image.

(1) Semantic attention module (SAM) [33]: Given the new feature maps fCA
l ,

fCA
m and fCA

h , obtained in Sect. 2.2, taking fCA
l as an example, first we utilize the

SAM to compute category-specific activation maps Ml ∈ �C×Hl×Wl . Through
Ml, the transformed feature map is mapped to a class-specific semantic repre-
sentation Hl ∈ �C×D, D represents the number of categories, and the specific
process of generating a class-specific semantic representation can be expressed
as

Hl = ς
(
fCA
l

)
MT

l , Ml = softmax
(
ς
(
F 1×1

(
fCA
l

)))
(7)

where ς (·) represents the feature dimension conversion operation, F 1×1 (·) and
is a 1 × 1 convolutional layer. The SAM is able to expose the hidden attention
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Fig. 3. Illustration of the multi-perspective dynamic semantic representation module.

on the feature map without bounding box and segmentation, and the resulting
class-specific semantic representation Hl can selectively describe the features
related to a specific class.

(2) Multi-perspective dynamic semantic representation module (MDSR):
Given a feature matrix Hl ∈ �C×D containing D node (category) objects
k ∈ �C . Inspired by the multi-head attention mechanism, we propose a multi-
perspective weighted cosine measure to calculate the similarity between each
node, to construct a new adjacency matrix and enhance the expressive ability of
similarity, shown in Fig. 3. In particular, the multi-perspective weighted cosine
similarity is expressed as

uij =
1
n

∑n

m=1
um
ij , um

ij = cos (Wm � ki,Wm � kj) (8)

where � represents the Hadamard product, and W represents the learnable
weight vector. um

ij represents the similarity matrix of two input node vectors ki
and kj from the mth perspective, and uij represents the average value of the sim-
ilarity matrix calculated using n independent weight vectors Wm (similar to the
multi-head attention mechanism, each weight vector represents a perspective),
which is used as the final similarity matrix.

However, the usual adjacency matrix is a non-negative matrix, so we extract
a new adjacency matrix Aij ∈ �D×D from the final similarity matrix through a
non-negative threshold τ , which is represented as follows:

Aij =
{

0, otherwise,
uij , uij > τ.

(9)

We dynamically construct new adjacency matrices Al, Am, and Ah for the
feature maps of the shallow, middle and deep branches of the network according
to Eqs. 8 and 9. Subsequently, this paper adopts the GCN [19] to model the
content-related category dependencies, and the result of dynamic semantic graph
of the shallow feature map branch can be expressed as

Zl = δ (AlHlWl) (10)

where Wl denotes the state update weight, δ (·) and denotes the LeakyReLU
activation function [26]. Zl represents the updated multi-perspective semantic
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relation graph. Notably, the dynamic adjacency matrix A is constructed by
learning weighted correlations between class-specific semantic representations for
each specific image from multiple perspectives. It captures the content-related
category dependencies of each image from different semantic aspects, and also
solves the problem of semantic deviation caused by rough label dependencies in
static statistical graphs.

2.4 Classification and Loss

In order to speed up the convergence process, after obtaining three levels of
local-global visual features and multi-perspective semantic relationship graphs,
we further jointly train the prediction results Ffusion of visual features and Fsac

of semantic features.

Ffusion=ψ
(
Fcat

(
GMP

(
fCA
l , fCA

m , fCA
h

)))
Fsac=ϕ (∇ (Zl, Zm, Zh)) (11)

where ψ (·) represents the category classifier of visual features, GMP (·) is the
global average pooling operation, ∇ (·) denotes the fusion of three levels semantic
features. ϕ (·) represents the category classifier of semantic features. We train
the entire MGSGN with the traditional multi-label cross-entropy loss function,
and train the loss function of visual features �fusion and the loss function of
semantic features �sac in a collaborative learning manner. Therefore, the final
loss function is expressed as

�total = �fusion + �sac (12)

Through the above collaborative training approach, our model can jointly
perceive different levels of global-local visual features and multi-perspective
dynamic semantic features, thereby achieving better MLIC results.

3 Experiments

Datasets and Evaluation Metrics. We use two public image datasets, MS-
COCO [25] and Pascal VOC 2007 [11], to verify our proposed method. The
statistics of the experimental dataset are shown in Table 1. In order to achieve a
fair comparison, we discuss the effectiveness of the proposed method using the
following evaluation metrics in the MS-COCO dataset, namely mean average
precision(mAP), the average per-class precision(CP), recall(CR), F1(CF1) and
the overall precision(OP), recall(OR), F1(OF1). We will also list the classifi-
cation scores for the top-3 labels in the experimental results. Furthermore, an
average precision for each class is reported in the Pascal VOC 2007 dataset.

Implementation Details. We employ ResNet-101 pretrained on ImageNet as
our image feature extractor. During the training phase, all input images are
rescaled to 512 × 512, augmented by random cropping and resizing to 448× 448,
and then randomly horizontally flipped. In the testing stage, we simply resize the
input image to 448 × 448. The optimizer uses stochastic gradient descent (SGD)
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Table 1. Statistics of the experimental datasets.

Datasets Class Training Testing Total Class per image

MS-COCO 2014 80 82,081 40,137 122218 2.9

Pascal VOC 2007 20 5011 4952 9963 1.5

with a momentum of 0.9 and weight decay set to 0.0001. In particular, for the
basic convolutional neural network and other parts, the initial learning rate of
MS-COCO is 0.03, and the initial learning rate of VOC 2007 is 0.01, which is
decayed by a factor of 10 every 30 epochs. Our model MGSGN is trained in 50
epochs with a batch size of 64. Our method is implemented based on PyTorch
[27] and all experiments are carried out on NVIDIA GeForce RTX 3090.

3.1 Comparison with State of the Arts

Results on MS-COCO. In Table 2, when the resolution of the input image is
448 × 448 and the image feature extractor is ResNet101, our model MGSGN can
reach 85.1% on mAP and is superior to the above comparison methods in most
indicators. Specifically, the mAP of MGSGN is significantly improved by 7.8%
over the ResNet101 baseline, which illustrates the superiority of our method.
The MGSGN model is better than ML-GCN 2.1%, CPCL 2.3%, KSSNet 1.4%
and TDRG 0.5% in the mAP, which also uses the GCN method. In addition, the
performance of the MGSGN model on mAP is 1.2%, 1.1% and 0.9% higher than
the SOTA methods LGR, FL-Tran and AAMN, respectively. Meanwhile, after
we resize the input image to 576 × 576, the performance of the MGSGN model
can be further improved to 86.6%. The MGSGN model outperforms the SSGRL
model with mAP increased by 2.8%, CF1(ALL) increased by 4.5%, OF1(ALL)
increased by 3.2%, CF1(top-3) increased by 3.9%, and OF1(top-3) increased by
2.3%. Compared with the recently released C-Tran and DA-GAT, the MGSGN
model greatly outperforms these methods on most metrics.

Results on Pascal VOC 2007. In Table 3, compared with other state-of-the-
art methods, our proposed model MGSGN achieves the best performance. Specif-
ically, when the input image resolution is 448× 448, compared to the baseline
method ResNet-101, which obtains 89.9% mAP, the MGSGN model significantly
improves to 95.7%, an increase of 5.8%. Even when MCAR uses larger image
sizes, the MGSGN model outperforms the method by 0.9%. Although the TDRG
and FL-Tran models also utilize the multi-scale feature mechanism of the CNN
to learn object features at different scales of the image, the mAP of MGSGN
model is 0.7% and 1.8% higher than these two advanced methods, respectively,
MGSGN also outperforms the two methods in AP values for most categories.
It is worth noting that when the input image resolution is 576× 576, it can
be found that the mAP of the MGSGN model is further improved to 96.4%.
Compared with the state-of-the-art methods such as ADD-GCN, AAMN, and
MCAR, our MGSGN model also achieves the best performance.
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Table 2. Comparisons with state-of-the-art methods on the MS-COCO dataset. Str

and Ste denote image resolution used in the training and testing stage.

Methods (Str, Ste) Backbone mAP ALL top-3

C-P C-R C-F1 O-P O-R O-F1 C-P C-R C-F1 O-P O-R O-F1

CNN-RNN [28] (-, -) vgg-16 61.2 - - - - - - 66.0 55.6 60.4 69.2 66.4 67.8

RNN-Attention [31] (-, -) vgg-16 - - - - - - - 79.1 58.7 67.4 84.0 63.0 72.0

ResNet-SRN [41] (224, 224) ResNet-101 77.1 81.6 65.4 71.2 82.7 69.9 75.8 85.2 58.8 67.4 87.4 62.5 72.9

ResNet101 [17] (224, 224) ResNet-101 77.3 80.2 66.7 72.8 83.9 70.8 76.8 84.1 59.4 69.7 89.1 62.8 73.6

ResNet101-ACfs [15] (224, 224) ResNet-101 77.5 77.4 68.3 72.2 79.8 73.1 76.3 85.2 59.4 68.0 86.6 63.3 73.1

CPCL [36] (448, 448) ResNet-101 82.8 85.6 71.1 77.6 86.1 74.5 79.9 89.0 63.5 74.1 90.5 65.9 76.3

ML-GCN [8] (448, 448) ResNet-101 83.0 85.1 72.0 78.0 85.8 75.4 80.3 89.2 64.1 74.6 90.5 66.5 76.7

KSSNet [29] (448, 448) ResNet-101 83.7 84.6 73.2 77.2 87.8 76.2 81.5 - - - - - -

LGR [7] (448, 448) ResNet-101 83.9 85.0 73.3 78.4 86.2 76.4 81.0 89.0 64.8 75.0 90.7 67.0 77.1

FL-Tran [38] (448, 448) ResNet-101 84.0 84.9 73.5 78.8 86.0 76.3 80.9 88.7 65.2 75.1 90.6 67.0 77.0

AAMN [39] (448, 448) ResNet-101 84.2 86.2 72.7 78.9 87.0 76.0 81.1 89.7 64.8 75.2 91.2 66.9 77.2

TDRG [34] (448, 448) ResNet-101 84.6 86.0 73.1 79.0 86.6 76.4 81.2 89.9 64.4 75.0 91.2 67.0 77.2

SSGRL [6] (576, 576) ResNet-101 83.8 89.9 68.5 76.8 91.3 70.8 79.7 91.9 62.5 72.7 93.8 64.1 76.2

KGGR [4] (576, 576) ResNet-101 84.3 85.6 72.7 78.6 87.1 75.6 80.9 89.4 64.6 75.0 91.3 66.6 77.0

DA-GAT [40] (576, 576) ResNet-101 84.8 87.0 74.2 80.1 87.3 77.5 82.1 89.2 65.6 75.6 91.6 67.7 77.9

C-Tran [20] (576, 576) ResNet-101 85.1 86.3 74.3 79.9 87.7 76.5 81.7 90.1 65.7 76.0 92.1 71.4 77.6

TDRG [34] (576, 576) ResNet-101 86.0 87.0 74.7 80.4 87.5 77.9 82.4 90.7 65.6 76.2 91.9 68.0 78.1

MGSGN(ours) (448, 448) ResNet-101 85.1 86.3 73.9 79.6 86.1 77.1 81.4 89.9 64.8 75.3 90.9 67.2 77.3

MGSGN(ours) (576, 576) ResNet-101 86.6 87.4 76.9 81.3 88.1 77.1 82.9 92.1 67.1 76.6 92.7 67.1 78.5

Table 3. Comparisons with state-of-the-art methods on the VOC 2007 dataset. The
performance based on two resolution settings are reported.

Methods aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa trian tv mAP

CNN-RNN [28] 96.7 83.1 94.2 92.8 61.2 82.1 89.1 94.2 64.2 83.6 70.0 92.4 91.7 84.2 93.7 59.8 93.2 75.3 99.7 78.6 84.0

ResNet-101 [17] 99.5 97.7 97.8 96.4 65.7 91.8 96.1 97.6 74.2 80.9 85.0 98.4 96.5 95.9 98.4 70.1 88.3 80.2 98.9 89.2 89.9

RARL [5] 98.6 97.1 97.1 95.5 75.6 92.8 96.8 97.3 78.3 92.2 87.6 96.9 96.5 93.6 98.5 81.6 93.1 83.2 98.5 89.3 92.0

SSNP [30] 97.1 94.0 95.4 93.7 59.6 88.2 94.4 94.9 71.7 85.3 81.9 94.1 95.4 91.7 97.4 74.8 87.1 78.7 96.9 84.0 87.8

LDR [16] 99.6 98.3 98.0 98.2 78.2 94.2 97.0 97.8 80.8 94.9 84.9 97.7 97.5 96.6 98.7 85.0 96.2 83.2 98.5 92.6 93.4

FL-Tran [38] 99.7 97.7 98.2 98.4 81.5 95.4 97.3 97.0 82.1 95.5 85.5 97.9 96.9 95.7 98.7 86.1 96.7 83.9 98.9 93.9 93.9

ML-GCN [8] 99.5 98.5 98.6 98.1 80.8 94.6 97.2 98.2 82.3 95.7 86.4 98.2 98.4 96.7 99.0 84.7 96.7 84.3 98.9 93.7 94.0

LGR [7] 99.6 95.6 97.3 96.4 84.0 95.8 94.1 98.9 86.9 96.8 86.8 98.7 98.6 96.9 98.8 84.8 97.2 83.7 98.8 93.6 94.2

CSRA [42] 99.9 98.4 98.1 98.9 82.2 95.3 97.8 97.9 84.6 94.8 90.8 98.1 97.6 96.2 99.1 86.4 95.9 88.3 98.9 94.4 94.7

TDRG [34] 99.9 98.9 98.4 98.7 81.9 95.8 97.8 98.0 85.2 95.6 89.5 98.8 98.6 97.1 99.1 86.2 97.7 87.2 99.1 95.3 95.0

KGGR [4] 99.8 97.1 98.4 98.0 84.2 95.1 96.9 98.4 78.6 94.9 87.0 98.1 97.7 97.4 98.7 82.4 97.1 82.5 98.7 92.0 93.6

AAMN [39] 99.8 97.0 98.2 97.9 83.6 95.5 97.7 98.2 82.4 96.6 85.6 98.3 98.6 96.2 99.0 87.9 97.6 86.4 98.7 93.8 94.4

FL-Tran [38] 99.8 98.6 98.7 98.4 83.2 95.9 97.4 98.4 81.5 96.2 86.1 98.9 98.7 97.1 99.0 84.9 96.9 83.1 99.2 95.4 94.4

MCAR [12] 99.7 99.0 98.5 98.2 85.4 96.9 97.4 98.9 83.7 95.5 88.8 99.1 98.2 95.1 99.1 84.8 97.1 87.8 98.3 94.8 94.8

ADD-GCN [33] 99.8 99.0 98.4 99.0 86.7 98.1 98.5 98.3 85.8 98.3 88.9 98.8 99.0 97.4 99.2 88.3 98.7 90.7 99.5 97.0 96.0

MGSGN(ours) 99.8 99.0 98.5 98.7 83.8 96.0 98.1 98.9 86.4 96.4 91.3 98.9 99.3 97.1 99.2 86.5 98.6 90.1 99.6 96.4 95.7

MGSGN(ours) 99.8 99.3 98.9 99.1 87.5 97.6 98.7 99.2 86.7 98.6 90.8 99.0 99.2 97.9 99.5 88.9 99.0 91.2 99.3 97.3 96.4

In summary, the significant accuracy improvement is attributed to our pro-
posed MLIC framework with the multi-scale global-local semantic graph net-
work. Compared with static graph-based models, our multi-perspective dynamic
semantic graph constructed from multi-scale global-local information in image
target region features has better performance, especially in predicting some
semantically dependent labels.

3.2 Ablation Studies

Effect of Multi-scale Mechanisms in MGSGN. To verify the effectiveness
of our proposed MGSGN, we analyzed the impact analysis of the combination
of different levels of the CNN features on our model, and the experiment was
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Table 4. Analysis of the impact of CNN different level feature combinations on the
proposed model MGSGN. The dataset used for this experiment is MS-COCO.

Methods mAP ALL Top-3

C-F1 O-F1 C-F1 O-F1

Conv3+DBCA+MDSR 83.9 78.5 80.5 74.6 76.6

Conv4+DBCA+MDSR 84.1 78.7 80.7 74.7 76.8

Conv5+DBCA+MDSR 84.4 79.0 80.9 74.9 77.2

(Conv3, Conv5)+DBCA+MDSR 84.6 79.1 81.2 75.0 77.2

(Conv4, Conv5)+DBCA+MDSR 84.7 79.5 81.2 75.1 77.9

(Conv3, Conv4)+DBCA+MDSR 84.5 79.2 81.1 74.9 77.1

MGSGN (ours) 85.1 79.6 81.4 75.3 77.3

implemented on the MS-COCO dataset. The input image resolution is 448 ×
448. In Table 4, the model that fuses shallow, middle and deep features works
best. Specifically, the mAPs of MGSGN are 0.7%, 1.0% and 1.2% higher than
the three methods using only single-level features, respectively. When equipped
with two-level features, the performance of the model is also improved on the
basis of single-level features. Finally, our model achieves the highest mAP of
85.1% when combining three-scale features. This shows that a single-level feature
representation is not enough for object recognition of multiple different sizes, and
our model incorporates the complementarity and diversity of features at different
levels, which contains richer semantic correlation and feature-aware capabilities.

Table 5. Performance comparisons of different components in the MGSGN.

Architecture mAP ALL Top-3

ResNet-101 CLA DBCA MDSR C-F1 O-F1 C-F1 O-F1

� 77.3 72.8 76.8 69.7 73.6

� � 82.8 77.3 79.4 73.8 75.9

� � 83.2 77.9 80.0 74.2 76.3

� � 83.3 78.0 80.0 74.4 76.4

� � � 84.0 78.5 80.5 74.5 76.6

� � � 84.1 78.7 80.7 74.7 76.8

� � � 84.6 79.0 81.1 75.0 77.1

� � � � 85.1 79.6 81.4 75.3 77.3

Comparison of Different Module Structures in MGSGN. To analyze the
contribution of individual components in MGSGN, we conduct ablation exper-
iments on MS-COCO. In Table 5, we first apply cross-layer attention (CLA)
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Table 6. Performance comparison of the label dependency modeling method in
MGSGN on the MS-COCO dataset.

Methods mAP ALL Top-3

C-F1 O-F1 C-F1 O-F1

MGSGN(∗) 84.2 78.7 80.7 74.7 78.7

MGSGN(†) 85.1 79.6 81.4 75.3 77.3

to the baseline, and the model performance is significantly improved by more
than 5.5%. This shows that CLA is able to allow the model to learn multi-scale
features from images, thus improving the model’s performance. Next, we equip
the baseline with a dual-branch cross-attention module (DBCA) and observe a
model performance improvement of 5.9% relative to the baseline, which demon-
strates that our DBCA can effectively capture local-global features in images.
Subsequently, we add multi-perspective dynamic semantic representation mod-
ule (MDSR) to the baseline, which improves the baseline’s performance by 6%,
illustrating that a multi-perspective dynamic semantic representation module
can effectively model content-related category dependencies. Finally, under the
full architecture, our model MGSGN achieves the best performance of 85.1%,
which greatly exceeds the baseline. This shows that the three modules we propose
can mutually promote each other in improving the performance of the model.

Performance Comparison of Different Label Graphs in MGSGN. In
Table 6, ∗ means that the static graph shared by the entire dataset obtained
according to statistical probability is added to the semantic graph learning mod-
ule [8]. † represents the proposed dynamic semantic relationship. We can see
that the overall classification performance of the dynamic semantic map we con-
structed is better than that of the static graph, increasing mAP by 0.9%, and it
is better than the MGSGN method under the static graph in most indicators.
This is because the semantic information of the target object contained in the
image is not only determined by its intrinsic attributes, but also needs to consider
the context information of the target object. More importantly, our multi-view
dynamic semantic graph module establishes the dependencies between different
semantics from a global perspective, which can better explore label correlation.

3.3 Visual Analysis

In this section, we visualize the learned attention maps to illustrate the ability of
the proposed model to exploit meaningful regions and capture spatially global-
local semantic dependencies. In Fig. 4, the three columns of example images
from left to right are the original image, the classification attention map gener-
ated by ResNet101 and MGSGN. The results show that the MGSGN model
can focus on more semantic regions and has stronger modeling ability than
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Fig. 4. Visualization results of salient features on MS-COCO.

ResNet101 to mine more discriminative and meaningful information. Further-
more, our MGSGN model has the ability to capture spatial global-local seman-
tic dependencies, especially for invisible or small objects appearing in images.
For example, when recognizing tennis racket and sports ball, due to their sim-
ilar semantics, people pay attention to sports ball and also pay attention to
tennis racket, thus recognizing these objects requires richer contextual informa-
tion. Thanks to the multi-scale feature reconstruction module and the channel
dual-branch cross-attention module, our method captures the global-local infor-
mation in multi-scale features and adaptively explores the correlation between
global-local feature pairs through cross-attention, so that the model can more
accurately locate and perceive objects of different sizes.

4 Conclusion

We propose the Multi-scale Global-local Semantic Graph Network for MLIC.
First, we exploit the multi-scale feature reconstruction module to extract com-
plementary information from shallow, middle and deep features in CNN. In
addition, the channel dual-branch cross-attention module is designed to further
process the complementary information of the CNN to fuse the global-local fea-
tures extracted from multiple scale mechanisms in an adaptive cross-fusion man-
ner. Finally, we propose a multi-perspective dynamic semantic representation
module that explores complex semantic correlations from multiple perspectives.
Extensive experiments on benchmark datasets demonstrate that our proposed
MGSGN significantly improves the performance of MLIC models.
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Abstract. Predicting the growth size of an information cascade is one
of the primary challenges in understanding the diffusion of information.
Recent efforts focus on utilizing graph neural networks to capture graph
structure. However, there is considerable variance in the information cas-
cade size (from few to million). From the perspective of efficiency and
performance, the method of modeling each node is inappropriate for
graph neural networks. In this paper, we propose a novel deep learn-
ing framework for popularity prediction called CasSampling. Firstly, we
exploit a heuristic algorithm to sample the critical part of cascade graph.
For the loss of structure information due to sampling, we keep outdegree
of sampled node in the global graph as part of the node feature into
the graph attention networks. For the loss of temporal information due
to sampling, we utilize the time series to learn the global propagation
time flow. Then, we design an attention aggregator for node-level repre-
sentation to better integrate local-level propagation into the global-level
time flow. Experiments conducted on two benchmark datasets demon-
strate that our method significantly outperforms the state-of-the-art
methods for popularity prediction. Additionally, the computation cost
is much less than the baselines. Code and (public) datasets are available
at https://github.com/Gration-Cheng/CasSampling.

Keywords: Popularity prediction · Cascade graph sampling · Graph
neural network

1 Introduction

With the improvement of communication technology, the rapid development of
online social media has promoted the propagation and interaction of massive
information. Through social media, people spread news, politics, and life hot
spots in a cascading way. Therefore, the prediction of the information propaga-
tion cascade is significant, and the effective prediction of the number of retweets
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Future growth

Fig. 1. A real-world example of a propagation graph in the Weibo dataset. The left
figure shows the propagation graph during the observation time 1 h, while the right
figure shows the propagation graph after 23 h. The blue nodes denote the observed
nodes, while the orange nodes represent the nodes that will propagate in the future.

in a period is beneficial for understanding the cascade, which has attracted con-
siderable attention in academia and industry. Cascading propagation plays a
crucial role in many downstream tasks, such as accelerating or suppressing the
spread of information [1,2], rumor detection, and even epidemic prediction. How-
ever, social media are large open platforms, and the uncertainty about cascading
effects makes popularity prediction an extremely challenging problem.

In recent years, Most of the research uses deep learning-based approaches to
learn the representation of cascades. Most of them [3–6], view an information
propagation as a sequence of events and use subgraphs or subsequences to rep-
resent the cascade. However, modeling subgraph or subsequence is difficult to
learn the cascade effect of information propagation.

Recent research has focused on using graph neural networks to capture the
cascade effect [4,6–8]. Graph Neural Networks (GNN) are able to effectively
model graph-structured data by integrating node attributes and topology. How-
ever, when facing a large number of nodes, GNNs can be computationally expen-
sive and inefficient. As shown in Fig. 1, many of the nodes within the observation
time do not bring new forwarding propagation. These nodes have little effect on
propagation. It is obvious that nodes with more propagation during the obser-
vation time will have a larger cascading effect.

Note that with these problems, existing methods confront several challenges:
(1) Some methods model each node to learn node-level representation, but it is
not efficient because of the cascade size (from few to million). (2) The method
of modeling subgraphs or subsequences is difficult to learn the cascade effect of
information propagation. (3) Time is crucial information. Existing methods lack
the extensive use of time information both at the local-level and the global-level.
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To address these challenges, we proposed a novel neural network model
named CasSampling. The model focuses on sampling the cascade graph and
compensates for the loss of time and structure information due to sampling,
making the model more efficient and performing better. Our main contributions
can be summarized as follows:

– Efficiency graph representation. We implemented a heuristic algorithm
to sample the key part of cascade graph, which address the problem of the
large variable size of graphs that make it difficult to model with GNNs. To
compensate for the loss of graph structure due to sampling, we retain the
outdegree of sampled nodes as part of the sampled nodes feature. It efficiently
models cascade graphs with the large variable sizes and is effective for explicitly
capturing cascading effects.

– Multi-scale time information. We design an attention aggregator that
combines the node’s propagation embedding with the time stamp of nodes.
To compensate for the loss of time information caused by graph sampling, we
use time series to learn the global propagation time flow. We have successfully
integrated two types of temporal information for the first time, which enables
us capture the potential information between the retweet time of the active
node and the global propagation time flow, and it can more fully model the
information diffusion process.

– Evaluation on benchmark datasets. We conduct extensive evaluations on
two publicly available benchmark datasets, demonstrating that CasSampling
significantly outperforms the state-of-the-art (SOTA) baselines and reduces
the computational cost.

2 Related Work

We review the related work grouped into three main categories: featured-based,
generative process and deep learning-based approaches.

Featured-Based Approaches. It usually extracts features from specific plat-
forms, such as Arxiv; Weibo [3]; Twitter [9]; These features include user-related
features [10,11], content-related features [12], cascades structural [13,14] and
temporal features [15]. However, feature-based approaches extract features from
different platforms, making the learned features difficult to generalize into dif-
ferent scenarios, and the prediction performance heavily relies on the quality of
the hand-crafted feature.

Generative Process Approaches. It mainly regards the process of message
diffusion as an arrival time sequence [16–19]. These methods focus on modeling
the intensity function for the arrival process. The popularity prediction can be
obtained by event simulation of the intensity function. These methods demon-
strate enhanced comprehensibility, but they rely on certain assumptions, and
we do not know whether these assumptions are valid in real situations, limiting
model performance.
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Deep Learning-Based Approaches. Generally, existing methods for popu-
larity prediction mainly focus on four types of information, i.e., temporal infor-
mation, node representation, structure representation, and content.

For node and structure representation. DeepHawkes [3] integrates an inter-
pretable Hawkes process for information cascade prediction. With the booming
development of graph neural networks (GNN), CasCN [4] uses it to model the
structural information of cascade subgraphs (via cascade Laplacian). CasFlow
[20] uses a variational autoencoder to learn the uncertainty of the cascade. Tem-
pCas [5] exploits a heuristic algorithm to sample critical paths and utilizes some
handcraft features as compensation for the sampled graph. All the work above
depicts the subgraph of participating users. However, modeling subgraphs or
subsequences is difficult to learn the cascade effect of information propagation.
CouledGNN [7] uses the global propagation graph to capture the interaction
between node activation states and diffusion; CasGCN [21] considers that the
cascade effect is bidirectional, uses in-coming and out-going adjacency matrices
as the representation of graph structure, and combines the time information with
the graph structure by attention mechanism. These GNN-based methods model
each node for graph embedding. However, from the perspective of efficiency and
performance, the method of modeling each node is inappropriate for GNN.

For temporal information modeling, DeepHawkes [3] introduced a nonpara-
metric time decay function into the path modeling of recurrent neural net-
works. DFTC [22] represents temporal information by time series, which used a
Convolution-1d neural network for capturing short-term outbreaks and LSTM
for long-term fluctuations. TempCas [5] improves the DFTC [22] by combining
the short-term and long-term rather than capturing them separately. However,
these methods do not fully utilize global-level and local-level time information.

Note these problems. We propose a novel model, called CasSampling, which
implements a heuristic algorithm to sample the cascade graph and compensate
for the loss of time and structure information caused by sampling. Compared
with the same model, we sample cascade at the graph-level for the first time and
fully utilize multi-scale time information. It achieved better performance and
less computation cost.

3 Preliminaries

We now present the essential background and formally define the popularity
prediction problem.

Definition 1 (Cascade Graph). Suppose that we have n posts, P = {pc, c ∈
[1, n]}. For each post pc, there is a cascade graph denoted by Gc = (Vc, Ec, Tc),
where Vc is a set of nodes that have been involved in the cascade during the
observation time T , a directed edge (vi, vj) ∈ Ec represents that node vj retweet
from node vi, and a tuple of node time label (vi : ti) ∈ Tc denotes the time elapsed
between the original post and node v’s retweet.
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Definition 2 (Growth size). It is defined as the amount of cascade growth
number over observation time window T after it has spread for Δt. According
to Definition 1, we obtain Gc = (Vc, Ec, Tc), Tc < T . Our task is to predict the
growth size ΔSi of a cascade after a given time interval Δt. The growth size can
be defined as ΔSi = |VT+Δt

i | − |VT
i |.

Fig. 2. The framework of CasSampling for popularity prediction.

4 Method

Before introducing the details of the CasSampling model, we present the overall
framework of CasSampling in Fig. 2. It contains four major parts:(1)A heuristic
algorithm to sample the critical parts of a graph. (2) Local-level propagation
embedding model graph structure with GAT and uses the attention aggregator to
combine it with node time information. (3) Global-level time flow representation
adopts LSTM on time series to capture the propagation trend. (4) Prediction
layer concatenates local-level propagation and global-level time flow into the
self-attention layer to fuse each other and feed into Multilayer-Perception(MLP)
to predict the increment size.

4.1 Graph Sampling

Efficient node representation is challenging due to the variable size of cas-
cades(from few to million). Specifically, the millions of nodes for the GNN are
computation expensive. To achieve an efficient graph representation, we used
rule-based graph sampling to reduce the number of nodes while preserving the
original graph information as much as possible.
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Algorithm 1 Graph sampling
Input: A cascade graph Gc, degree vector D of Gc; the maximum number of nodes K.
Output: Sampled graphGsampled

c and out-degree vector Dsampled of Gsampled
c

1: Vc, Ec, Tc ← Gc

2: if |Vc| < K then
3: return Gc, D
4: end if
5: Dsorted,Vsorted=sort(D,Vc, Tc)# Sort by Rule 1 and Rule 2
6: Dsampled,Vsampled=selectTop(Dsorted,Vsorted,K)
7: Esampled ← ∅, Tsampled ← ∅

8: for each {vi, vj} in Ec do
9: if vj /∈ Vsampled then

10: continue
11: else if vi ∈ Vsampled then
12: Esampled ← Esampled ∪ {vi, vj}
13: else
14: vk=findAncestor(vi,Ec,Vsampled) # Find the nearest ancestor of node vi in

the Vsampled.
15: Esampled ← Esampled ∪ {vk, vj}
16: end if
17: end for
18: for each v in Vsampled do
19: Tsampled ← Tsampled ∪ (v : T (v))
20: end for
21: Gsampled

c = {Vsampled, Esampled, Tsampled}
22: return Gsampled

c ,Dsampled

Given a cascade graph Gc and the adjacency matrix Ac.The outdegree vector
D = {di, i ∈ [1, n]} can be computed with:

di = log2(
N∑

j=1

aij), (1)

where N is the number of nodes and aij is one element of Ac. The di denotes
the outdegree of node i after logarithmic scaling.

Since the node with a larger out-degree is more critical, and according to
the Hawkes process [3], the point closer to the occurrence of time has the more
significant influence, there are two rules for sorting:

Rule 1: Sort the Vc by the outdegree D of nodes.(from large to small).
Rule 2: For nodes with the same outdegree, make a second sort according to
their time(from late to early).

To reduce computation costs and improve performance, we sampled nodes
based on their sorted out-degree vector and selected the top K nodes. However,
this process may result in some nodes missing parent nodes. To address this
issue, we identified the nearest ancestor node that was not filtered out and used
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it as the parent node. To preserve the original graph information, we used the
out-degree of the original graph node as the feature for the sampled node.

The process of graph sampling is shown in Algorithm 1.

4.2 Local-Level Propagation Embedding

Graph Attention Layer. Recently, Graph neural networks have been
advanced in graph learning. To capture the local information and achieve node-
level representation, we utilize graph neural networks to learn hidden informa-
tion among cascade nodes. Each tweet has a different cascade graph which is an
inductive task, so we choose Graph Attention networks [23] (GAT) to learn the
graph structure.

The input of GAT consists of two parts, adjacency of the graph and the node’s
feature matrix. After graph sampling, we obtain the Gsampled

c and Dsampled of
a cascade. To retain the original graph information, we reserve the outdegrees
of nodes as part of nodes feature to learn the node influence and the size of the
original cascade. The node input feature H0 can be defined as:

H0 = A + diag(Dsampled) =

⎡

⎢⎢⎢⎣

− h0
1 −

− h0
2 −
...

− h0
N −

⎤

⎥⎥⎥⎦ , (2)

where A is the adjacency matrix of Gsampled
c . diag(Dsampled) indicates diagonal-

izing the Dsampled vector. h0
i ∈ R

F is the input feature of node i, F = N , and
N is the number of nodes.

For the adjacency matrix, we add self-connection to prevent loss of self-
information during aggregation. The Adjacency Ã is formulated as:

Ã = A + In, (3)

where In ∈ R
N×N is an identity matrix.

The main idea of GAT is to aggregate node features by calculating the atten-
tion weight between connected nodes. After n layers of GAT, the node receives
messages from other nodes within n-hops. The aggregate function is as follows:

hn
i = σ(

∑

j∈Ni

αijWhn−1
j ), (4)

where Ni is the neighborhood of node vi in the graph, which can be obtained
from Ã. The hn−1

j represents embedding of node j after n-1 layers of GAT. The
αij is the attention score between node i and node j. It can be calculated by:

αij =
exp(LeakyReLU(aT [Whi‖Whj ]))∑

k∈Ni
exp(LeakyReLU(aT [Whi‖Whk]))

, (5)



CasSampling: Exploring Efficient Cascade Graph Learning 77

where a ∈ R
2F

′
denote the learnable parameters. LeakyReLU is an activation

function. ‖ is the concatenation operation. A weight matrix W ∈ R
F

′ ×F is
shared to every node.

We do mean pooling with the output Hn of the n layers of GAT, and pooling
the feature of each node.

Hn
pooling = MeanPooling(Hn). (6)

The final graph embedding can be expressed as: Hn
pooling = [hn

1 , hn
2 , . . . , hn

N ]T ,

Hn ∈ R
N , where hn

i ∈ R is the embedding of node i.

Node Time Information. To integrate graph structure and global tempo-
ral flow, we preserve the original time information of nodes instead of incor-
porating it into GAT input features. We utilize the attention aggregator to
merge node structure and time information as the graph represents. Let T ′ =
[ht

1, h
t
2, . . . , h

t
N ]T , T ′ ∈ R

N denote the time stamp of the node, which is obtained
from Tsampled. h′

i = [hn
i ‖ht

i] represents node i concatenating GAT output and
time information.

ej
i = vT tanh(Wa[h

j
i‖h′

i]), (7)

where hj
i denotes one of the node feature of h′

i. Wa and v denote the learnable
parameter.

αj
i =

exp(ej
i )∑

k∈{t,n} exp(ek
i )

, (8)

where αj
i represents the attention score of hij .

Aggregate the features of node i, and the aggregate function is as follows:

hi =
∑

j∈{t,n}
αj

i h
j
i . (9)

HG = [h1, h2, . . . , hN ],HG ∈ R
N contains nodes structure embedding and

nodes time information.

4.3 Global-Level Time Flow Representation

Given a fixed interval of time ts, We have T/ts time slots. From Gc, we can
get the global graph node’s time information, then calculate the time slot of
each node. Let RT = {r1, r2, . . . , rT/ts}, RT ∈ R

T/ts denote the temporal flow
sequence. We utilize LSTM to capture the time flow information.

HT = LSTM(RT ), (10)

where HT ∈ R
T/ts is the global propagation time flow representation.



78 G. Cheng et al.

4.4 Prediction Layer

Each node in HG represents graph structure information. HT contains global
temporal information. We concatenate the two parts into Self-Attention [24]
layer to fuse each other and feed into MLP to predict the increment size.

H = HG ⊕ HT , (11)

H ′ = Self Attention(H) + H, (12)

ΔSi = MLP(H
′
), (13)

Our ultimate task is to predict the increment size for a fixed time interval,
which can be done by minimizing the following loss function:

L(ΔSi,ΔŜi) =
1
P

P∑

i=1

(log2 ΔSi − log2 ΔŜi)2, (14)

where P is the number of posts, ΔSi is the predicted amount of growth, ΔŜi is
the ground truth.

4.5 Complexity Analysis

The complexity based on the sparse matrix operation of GAT is O(|Vc|F ′F +
|Ec|F ), where F is the number of input features and F ′ is the number of output
features. The complexity of the node-level time attention mechanism is O(|Vc|).
Compare with the subsequence-based method, our method can be parallelized.
The complexity of global time flow representation is O(T/ts). The complexity of
Self-Attention layer is O((|Vc| + T/ts)2). Sum up, the complexity approximates
to O(|Vc|F ′F + |Ec|F + (|Vc| + T/ts)2).

5 Experiments

To evaluate the performance of our model, we compare CasSampling with several
SOTA methods on two benchmark datasets under various evaluation metrics.

5.1 Datasets

Sina Weibo. The dataset [3] comes from Sina Weibo, a major microblogging site
that is similar to Twitter. It contains posts that were published between 0:00 to
24:00 on June 1, 2016.

Twitter. The dataset is collected by [9] and contains public English written tweets
published between Mar 24 and Apr 25, 2012.

The observation time T for Weibo is set to 0.5 h, 1 h and 2 h, and 1 days,2
days and 3 days for Twitter. We select 24 h as the prediction time for the Weibo
dataset and 32 days for the Twitter dataset. Following earlier methods [3,20],
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we filter out cascades whose |Vc| < 10, and due to the effect of diurnal rhythm in
Weibo, we focused on tweets published between 8 a.m. and 6 p.m. to give each
tweet at least 6 h to gain retweets. For Twitter, we only tracked tweets published
before Apr 10, ensuring at least 15 days for each tweet to grow adopters. For
each of two datasets, we randomly split it into training set (70%), validation set
(15%), and test set (15%). The statistics and visualization of these two datasets
are shown in Table 1 and Fig. 3.

5.2 Baseline

To validate CasSampling’s performance in popularity prediction, we chose the
following SOTA baselines for comparison:

Table 1. Descriptive statistics of two datasets.

Dataset Ori. Cascade Avg. path length Avg. popularity 0.5 h/1 day 1 h/2 days 2h/3days

Train Val Test Train Val Test Train Val Test

Weibo 119313 1.217 171.098 21461 4598 4598 27353 5860 5860 32943 7059 7059

Twitter 88440 1.201 142.672 9640 2065 2065 12740 2729 2729 15777 3380 3380

Fig. 3. Cascade size distribution of each dataset. In the 1st column, each figure shows
the distribution of cascade sizes. The 2nd column denotes the mean sum cascade size
changing over observation time. The 3rd column describes the mean hourly cascade
size change over the observation time.

Feature-Linear and Feature-Deep. We have extracted all the predictable
features from recent research [10,12,13,15]. Then, we feed it into a linear regres-
sion model and a fully-connected layer to predict the increment size.

DeepHawkes [3]. DeepHawkes considers three important aspects of the Hawkes
process: user influence, time decay effect, and self-exciting mechanism.
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CasCN [4]. CasCN is the first GNN-based framework exploiting both structural
and employs a sequence of sub-cascade graphs with cascade Laplacian.

CasFlow [20]. CasFlow combines the local structure of cascade graph with
global social collaboration network.

TempCas [5]. TempCas sample the critical path of cascade and utilizes hand-
crafted features to compensate for structural loss. It uses LSTM and attention
CNN to model long-short term time information.

5.3 Evaluation Metrics

Following existing works [3,4,25], we use Mean Square Logarithmic Error
(MSLE) and Symmetric Mean Absolute Percentage Error (SMAPE) for pre-
diction performance evaluation, which are defined as:

MSLE =
1
P

P∑

i=1

(log2 ΔSi − log2 ΔŜi)2, (15)

SMAPE =
1
P

P∑

i=1

|log2 ΔSi − log2 ΔŜi|
(log2 ΔSi + log2 ΔŜi)/2

, (16)

where P is the number of posts, ΔSi is the predicted amount of growth, ΔŜi is
the ground truth.

Table 2. Results on Weibo and Twitter dataset.

Model Weibo Twitter

0.5 h 1 h 2 h 1 Day 2 Days 3 Days

MSLE SMAPE MSLE SMAPE MSLE SMAPE MSLE SMAPE MSLE SMAPE MSLE SMAPE

Feature-Linear 3.025 0.305 2.653 0.323 2.451 0.332 9.123 0.698 6.729 0.632 5.833 0.602

Feature-Deep 2.891 0.281 2.612 0.319 2.332 0.311 7.801 0.669 6.330 0.599 5.439 0.574

DeepHawkes 2.674 0.277 2.538 0.303 2.312 0.302 6.874 0.635 5.085 0.545 4.281 0.463

CasCN 2.660 0.275 2.613 0.323 2.452 0.310 7.121 0.638 5.438 0.560 4.482 0.463

CasFlow 2.418 0.247 2.298 0.257 2.003 0.281 6.989 0.625 5.143 0.552 4.102 0.449

TempCas 2.332 0.243 2.219 0.248 2.001 0.278 6.232 0.611 4.332 0.525 3.680 0.455

CasSampling-Struct 2.553 0.246 2.483 0.283 2.339 0.307 7.329 0.667 5.773 0.591 4.681 0.483

CasSampling-St.ND 2.793 0.287 2.681 0.312 2.539 0.352 7.811 0.687 5.983 0.610 4.997 0.498

CasSampling-TimeFlow 2.388 0.244 2.241 0.248 2.021 0.281 6.322 0.602 4.349 0.521 3.757 0.457

CasSampling-NNT 2.311 0.244 2.178 0.247 1.988 0.273 6.198 0.599 4.298 0.516 3.658 0.451

CasSampling 2.194 0.227 2.113 0.243 1.883 0.276 5.908 0.594 4.125 0.512 3.433 0.447

Table 3. Computation cost on Weibo dataset with 1h observation time.

Models Time cost Parameter

Preprocessing Trainning Inference

DeepHawkes ∼1 min ∼40 min 323 samples/s ∼103M

CasCN ∼3 h ∼2 h 158 samples/s ∼210M

CasFlow ∼28 min ∼15 min 1432 samples/s ∼11M

TempCas ∼6 min ∼13 min 1591 samples/s ∼12M

CasSampling ∼2 min ∼5 min 6328 samples/s ∼720K
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5.4 Experiment Settings

Parameter Settings. For baselines, we follow the settings of their works. In
our experiment, the maximum number of nodes in cascade graph K is set to
128. For local propagation embedding, CasSampling contains 2 layers of GAT,
the hidden dimension feature is set to 512 and the output dimension of the node
feature is set to 8. For the global propagation time flow, the number of time
slots is set to 64. For the prediction layer, the number of neurons in each layer
of the MLP is {64,32}. The optimizer is Adam with learning rate = 0.0001. We
set the batch size as 64 and the training epochs as 50.

Experimental Environment. We ran the experiment on a PC with an AMD
5600X 3.70 Ghz, an NVIDIA GTX 3090 24 GB, and 64 GB memory. CasSampling
was trained by using PyTorch 1.11.0.

6 Results and Analysis

In this section, we report experimental results and conduct further analysis.

6.1 Experiment Results

The experimental results are shown in Table 2. Our approach outperforms the
baseline methods for all metrics. CasCN and DeepHawkes only focus on node-
level modeling, which is inadequate for large graphs. CasFlow combines cascade
graphs with a global social network for structure learning. However, the method
above does not take into account the importance of time information, which
may be the reason to limit their performance. TempCas implements a heuris-
tic algorithm to sample critical paths, but compensates for structural losses
using hand-crafted features without alignment with structural representation.
Although it uses LSTM and attention CNN to model long-short term global
propagation time information, the node-level time information is not integrated
into the structure representation, which may result in poor integration between
the structure embedding and the time-flow representation.

Our proposed CasSampling model beats all counterparts on all datasets.
Compared with the classic models DeepHawkes and CasCN, our method has

Table 4. Effect of varying maximum number of node K on the performance of the
model.

Model Weibo Dataset

MSLE

0.5 h 1 h 2 h

K = 64 K = 128 K = 256 K = 64 K = 128 K = 256 K = 64 K = 128 K = 256

CasSampling-Struct 2.612 2.553 2.501 2.551 2.483 2.432 2.389 2.339 2.302

CasSampling 2.282 2.231 2.228 2.158 2.113 2.128 1.924 1.883 1.891
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(a) Global graph (b) Sampled graph

Fig. 4. An example of graph sampling. The left is the original global graph, which has
over 3000 nodes. The right is the sampled graph, with colored edges and points being
selected (The max number of node K is 128). The depth of color and the size of nodes
indicate the activity of nodes, which is derived from the degree of sampling nodes in
the global graph.

improved by 10%–25% on each evaluation metrics. Compared with the recent
SOTA models (CasFlow, TempCas), our method also has improved by 5%–15%
on MSLE. This shows that our method is significantly better than the baseline
in information popularity prediction.

We compute the time cost and parameter for baselines and CasSampling, as
shown in Table 3. It demonstrates that CasSampling is more efficient compared
with all the SOTA baselines.

Table 4 illustrates the impact of different maximum node number of K on
the model’s performance. As K increases, we observe a consistent improvement
in the performance of CasSampling-Struct, since a larger number of nodes leads
to more temporal information being captured. However, the overall performance
of the model is best at K = 128, indicating that an appropriate value of K can
facilitate better capturing of cascading effects.

6.2 Ablation Study

To study the relative importance of each module in the CasSampling, we conduct
ablation studies over the different parts of the model as follows:

– CasSampling-Struct. It only uses the local-level propagation embedding
part to predict increment size.

– CasSampling-St.ND. It only uses the local-level propagation embedding
part and removes the outdegree feature of node.

– CasSampling-TimeFlow. It only uses global-level time flow representation
to predict increment size.
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– CasSampling-NNT. It removed the attention aggregator module of node
time information.

The results are shown in Table 2. CasSampling-Struct demonstrates that
the sampled graph can still represent global propagation. Figure 4 is an example
of graph sampling. The performance of CasSampling-St.ND decreases con-
siderably, which shows that the importance of maintaining the outdegree of the
node plays a great role in compensating for the graph structure. The perfor-
mance of CasSampling-NNT is not as good as CasSampling, which proves
that adding time information to nodes can make local-level propagation embed-
ding better integrated with global-level time flow representation. CasSampling-
TimeFlow shows an interesting result that only time information is better than
most models, so we did a further analysis to explore the underlying reason.

6.3 Further Analysis

We select samples based on the average path length of the graph to further
analysis the time-flow based method and graph-embedding based method.

We link the performance with the graph structure. Figure 5 indicates that
CasSampling-TimeFlow’s performance slightly decreases with longer average
path lengths in the cascade graph, while CasSampling-Struct performs better
under these conditions. This suggests that CasSampling-Struct can learn the
intrinsic information of complex cascades, while CasSampling-TimeFlow can-
not.

Fig. 5. The Relationship between performance and average path length of cascade
graph.
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7 Conclusion

We present CasSampling, a new deep learning framework for efficient popu-
larity prediction. It captures cascade graph structure and leverages multi-scale
time information. CasSampling consists of four main components: (1) a heuris-
tic algorithm for sampling critical parts of a graph, (2) a local-level propagation
embedding model that uses GAT and an attention aggregator to combine graph
structure with node time information, (3) A global-level time flow representation
using LSTM to capture propagation trends, and (4) a prediction layer that fus-
ing local-level propagation and global-level time flow and feeds it into an MLP
to predict the increment size. We conducted extensive experiments on Weibo
and Twitter datasets, and achieved SOTA performance on information cascade
size prediction with much less computation cost than the baselines.

Our future work mainly focuses on the following aspects: (1) Exploit a bet-
ter strategy to sample graph. (2) Explore the relationship between structural
information and temporal information, and better integrate each other.
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Abstract. While Graph Neural Networks (GNNs) have shown con-
vinced performance on handling non-Euclidean network data, the high
inference latency caused by message-passing mechanism hinders their
deployment on real-time scenarios. One emerging inference accelera-
tion approach is to distill knowledge derived from teacher GNNs into
message-passing-free student multi-layer perceptrons (MLPs). Neverthe-
less, due to the graph heterophily causing performance degradation of
teacher GNNs, as well as the unsatisfactory generalization ability of stu-
dent MLPs on graph data, GNN-MLP like designs often achieve infe-
rior performance. To tackle this challenge, we propose boosting adap-
tive GRaph Augmented MLPs via Customized knowlEdge Distillation
(GRACED), a novel approach to learn graph knowledge effectively and
efficiently. Specifically, we first design a novel customized knowledge
distillation strategy to modify the guided knowledge to mitigate the
adverse influence of heterophily to student MLPs. Then, we introduce
an adaptive graph propagation approach to precompute aggregation fea-
ture for node considering both of homophily and heterophily to boost the
student MLPs for learning graph information. Furthermore, we design
an aggregation feature approximation technique for inductive scenarios.
Extensive experiments on node classification task and theoretical anal-
yses demonstrate the superiority of GRACED by comparing with the
state-of-the-art methods under both transductive and inductive settings
across homophilic and heterophilic datasets.

Keywords: Graph learning · Inference acceleration · Knowledge
distillation · Inductive learning

1 Introduction

Graph Neural Networks (GNNs) have shown remarkable effectiveness in pro-
cessing non-Euclidean structural data and achieved enormous success in diverse
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graph mining tasks [5,22]. The achievement of current GNNs relies on the
employment of message passing paradigm, which extracts graph information
by propagating node feature on graph iteratively to learn node representation.
However, the number of neighbor for each node would exponentially explodes
as the time of feature propagation increases. Therefore, the time-consuming and
computation-intensive problem caused by neighbor explosion severely hinders
the deployment of GNNs for practical scenarios that have strict constraint on
inference latency, especially for large-scale graphs.

Common inference acceleration techniques like hardware improvement [4,
10], pruning [31], quantization [29] and distillation [23] can accelerate GNNs to
some extent by reducing Multiplication-and-ACcumulation (MAC) operations.
Nevertheless, their improvements are limited, since they cannot completely get
rid of time-consuming neighborhood fetching imposed by message passing.

Inspired by the promising effectiveness of MLP-like models in computer vision
[12], graph-less neural networks (GLNN) [28] transfers the graph knowledge from
GNNs to MLPs using knowledge distillation (KD) [7]. This idea combines the
performance advantage of GNNs and the latency advantage of MLPs. Hence,
the performance of deployed MLPs is improved while the fast inference speed of
MLPs is retained without requiring explicit message passing.

GLNN has proved that KD can help MLP to find fitted parameters to bridge
the gaps in model structure through transferring inductive bias of GNNs when
node feature and topology are strongly correlated. However, common GNNs
are built on the homophily assumption [14] that the edges with a higher ten-
dency to connect nodes of same types. This assumption fails when meeting het-
erophilous graph data which results in GNNs underperforming corresponding
graph-agnostic models [3,13,32]. Under the circumstances, simply transferring
knowledge of teacher GNN that ignores this harmful heterophily would degrade
distillation effectiveness.

On the other hand, we observe the performance of GLNN under inductive
setting is closer to MLP that lack of utilization of graph structure information as
present in Fig. 1. This can be explained by PMLP [24], which pinpoints the mes-
sage passing mechanism inherently improves model’s generalization capability
for dealing with unobserved samples. Specifically, in transductive settings, since
all node features and graph structures are available in training phase, student
MLPs can memorize teachers’ outputs on all nodes, which may lead to proper
performance. However, in inductive setting, since test information is unseen in
training phase, the lack of structure information limits the generalization of
MLPs. Thus the structure information plays an important role to generalize
knowledge learned from training set to test set. In summary, due to the neglect
of harmful heterophily and lack of structure information, GLNN-like approaches
are difficult to achieve satisfactory results, especially under the inductive setting.

To address above mentioned issues, we propose boosting adaptive GRaph
Augmented MLPs via Customized knowlEdge Distillation (GRACED), a novel
approach to learn graph knowledge with effectiveness and efficiency. Specifically,
to mitigate the heterophily problem, we first design a novel customized knowl-
edge distillation approach that adaptively utilizes label information to modify
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Fig. 1. Performance of GNN, GLNN and MLP on three webpage datasets under induc-
tive setting.

the guided knowledge from teacher GNNs, and thereby mitigates the harmful
influence of heterophily to student MLPs. To further improve the generalization
capability of student MLPs, we introduce adaptive graph propagation (AGP)
approach to precompute aggregation node feature considering both of homophily
and heterophily in weighted manner. Hence student MLPs can fully capture
graph structure information as well as node content information of different
types of graphs. Finally, we introduce a method to approximate the aggregated
node features to alleviate performance degradation caused by neighbor missing
in inductive setting. In addition, we provide theoretical analyses on gradient per-
spective to facilitate a better understanding of the model. The core contributions
of this work are summarized as follows:

(i) We design a customized knowledge distillation strategy that modifies the
teacher’s knowledge to mitigate the heterophily problem.

(ii) We introduce adaptive graph propagation which make MLPs capture struc-
ture information of homophilic graphs and heterophilic graphs to improve
the model’s generalization capability, especially under the inductive setting.

(iii) We propose a method to approximate the aggregated node features to alle-
viate performance degradation caused by neighbor missing in inductive set-
ting.

(iv) Comprehensive experiments, including performance comparisons, sensitiv-
ity analyses, efficiency comparisons, ablation studies and online deployment
demonstrate the superiority of GRACED.

2 Related Work

2.1 Inference Acceleration

Existing technical approaches for speeding up GNNs inference can be broadly
divided into two categories: data reduction and model compression. Data reduc-
tion is to reduce the data scale. GraphSAINT [27] proposes an sampling algo-
rithms for variance reduction. Further, it can decouple the sampling from the
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forward and backward propagation. Zhou et al. propose a pruning framework
[31] via a novel LASSO regression formulation. LPGNAS is [29] a novel network
architecture search (NAS) mechanism, constrains both architecture and quanti-
sation choices to be differentiable. Both data reduction and model compression
can not eliminate the latency to fetch neighbor. Concurrently, Graph-Augmented
Multi-Layer Perceptrons (GA-MLPs) attempts to bypass GNN neighbor fetching
[17] by decoupling the feature transformation and message propagation.

2.2 GNN Distillation

Most GNN knowledge distillation works attempt to distill large GNNs to smaller
GNNs. LSP [26] conducts Knowledge distillation while preserving local informa-
tion. GraphAKD [6] adversarially trains a discriminator and a generator to adap-
tively detect and decrease the discrepancy between teacher and student networks.
GKD [25] proposes geometric knowledge distillation to transfer geometric knowl-
edge from a teacher GNN to a student GNN. These GNN-GNN distillation designs
still suffer from latency-inducing neighbor fetching. GLNN [28] distills GNN to
MLP, which solves the neighbor fetching problem. Cold Brew [30] attempts to
solve the cold start problem and noisy-neighbor challenges for GNNs. NOSMOG
[20] learn Noise-robust and Structure-aware MLPs on graphs that considers posi-
tion encoding, similarity distillation, and attribute augmentation.

2.3 GNN on Addressing Heterophily

Geom-GCN [15] precomputes unsupervised node embedding and utilizes graph
structure defined by geometric relationships in the embedding space to execute
the bi-level aggregation. FAGCN [1] learns edge-level attention scores as GAT
[21] but allows the scores to be negative which enables the network to capture
the high-frequency graph signals. GPRGNN [3]uses learnable weights that can
be both positive and negative for message passing. Thus it is able to handle both
homophily and heterophily of the graph. ACM-GNN [13] proposes an adaptive
channel mixing framework to adaptively exploit aggregation, diversification and
identity channels in each GNN layer to address heterophily. The inference speed
of these models is normally slower than that of general GNNs due to the special
design for heterophily.

3 Preliminaries

Notations. Consider an undirected graph G = (V, E) with node set V and
edge set E ⊆ V × V. N = |V| denotes the total number of nodes, assumed to
be assigned to one of C ≥ 2 classes. The initial nodes feature is represent by
matrix X ∈ R

N×d, where d stands for the number of features per node. The
topological structure of G is described by the adjacency matrix A ∈ R

N×N , in
which Au,v = 1 if edge(u, v) ∈ E , otherwise Au,v = 0. The diagonal degree matrix
is denoted as D. Let Ã = A + I and D̃ = D + I denote the adjacency matrix
and the degree matrix for a graph with added self-loops, respectively. Then
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Fig. 2. The overall framework of GRACED: In training phase, a teacher GNN is trained
on graph data for soft labels. Furthermore, GRACED modifies the obtained soft labels
by customized knowledge distillation method. Then the aggregated node feature pre-
computed through adaptive graph propagation is used to train a student MLP, which is
guided by the modified soft labels of teacher GNN. In inference phase, GRACED merely
relies on the precomputed aggregated feature of node itself or its one-hop neighbors,
and hence GRACED infers much faster than GNNs.

the symmetric normalized adjacency matrix with self-loops can be represent by
Ãsym = D̃−1/2ÃD̃−1/2.

Metric of Homophily. The metric of homophily is defined by considering the
different correlation between node labels and graph structure described by adja-
cency matrix. Following work in [11], we calculate the homophily of graphs as:

Q(G) =
1

C − 1

C∑

c=1

max(Qc − |{v|Yv,c = 1}|
N

, 0), (1)

Qc =
∑

v∈V |{u|Yv,c = 1, u ∈ Nv,Yu,: = Yv,:}|∑
v∈{v|Yv,c=1} |N (v)| , (2)

where Q(G) ∈ [0, 1], which closes to 1 corresponds to strong homophily, while
closes to 0 indicates strong heterophily. Qc is the class-wise homophily metric.
Y ∈ R

N×C denotes the label encoding matrix, whose v-th row Yv,: is the one-hot
encoding of the label of node v. |N (v)| is the degree of node v.

4 Methodology

The key idea of our approach is to solve the heterophily problem of teacher GNN
and the generalization problem of student MLP on graph data. We explicitly
boost the low-latency student MLP with a carefully designed distillation strategy
and an innovative adaptive graph propagation method.

In this section, we introduce the proposed methodology in detail, along with
its implementation. An overview of the proposal is depicted in Fig. 2.
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4.1 Customized Knowledge Distillation

Training MLPs with the knowledge derived from fixed GNNs is a forthright idea
as in GLNN [28]. Given the output generated by a cumbersome teacher GNN
and the ground truth labels, the target is to learn a “boosted” student MLP.
For a single sample, the objective function of the distillation process is weighted
by distillation loss (corresponding to teacher output) and label supervised loss
(corresponding to ground truth labels):

L = (1 − λ)Lkd + λLlabel, (3)

where λ is a trade-off hyper-parameter for balancing two loss terms.
Specifically, Lkd is the knowledge distillation loss between the classification

probabilities pT ,t of teacher GNN T and that of student MLP S in temperature
t. It is calculated by KL-divergence:

Lkd = KL(pT ,t||pS,t) =
C∑

i=1

pT ,t
i log(

pT ,t
i

pS,t
i

), (4)

where

pS,t
i =

ez
S
i /t

∑C
c=1 ez

S
c /t

,

pT ,t
i =

ez
T
i /t

∑C
c=1 ez

T
c /t

.

(5)

zT and zS are the output logits of teacher GNN and that of student MLP
respectively.

The cross-entropy loss between the ground truth labels y and classification
probabilities pS,1 of the student MLP is as following:

Llabel = CE(y,pS,1) = −
C∑

i=1

yi log pS,1
i . (6)

However, this simple design does not consider that GNN can be affected
by graph heterophily, resulting in unreasonable probabilities output, which is
then transferred as injurious distillation knowledge, causing degradation of the
student model performance. Therefore, how to avoid the adverse influence of
heterophily while retaining the distillation effectiveness of teachers’ knowledge
is a significant challenge. Distinguishing from specific design on addressing het-
erophily, we start from the distillation task and propose customized knowledge
distillation (CKD) to jointly utilize the ground truth labels and cross-entropy to
modify the teacher’s output, thereby improving the distillation effect.

Original ground truth labels are one-hot vectors, which take a value of 1
in the target dimension and 0 in other dimensions. This characteristic allows
labels to only change the value of teacher’s output on target dimension. To make
modification effective for all dimensions, a simple idea is to assign a non-zero
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value to the dimension with value 0 in advance. Therefore, we introduce label
smooth regularization (LSR) [19], a method proposed at first to encourage deep
models to generalize and exploit inter-class information, to soften the ground
truth one-hot labels. Considering a sample of class m with ground truth label
distribution y = δ(m), where δ(·) is impulse signal, the LSR label is given as:

ŷ = (1 − ε)δ(m) + ε/C, (7)

where ε is a hyper-parameter. Comparing with one-hot labels distribution, it
gives a less confident probability (but still the most confident among all the
classes) to the ground truth labels, and allocates the remainder of the probability
equally to other classes. The obtained LSR labels is subsequently used to modify
the output logits of teacher GNN.

Furthermore, we define a weight according to the teacher’s cross entropy
CET and the student’s cross entropy CES . The weight can be formulated as:

γ = 1 − exp(− CES

CET ),

CES = −
C∑

i=1

yi log pS,1
i ,

CET = −
C∑

i=1

yi log pT ,1
i ,

(8)

where γ ∈ (0, 1). Intuitively, the greater the cross entropy, the worse model is
trained on the sample. Thus, when student MLP learns worse than teacher GNN,
γ will become greater.

Then we use γ to weight the teacher’s original classification probabilities and
the LSR labels, and the modified probabilities is rewritten as:

p̂T ,t
i = γpT ,t

i + (1 − γ)ŷi. (9)

The above equation means that a weighting factor is assigned to teacher’s
probabilities and LSR labels according to the discrepancy extent of the teacher
and the student on sample i. When γ = 1, p̂T degenerates into teacher’s proba-
bilities; when γ = 0 and ε = 0, p̂T degenerates into ground truth labels. In this
way, if compared to the student, a teacher network is relatively worse trained on
a sample, a smaller weight is assigned to teacher’s probabilities.

We then substitute Eq. (9) into Eq. (4) to calculate the distillation loss.
Hereto, we obtain a more powerful KD to transfer knowledge with less het-
erophily from the teacher GNN into the student MLP to achieve better perfor-
mance.

Analysis of effectiveness of CKD. We attempt to analyze the gradient of KD
loss Lkd to explain the effectiveness of CKD. Specifically, for any single sample,
we compute the gradient of Lkd for its i-th output:
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∂Lkd

∂zS
i

= − ∂

∂zS
i

C∑

c=1

p̂T ,t
c log pS,t

c =
1
t
(pS,t

i − p̂T ,t
i )

=
1
t
(

ez
S
i /t

∑C
c=1 ez

S
c /t

− eẑ
T
i /t

∑C
c=1 eẑ

T
c /t

).

(10)

Then the gradient of KD loss function for this sample should be:

∂Lkd

∂zS =
1
t

C∑

i=1

(pS,t
i − p̂T ,t

i ) =
1
t

C∑

i=1

(pS,t
i − γpT ,t

i ) + (γ − 1). (11)

As reflected in Eq. (11), when the teacher GNN predicts a sample with high
heterophily, the cross entropy of the sample is greater than that with low het-
erophily. The weight γ decreases thereby, and then the teacher’s output related
information will play less important role in gradient computation.

4.2 Adaptive Graph Propagation

Though KD helps MLP to explore suitable parameters which can well approx-
imate the prediction function from transferring inductive bias of GNNs [28] on
training set, the generalization capability of student MLP on unseen samples is
poor stemming from lack of graph information. Specifically, the input of MLP
only contains node content features, while the input of GNN also contains both
of node content features and topology information. This difference in input lim-
its the expression and generalization ability of MLP on graph data [2,24]. In
order for MLP to make full use of graph structure information without losing
the advantage of inference efficiency, we attempt to augment node feature via
computing propagation during preprocessing.

Generalized PageRank (GPR) [9] methods were first used in the context of
unsupervised graph clustering, which is defined as follows:

H̃ =
∞∑

k=0

αkHk,

Hk = Ãk
symX,

(12)

where αk is the weights of the k-th order convolution matrix. If we truncate the
infinite sum in the definition of GPR at some natural number K,

∑K
k=0 αkÃk

sym

corresponds to a polynomial graph filter of order K. Thus, learning the optimal
GPR weights is equivalent to learning the optimal polynomial graph filter. Note
that one can approximate any graph filter using a polynomial graph filter [18] and
hence the GPR method is able to deal with different category of graph, including
heterophilic graphs. However, Eq. (12) only considers the weights from the per-
spective of the base filter with different hops, which is too coarse for sundry and
heterophilic node feature. Therefore, we explicitly model the weights for node
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features by introducing diagonal parameter matrices Bk. Then we rewrite Eq.
(12) as follows:

H̃ =
K∑

k=0

αkHkBk,

Bk = diag(β1
k, β

2
k, ..., β

d
k),

(13)

where Bk represents the weight of the features in the k-th basic propogation.
It performs as a 1D convolution to reduce the number of input parameters to
the subsequent student MLP, avoiding a multiplicative increase in the number
of model parameters by a factor of N .

Before training the student MLP, we precompute the message propogation
as:

X = {X,H1,H2, ...,HK}. (14)

In this way, we can greatly reduce the time overhead caused by message propa-
gation during training and inference phase. Subsequently, the graph augmented
feature is decoded by MLP to obtain the output predictions. The parameters of
MLP are trained together with αk and Bk in an end-to-end fashion.

Z = MLP (H̃). (15)

4.3 Approximate Aggregation Feature

In practical deployment, the model often conducts inference in inductive setting.
For example, in recommendation scenario, one user is newly added who is unseen
in train set and test set, and thereby has not precomputed aggregation feature.
We should compute the aggregation feature for this user on existing user-item
bipartite graph. However, the time cost grows exponentially with the number
of hops is unacceptable under strict latency limitation in inference phase. As a
result, we propose an approach to approximate K-hop node aggregation feature
merely with linear time complexity.

Specifically, for a target node v to be predicted, we attempt to utilize pre-
computed feature in X of its neighbor u ∈ N (v) to represent approximate aggre-
gation feature.

Firstly, we initialize h
0

v and h
0

u as node content feature:

h
0

v = xv,h
0

u = xu. (16)

Then, the k-hop feature h
k

v of v is aggregated in mean pooling manner:

h
k

v =
∑

u∈N (v)

1
|N (v)|h

k−1

u . (17)
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The k-hop representation h
k

u of u is approximate by h
′k
u:

h
k

u ≈ h
′k
u =

|N (u)|
|N (u)| + 1

(
l

l + 1
)k−1hk

u +
1

|N (u)| + 1
h
k−1

v

+
k−2∑

i=0

|N (u)|
|N (u)| + 1

(
l

l + 1
)i

1
l + 1

h
k−2−i

v ,

(18)

where l is a constant set manually. After replacing h
k

u with h
′k
u, we can obtain

the approximate aggregation feature {hk

v}Kk=0 of node v in time complexity
O(|N (v)|Kd) through alternately calculating Eq. (17) and Eq. (18).

Table 1. Statistics of used datasets.

Datasets Homophily #Nodes #Edges #Features #Classes

Cora 0.766 2708 5429 1433 7

Citeseer 0.627 3327 4732 3703 6

Pubmed 0.664 19717 44338 500 3

Texas 0.001 183 309 1703 5

Chameleon 0.062 2277 36101 2325 5

Squirrel 0.025 5201 217073 2089 5

The error caused by approximation is bounded by:

||hk

u − h
′k
u|| ≤ |N (u)|

|N (u)| + 1

+
|N (u)|

|N (u)| + 1

k−2∑

i=0

[
f i

2i
+ (

l

l + 1
)i

1
l + 1

],
(19)

where f is the max degree of neighbors of node v within K hop.

5 Experiments

5.1 Datasets

we evaluate the performance of our proposed GRACED on three benchmark
homophilous graphs and three benchmark heterophilous graphs respectively. The
statistics is as described in Table 1.

Homophilous Graphs. We choose the commonly used citation datasets, e.g.,
Cora, Citeseer and Pubmed as homophilous graphs. Edges in these networks
represent the citation relationship between two papers, node features are the
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bag-of-words embedding of the papers and labels are the fields of papers. In
each network, we use 20 labeled nodes per class for training, 500 nodes for vali-
dation and 1000 nodes for testing. More details can be found in [22].

Heterophilous Graphs. Texas is webpage graph from WebKB1. Chameleon
and Squirrel are two Wikipedia networks2. Edges represent the hyperlinks
between two pages, node features are some informative nouns in the pages
and labels correspond to the traffic of the pages. We split labeled nodes into
train/validation/test set according to ratio of 60%, 20% and 20% as Geom-GCN
[15].

5.2 Experimental Setup

Baseline Methods. We choose three types of methods that are most rele-
vant to our proposal as competitive baselines: neighbor-fetching free methods,
i.e., MLP and GLNN [28]; Methods designed for heterophily, i.e., FAGCN [1],
GPRGNN [3], Geom-GCN [15] and ACM-GCN [13]; distillation methods, i.e.,
the traditional logit-based knowledge distillation (KD) [7], the feature mimicking
algorithm FitNet [16], the recent local structure preserving (LSP) method [26]
and the adversarial knowledge distillation methods (GraphAKD) [6]. We also
compare GRACED with classical GCN [22].
Parameter Settings. For all GNN-based methods, we set the number of lay-
ers as 2 or 3. The embedding size is fixed to 64 for all methods. For GLNN
and GRACED, We choose classical GCN and ACM-GCN as teacher models for
homophilic datasets and heterophilic datasets respectively. We optimize all meth-
ods using Adam [8] optimizer. The hyper-parameter search space is: learning rate
lr ∈ [0.005, 0.05], droupout rate dp ∈ [0.5, 0.7], ε ∈ [0.1, 0.6], λ ∈ [0.2, 0.8], and
distillation temperature t ∈ [10−2, 102].

5.3 Node Classification on Different Types of Graph

To fully evaluate the model, we conduct node classification in two settings: trans-
ductive and inductive as in GLNN [28]. Table 2 and Table 3 show the transduc-
tive/inductive performance comparison between proposal and state-of-the-art
competitors on node classification task. We run 10 times and report the mean
accuracy with standard deviation.

From the transductive results, we observe that GRACED outperforms all
comparing methods on 5/6 datasets. Specifically, MLP performs worst, because
it merely encodes node context feature. Furthermore, GRACED outperforms
GLNN due to additionally encode the structure information in an adaptive
way. By combining customized knowledge distillation and adaptive graph prop-
agation, our proposal can achieve outstanding performance on graph data.

1 http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwkb.
2 https://github.com/benedekrozemberczki/datasets.

http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwkb
https://github.com/benedekrozemberczki/datasets
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The results demonstrate the effectiveness of GRACED learning on both of
homophilous graphs and heterophilous graphs.

Moreover, we also conduct comparison experiment under inductive setting
as shown in Table 3. The performance of GLNN drops significantly, since the
graph information learned in training set cannot be generalized to the test set.
In contrast, GRACED still maintains competitive performance on most datasets,
which proves the effectiveness of the approximate aggregation feature module.

5.4 Comparing with GNN Distillation Methods

To further demonstrate the effectiveness of GRACED, we compare the proposed
framework with several GNN distillation methods and present comparisons in
Table 4. Although the student model of these four compared distillation meth-
ods is GCN, which can better capture the graph structure information than
MLP, our method still achieves competitive performance. That’s because the
precomputed adaptive graph propagation serves as message passing in GCN to
boost generalization ability of MLP on graph data. As for distillation, these four
comparison methods directly feed the teacher’s output to the student, ignoring
the heterophily problem, as we specially design a specialized strategy to elude
heterophily. Therefore, GRACED is comparable to GNN distillation methods.

Table 2. Mean accuracy (%) with standard deviation on real world benchmark datasets
under the transductive setting. Bold letters are used to mark the best results while
underlined letters represent suboptimal results.

Cora Citeseer Pubmed Chameleon Squirrel Texas

MLP 58.89±1.32 60.58±0.60 70.07±0.63 50.81±1.91 35.98±1.60 76.49±4.37

GCN 81.25±0.63 72.06±0.61 78.88±0.31 63.46±2.06 46.39±2.25 59.19±4.65

GLNN 81.07±0.50 71.46±0.93 79.95 ± 0.42 57.04±2.26 43.37±1.68 81.62 ± 6.92

FAGCN 83.83 ± 0.59 72.37 ± 0.68 79.42±0.35 59.47±2.83 43.45±1.97 74.59±3.46

GPRGNN 81.33±0.52 71.77±0.82 79.83±0.38 62.59±2.04 46.31±2.46 81.35±5.32

Geom-GCN 73.22±0.34 58.45±1.01 71.86±0.66 60.00±2.81 38.15±0.92 66.76±2.72

ACM-GCN 79.75±1.13 69.04±1.21 77.01±0.49 68.15 ± 1.05 51.66± 1.29 81.35±5.60

OURS 83.99±0.45 72.56±0.69 81.07±0.47 68.44±1.56 49.88 ± 1.81 83.51±4.90

Table 3. Mean accuracy (%) with standard deviation on real world benchmark datasets
under the inductive setting. Bold letters are used to mark the best results while under-
lined letters represent suboptimal results.

Cora Citeseer Pubmed Chameleon Squirrel Texas

MLP 58.89±1.32 60.58±0.60 70.07±0.63 50.81±1.91 35.98±1.60 76.49±4.37

GCN 77.72±1.36 68.17 ± 1.52 76.72 ± 0.79 62.46±1.86 44.87±2.13 60.00±7.03

GLNN 63.37±0.94 61.46±0.53 74.17±0.56 51.73±2.01 36.76±1.19 76.49±6.05

FAGCN 78.61 ± 2.41 66.27±2.23 76.49±0.65 59.14±2.53 41.37±1.87 77.54±3.02

GPRGNN 78.54±1.01 67.98±1.33 75.41±0.98 64.12±2.52 46.39±2.22 81.00 ± 4.75

Geom-GCN 24.60±3.49 42.44±1.40 59.26±3.24 61.04±1.99 46.36±1.49 66.22±8.04

ACM-GCN 74.28±0.97 65.06±1.42 74.38±0.70 66.51±1.92 47.18±2.08 80.54±3.15

OURS 78.77±1.02 68.18±2.09 77.70±0.53 65.99 ± 1.83 46.74 ± 2.17 81.89±3.91
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5.5 Ablation Study

To evaluate the capability of designed modules, we conduct ablation experiment
on the same six graph datasets. Specifically, we separately test each component
to clarify the essential improvement. As present in Fig. 3, only employing KD or
AGP is always inferior to teacher GNN. Through combining KD and AGP, we
can obtain compared results. While we use CKD to further modify the output
of teacher GNN that even is specifically designed to address heterophily, the
performance can still be improved.

The fact that GRACED outperforms the variants demonstrates that each
component can capture orthogonal and useful knowledge.

Table 4. Comparison results of GRACED and other GNN distillation methods.

Cora Citeseer Pubmed

KD 83.2 71.4 80.3

FitNet 82.4 71.6 81.3

LSP 81.7 68.8 80.8

GraphAKD 83.6 72.9 81.3

GRACED 84.0 72.6 81.1

(a) Homophilous graphs. (b) Heterophilous graphs.

Fig. 3. Performance of GRACED and its variants

5.6 Parameter Sensitivity Analysis

We further examine the effects of important hyper-parameters λ, ε and distilla-
tion temperature t on Citeseer and Squirrel.

As reflected in Fig. 4, for each parameter, increasing the value promotes the
performance, but further increasing will degrade the performance. This indicates
that selecting the suitable parameter will result in the optimal model perfor-
mance.
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5.7 Inference Acceleration and Practical Deployment

We finally verify the efficiency and effectiveness of GRACED on Pumbed and a
real-world recommendation system. As shown in Table 5, GLNN infers as MLP
and so is the fast method on Pumbed. The inference efficiency of GRACED
is close to GLNN. Other GCN-like methods suffer from message passing and
heterophily design, and thus are obviously slower than GLNN and GRACED.

We further train and deploy GCN, GLNN and GRACED on a real-world rec-
ommendation system from 2022-12 to 2023-01. Comparing with GCN, GLNN
and GRACED still have obvious efficiency advantages in offline and online sce-
narios. Besides, the Click-Through-Rate(CTR) of GRACED has no statistical
difference w.r.t GCN in online inference. Once we attempt to expand the traf-
fic, GCN will encounter out of time(OOT) problem due to the limited online

(a) Citeseer

(b) Squirrel

Fig. 4. Parameter analysis of λ, ε and t.

Table 5. Inference time of compared methods.

Pubmed Offline Online

GCN 62.3 s 2025.7 s 40.2 ms

GLNN 19.6 s 810.1 s 15.1 ms

FAGCN 93.7 s – –

GPRGNN 54.5 s – –

Geom-GCN >10 h – –

ACM-GCN 2366.1 s – –

GRACED 22.8 s 860.4 s 15.9 ms
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resources of the inference service. Thus we merely observe the model perfor-
mance at 5% traffic for the sake of fair comparison. In other word, GRACED
still has advantages in large-scale inference scenarios.

6 Conclusion

In this paper, we present GRACED, a practical solution to address the deploy-
ment of GNNs via knowledge distillation and graph propagation. This is achieved
by designing an customized knowledge distillation strategy and combining it with
a novel adaptive graph propagation approach. We also design an approximation
technique to deal with new nodes without precomputed aggregation feature in
inductive setting. Experimental results on benchmark datasets confirm the effec-
tiveness, efficiency and versatility of proposed GRACED. We will make further
attempts to explore how to learn MLPs on graphs for link prediction task.
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Abstract. The recent contrastive learning methods, due to their effec-
tiveness in representation learning, have been widely applied to model-
ing graph data. Random perturbation is widely used to build contrastive
views for graph data, which however, could accidentally break graph
structures and lead to suboptimal performance. In addition, graph data
is usually highly abstract, so it is hard to extract intuitive meanings
and design more informed augmentation schemes. Effective representa-
tions should preserve key characteristics in data and abandon superfluous
information. In this paper, we propose ENGAGE (ExplaNation Guided
data AuGmEntation), where explanation guides the contrastive augmen-
tation process to preserve the key parts in graphs and explore removing
superfluous information. Specifically, we design an efficient unsupervised
explanation method called smoothed activation map as the indicator of
node importance in representation learning. Then, we design two data
augmentation schemes on graphs for perturbing structural and feature
information, respectively. We also provide justification for the proposed
method in the framework of information theories. Experiments of both
graph-level and node-level tasks, on various model architectures and on
different real-world graphs, are conducted to demonstrate the effective-
ness and flexibility of ENGAGE. The code of ENGAGE can be found
here (https://github.com/sycny/ENGAGE).

Keywords: Graph learning · Contrastive learning · Explainability

1 Introduction

Graph representation learning has been shown to be powerful in many graph
analysis tasks [10,30,51,52,57]. In particular, unsupervised graph representa-
tion learning methods [16,21,23] have attracted substantial attention, as they
are adaptive to various applications especially when labels are scarce. Among
them, recently contrastive learning [35,57] has achieved superior performance by
learning representations from contrastive views to reduce superfluous informa-
tion. However, most existing works [2,3,52,57] simply apply random sampling for
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 104–121, 2023.
https://doi.org/10.1007/978-3-031-43418-1_7
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data augmentation, which could accidentally break the graph structures, thus
reducing the effectiveness of representations. In other domains such as com-
puter vision and natural language processing, more intelligent data augmenta-
tion methods have been proposed by leveraging the semantic information [22,35]
or domain knowledge [4]. However, it is obscure to define and extract meaning-
ful elements from abstract data types such as graphs. Also, the non-Euclidean
property of graph increases the augmentation difficulty.

Some preliminary efforts have been made to tackle the problem. For example,
Fang et al. [5] propose using knowledge graphs to augment the original input
graph and help construct contrastive pairs, which is applicable to computational
chemistry. However, a more common and intriguing problem is how to design
intelligent augmentation without external information sources. In addition, Zhu
et al. [58] apply centrality as the node importance indicator and encourage per-
turbing nodes of lower centrality. However, node centrality is a static metric and
is not necessarily relevant to downstream tasks in all scenarios. Some work [11,51]
design end-to-end frameworks to automatically formulate data augmentation
policies, but they could induce high computational costs. Also, their black-box
nature would fail to explicitly locate task-relevant information in graph data.

To solve the problem, this work proposes ENGAGE (ExplaNation Guided
data AuGmEntation), where we use explanation to guide the generation of con-
trastive views for learning effective unsupervised representations on graph data.
Specifically, we first propose a new explanation method called Smoothed Acti-
vation Map (SAM). Different from existing explanation methods that focus on
understanding model predictions, SAM measures node importance based on the
distribution of representations in the latent space. Then, with the node impor-
tance scores, we design an explanation guided graph augmentation method by
perturbing edges and node features, which is used to construct paired graph
views for contrastive learning. By leveraging explanations, significant graph
structures are less likely to be damaged by accidents. Meanwhile, our SAM
method is efficient by using the quantization technique [14], so that it can be
applied into the training process. Finally, we conduct experiments on multiple
datasets and tasks to demonstrate the effectiveness and flexibility of our pro-
posed method. The contributions can be summarized as below:

– We propose the ENGAGE framework which leverages explanation to inform
graph augmentation, and uses contrastive learning for training representations
to preserve the key parts in graphs while removing uninformative artifacts.

– We propose a new efficient explanation method called SAM for unsupervised
representation learning on graph data.

– We conduct comprehensive experiments on both node-level and graph-level
classification tasks, with two representative contrastive learning models and
different encoders, demonstrating the effectiveness and flexibility of ENGAGE.
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2 Related Work

2.1 Representation Learning for Graph Data

Learning effective node or graph representations benefits various graph min-
ing tasks. There are several major types of representation learning methods for
graph data, including random-walk based methods [8,23,25,33], graph neural
networks (GNNs) [7,9,37,38,43,44], and graph contrastive learning [2,32,46,57].
As the pioneering methodology of representation learning on graphs, random-
walk based methods optimize node representations so that nodes within simi-
lar contexts tend to have similar representations. Then, graph neural networks
become the new state-of-the-art architecture to process graph data. Finally,
graph contrastive learning could be used to further refine the representation
learning process with GNNs as the encoder.

2.2 Graph Contrastive Learning

Contrastive learning trains representations by maximizing the mutual infor-
mation between different augmented views [2,3,12,34,38]. For example,
GRACE [57] constructs the negative node examples by dropping edges and
masking features, and employs a contrastive model similar to SimCLR [2].
GraphCL [52] perturbs graphs with four kinds of data augmentations on the
graph level, and employs NT-Xent loss [2] for training. SimGRACE [46] gets
rid of input data augmentation, and chooses to perturb model parameters. Data
augmentation is vital for contrastive learning to achieve good performance on
downstream tasks [22,35]. However, existing methods mainly rely on random
perturbation, which could hurt graph information in the augmented views. To
tackle the issue, Zhu et al. [58] propose to use node centrality as an importance
indicator and perturb nodes with lower node centrality. Xu et al. [47] propose
an information-aware representation learning model [36] to keep task-relevant
information both in local and global views. Li et al. [17] propose a graph ratio-
nale guided data augmentation to better preserve semantic information. You et
al. [51] design an end-to-end framework to automatically optimize data augmen-
tation. However, it remains a challenge how to design data augmentation that is
adaptive to different graph/node samples while keeping relatively low computing
costs.

2.3 Explanation for Graph Neural Networks

Existing approaches for explaining GNN models can be divided into sev-
eral categories [54], such as substitute-based, relevance-based, perturbation-
based, generation-based, and rationale-based methods. Substitute-based meth-
ods approximate the original model with simplified but explainable substitutes,
which either leverage GNN mechanisms [1,24,42] or bypass the model infor-
mation [13,39,55]. Relevance-based methods compute input contributions by
redistributing activations between neurons from the output layer to the input
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layer [24,27,28]. Perturbation-based methods [19,20,26,41,50] estimate input
scores with the assumption that removing important features will have a large
impact on the prediction. Generation-based methods produce synthetic graphs
that maximally activate the target neuron [53]. Rationale-based methods find a
small subgraph which best guides the model prediction as explanation [17,18,45].
Existing methods mainly focus on supervised graph learning models, while we
attempt to obtain explanation for unsupervised graph learning. Meanwhile, we
propose to leverage explanation for improving models, which further requires
the explanation algorithm to be efficient.

3 Preliminaries

3.1 Notations

Let G = {V, E ,A,X} be a graph, where V and E denote the set of nodes
and edges, respectively. A ∈ {0, 1}|V|×|V| is the adjacency matrix. If node vi

and node vj are connected, then Aij = 1, where we use ei,j to denote that
edge. X ∈ R

|V|×D is the feature matrix and xi = Xi,: is the feature vector
of node vi. The GNN encoder is denoted as f(·), which transforms the nodes
to representations Z = f(X,A),Z ∈ R

|V|×K , where K is the latent dimension
and zi = Zi,: denotes the representation of node vi. Meanwhile, we also consider
graph-level tasks in this work. Let G = {G1, G2, ..., GN} denote a set of graphs.
In this case, the representation of a graph Gn is obtained as zn = f(Gn), where
zn ∈ R

K . Our proposed method is applicable to both types of tasks. Unless
otherwise stated, the methodology part in this paper assumes using graph-level
tasks for illustration.

3.2 Contrastive Learning Frameworks

In this work, we adopt contrastive learning for learning node/graph representa-
tions. We consider two types of contrastive learning frameworks. The first type
includes GraphCL [52] and GRACE [57] that are motivated by SimCLR [2] and
learn to maximize the consistency between positive views compared with nega-
tive views. The second type is based on Simsiam [3] and could get rid of negative
samples by using the stop gradient to prevent model collapse. We modify Sim-
CLR and Simsiam frameworks to adapt to graph representation learning, and
apply ENGAGE on both frameworks.

Learning Objectives. In contrastive learning, each instance is augmented into
two positive views whose representations are z1 and z2, respectively. In Sim-
CLR [2], the loss for learning the representation of i-th instance is:

�i = − log
exp
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2
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)
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where z+
i refers to z1

i or z2
i , and zj denotes the embeddings of other instances

as negative views. Positive views are expected to preserve the core information
of the original instance, while negative views are expected to be irrelevant to the
original instance. sim

(
z1,z2

)
= z1T
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∥. The Simsiam [3] model gets

rid of the negative views, and its loss function is defined as below:
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Encoder and MLP Heads. We use graph neural networks as the encoder
f(·) to learn graph/node representations z. To comprehensively test our pro-
posed framework, we apply several architectures, including graph convolutional
networks (GCN) [15] and graph attention networks (GAT) [37] for node-level
tasks. Also, we employ graph isomorphism networks (GIN) [48] for graph-level
tasks. Then, the representations are fed into different MLP heads depending on
the CL framework. In SimCLR, there is only one MLP head called po(·). In
Simsiam, there are two MLP heads, namely po(·) and pe(·).

4 The ENGAGE Framework

4.1 Mitigating Superfluous Information in Representations

We begin by introducing the guideline of minimizing superfluous information,
which we will follow throughout this work, for learning effective and robust
representations. Without loss of generality, we denote the original input and
downstream task label as X and y, respectively.

Definition 1. (Sufficiency) A representation z is defined as sufficient for label
y iff I(X;y) = I(z;y).

An illustration of sufficient representation is shown in Fig. 3(a). To achieve
good downstream task performance, it is encouraged to learn z from X without
losing task-relevant information. Meanwhile, according to the information bot-
tleneck principle [36], by reducing superfluous information from X, the sufficient
representation z becomes more robust and gives better performance. This can
be better understood by splitting the mutual information between X and z into
two parts as below:

I(X;z) = I(X;z | y)
︸ ︷︷ ︸

superfluous information

+ I(z;y)
︸ ︷︷ ︸

task-relevant information

. (3)

The first term is the information in z that is not useful for predicting y, which
should be minimized. The second term denotes the predictive information, which
is not affected by the representation as long as z is sufficient for y.

Recent research shows contrastive learning (CL) can control the amount of
information preserved in representations [35,40]. However, without label infor-
mation, it is difficult to specify which part of input information to be preserved



Explanation Guided Data Augmentation for Graph Learning 109

in CL. In this work, we utilize explanation to identify non-trivial structural
information in graphs. Then, the information recommended by explanation is
given higher priority to be preserved in representations, while other information
is more likely to be discarded. This is done by using explanation, instead of
random perturbation, to guide data augmentation in contrastive learning.

... ...

Node Embeddings

Pooling

Local 
Smoothing ...

Smoothed 
Node Importance

Graph
Augmentation

Input Graph(s)

GNN
Encoder

GNN
Encoder 

MLP
Projector 

+

Contrastive Loss

Update

Fig. 1. Graph augmentation guided by Smoothed Activation Map (SAM) for con-
trastive learning.

4.2 Efficient Explanations for Unsupervised Representations

Class Activation Map. The goal of explanation is to identify the key compo-
nents in input. We use GCN to illustrate the idea of explaining graph neural net-

works. A graph convolutional layer is defined as F l = σ(D̃
− 1

2 ÃD̃
− 1

2 F (l−1)W l),
where F l is output of l-th layer, F 0 = X, Ã = A + IN is the adjacency matrix
with self-connections, and D̃ is the degree matrix of Ã. W l denotes trainable
weights, and σ(·) is the activation function. In supervised learning, the Class
Activation Map (CAM) [24,56] can be used to compute the importance of node
vi as: ψc

i = ReLU(
∑

k wc
kFL

k,i), where L is the final convolutional layer, and F l
k,i

is the k-th latent dimension (i.e., channel) of node vi at the l-th layer. wc
k is the

weight of channel k at the output layer towards predicting class c.
However, there are two challenges that impede us from directly applying

CAM to our problem. First, CAM is designed for specific model architectures
with a GCN and a fully-connected output layer (consisting of the wc

k weights),
where its applicability is limited. Second, CAM works for supervised models,
while we focus on unsupervised learning.

G1

G2 G3

Smoothed 
node importance

Graph embeddings

motif

Fig. 2. Extracting reliable explanations
via local smoothing.

Smoothed Activation Map. To
tackle the challenges, we propose
Smoothed Activation Map (SAM) to
explain representations without class
labels. The key idea is to leverage the
distribution of graph/node represen-
tations to identify the locally impor-
tant and reliable graph components,
as shown in Fig. 2. Unlike CAM, our
method works for different types of
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Algorithm 1 SAM-based node importance estimation for graph-level tasks.
Input: Encoder f(·), the target graph Gn = {V, E ,A,X} ∈ G.

1: Z ← f(X ,A); z ← Pool(Z); // z ∈ R
K , the graph-level embedding of Gn

2: For Gn, find its m nearest-neighbor graphs Ñn in the latent space;
3: w̃graph

k ← Norm(z +
∑m

n′∈Ñn
zn′)[k]; // smoothed importance score

4: for vi ∈ Gn do
5: FL

k,i ← Z [i, k];

6: ψi ← ReLU(
∑

k w̃
graph(n)
k FL

k,i); // node importance score
7: end for

Output: Node importance scores {ψi}.

GNN models and does not require supervised signals. Without loss of gener-
ality, we write the feedforward process of GNNs as follows:

al
i = AGGREGATIONl({F

(l−1)
i′ : n′ ∈ Ni}), F l

i = COMBINEl(F (l−1)
i ,al

i),
(4)

where F l
i is the embedding of vi at l-th layer. Ni denotes the neighbors of vi.

Then, the SAM heat-map is calculated as:

ψi = ReLU(
∑

k w̃kFL
k,i), (5)

where ψi explains the importance score of vi, w̃k is the smoothed importance of
channel k, and L is the final layer. For graph-level tasks, the channel impor-
tance of graph Gn is estimated based on its local context, so w̃

graph(n)
k =

Norm(
∑

n′∈Ñn
Pool{FL

i′ : i′ ∈ Gn′})[k], where Ñn denotes the set of neigh-
bors graphs around Gn in the embedding space. The Pool() operation pro-
duces the heat-map of Gn′ from its nodes embeddings, where we use Aver-
age Pooling in experiments. The Norm() operation means performing L2 nor-
malization for heat-maps. The set Ñn of neighbors can be retrieved efficiently
by using quantization techniques [14]. For node-level tasks, the channel impor-
tance is estimated by averaging the heat-maps of nearby node embeddings, i.e.,
w̃

node(i)
k = Norm(

∑
i′∈Ñi

FL
i′ )[k], where Ñi is the set of neighbors that are close

to vi in the embedding space. The explanation process is shown in Fig. 1.
Both w̃N

k and w̃G
k are estimated in unsupervised learning, and they play a

similar role as wc
k in CAM. By considering nearby nodes and graphs, explana-

tion information of the target node/graph is smoothed. Another perspective to
understand SAM is that it provides explanation not only for a single node or
graph, but for a group of nodes or graphs in the local manifold region.

Finally, many explanation methods have been proposed for graph neural
networks (e.g., perturbation-based, substitute-based, and generation-base meth-
ods), so we want to justify our selection of CAM-style explanation in this work.
The main consideration is computational efficiency. The heat-maps in CAM-style
methods are directly obtainable in the feedforward process of GNNs, requir-
ing minimal additional computation. In contrast, both perturbation-based and
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substitute-based methods require sending a number of perturbed inputs to esti-
mate the effect of different graph features, which leads to significantly greater
time costs. Generation-based methods face the similar issue, as they require
training a global explainer on a large number of graph samples.

4.3 Explanation-Guided Contrastive Views Generation

We design two data augmentation operations utilizing explanation results, where
graph components highlighted by explanation are considered as important [22,
24]. The general idea is to keep important information intact, while maximally
perturbing unimportant information.

Edge Perturbation. We define two masks M edge,1,M edge,2 ∈ {0, 1}|V|×|V|

to perturb edges and obtain different data views from the original graph. The
adjacency matrix of the two new views are

A1 = A � M edge,1, A2 = A � M edge,2, (6)

where � denotes the Hadamard product. The masks are obtained based on the
explanation results:

M edge,1
i,j =

{
1, if φi,j > θe

Bernoulli(φi,j) if φi,j ≤ θe
, M edge,2

i,j =

{
1, if φi,j > θe

1 − M edge,1
i,j if φi,j ≤ θe

,

(7)
where θe is a threshold, and φi,j = (ψi + ψj) /2 is the edge importance between
vi and vj . The edge importance averages the explanation scores of end nodes.
The intuition of edge masking is that, with explanations, we want to maintain the
important connections intact while perturbing the relatively unimportant part
as much as possible. Based on the above definition, the two views are set to keep
minimal mutual information while both contain task-relevant information. Here
θe is a threshold that controls the degree of distinction between the two graph
views. Empirically, we set θe = μφ +λe ∗σφ, where μφ and σφ are the mean value
and standard deviation of all the edge interpretability from a graph or a batch
of graphs. λe is the hyperparameter used to control the size of important part,
because the range of importance scores can be different for different datasets.

Feature Perturbation. We also define two masks M feat,1,M feat,2 ∈
{0, 1}|V|×D to perturb node features. The feature matrix of the two views are

X1 = X � M feat,1, X2 = X � M feat,2. (8)

The masks are obtained based on explanation results:

M feat,1
i,d =

{
1, if ψi > θf

Bernoulli(ψi) if ψi ≤ θf ,
, M feat,2

i,d =

{
1, if ψi > θf

1 − M feat,1
i if ψi ≤ θf

,

(9)
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where θf is a threshold, and ψi is the explanation of node vi. Similar to edge
perturbation, we set the threshold as θf = μψ + λf ∗ σψ, where μψ and σψ are
the mean and standard deviation of node explanations from a graph or a batch
of graphs. By this design, we can keep important information intact, while the
features of unimportant nodes are more likely to be perturbed. Also, the two
views are constructed in a way to reduce their mutual information I(X1,X2).

Fig. 3. Illustration of theoretical justification (best viewed in color): (a) z contains all
task-relevant information and is a sufficient representation of X; (b) z1 is a sufficient
representation of U1 containing task-relevant and non-shared information; (c)(d) z∗

1

is the approximate minimal sufficient representation of U1 that only includes shared
information between U1 and U2.

4.4 Theoretical Justification

In this part, we theoretically justify the design of our explanation guided method
for building the contrastive views. The original input is denoted as X, the posi-
tive pair containing two data views obtained through augmentation is {U1, U2},
and y is the downstream task label.

Definition 2. (Redundancy) The view U1 is redundant with respect to view U2

for y iff I(U1;y|U2) = 0.

The intuition behind is that a view U1 is redundant for the task if the infor-
mation in y is already observed in U2. Let z1 and z2 denote the representation
of U1 and U2, respectively. When U1 and U2 are mutually redundant, if z1 is
sufficient for U2 (refer to Definition 1 for “sufficiency”), then z1 retains task-
relevant information about y, as shown in Fig. 3(b). The proofs for the above
statements are provided in Appendix A2.

The statements above suggest that, in contrastive learning, the task-relevance
of the representations z1 and z2 depends on the quality of the constructed con-
trastive views U1 and U2, where it is crucial to keep important task-relevant
information intact when building U1 and U2. However, in unsupervised learning,
the task label is not accessible. Thus, our assumption in this work is that, the
graph information important for z in unsupervised representation distribution

2 The appendix file is provided here: https://github.com/sycny/ENGAGE.

https://github.com/sycny/ENGAGE
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could also be important for downstream tasks, and should be preserved in U1

and U2 with higher priority. This motivates the design of explanation guided
contrastive views construction from Eq. 6–9, since graph components with high
importance scores could be regarded as approximately preserving the key infor-
mation of graphs. In addition, to mitigate noises in a single node/graph instance,
our proposed SAM method gathers the explanatory information from the local
context.

Definition 3. (Sufficient Contrastive Representation) A representation z1 of
U1 is sufficient for U2 iff I(z1;U2) = I(U1;U2).

Definition 4. (Minimal Sufficient Contrastive Representation) The sufficient
contrastive representation z1 of U1 is defined as minimal iff I(z1;U1) ≤
I(z′

1;U1), ∀z′
1 that is a sufficient contrastive representation.

Let z∗
1 denote the minimal sufficient contrastive representation learned from

U1. We can have I(z∗
1;U2) = I(U1;U2), which implies that the shared infor-

mation I(U1;U2) is retained in the contrastive representation while the non-
shared information is ignored [6]. To obtain such representations, the encoder
in contrastive learning is trained so that z1 ≈ z∗

1 and z2 ≈ z∗
2 (it also implies

I(z1,z2) ≈ I(U1, U2)) [40]. After encoding, the minimal sufficient representation
z1 (or z2) is obtained from U1 (or U2), and is used for prediction in downstream
tasks. An illustration of z∗

1 is presented in Fig. 3(c). However, the representation
may still contain a significant amount of superfluous information, which could
degrade the downstream task performance.

Our design in Eq. 6–9 aims to address the above problem. In our ENGAGE
method, when thresholds θe and θf are set higher in Eq. 6 and 8, more informa-
tion in U1 and U2 is deleted, making I(U1,z1|y) further reduced after training for
z1. Thus, assuming I(z;y) is untouched (i.e., U1 and U2 remain mutually redun-
dant) by setting appropriate thresholds, our proposed method reduces I(X;z) by
suppressing the superfluous information contained in z, as depicted in Fig. 3(d).
On the other hand, when θe and θf values are set smaller, we keep more infor-
mation in z after contrastive learning.

5 Experiments

We answer the following research questions in experiments. RQ1: How effective
is the proposed ENGAGE method in building contrastive views and learning
graph representations? RQ2: How does the proposed method influence repre-
sentation learning as indicated by explanations? RQ3: What is the effect of
hyperparameters (e.g., λe and λf ) on the proposed method?

5.1 Experimental Setup

We apply ENGAGE to contrastive learning models for both unsupervised graph-
level and node-level classification tasks. For graph classification, we follow the
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Table 1. Graph classification performance comparison.

Method NCI1 PROTEINS DD PTC-MR COLLAB RDT-B RDT-M5K IMDB-B A.R.

WL 80.01 ± 0.50 72.92 ± 0.56 74.02 ± 2.28 58.00 ± 0.50 69.30 ± 3.44 68.82 ± 0.41 46.06 ± 0.21 72.30 ± 3.44 9.62

DGK 80.31 ± 0.46 73.30 ± 0.82 74.85 ± 0.74 60.10 ± 2.60 64.66 ± 0.50 78.04 ± 0.39 41.27 ± 0.18 66.96 ± 0.56 9.88

node2vec 54.89 ± 1.61 57.49 ± 3.57 — 58.60 ± 8.00 56.10 ± 0.20 — — — 6.25

sub2vec 52.84 ± 1.47 53.03 ± 5.55 54.33 ± 2.44 60.00 ± 6.40 55.26 ± 1.54 71.48 ± 0.41 36.68 ± 0.42 55.26 ± 1.54 13.12

graph2vec 73.22 ± 1.81 73.30 ± 2.05 70.32 ± 2.32 60.20 ± 6.90 71.10 ± 0.54 75.78 ± 1.03 47.86 ± 0.26 71.10 ± 0.54 9.62

MVGRL 77.00 ± 0.80 — — 62.50 ± 1.70 76.00 ± 1.20 84.50 ± 0.60 — 74.20 ± 0.70 3.12

InfoGraph 76.20 ± 1.06 74.44 ± 0.31 72.85 ± 1.78 61.70 ± 1.40 70.65 ± 1.13 82.50 ± 1.42 53.46 ± 1.03 73.03 ± 0.87 7.62

GraphCL 77.87 ± 0.41 74.39 ± 0.45 78.62 ± 0.40 61.30 ± 2.10 71.36 ± 1.15 89.53 ± 0.84 55.99 ± 0.28 71.14 ± 0.44 5.38

JOAO 78.07 ± 0.47 74.55 ± 0.41 77.32 ± 0.54 — 69.50 ± 0.36 85.29 ± 1.35 55.74 ± 0.63 70.21 ± 3.08 6.75

JOAOv2 78.36 ± 0.53 74.07 ± 1.10 77.40 ± 1.15 — 69.33 ± 0.34 86.42 ± 1.45 56.03 ± 0.27 70.83 ± 0.25 6.12

SimGRACE 79.12 ± 0.44 75.35 ± 0.09 77.44 ± 1.11 — 71.72 ± 0.82 89.51 ± 0.89 55.91 ± 0.34 71.30 ± 0.77 4.00

RD-SimCLR 79.02 ± 0.52 74.61 ± 0.56 77.40 ± 0.81 58.55 ± 2.01 69.32 ± 1.54 85.67 ± 5.40 55.52 ± 0.74 69.08 ± 2.47 8.00

EG-SimCLR 82.97 ± 0.20 75.44 ± 0.65 78.86 ± 0.51 61.51 ± 2.41 76.60 ± 1.26 90.70 ± 0.46 56.22 ± 0.56 71.78 ± 0.34 2.12

RD-Simsiam 79.62 ± 0.59 75.42 ± 0.50 77.20 ± 1.33 58.55 ± 1.85 66.50 ± 2.31 86.12 ± 1.80 54.30 ± 0.64 69.86 ± 0.86 7.88

EG-Simsiam 81.49 ± 0.19 76.06 ± 0.51 78.35 ± 0.83 62.67 ± 1.50 74.73 ± 0.79 89.17 ± 0.43 56.37 ± 0.17 71.93 ± 0.40 2.38

evaluation pipeline in [31] by training an SVM as the classifier. The whole dataset
is used to learn graph-level representations, which are evaluated under the SVM
classifier with cross-validation. Eight benchmark datasets are all selected from
the TUDataset. We modify SimCLR and Simsiam to adapt to graph repre-
sentation learning and select GIN [48] as the encoder network. Besides using
contrastive learning models with random perturbation as baselines, we compare
our proposed model with graph kernel methods like WL [29] and DGK [49].
We also choose state-of-the-art graph self-supervised learning methods including
GraphCL [52], JOAO [51], JOAO(v2) [51], SimGRACE [46] and MVGRL [10].

For node classification, we follow [57] where the whole dataset is used to learn
node representations, which are evaluated under a logistic regression classifier
with cross-validation. Popular datasets like Cora and CiteSeer are selected, and
other real-world datasets, including Wiki-CS, Amazon-Computers, and Amazon-
Photo are also used. Similar to graph-level tasks, we modify SimCLR and
Simsiam frameworks to adapt to node representation learning. Both GCN [15]
and GAT [37] models are used as encoders. We also compare with other self-
supervised learning models including GCA [58], MVGRL [10], DGI [38]. We eval-
uate model performance using the accuracy metric. For each model, we report
mean accuracy and standard deviation of five runs. The ‘—’ in Table 1 and
Table 2 means that these results are not available in currently published papers.
The implementation details of our experiments can be found in Appendix G.

5.2 Experiment Results and Comparisons

Table 1 lists the result for graph classification, where the top three results are
highlighted in bold. The proposed ENGAGE models are abbreviated as EG-
SimCLR and EG-Simsiam, corresponding to their vanilla versions RD-SimCLR
and RD-Simsiam, respectively. The results show that the average ranks (A.R.)
of EG-SimCLR and EG-Simsiam are highest as 2.12 and 2.38, respectively, com-
pared with other state-of-the-art methods. Among them, NCI1 has the biggest
improvement of 2.66% over the most competitive baselines. Most importantly,
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Table 2. Node classification performance comparison.

Method Cora Citeseer Wiki-CS Amazon-Computers Amazon-Photo A.R

GCN 81.50 ± 0.00 70.30 ± 0.00 77.19 ± 0.12 86.51 ± 0.54 92.42 ± 0.22 11.6

GAT 83.00 ± 0.70 72.50 ± 0.70 77.65 ± 0.11 86.93 ± 0.29 92.56 ± 0.35 7.2

DeepWalk 70.70 ± 0.60 51.40 ± 0.50 77.21 ± 0.03 86.28 ± 0.07 90.05 ± 0.08 13.6

GAE 71.50 ± 0.40 65.80 ± 0.40 70.15 ± 0.01 85.27 ± 0.19 91.62 ± 0.13 13.6

DGI 82.30 ± 0.60 71.80 ± 0.70 75.35 ± 0.14 83.95 ± 0.47 91.61 ± 0.22 11.4

MVGRL 86.80 ± 0.50 73.30 ± 0.50 77.52 ± 0.08 87.52 ± 0.11 91.74 ± 0.07 6.8

GCA — — 78.35 ± 0.05 87.85 ± 0.31 92.53 ± 0.16 8.3

GRACE 82.01 ± 0.56 71.51 ± 0.33 79.12 ± 0.15 88.36 ± 0.18 92.52 ± 0.26 6.8

EG-SimCLR(GCN) 84.07 ± 0.18 72.40 ± 0.46 79.21 ± 0.12 88.53 ± 0.13 92.65 ± 0.19 3.0

GRACE(GAT ) 83.57 ± 0.55 71.70 ± 0.55 78.48 ± 0.18 88.09 ± 0.15 92.74 ± 0.20 5.4

EG-SimCLR(GAT ) 83.78 ± 0.53 72.28 ± 0.40 78.76 ± 0.07 88.56 ± 0.17 92.97 ± 0.07 3.2

RD-Simsiam(GCN) 82.65 ± 0.62 70.72 ± 0.64 78.79 ± 0.10 87.40 ± 0.31 92.53 ± 0.17 8.2

EG-Simsiam(GCN) 83.46 ± 0.56 71.49 ± 0.31 79.27 ± 0.34 88.66 ± 0.19 92.77 ± 0.14 3.4

RD-Simsiam(GAT ) 80.31 ± 0.34 70.18 ± 0.54 78.61 ± 0.27 87.96 ± 0.27 92.63 ± 0.12 8.8

EG-Simsiam(GAT ) 82.31 ± 0.43 70.73 ± 0.17 78.93 ± 0.20 88.28 ± 0.18 92.73 ± 0.28 6.0

ENGAGE methods consistently outperform random perturbation based mod-
els (e.g., RD-SimCLR and RD-Simsiam) on the eight datasets, with an aver-
age improvement of 2.90%. In addition, ENGAGE reduces performance vari-
ance compared with random perturbation, indicating that representation learn-
ing becomes more stable. These observations validate the effectiveness of using
explanation toward a more adaptive and intelligent data augmentation scheme.

The result for the node classification is presented in Table 2 with the top
three results highlighted. Our ENGAGE models are named as EG-SimCLR
and EG-Simsiam, while their vanilla counterparts are GRACE [57] and RD-
Simsiam, respectively. Many observations are similar to graph classification,
such as improved performance and representation learning stability. In addi-
tion, we observe that ENGAGE works better for the GCN architecture than
GAT. The reason could be that the attention mechanism in GAT already equips
it with some abilities to select graph components during training. The proposed
ENGAGE is compatible with various GNN backbones and contrastive learning
models.

5.3 Ablation Study

We conduct ablation studies to further verify the effect of using SAM explana-
tions for guiding graph representation learning, and the influence of hyperpa-
rameters.

Does ENGAGE Remove Redundant Information? The explanation
extracted from the model should become sparser as training goes on, since
ENGAGE gradually removes superfluous information from representations.
Thus, we define explanation sparsity [24,54] for graph Gn as Sn = 1 −
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(
∑|Vn|

i=1 1[ψi > μψ])/ |Vn| , where |Vn| is the number of nodes in Gn. ψi is the
importance score of node vi. μψ is the mean importance score of all nodes in
graphs G. The changes of explanation sparsity on DD, PROTEINS, and RDT-B
at different training iterations are shown in Fig. 4. We can observe that if we
choose to perturb the original view radically (λe = 2, λf = 2), then sparsity
tends to increase during the training process. In this mode, only the most cru-
cial graph components will be kept, while other information will be discarded.
If we perturb graphs softly (λe = −2, λf = −2), then the sparsity will remain
stable or even decrease slightly, which means most of graph information is kept
intact during training. We also provide visualization and quantitative analysis
for explanation results of SAM in Appendix H and I, respectively.

Table 3. Effect of proposed SAM guided data augmentation.

Method NCI1 PROTEINS DD PTC-MR COLLAB RDT-B RDT-M5K IMDB-B

RD-SimCLR 79.02 ± 0.52 74.61 ± 0.56 77.40 ± 0.81 58.55 ± 2.01 69.32 ± 1.54 85.67 ± 5.40 55.52 ± 0.74 69.08 ± 2.47

RD-Simsiam 79.62 ± 0.59 75.42 ± 0.50 77.20 ± 1.33 58.55 ± 1.85 66.50 ± 2.31 86.12 ± 1.80 54.30 ± 0.64 69.86 ± 0.86

HG-SimCLR 80.48 ± 0.44 74.93 ± 0.62 78.40 ± 0.69 56.62 ± 3.16 72.53 ± 0.97 89.92 ± 0.53 56.01 ± 0.25 69.88 ± 2.29

HG-Simsiam 80.70 ± 0.64 75.45 ± 0.72 77.87 ± 1.10 58.61 ± 1.99 72.84 ± 0.91 89.63 ± 0.55 55.92 ± 0.60 71.28 ± 0.82

EG-SimCLR 82.97 ± 0.20 75.44 ± 0.65 78.86 ± 0.51 61.51 ± 2.41 76.60 ± 1.26 90.70 ± 0.46 56.22 ± 0.56 71.78 ± 0.34

EG-Simsiam 81.49 ± 0.19 76.06 ± 0.51 78.35 ± 0.83 62.67 ± 1.50 74.73 ± 0.79 89.17 ± 0.43 56.37 ± 0.17 71.93 ± 0.40

Fig. 4. Evolution of explanation sparsity of three datasets during training.

SAM Guided Data Augmentation. We first compare our proposed EG-
SimCLR, EG-Simsiam models with RD-SimCLR and RD-Simsiam using random
perturbation. Besides that, we formulate two variants of our method, called HG-
SimCLR and HG-Simsiam (“HG” refers to “heatmap guided”), which do not
employ local smoothing to obtain explanations. The comparison is in Table 3.
The result shows that the explanation guided models (HG and EG models)
generally perform better than models with random data augmentation, which
means the explanations can be successfully leveraged to improve representation
learning with contrastive views. In addition, it can be observed that our proposed
SAM-based methods consistently outperform other baselines, showing that local
smoothing helps capture the important information more accurately.
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Hyperparameter Analysis. We now explore the effect of different (λe, λf )
combinations on model performance. We conduct a detailed study on 13 datasets,
where λe and λf are changed, and all the other settings are the same. Larger λ
means a greater portion of data is perturbed. The results of DD, PROTEINS,
and RDT-B datasets are shown in Fig. 5. The results on other datasets are
provided in Appendix C.

Fig. 5. Model performances with different combinations of λe and λf .

Some observations are made as follows. First, the optimal data augmentation
threshold varies for different datasets. For example, Fig. 5(a) and (c) show that
DD benefits from more perturbation, but RDT-B does not. The reason could be
that, without data augmentation and contrastive learning, the vanilla represen-
tations in different datasets contain different levels of superfluous information.
Second, the sensitivity to λe and λf varies across different datasets. Here we
define performance gap as the difference between the best accuracy and the
worst one. For graph-level and node-level tasks, COLLAB and CiteSeer have a
maximum performance gap of 9.55% and 2.45%, respectively, while the RDT-
M5K and Amazon-Photo have a minimum performance gap of 0.97% and 0.23%.
The possible reason could be that in some datasets, the task-relevant information
is redundant, so it does not hurt performance when more graph components are
removed. We thus benefit more from searching for the optimal hyperparameters
for datasets like COLLAB and CiteSeer. Third, Simsiam-based models generally
show better stability than SimCLR-based models. The average performance gap
of Simsiam-based models is 3.39% and 0.75% in graph-level and node-level tasks,
respectively. By comparison, the corresponding numbers are 3.96% and 1.08%
for SimCLR ones.

6 Conclusion and Future Work

In this paper, we propose an explanation guided data augmentation methods for
graph representation learning. First, we design a new explanation method for
interpreting unsupervised graph learning models by leveraging the information
shared by local embeddings. Then we propose guided data augmentation using
explanation results. We will preserve the graph structure and features whose
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importance exceeds the importance threshold. For the other part, we try to
keep the mutual information between two views as low as possible. The final
results show that our proposed methods achieve superior performance on mul-
tiple datasets. The ablation study also shows that the optimal thresholds vary
across different datasets, while a general random perturbing may hurt task per-
formance. For future work, we will (1) design more faithful unsupervised GNN
explanation methods; (2) design intelligent explanation guided augmentation
methods for other applications with domain knowledge.
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Abstract. Recent research has shown that alignment between the struc-
ture of graph data and the geometry of an embedding space is crucial for
learning high-quality representations of the data. The uniform geometry
of Euclidean and hyperbolic spaces allows for representing graphs with
uniform geometric and topological features, such as grids and hierarchies,
with minimal distortion. However, real-world graph data is characterized
by multiple types of geometric and topological features, necessitating
more sophisticated geometric embedding spaces. In this work, we utilize
the Riemannian symmetric space of symmetric positive definite matri-
ces (SPD) to construct graph neural networks that can robustly handle
complex graphs. To do this, we develop an innovative library that lever-
ages the SPD gyrocalculus tools [26] to implement the building blocks of
five popular graph neural networks in SPD. Experimental results demon-
strate that our graph neural networks in SPD substantially outperform
their counterparts in Euclidean and hyperbolic spaces, as well as the
Cartesian product thereof, on complex graphs for node and graph clas-
sification tasks. We release the library and datasets at https://github.
com/andyweizhao/SPD4GNNs.

Keywords: Graph Neural Networks · Riemannian Geometry ·
Symmetric Space · Space of Symmetric Positive Definite Matrices

1 Introduction

Complex structures are a common feature in real-world graph data, where the
graphs often contain a large number of connected subgraphs of varying topologies
(including grids, trees, and combinations thereof). While accommodating the
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Fig. 1. Propagation schema for utilizing SPD geometry while performing calculations
in the tangent (Euclidean) space: starting from an SPD embedding, map a node and
its neighbors to the tangent space via the logarithm, and perform a modified Euclidean
aggregation (Table 1) before returning to SPD via the Riemannian exponential map.

diversity of such graphs is necessary for robust representation learning, neither
Euclidean nor hyperbolic geometry alone has been sufficient [23].

This inefficiency stems from geometric reasons. Properties of the embedding
space strongly control which graph topologies embed with low distortion, with
simple geometries selecting only narrow classes of graphs. Euclidean geometry
provides the foundational example, where its abundant families of equidistant
lines allow for efficient representation of grid-like structures, but its polynomial
volume growth is too slow to accommodate tree-like data. This is somewhat
ameliorated by moving to higher dimensions (with faster polynomial volume
growth), though with a serious trade-off in efficiency [4]. An alternative is to
move to hyperbolic geometry, where volume growth is exponential, providing
plenty of room for branches to spread out for the isometric embedding of trees
[7,35]. However, hyperbolic geometry has a complementary trade-off: it does
not contain equidistant lines, which makes it unfit for embedding the grid-like
structures Euclidean space excelled at [8].

Many proposed graph neural networks utilize representations of graph data
to perform machine learning tasks in various graph domains, such as social net-
works, biology and molecules [2,11,13,14,22,31,32,37]. A subset of these net-
works take seriously the constraints of geometry on representation capability,
and work to match various non-Euclidean geometries to common structures seen
in graph data. For instance, Chami et al. [11] and Defferrard et al. [13] show that
constructing graph neural networks in hyperbolic and spherical spaces have been
successful in embedding graphs with hierarchical and cyclical structures, respec-
tively. However, the relative geometric simplicity of these spaces poses serious
limitations including (a) the need to know the graph structure prior to choosing
the embedding space, and (b) the inability to perform effectively with graphs
built of geometrically distinct sub-structures, a common feature of real-world
data.

Avoiding these limitations may necessitate resorting to more complex geo-
metric spaces. For example, Gu et al. [18] employed Cartesian products of various
geometric spaces to represent graphs with mixed geometric structures. But any
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such choice must be carefully considered: isometries play an essential role in the
construction of the above architectures, and any increase in complexity accom-
panied by too great a decrease in symmetry may render a space computationally
intractable.

Riemannian symmetric spaces, which have a rich geometry encompassing all
the aforementioned spaces, strike an effective balance between geometric general-
ity and ample symmetry. Lopez et al. [25] proposed particular symmetric spaces,
namely Siegel spaces, for graph embedding tasks, and demonstrated that many
different classes of graphs embed in these spaces with low distortion. Lopez et al.
[26] suggested utilizing the symmetric space SPD of symmetric positive definite
matrices that is less computationally expensive than Siegel spaces. Furthermore,
they developed gyrocalculus tools that enable “vector space operations” on SPD.

Here we extend the idea of Lopez et al. [26] to construct graph neural net-
works in SPD, particularly by utilizing their gyrocalculus tools to implement the
building blocks of graph neural networks in SPD (Fig. 1). The building blocks
include (a) feature transformation via isometry maps, (b) propagation via graph
convolution in the tangent space of SPD (the space of symmetric matrices Sn),
(c) bias addition via gyrocalculus, (d) non-linearity acting on eigenspace, and
(e) three classification layers. We develop SPD4GNNs, an innovative library that
showcases training five popular graph neural networks in SPDn, alongside the
functionality for training them in Euclidean and hyperbolic spaces.

We perform experiments to compare four ambient geometries (Euclidean,
hyperbolic, products thereof, and SPD) across popular graph neural networks,
evaluated on the node and graph classification tasks on nine datasets with vary-
ing complexities. Results show that constructing graph neural networks in SPD
space leads to big improvements in accuracy over Euclidean and hyperbolic
spaces on complex graphs, at the cost of doubling (resp. quadrupling) the train-
ing time of graph neural networks compared to hyperbolic space (resp. Euclidean
space).

Finally, we provide a summary of the numerical issues we encountered and
the solutions to addressing them (see Appendix F).

2 Related Work

Graph Neural Networks. Graph neural networks (GNNs) have been profiled as
the de facto solutions for learning graph embeddings [2,14,22,31,37,38]. These
networks can be differentiated into two dimensions: (a) how they propagate
information over graph nodes and (b) which geometric space they use to embed
the nodes. In Euclidean space, a class of GNNs has been proposed that repre-
sents graph nodes in a flat space and propagates information via graph convolu-
tion in various forms, such as using Chebyshev polynomial filters [12,22], high-
order filters [38], importance sampling [19], attention mechanisms [37], graph-
isomorphism designs [2,32,39], and differential equations [14,16,31]. In contrast,
non-Euclidean spaces have a richer structure for representing geometric graph
structures in curved spaces. Recently, there has been a line of GNNs developed in
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these spaces that performs graph convolution on different Riemannian manifolds
in order to accommodate various graph structures, such as hyperbolic space on
tree-like graphs [11,24,40], spherical space on spherical graphs [13], and Carte-
sian products of thereof [18].

SPD Space. Representing data with SPD matrices has been researched for many
years, with the representations being primarily in the form of covariance matrices
[9,15,17,21,42]. These matrices capture the statistical dependencies between
Euclidean features. Recent research focused on designing the building blocks
of neural networks in the space of covariance matrices. This includes feature
transformation that maps Euclidean features to covariance matrices via geodesic
Gaussian kernels [6,15], nonlinearity on the eigenvalues of covariance matrices
[21], convolution through SPD filters [42] and Frechét mean [9], Riemannian
recurrent networks [10], and Riemannian batch normalization [5].

Nguyen et al. [29] recently approached hand gesture classification by embed-
ding graphs into SPD via a neural network. The architectures we consider here
are different. While we alternate between SPD and its tangent space using the
exponential and logarithm maps, Nguyen et al. [29] do so via an aggregation
operation and the log map. Further, we couple this alternation with our build-
ing blocks to operate graph neural networks in SPD.

3 Background

3.1 The Space SPD

We let SPDn denote the space of positive definite real symmetric n×n matrices.
This space has the structure of a Riemannian manifold of non-positive curvature
of n(n+1)/2 dimensions. The tangent space to any point of SPDn can be identi-
fied with the vector space Sn of all real symmetric n×n matrices. SPDn is more
flexible than Euclidean or hyperbolic geometries, or products thereof. In partic-
ular, it contains n-dimensional Euclidean subspaces, (n − 1)-dimensional hyper-
bolic subspaces, products of �n

2 � hyperbolic planes, and many other interesting
spaces as totally geodesic submanifolds; see the reference [20] for an in-depth
introduction to these well-known facts. While it is not yet fully understood how
our proposed models leverage the Euclidean and hyperbolic subspaces in SPDn,
we hypothesize that the presence of these subspaces is an important factor in
the superior performance of SPDn graph neural networks. Refer to Fig. 2 for a
demonstration of how this hypothesis may manifest.

Riemannian Exponential and Logarithmic Maps. For SPDn, the Riemannian
exponential map at the basepoint In agrees with the standard matrix exponen-
tial exp: Sn → SPDn. This map is a diffeomorphism with inverse the matrix
logarithm log : SPDn → Sn. These maps allow us to pass from SPDn to Sn and
back again. Given any two points X,Y ∈ SPDn, there exists an isometry (i.e.,
a distance-preserving transformation) that maps X to Y . As such, the choice of
a basepoint for the exponential and logarithm maps is arbitrary since any other
point can be mapped to the basepoint by an isometry. In particular, there is no
loss of generality with fixing the basepoint In as we do.
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Fig. 2. Graphs exhibiting both euclidean/grid-like and hyperbolic/tree-like features
(left) cannot embed well in either euclidean or hyperbolic spaces due to the impossibility
of isometrically embedding trees in Euclidean spaces and grids in hyperbolic spaces
(center). However, SPDn (right) contains both euclidean and hyperbolic subspaces,
which allows embedding a broad class of graphs, including the example in the figure.

Non-linear Activation Functions in SPDn. We use two non-linear functions on
SPD matrices, namely (i) ReEig [21]: factorizing a point P ∈ SPDn and then
employing the ReLU-like non-linear activation function ϕa to suppress the pos-
itive eigenvalues that are bigger than 0.5 1:

ϕSPD(P ) = Uϕa(Σ)UT P = UΣUT (1)

(ii) TgReEig: projecting P ∈ SPDn into the tangent space and then suppressing
the negative eigenvalues of the projected point ∈ Sn with the ReLU non-linear
activation function ϕb, i.e. ϕSPD(P ) = U exp(ϕb(log(Σ)))UT .

3.2 Gyrocalculus on SPD

Addition and Subtraction. Gyro-calculus is a way of expressing natural analogues
of vector space operations in Riemannian manifolds. Following Lopez et al. [26],
given two points P,Q ∈ SPDn, we denote gyro-addition and gyro-inversion by:

P ⊕ Q =
√

PQ
√

P � P = P−1 (2)

For P,Q ∈ SPDn, the value P ⊕ Q ∈ SPDn is the result of applying the SPDn-
translation moving the basepoint In to P , evaluated on Q.

Isometry Maps. Any invertible n × n real matrix M ∈ GL(n,R) defines an
isometry of SPDn by

M � P = MPMT (3)

where P ∈ SPDn.
Lopez et al. [26] proposed defining M in two forms, namely a rotation element

in SO(n) and a reflection element in O(n). In this case, the choice of rotation
and reflection becomes a hyperparameter for M , and that needs to be selected
before training. In contrast, the form of M we considered is more flexible and can
be automatically adjusted by training data. To do so, we first let M denote the
1 TgReEig equals ReEig in the case of ϕa(x) = max(x, 1).
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orthogonal basis of a learnable square matrix, and then tune the square matrix
from training data. Thus, M , as an orthogonal matrix that extends rotations
and reflections, is better suited to fit the complexity of graph data.

Table 1. Comparison of operations in different spaces across three graph neural net-
works, i.e., GCN [22], GAT [37] and 1-order Cheb [12]. SGC [38] and GIN [39] are pre-
sented in Appendix B, which indeed apply propagation before feature transformation.

Operations GNNs Euclidean Space Hyperbolic and SPD Space

Feature Trans All hl
i = W lxl−1

i Ql
i = M l � Zl−1

i

Propagation GCN pl
i =

∑
j∈N (i) ki,jh

l
j P l

i = exp(
∑

j∈N (i) ki,j log(Ql
j))

GAT pl
i = αi,ih

l
i +

∑
j∈N (i) αi,jh

l
j P l

i = exp(αi,i log(Qi) +
∑

j∈N (i) αi,j log(Ql
j))

Cheb pl
i = hl

i + W l ∑
j∈N (i) ki,jh

l
j P l

i = Ql
i ⊕ (M l � exp(

∑
j∈N (i) ki,j log Zl−1

j ))

Bias&Nonlin All xl
i = ϕ(pl

i + bl) Zl
i = ϕ(P l

i ⊕ Bl)

4 Graph Neural Networks

In this section, we introduce the notation and building blocks of graph neural net-
works using graph convolutional network (GCN) [22] as an example, and present
modifications for operating these building blocks in SPD. Table 1 establishes par-
allels between five popular graph neural networks in Euclidean, hyperbolic and
SPD spaces.

4.1 GCN in Euclidean Space

Given a graph G = (V, E) with a vertex set V and an edge set E , we define
d-dimensional input node features (x0

i )i∈V , where the superscript 0 indicates the
first layer. The goal of a graph neural network is to learn a mapping denoted by:

f : (V, E , (x0
i )i∈V) → Z ∈ R

|V|×d

where Z is the space of node embeddings obtained from the final layer of GCN,
which we take as the input of classification layer to perform downstream tasks.

Let N (i) = {j : (i, j) ∈ E} ∪ {i} be the set of neighbors of i ∈ V with
self-loops, and (W l, bl) be a matrix of weights and a vector of bias parameters
at layer l, and ϕ(·) be a non-linear activation function. We now introduce mes-
sage passing, which consists of the following three components for exchanging
information between the node i and its neighbors at layer l:

hl
i = W lxl−1

i Feature transform (4)

pli =
∑

j∈N (i)

ki,jh
l
j Propagation (5)

xl
i = ϕ(pli + bl) Bias &Nonlinearity (6)

where ki,j = c
− 1

2
i c

− 1
2

j with ci as the cardinality of N (i). ki,j represents the
relative importance of the node j to the node i.



128 W. Zhao et al.

4.2 GCN in SPD

Mapping from Euclidean to SPD space. Oftentimes, input node features are not
given in SPD, but in Euclidean space (x0

i )i∈V ∈ R
d. Therefore, we design a

transformation that maps Euclidean features to a point in SPD. To do so, we
first learn a linear map that transforms the d-dimensional input features into
a vector of dimension n(n + 1)/2, that we arrange as the upper triangle of an
initially zero matrix A ∈ R

n×n. We then define a symmetric matrix U ∈ Sn such
that U = A + AT . We now apply the exponential map such that Z = exp(U),
which moves the coordinates from the tangent space Sn to the original manifold
SPDn. Thus, the resulting node embeddings (Z0

i )i∈V are in SPDn. By performing
this mapping only once, we enable GNNs to operate in SPDn.

Feature Transform. We apply isometry maps to transform points in SPD at
different layers, denoted by: Ql

i = M l � Zl−1
i , where Ql

i, Z
l−1
i ∈ SPDn and M l

is a isometry map (see §3.2) at layer l of the GNN.

Propagation. This step aggregates information from all the neighbors N (i) of a
given node i, with the information weighted by the importance of a neighbor to
the node i (see Eq. 5). We note that propagation involves addition and scaling
operators. This results in two alternative approaches for computing propagation:
(a) employing gyro-addition to aggregate information over the neighbors for each
node; (b) computing the Riemannian Fréchet mean in SPDn—which requires
hundreds of iterations to find a geometric center. Therefore, these approaches
are costly to compute and also involve the use of cumbersome Riemannian opti-
mization algorithms (see Appendix A for optimization). Here we perform aggre-
gation via graph convolution in the space of symmetric matrices Sn denoted by:
P l
i = exp(

∑
j∈N (i) ki,j log(Ql

j)), where P l
i ∈ SPDn and ki,j = c

− 1
2

i c
− 1

2
j (as in the

Euclidean case). This is similar to the approach of Chami et al. [11] by perform-
ing propagation in the tangent pace and the posterior projection through the
exponential map.

Bias Addition and Non-linearity. Finally, we add the bias Bl at layer l to the
result of propagation through gyro-addition followed by applying a non-linear
function, denoted by: Zl

i = ϕSPD(P l
i ⊕ Bl), with Zl

i ∈ SPDn as the new embed-
ding for the node i at layer l and Bl ∈ SPDn.

Message Passing in SPD. We establish a one-to-one correspondence between the
Euclidean and SPD versions of GCN at layer l for node i:

Ql
i = M l � Zl−1

i Feature transform (7)

P l
i = exp(

∑

j∈N (i)

ki,j log(Ql
j)) Propagation (8)

Zl
i = ϕSPD(P l

i ⊕ Bl) Bias & non-lin (9)
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Classification. In node classification setups2, we are given {Zi, yi}Ni=1 on a
dataset, with N as the number of instances, Zi ∈ SPDn as the i-th node embed-
ding obtained from the final layer of a graph neural network, and yi ∈ {1, . . . , K}
as the true class of i-th node. Let h : SPD 
→ {1, . . . , K} be a classifier that best
predicts the label yi of a given input Zi. Indeed, the input space of h can be in var-
ious forms, not limited to SPDn. Here we introduce three classifiers in two alter-
native input spaces: (a) Rd(d+1)/2 and (b) Sn

3. To do so, we first take Riemannian
logarithm log : SPDn → Sn of each Zi at the identity. For (a), we vectorize the
upper triangle elements of X as x = (X1,1 · · · X1,d,X2,2, · · · ,Xd,d) ∈ R

d(d+1)/2,
and then design two classifiers, i.e., Linear-XE (Linear Classifier coupled
with Cross-Entropy loss) and NC-MM (Nearest Centroid Classifier with Multi-
Margin loss). For (b), we design a SVM-like classifier SVM-MM acting in Sn,
a similar approach to the proposal of Nguyen et al. [29]. We present the details
of these classifiers in Appendix G.

5 Experiments

In this section, we first perform experiments for node and graph classification,
and then analyze the ability of three geometric spaces in arranging and separat-
ing nodes with different classes. Further, we compare the training efficiency of
different spaces and the usefulness of three classifiers. Lastly, we discuss product
space (the Cartesian product of Euclidean and hyperbolic spaces) and compare
it with SPD in Appendix H.

Baselines. To investigate the usefulness of different geometric spaces on graph
neural networks, we choose five well-known graph architectures as representa-
tives: GCN [22], GAT [37], Cheb [12], SGC [38] and GIN [39], and evaluate
these architectures in Euclidean, hyperbolic and SPD spaces. For the hyperbolic
versions of these architectures, we use Poincaré models and extend the imple-
mentation of Poincaré GCN [11] to other four architectures.

5.1 Node Classification

Datasets. We evaluate graph neural networks in the three spaces on 5 popular
datasets for node classification: Disease [1], Airport [41], Pubmed [28], Citeseer
and Cora [34]. Overall, each dataset has a single graph that contains up to
thousands of labeled nodes. We use the public train, validation and test splits
of each dataset, and provide dataset statistics in Appendix C. Unlike previous
works [11,40], we only use original node features to ensure a fair and transparent
comparison.

2 For graph classification, Zi and yi denote the ‘center’ of the graph i and its true class.
We take the arithmetic mean of node embeddings in SPDn to produce Zi ∈ SPDn.

3 We also design several classifiers with the input space in SPDn, but these do not
yield better results than those in Sn.
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Setup. We compare three geometries, namely Euclidean, hyperbolic and SPD,
in two low-dimensional spaces: (i) 6 dimensions: R

6, H
6 and SPD3, and (ii)

15 dimensions: R15, H15 and SPD5, a common choice of dimensions in previ-
ous work [11,40]. The reason we considered for low-dimensional space is the
following: If the structure of data matches the geometry of embedding space,
a low-dimensional space can be leveraged efficiently for producing high-quality
embeddings. If they do not match, a large dimension is needed to compensate
for the wrong use of unsuitable geometric spaces. Here we investigate the effi-
ciencies of different geometries in space use when given a small dimension. We
report mean accuracy and standard deviation of binary/multi-label classification
results under 10 runs, and provide training details in Appendix A.
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Fig. 3. Evaluation of five graph neural networks coupled with Linear-XE on five node
classification datasets in the three 6-dimensional spaces: R6, H6 and SPD3. Each radar
chart shows classification accuracy (on a varying scale, as noted by the gridlines with
circular shapes) from the five GNN architectures on a dataset. Each dataset has only
one graph. δ-hyperbolicity shows the degree to which the dataset graph is a hyperbolic
tree. A smaller δ indicates a more tree-like dataset.

Results. Figure 3 shows the accuracy results of a node classification task in
the three 6-dimensional geometries across five datasets on five GNNs, see also
Table 6 (appendix). For graphs with δ-hyperbolicity > 1, SPD3 achieves the best
accuracy in all cases except the Cheb architecture on the Citeseer dataset. We
also observe that the accuracy of SPD is similar to hyperbolic space on the
Airport dataset δ = 1. The Disease graph is a tree (δ = 0) and has optimal
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Fig. 4. Comparison of 6d and 15d spaces on Disease. SPD5 has 15 dimensions.

performance in hyperbolic space. The accuracy is much lower for these two tree-
like datasets in Euclidean geometry for all GNNs except Cheb.

In the case of tree-like datasets, hyperbolic space provides not only accuracy
for these tasks but also efficiency. Figure 4 compares 6-dimensional hyperbolic
space to R

15 and SPD5 (also 15-dimensional), showing that even a much smaller
dimensional hyperbolic space achieves the best performance on Disease. Notably,
the poor performance of Cheb across all spaces might be attributed to the low
representational capacity of the first-order Chebyshev polynomial used in the
graph neural network for embedding the tree structure of Disease. Results com-
paring the 6d and 15d geometries are reported in Table 7 (appendix).

5.2 Graph Classification

Datasets. We evaluate graph neural networks in three spaces on the popular
TUDataset benchmark [27]. Here we focus on datasets with node features, and
choose a sample of 4 popular datasets in two domains, namely (a) Biology:
ENZYMES [33] and PROTEINS [3]; (b) Molecules: COX2 [36] and AIDS [30].
Overall, each dataset instance has one labeled graph with dozens of nodes. We
use the first split of train and test sets in the 10-fold cross-validation setup, and
select 10% of the training set uniformly at random as the development set. We
provide data statistics in Appendix C.

Setup. Following Morris et al. [27], we predict the class of an unlabeled graph
by classifying its center. In particular, we produce the graph center by using
mean pooling to take the arithmetic mean of node embeddings in a graph. To
compare efficiency in space use, we conduct experiments in three spaces with the
same dimension size of 36, namely R

36, H36 and SPD8, the smallest dimension
size in the grid search from Morris et al. [27]. We report the mean accuracy and
standard deviation of graph classification results under 10 runs, and provide
training details in Appendix A.
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Results. Figure 5 shows the accuracy results of a graph classification task in
three geometries across five datasets on five GNNs, see also Table 8 (appendix).
Figure 6 shows the distribution of δ-hyperbolicity over instances. We see that
SPD8 achieves better or similar accuracy than its counterparts of the same
dimension in all cases except Cheb on COX2 and GIN on ENZYMES. On the
AIDS dataset, SPD achieves much better accuracy across all GNNs, and on
ENZYMES SPD achieves much better accuracy on SGC.

We also observe that hyperbolic space does not yield much increased accuracy
over Euclidean space in most cases, except the AIDS data set. Furthermore,
SPD significantly outperforms hyperbolic space on the AIDS dataset but not
the COX2 data set. Both of these datasets have the property that almost all
instances are tree-like (δ ≤ 1) (see Fig. 6), but the hyperbolicity constants are less
concentrated in the AIDS dataset than in the COX2 dataset. It is possible that
the flexibility of SPD explains the increased performance over hyperbolic space
in this case. For example, SPD admits totally geodesic submanifolds isometric
to hyperbolic spaces of varying constant curvatures. It would be interesting to
find out, for example, if these graphs of different hyperbolicity constants stay
near copies of hyperbolic space of different curvatures.
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Fig. 5. Evaluation of five graph neural networks with Linear-XE on four graph clas-
sification datasets in the three 36-dimensional spaces: R36, H36 and SPD8.
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Fig. 6. Distributions of δ-hyperbolicity on four graph classification datasets, where
each instance consists of one graph. Y-axis shows the number of graphs for a given
δ-hyperbolicity on X-axis.
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5.3 Analysis

Class Separation. Figure 7 shows a visualization of node embeddings obtained
from the final layer of SGConv on Cora. In each space, we vectorize node embed-
dings, and then use PCA to extract the top 3 dimensions. We then look at the
projections to that 3-dimensional space by further projecting to the x-y, y-z, and
x-z planes. For instance, the x-y plane is the projection to the top 2 dimensions
of PCA. The x-x, y-y and z-z planes show the informativeness of each dimension
in terms of class separation.

Figure 7 (a) depicts the case when the ambient geometry is Euclidean. In
this example, nodes from the pink, blue and green classes are well-separated but
the nodes in red and orange cannot be easily distinguished. Figure 7 (b) depicts
the case when the nodes are embedded in the Poincaré ball model of hyper-
bolic space. In the x-z plane five classes are well-separated, including the red
and orange classes. Figure 7 (c) depicts the case when the nodes are embedded
into SPD where the best class separation is achieved. Indeed, the Cora graph
has hyperbolicity constant δ = 11, so one cannot expect it to embed well into
hyperbolic space.
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Fig. 7. Vizualizations of the node embeddings into three 6-dimensional geometries for
SGC on the Cora dataset. In each space, the nodes are vectorized and then projected
linearly to R

3 via PCA.

Training Time. As a case study on the impact of the choice of the latent space
geometry on the training time of GNN models, Fig. 8 compares the training
efficiency of three graph neural networks on Citeseer across three 6-dimensional
manifolds: R6, H6, and SPD3. Overall, we see that models with Euclidean latent
spaces needed the least amount of training time, but produced the lowest accu-
racy. Moreover, hyperbolic space slows down the training in Euclidean space by
up to four times, and the effect on accuracy is either slightly positive or negative.
For instance, using hyperbolic space with the SGC architecture only brought
small accuracy improvements, while applying it to GCN resulted in a drop in
accuracy. On the other hand, even though SPD models require nearly double
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the training time of hyperbolic models, the SPD models bring big improvements
in accuracy, not only on Citeseer in the current study case, but also on many
datasets such as AIDS and PROTEINS (see Fig. 5). We note that the longer
training times for SPD models can be attributed to the involvement of eigende-
compositions. However, the benefits of using SPD space in graph neural networks
appear to outweigh this drawback.
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Fig. 8. Evaluation of three 6-dimensional spaces across graph neural networks in terms
of training time and accuracy on Citeseer (δ = 5.0). Each point has a unique pattern
that combines color and shape. For instance, a red triangular means GCN in SPD.
(Color figure online)

Classifiers. Our three classification layers are built upon traditional classification
methods. LINEAR-XE and SVM-MM are both linear classifiers that separate
classes with hyperplanes, differing in the choice of loss functions: cross-entropy
and multi-margin loss. In contrast, NC-MM layer learns class-specific centroids
and then determining the class of an unlabeled node (or graph) by examining
which centroid it is closest to according to a similarity function.

Table 2 shows the usefulness of our classifiers in SPD on Citesser and Cora.
Overall, we see that the MM-based classifiers (SVM-MM and NC-MM) are
often helpful, outperforming Linear-XE in SPD, and when they succeed, their
improvements are substantial. This means the benefits of using SPD and these
advanced classifiers are complementary, resulting in stacked performance gains.
This is an important finding as it hints at the possibility of accommodating
more advanced classification methods recently developed in Euclidean space,
when constructing graph neural networks in SPD. Note that the results on other
datasets are similar, which we present in Appendix D and E.
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Table 2. Comparison of different classifiers on Citeseer (top) and Cora (bottom). We
bold the best accuracy in each row.

R
6 SPD3

Lin-XE Lin-XE SVM-MM NC-MM

GIN 48.2 ± 6.3 68.0 ± 1.3 67.3 ± 1.2 67.0 ± 0.8

SGC 62.6 ± 3.4 69.4 ± 1.0 69.7 ± 0.8 67.9 ± 1.5

Cheb 63.2 ± 2.1 54.6 ± 10.4 61.4 ± 4.4 64.0 ± 2.3

GAT 55.0 ± 5.2 67.3 ± 1.7 69.2 ± 0.7 68.1 ± 1.1

GCN 64.7 ± 2.3 69.9 ± 0.8 69.2 ± 0.8 68.2 ± 1.0

GIN 77.1 ± 1.0 79.9 ± 0.6 79.5 ± 0.6 78.8 ± 1.0

SGC 75.7 ± 3.6 81.5 ± 0.9 81.8 ± 0.3 81.1 ± 0.6

Cheb 71.9 ± 2.8 75.5 ± 3.9 77.9 ± 2.4 79.2 ± 1.3

GAT 67.9 ± 4.2 79.4 ± 0.9 81.2 ± 1.4 81.2 ± 1.1

GCN 78.1 ± 1.7 79.7 ± 0.9 80.7 ± 0.5 80.2 ± 1.3

6 Conclusions

This work brings sophisticated geometric tools to graph neural networks (GNNs).
Following the maxim ‘complex data requires complex geometry’, we leverage the
flexibility of the space of symmetric positve definite (SPD) matrices to construct
GNNs which do not require careful prior knowledge of graph topologies. This is a
distinct advantage over familiar spaces such as Euclidean, spherical or hyperbolic
geometries, where only narrow classes of graphs embed with low distortion.

To operate GNNs in SPD, we designed several building blocks, and devel-
oped a library (SPD4GNN) that enables training five popular GNNs in SPD,
Euclidean and hyperbolic spaces. Our results confirm the strong connection
between graph topology and embedding geometry: GNNs in SPD provide big
improvements on graph datasets with multi-modal structures, with their coun-
terparts in hyperbolic space performing better on strictly tree-like graphs.

Determining the optimal classifier for training GNNs in the complex geom-
etry of SPD is challenging, and presents an avenue for continued improvement.
This work only begins the process of designing geometrically meaningful clas-
sifiers and identifying the conditions which guarantee good performance. Addi-
tional performance gains may come through careful implementation of the com-
putationally demanding functions in SPD. While this work contains techniques
for accelerating computations in SPD, further optimization is likely possible.

Constructing tools to aid the interpretability of SPD embeddings is an impor-
tant direction of future work, including quantitative measures for (a) comparing
the geometry of the learned embeddings to the real-world graphs’ topology and
(b) understanding how the geometric features of SPD are leveraged in for graph
tasks. While the results of this current work suggest some of SPD’s superior
performance may be due to graphs of varying hyperbolicity finding geometric
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subspaces optimally adapted to their curvature, such measures would enable the
precise quantitative analysis required for verification.
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Abstract. Graph learning on heterophilic graphs is challenging for clas-
sic graph neural network models. Recent research addresses this issue by
using adaptive graph filters that consider signals with different frequen-
cies. Although such models provide insightful design patterns for het-
erophilic graph analysis, their practical effect has been overlooked. Previ-
ous studies have evaluated adaptive graph filters with a large proportion
of training data to demonstrate their effectiveness. However, such dense
labeling is often impractical. Empirically, we observed that typical adap-
tive filters perform badly in weakly-supervised settings, making them
easily outperformed by fixed filters. With empirical evidence, we demon-
strate that the key reason is that sparse node labels make it difficult to
learn effective filters. Fortunately, although labeled nodes are sparse in
weakly-supervised settings, graph structures provide substantial super-
vision by indicating whether an edge is present. Through theoretical
analysis on contextual Stochastic Block Models, we show that a good
link predictor can imply the knowledge needed by a good node classifier.
Therefore, we propose to use the “free labels” from the graph structure to
form link prediction tasks and obtain an effective graph filter, which can
be used to initialize the node classification model. Experimental results
on both synthetic and real-world heterophilic graphs demonstrate the
effectiveness of our approach. We also provide an in-depth analysis of
the learned filters, which sheds light on the underlying mechanisms of
our proposed approach. Codes are available at https://github.com/lucio-
win/PKDD2023.

Keywords: Heterophilic Graph Learning · Adaptive Filter ·
Weakly-Supervised Learning

1 Introduction

In recent years, graph neural networks (GNNs) have gained considerable atten-
tion as a powerful method for analyzing graph-structured data across various
domains [2,30,32,33]. Most classic GNNs are designed with explicit or implicit
assumptions of homophily [7,22]. However, homophily does not hold for het-
erophilic graphs, thus making existing GNNs inefficient on heterophilic graphs.
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To address this issue, recent work introduces adaptive filters, which learn adap-
tive graph filters based on the graph data [3,4,6,11,23,28,34–36]. Such models
have shown great potential in enhancing the performance of learning tasks on
heterophilic graphs.

It should be noted, however, that a large proportion of training data is typi-
cally used to evaluate adaptive spectral GNNs on heterophilic graphs [19,23,24].
A common practice is to divide data into train, validation, and test sets with a
ratio of 60%, 20% and 20%, respectively. Although a large amount of training
nodes enables the adaptive models to learn better graph filters, such a partition
is less practical in real-world scenarios where we normally know less but pre-
dict more. Moreover, a high training ratio means that a substantial number of
labeled nodes is required to predict an unknown node, making the learning pro-
cess cost-ineffective. It remains unclear how adaptive filter-based GNNs perform
in weakly-supervised settings.

To figure this out, we investigate the performance of the adaptive spectral
GNNs under different data splits. Surprisingly, as the amount of training data
decreases, the performance of the adaptive spectral GNNs deteriorates rapidly.
In some cases, they can even be easily outperformed by GNNs with fixed filters.
For example, when the proportion of the training set is less than 15%, typi-
cal adaptive filter-based GNNs like GPR-GNN can be outperformed by GCN.
To understand why adaptive filter-based GNNs are sensitive to the amount of
training data, we further analyzed the graph filters learned by the model under
different data splits. The results indicate that when the training sample ratio
is low, the model is unable to learn an effective filter, resulting in poor perfor-
mance. By using an effective initial filter, which accounts for less than 0.2%1

of all trainable parameters, the performance of the model can be significantly
improved in weakly-supervised settings.

Motivated by the above observations, we propose a novel approach to learn
an effective graph filter in a weakly-supervised setting. According to the above
analysis, the lack of supervision and the resulting ineffective filters should be
blamed for the poor performance. The key to the solution is therefore obtaining
a good filter without heavy labeling. To achieve this, we utilize the free link
labels in the graphs. To be specific, although getting labeled nodes requires a
non-trivial amount of annotations, labeled edges are free to get in a graph. The
graph structure already tells whether an edge exists, which provides N2 edge
labels where N is the number of nodes. Through theoretical analysis, we found
that a good link predictor also implied the knowledge needed by a good node
classifier. Hence, we leverage the edge information to form a problem of link
prediction. The graph filter learned for the link prediction problem is used to
initialize the filter of the node classifier. Such prior powers the node classifier
with the ability to keep informative signals in the graph, thus improving the
classification accuracy.

1 This value depends on the number of node features, classes, hidden units, hidden
layers and propagation layers. The calculation is provided in the supplementary
material.
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Our experiments on synthetic and real-world datasets demonstrate the effec-
tiveness of our approach in node classification tasks. We also provide an in-depth
analysis of the learned filters, which sheds light on the underlying mechanisms
of our proposed approach.

2 Related Work

2.1 Adaptive Filters for Heterophilic Graph Learning

Graph neural networks (GNNs) have achieved remarkable success in learning
representation for graph data. From the perspective of graph signal processing,
most GNNs can be viewed as fixed low-pass graph filters that smooth features
over graph topology [5,10,12,14–16,27,29,31]. These models are designed with
the assumption of homophily which assumes similar nodes tend to connect in
a graph. In homophilic graphs, low-frequency signals dominate so that low-pass
filters work well. For heterophilic graphs, however, the information lies at dif-
ferent frequencies due to complex edge patterns. Therefore, existing low-pass
filters are not applicable in such graphs. In response to this challenge, a recent
line of research focuses on designing adaptive filters which adapt their frequency
response according to the graph patterns in both homophilic and heterophilic
settings. GPR-GNN [6] uses a polynomial function to represent the graph fil-
ter and learn the optimal polynomial coefficients that can automatically adjust
to the node label pattern. BernNet [11] approximates the optimal filter using a
Bernstein polynomial of order-k and utilizes the coefficients of the Bernstein basis
to design its spectral property. JacobiConv [28] employs the Jacobi basis which
is orthogonal and adaptable to a diverse array of weight functions. AdaGNN [9]
utilizes a trainable filter that spans over several layers. ARMA [3] introduces a
new graph convolutional layer inspired by the auto-regressive moving average
(ARMA) filter, which could offer a more adaptable frequency response. ARMA
is more resilient to noise and is better equipped to capture the overall struc-
ture of the graph. PP-GNN [21] proposes a piece-wise polynomial filter to model
more complex frequency responses. Compared with GNNs that employ fixed fil-
ters, the above methods with adaptive filters can better adjust their frequency
response based on data characteristics, thus achieving good performance on het-
erophilic graphs. However, it is worth noting that the current evaluation of these
methods often uses a large proportion of nodes for training. Their performance
in weakly supervised scenarios remains to be explored.

2.2 Evaluation on Heterophilic Graph Learning

There are three primary benchmarks in evaluating graph neural network models
for heterophilic graphs. The most widely used benchmarks are the six datasets
proposed by Pei et al [23], which include Wikipedia graphs, chameleon and
squirrel, the Actor co-occurrence graph, and the webpage graph Texas and



Leveraging Free Labels to Power up Heterophilic Graph Learning 143

Cornell from WebKB3. The majority of works on heterophilic graph learn-
ing adopt these datasets as standard benchmarks for performance evalua-
tion [6,11,20,23,28,35,36]. Lim et al. [19] address the large-scale heterophilic
graph learning and present larger heterophilic datasets with a wider range of
applications. Platonov et al. [24] point out that the prior datasets used for evalu-
ating heterophily-specific models suffer from serious drawbacks, including dupli-
cate nodes and unstable performance due to their small scale. To address these
issues, they propose a new benchmark dataset with graphs of varying properties.
Evaluation of spectral GNNs with adaptive filters on these heterophilic graphs
verifies that they can learn adaptive frequency responses from the data, thereby
achieving better performance than the GNNs with fixed filters.

However, we notice that current evaluations for these models often use a
large proportion of graph nodes for training. For example, the dataset proposed
by Pei et al. [23] adopts a 60%, 20%, and 20% split for training, validation, and
testing, respectively. In addition, the datasets proposed by Lim et al. [19] and
Platonov et al. [24] adopt a 50%, 25%, and 25% split for training, validation, and
testing, respectively. Such dense training splits indeed help with filter training
but are not practical for real applications. In real-world scenarios, we normally
only know the true labels of a small portion of nodes and expect to predict the
labels of more. Therefore, it is crucial to understand the effectiveness of these
adaptive methods in weakly supervised scenarios, motivating us to conduct the
empirical studies in this paper.

3 Motivation

In this section, we start with an empirical investigation into the performance of
GPR-GNN [6], a pervasive model utilizing an adaptive filter, across diverse parti-
tions of heterophilic graph data. We observe a notable performance degradation
of GPR-GNN under weakly supervised settings. Intriguingly, with inadequate
training data, GPR-GNN may even exhibit inferior performance compared to
GNNs with fixed graph filters, such as GCN.

3.1 Experimental Setups

Problem Setup. The empirical study focuses on the semi-supervised node
classification task on heterophilic graphs. Given a graph G = (V, E ,X) with n
nodes, where V is the set of nodes {v1, · · · , vn} with |V| = n, E is the set of edges,
and X = (x1,x2, · · · ,xn)T ∈ R

n×m is the corresponding feature matrix. The
feature of each node v ∈ V can be denoted as an m-dimensional row vector xv ∈
R

m. The adjacency matrix A ∈ R
n×n can be constructed by setting Aij = 1 if

(vi, vj) ∈ E and Aij = 0, otherwise. Ã stands for the adjacency matrix with self-
loops. Let D̃ be the diagonal degree matrix of Ã and the symmetric normalized
adjacency matrix with self-loops can be expressed as Ãsym = D̃−1/2ÃD̃−1/2.
y ∈ Y |V| denotes the ground truth label for each node. Our goal is to predict
the classes of unlabeled nodes.
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Table 1. Real-world Dataset Statistics.

Dataset Chameleon Squirrel Actor Genius Tolokers Questions

# Nodes 2,277 5,201 7,600 421,961 11,758 48,921

# Edges 36,101 216,933 29,926 984,979 519,000 153,540

# Features 2,325 2,089 931 12 10 301

# Classes 5 5 5 2 2 2

Datasets and Splits. For the experiments, we adopt one synthetic dataset:
the cSBM dataset from [8], as well as six real-world datasets: chameleon, squirrel
and actor from [23], tolokers and question from [24] and genius from [19].

The cSBM dataset is a synthetic dataset generated from a stochastic block
model (SBM) [8]. Within the framework of cSBM, the node features are modeled
as Gaussian random vectors, with their means conditioned on the corresponding
community assignments. The difference in means is modulated by a parameter
μ, whereas the difference in edge densities between and within communities is
governed by a parameter λ. In our experiments, we consider the same setting
of the cSBM dataset as in [6]. Specifically, we generate two communities with
equal sizes. The parameter φ = arctan

(
λ

√
ξ

μ

)
× 2

π is used to control the relative
information of node features and graph structures. A value of φ = 0 implies that
only node features contain pertinent information, whereas a value of |φ| = 1
implies that solely the graph topology contains informative signals. Since we
focus on heterophilic graph learning, we generate the cSBM dataset with a list
of φ as [−1,−0.75,−0.5]. We refer readers to [1,6,8] for more detailed settings
and the generating process of the cSBM dataset.

Chameleon and squirrel are two of the most widely utilized heterophilic
datasets for node classification tasks. The two datasets were originally col-
lected by Rozemberczki et al. [25]. Nodes in these graphs correspond to articles
from the English Wikipedia and the edges represent mutual hyperlinks between
them. Node features denote the occurrence of specific nouns within the articles.
Actor is an actor-only induced subgraph derived from the film-director-actor-
writer network proposed by Tang et al. [26]. Each node in the graph represents
an actor, while edges denote their co-occurrence on the same Wikipedia page.
Node features correspond to certain keywords extracted from the corresponding
Wikipedia page. The task is to classify the actors into five categories. Tolokers
is derived from the data collected from the Toloka crowdsourcing platform [17].
Each node in the graph corresponds to a toloker who has taken part in at least
one of the 13 chosen projects. An edge connects two tolokers if they have col-
laborated on the same task. The objective is to predict which tolokers have
been banned in any of the projects. Node features are derived from the profile
information and task performance of the workers. Questions dataset is derived
from data collected from the Yandex Q question-answering website. Nodes in
the graph correspond to users, with an edge connecting two nodes if one user
answered the other user’s question within one year. The classification task aims
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to predict which users were active on the website at the end of the period. Genius
is a social network introduced in [18], the task is to predict the reported gender
of the users. Node features are the bag-of-words representation of the bios of the
users. Key statistics of these datasets are shown in Table 1.

In terms of data splits, we are interested in the performance of GPR-GNN
under different data partitions. Since node classification tasks on synthetic data
are relatively easy, we evaluate with lower training sample ratios, namely [0.005,
0.01, 0.025, 0.05]. For real-world datasets, the training sample ratios include
[0.025, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6]. We fix the
validation set ratio as 0.1, and the remaining nodes are used as the test data.
We repeat the random sampling process 10 times and report the average perfor-
mance.

Model. In our evaluation, We employ the GPR-GNN as the representative
GNN model which adopts the idea of adaptive filters. Taking a graph with
feature X and normalized adjacency matrix Ãsym as the input, GPR-GNN first
extracts the embeddings of each node by a 2-layer MLP, H(0) = fθ (X) and
then applies a K-layer Generalized PageRank propagation to obtain the final
representations of each node Z =

∑K
k=0 γkÃk

symH
(0), where γk is the weight

of the k-th layer and θ correspond to the MLP parameter. From the spectral
perspective, it parameterizes the graph filter as a polynomial of degree K: g(λ) :=∑K

k=0 γkλk, where λ is the eigenvalue of the normalized adjacency matrix. Given
the fact that GPR-GNN is one of the most representative prototypes of adaptive
filter-based models, results obtained from it can be potentially generalized to
other similar models. Meanwhile, we adopt the GCN model as the representative
of fixed filter-based GNN for comparison.

Implementation Details. For all datasets, we set the number of training
epochs as 1000 and the early stopping patience as 200, using the validation
accuracy as the supervision. We use Adam optimizer [13] with the learning rate
tuned in [0.005, 0.01, 0.05] and the weight decay tuned in [0, 0.0005] for all
trainable parameters. For GPR-GNN, we set the number of MLP layers as 2,
the number of hidden units as 64 and the number of propagating layers as 10.
For GCN, we utilize a 2-layer convolution structure with 64 hidden units.

3.2 Results and Observations

Figure 1 show the mean accuracy of GPR-GNN and GCN on the synthetic and
real-world datasets, respectively. From the results, we make the following obser-
vation. GPR-GNN outperforms GCN in most cases when the training ratio is
high. However, as the volume of training data decreases, the performance of
GPR-GNN deteriorates much more severely than that of GCN. For example, on
the chameleon dataset, GPR-GNN exhibits up to 5% improvements in perfor-
mance over GCN when the training sample ratio exceeds 0.25. However, with
lower training sample ratios, GPR-GNN is inferior to GCN. Intriguingly, we
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Fig. 1. The performance of GPR-GNN and GCN on synthetic and real-world datasets
under different data splits

observed that when the training ratio is as low as 0.025, the performance of
GPR-GNN is over 10% lower than that of GCN, highlighting the significant
impact of the training sample ratio on model performance in heterophilic graph
analysis.

3.3 Analysis

Based on the experimental results, it appears that the adaptive filter-based GNN
is particularly sensitive to the density of the training data. To gain a deeper
understanding of the underlying reasons for this phenomenon, we make a detailed
analysis of the frequency response of the learned filters of GPR-GNN under
different splits. Figure 2 displays the frequency response of the learned filters
and the mean accuracy of GPR-GNN on the chameleon dataset. Each curve with
different colors corresponds to a different initialization. The results demonstrate
that, in scenarios where the training data is insufficient, the model is unable to
learn an effective filter from the data, and the frequency response is primarily a
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Fig. 2. The learned response filter and mean accuracy of GPR-GNN for chameleon
dataset under different data splits

Fig. 3. The learned response filter and mean accuracy of GPR-GNN for chameleon
dataset under different data splits, using the learned filters of GPR-GNN at a training
ratio of 0.6 as the initialization for γ

result of random initialization. This is further reflected by the decreasing speed
of accuracy as the training ratio drops. Specifically, when the training ratio
decreases from 0.5 to 0.3, the model is still able to learn a decent filter, resulting
in only an 8% decrease in accuracy. However, when it further drops from 0.3
to 0.1, the accuracy significantly decreases by 19%. The results suggest that
a critical factor leading to the performance degradation of GPR-GNN under
conditions of insufficient training data is its inability to learn an effective filter.
As a consequence, the filter’s performance is primarily determined by random
initialization, eliminating its ability to capture graph features.

To verify this hypothesis, we design another set of experiments. We adopt
the filters learned by GPR-GNN at a training ratio of 0.6 as initialization for
γ (where γ represents the coefficients of the polynomial filter) and evaluated
the performance of GPR-GNN under different training ratios. Notably, the γ
parameters only account for less than 0.2% of all trainable parameters in GPR-
GNN. The results, as depicted in Fig. 3, demonstrate a significant improvement
in GPR-GNN’s performance when the training ratio is low, suggesting that the
model’s performance is closely correlated to the quality of the learned filter. Sur-
prisingly, providing a good initialization for only a tiny subset of the parameters
can lead to such significant improvement. For instance, when the training ratio is
as low as 0.1, adopting the well-pre-trained filter can improve the performance by
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14%. Confirming the impact of filters on the performance in cases of insufficient
training data, the challenge now becomes how to obtain an efficient filter that is
well-suited to the characteristics of graph data in weakly supervised scenarios.

4 Proposed Approach

The empirical results clearly illustrate the critical role of an effective filter in
improving the performance of the adaptive filter-based GNNs in weakly super-
vised scenarios. However, it is also indicated that, when the training data is
insufficient, the model is unable to learn an effective filter solely based on the
available node labels. Motivated by the recent work [2] that presents the con-
nection between node classification (NC) and link prediction (LP) on knowledge
graphs, we propose to leverage the edge information, which comes “free” with
the graph data, to learn an effective filter for the initialization of the adaptive
filter-based GNNs in node classification tasks. Specifically, we first train a link
prediction model on the graph data, and then use the learned filter as an ini-
tialization for the adaptive filter-based GNNs to conduct node classification on
the same graph. The intuition behind this approach is that, in the process of
learning the link prediction model, the model should capture the intrinsic prop-
erties of the graph data, such as the node relationships, and therefore encourage
its adaptive filter to respond to the “informative frequency”. In this way, the
model can learn an effective initial filter from the data, and the performance of
the adaptive filter-based GNNs in weakly-supervised settings can be significantly
improved.

To further illustrate the connection between node classification and link pre-
diction on the same graph, we provide a theoretical analysis of the relationship
between the two tasks on a generative graph model presented in Sect. 3.1, the
cSBM [8]. In essence, our theoretical analysis demonstrates how, on the cSBM,
an optimal model learned from one task can be transformed into an optimal
model for another task.

Problem Setup. Let G = (V,E) be an undirected graph, where V = 1, 2, ..., N
is the set of nodes and A is the adjacency matrix. We assume that the graph is
generated by the contextual stochastic block model (cSBM) with 2 clusters. Let
C = C1, C2 be the partition of the nodes. The cSBM model assumes that the
probability of an edge between two nodes depends only on their clusters. Let pij

be the probability of an edge between node i and node j, where i, j ∈ V . Then,
the SBM model is defined as follows:

pij =

{
pin, if i, j ∈ Cl for l ∈ 1, 2
pout, if i ∈ Cl and j ∈ Cm for l �= m

where pin is the in-cluster probability and pout is the inter-cluster probability.



Leveraging Free Labels to Power up Heterophilic Graph Learning 149

From NC to LP. Assuming we have an optimal node classifier NC∗(i), we
can construct an optimal link predictor LP∗(i, j) that outputs the probability of
there being an edge between nodes i and j as:

LP∗(i, j) =

{
p̂in, if NC∗(i) = NC*(j),
p̂out, if NC∗(i) �= NC*(j)

where p̂in and p̂out can be estimated by Maximum Likelihood Estimation (MLE)
as follows:

p̂in =

∑
i∈V

∑
j∈V Aij [i ∈ Cl and j ∈ Cl, l ∈ 1, 2]∑
i∈V

∑
j∈V [i ∈ Cl and j ∈ Cl]

,

p̂out =

∑
i∈V

∑
j∈V Aij [i ∈ Cl and j ∈ Cm, l �= m]∑

i∈V

∑
j∈V [i ∈ Cl and j ∈ Cm]

,

where the [] denotes the Iverson bracket, which converts a boolean expression to
0 if the boolean expression in the bracket is false, and 1 otherwise. The complete
MLE procedure can be found in the supplementary material.

From LP to NC. Assuming we have an optimal link predictor LP∗(i, j) and
a subset of the node labels ysub, the procedure of constructing an optimal node
classifier NC∗(i) is derived as follows:

1. Randomly select an anchor node a.
2. Compute the link probabilities of all other nodes with the anchor node:

pi = LP∗(a, i) for all i �= a.
3. Sort the nodes in descending order of their link probabilities.
4. Assign the first N/2 nodes to the same community and the remaining

nodes to another community.
5. Repeat steps 1–4 with different anchor nodes and take the partition that

yields the highest modularity score as the optimal partition.
6. Based on the optimal partition and the ysub, construct the node classifier

NC∗(i) by assigning node i to the label of the community that it belongs to in
the optimal partition.

The modularity score is a measure of the quality of the partition and is
defined as:

Q =

∣∣∣∣∣∣
1

2m

∑
i,j

(Aij − kikj

2m
)δ(ci, cj)

∣∣∣∣∣∣
where Aij is the observed edge between nodes i and j, ki and kj are the

degrees of nodes i and j, respectively, m is the total number of edges in the
network, and δ(ci, cj) is an indicator function that equals 1 if nodes i and j
belong to the same community and 0 otherwise.

We take the absolute value of Q here because we cannot determine the rela-
tive magnitudes of pin and pout. Furthermore, when pin and pout are close, LP
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may have difficulties in distinguishing intra-class edges from inter-class edges,
resulting in non-trivial noise in the partition. Therefore, we use multiple anchors
and repetitions to improve the robustness of the partition. Once the optimal par-
tition is obtained, we only need a small number of node labels as the partition
labels to complete the classification.

The above analysis indicates how the node classification tasks relate to the
link prediction tasks on the cSBM, which motivates us to solve the challenge of
node classification on the heterophilic graph under weakly-supervised settings
via utilizing the “free label”. That is, using the link prediction tasks to obtain
a filter that well captures the informative graph signals and initializes the node
classification model with such a filter.

4.1 Implementation

Our proposed approach is implemented as follows. For each node classification
task on the heterophilic graph, we first formulate a link prediction task on the
same graph. To prepare the edge data for the link prediction, we randomly split
all edges into training, validation, and testing edges with a split of 0.85:0.1:0.05.
Note that the testing split is only reserved to check the performance of the link
predictor. During each training epoch, we sample pairs of unconnected nodes
in the graph as negative edges, which have the same number as the training
edges. The model is trained to predict the link probability of each edge, where
1 indicates a positive edge and 0 refers to a negative edge.

The link predictor uses the same backbone as the model used for the node
classification task, with only one exception: we remove the softmax layer and
replace it with a linear layer combined with a sigmoid layer, which takes the
concatenation of the node embeddings of a pair of nodes as input and outputs
the link probability. The link predictor is trained with the same hyperparameters
as the node classification task, using binary cross-entropy loss as the training loss.
After the link predictor is fully trained, we obtain the learned filter, denoted by
the parameter γL.

To conduct the node classification task, we initialize the filter as γL and
randomly initialize the other parameters. We keep the rest of the training details,
including hyperparameters and training procedure, the same as described in
Sect. 3.1.

5 Experiments

To evaluate the effectiveness of our proposed methods, we conduct the following
experiments on both synthetic and real-world heterophilic graphs. Specifically,
we are examining the following aspects: (1) whether the proposed approach can
effectively utilize the “free label” to improve the performance of node classifica-
tion on heterophilic graphs. (2) whether the proposed approach can be applied
to other adaptive filter-based GNNs. (3) the visualization of the learned filters.
The experiment setups we used in this section keep the same as presented in
Sect. 3.1.
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Fig. 4. The performance of GCN, GPRGNN-R and GPRGNN-L on both synthetic and
real-world heterophilic graphs under different data splits

5.1 Performance Improvements on GPR-GNN

We first evaluate our proposed method on GPR-GNN. The main results are
shown in Fig. 4, we also provide a detailed accuracy table in the supplemen-
tary material. GPRGNN-R denotes the original GPR-GNN that uses random
initialization of the filter. GPRGNN-L denotes our approach that first trains a
link predictor to obtain a learned filter and then uses the filter to initialize the
filter of the node classifier. The results show that our approach can significantly
improve the performance of GPR-GNN on heterophilic graphs, especially when
the training sample ratio is low. For example, when the training set proportion
is 0.1, GPRGNN-L achieves 14% and 8% improvements over GPRGNN-R on
the chameleon and squirrel datasets, respectively. This indicates that our app-
roach can effectively utilize the “free label” to improve the performance of node
classification under weakly-supervised settings. Furthermore, we also observe a
smaller variance in the performance of GPRGNN-L than that of GPRGNN-R,
meaning that our approach also enhances the stability of GPR-GNN.
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Fig. 5. The performance of GCN, BernNet-R and BernNet-L on both synthetic and
real-world heterophilic graphs under different data splits.

5.2 Performance Improvements on BernNet

To verify that the proposed approach can be applied to other adaptive filter-
based GNNs, we also evaluate our approach on BernNet [11], a GNN model
that learns a filter with Bernstein basis. The results are shown in Fig. 5, which
demonstrates that our approach can also improve the performance of BernNet
under weakly-supervised settings. In addition, we find that the amount of data
that BernNet requires to learn an effective filter is smaller than GPR-GNN. For
example, on the squirrel dataset, BernNet-R achieves comparable performance
to BernNet-L with a training set proportion of 0.2 for chameleon and squirrel
datasets, whereas GPRGNN-R requires a proportion of 0.35. We also notice that
on specific datasets like questions, the adaptive filter is insensitive to the training
set proportion.
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Fig. 6. The learned initial filter of GPRGNN-L and BernNet-L on squirrel, compared
with the optimal filter learned with a training ratio of 0.6, denoted as GPRGNN-0.6 and
BernNet-0.6. (More learned filters on other datasets are provided in the supplementary
material.)

5.3 Visualization of the Learned Filters

To verify that the learned filters are effective, in this section we visualize the
learned filters and compare them with the optimal filters. The visualization
results are shown in Fig. 6. We can see that the learned filters are consistent with
the well-optimized filters learned with sufficient training data, which verifies the
effectiveness of using the link predictor to initialize the adaptive filter.

6 Conclusion

This paper addresses a pitfall inherent in the evaluation of adaptive filter-based
GNNs in heterophilic graph learning: the common practice of data splitting is to
allocate a high proportion of data for training, making the evaluation impracti-
cal. To fill this gap, we conducted a series of empirical experiments and verified
that in weakly supervised scenarios, the performance of adaptive filter-based
GNNs rapidly deteriorates, and they may even be outperformed by fixed filter-
based GNNs. Through additional experiments, we highlighted that the ineffec-
tiveness of the learned filters is a key factor leading to the performance degrada-
tion. To address this issue, we proposed an edge information-based approach to
learn an effective initial filter. We conducted experiments on two adaptive filter-
based GNNs, GPR-GNN and BernNet, and verified that the proposed approach
can effectively learn a good initialization and therefore improve the performance
of adaptive filter-based GNNs under weakly-supervised settings.
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Abstract. How can we learn effective node representations on textual
graphs? Graph Neural Networks (GNNs) that use Language Models (LMs)
to encode textual information of graphs achieve state-of-the-art perfor-
mance in many node classification tasks. Yet, combining GNNs with LMs
has not been widely explored for practical deployments due to its scala-
bility issues. In this work, we tackle this challenge by developing a Graph-
Aware Distillation framework (GraD) to encode graph structures into an
LM for graph-free, fast inference. Different from conventional knowledge
distillation, GraD jointly optimizes a GNN teacher and a graph-free stu-
dent over the graph’s nodes via a shared LM. This encourages the graph-
free student to exploit graph information encoded by the GNN teacher
while at the same time, enables the GNN teacher to better leverage textual
information from unlabeled nodes. As a result, the teacher and the student
models learn from each other to improve their overall performance. Exper-
iments in eight node classification benchmarks in both transductive and
inductive settings showcase GraD’s superiority over existing distillation
approaches for textual graphs. Our code and supplementary material are
available at: https://github.com/cmavro/GRAD.

Keywords: Graph Neural Networks · Language Models · Knowledge
Distillation

1 Introduction

Graph Neural Networks (GNNs) offer state-of-the-art performance on graph
learning tasks in real world applications, including social networks, recommenda-
tion systems, biological networks and drug interactions. GNNs [10,17,26] learn
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node representations via a recursive neighborhood aggregation scheme [8], which
takes as input the node features and the graph structure. In textual graphs, text-
based information is associated with the graph’s nodes. Methods such as bag-
of-words, word2vec [21] or pre-trained Language Models (LMs), e.g., BERT [5],
are used to transform raw texts of nodes into features. Transforming raw text
to numerical features is usually associated with a non-negligible cost. For exam-
ple, LMs that rely on transformers [25] have a very large number of parameters
and their cost depends on the LM’s architecture1. This high computational cost
results in expensive and/or slow inference during deployment.

Recent works show that combining GNNs with LMs in an end-to-end man-
ner [15,31] leads to state-of-the-art performance for node classification and link
prediction tasks. Although powerful, these models are associated with expensive
inference costs. During mini-batch inference, a K-layer GNN fetches an expo-
nential number of nodes w.r.t. K, where raw texts of the fetched nodes need
to be transformed to numerical features on the fly. As a result, combining LMs
with GNNs in a cascaded manner exponentially grows the LM inference cost for
each target node. This cost is prohibitive for applications where fast inference is
vital, such as providing instant query-product matching in e-commence.

Aiming at a balance between effectiveness and efficiency, we seek to transfer
useful knowledge from a GNN teacher to a graph-free student via distillation.
As the graph-free student does not use the graph structure during inference, the
inference cost depends only on the LM employed. However, existing knowledge
distillation (KD) approaches for graphs either do not take full advantage of the
graph structure [39] or they require powerful student models (e.g., large LMs)
to achieve good performance [42].
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Fig. 1. GraDBERT is on the Pareto
front: Accuracy performance w.r.t. infer-
ence time for ogbn-arxiv. L is the input
sequence length and OOM (out of mem-
ory) means that the model encountered
GPU failure.

To address these limitations, we
developed a Graph-Aware Distillation
approach (GraD) that jointly opti-
mizes the GNN teacher with its graph-
free student via a shared LM. The
shared LM serves as an interaction
module that allows the two models
to learn from each other. On the
one hand, the GNN teacher updates
the LM’s parameters with graph-aware
information and distills graph knowl-
edge as soft-labels, which are provided
to the student. On the other hand,
the graph-free student imitates the
GNN’s predictions and leverages tex-
tual information from unlabeled nodes
to improve the fine-tuning of the shared LM. This dynamic interplay between

1 For example, the inference cost of a single transformer layer is O(L2d + Ld2), where
L is the sequence length and d is the number of hidden dimensions.
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the two models stimulates the student to not only mimic the GNN predictions
but to learn node features that improve its teacher’s performance.

GraD is formulated as a multi-task learning for the shared LM, whose goal
is to achieve good performance for both the GNN teacher and the graph-free
student models. We designed three different strategies for optimizing the GraD
framework. Their key differences is on how tight the teacher and student models
are coupled and on how much flexibility the student model has to fit to its
teacher’s predictions. As a result, GraD can be applied in both large-scale
graphs, where the student model is a powerful LM, and in small-scale graphs,
where the LM is substituted by simple MLPs.

Figure 1 illustrates the superiority of GraD when the graph-free student
model is a BERT model (GraDBERT). It outperforms a fine-tuned BERT model
for node classification by 3.24%, and it is as effective as combining BERT with
a GNN with 2.4x–13x smaller inference time. Our contributions are summarized
below:

– We analyze and identify the limitations of conventional knowledge distillation
for textual graphs, which have been previously under-studied (Sect. 3.2).

– We present a graph-aware distillation (GraD) framework that couples a GNN
teacher and a graph-free student together to fully exploit the underlying graph
structure. GraD improves classification for both seen and unseen nodes, that
are present in either large or small-scale graphs (Sect. 6.1 and Sect. 6.2).

– We developed three different strategies (Sect. 4) to effectively optimize GraD
framework, which we comprehensively study. This enables GraD to scale to
large graphs and achieve state-of-the-art performance in node classification
tasks.

2 Background

2.1 Problem Formulation

In an input textual graph G = {V, E}, each node v ∈ V is associated with
raw text, which we denote as Xv. V is the node set and E is the edge set.
Let N denote the total number of nodes. For node classification, the prediction
targets are Y ∈ R

N×m, where row yv is a m-dim one-hot vector for node v.
The node set is divided into labeled nodes VL and unlabeled nodes VU , i.e.,
V = VL ∪ VU . In inductive scenarios, the input graph G is divided into two
subgraphs G = Gtran ∪ Gind, where Gtran is used for learning (transductive part)
and Gind is used only during inference (Gind is the inductive part that is not
observed during learning). In transductive scenarios, we have G = Gtran and
Gind = ∅.

As introduced Sect. 1, utilizing the textual graph G for making predictions
at test time results in slow inference. Thus, we seek to learn a graph-free model
τ ′, e.g., a LM, that only takes node text Xv during inference. It is desired that
τ ′(Xv) ≈ f(G,Xv), where f is a model that uses the graph, e.g., a GNN, so that
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the graph-free model achieves as effective node classification as a graph-based
model.

2.2 GNNs on Textual Graphs

To handle raw texts in textual graphs, Xv is transformed to numerical features
xv ∈ R

d via a function τ(·),
xv = τ(Xv). (1)

For example, LMs, such as BERT [5] for modelling τ(·), transform each token of
the input sequence Xv to a representation. The final xv can be obtained as the
representation of a specific token, which is usually the [CLS] token.

GNNs [17,26] transform a computation graph Gv that is centered around node
v to a d-dimensional node representation hv. We write the GNN transformation
as

hv = GNN
({τ(Xu) : u ∈ Gv})

, (2)

where τ(Xu) generates the input features xu of node u. For a GNN with K
layers, Gv includes nodes and edges (with self-loops) up to K hops away from v.

The (k + 1)-th GNN layer takes as input a node’s representation h(k)
v of

the previous layer k as well as the representations of its 1-hop neighbors. It
aggregates them to a new representation h(k+1)

v as follows,

h(k+1)
v = φ

({h(k)
u : u ∈ Nv})

, (3)

where Nv is the set of direct neighbors of v and φ(·) is an aggregation function.
For example, a common GNN update φ(·), which is employed in GraphSAGE [10]
and RGCN [24], can be described as follows,

h(k+1)
v = σ

(
W

(k)
selfh

(k)
v +

∑

u∈Nv

W (k)h(k)
u

)
, (4)

where W
(k)
self,W

(k) are learnable parameters and σ(·) is a nonlinearity mapping.
At the first layer, we usually have h(0)

v = xv, that are text features extracted
from the node. Computing hv can be as expensive as O(SKC), where τ(·) is a
LM with inference cost C, S is the neighborhood size, and K is the number of
GNN layers.

3 Towards Graph-Aware Knowledge Distillation

As discussed in Sect. 2.1, we seek to learn a graph-free model τ ′ for fast inference,
that also achieves as effective node classification as a GNN model f .
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3.1 Knowledge Distillation

A straightforward solution is to use the Knowledge Distillation (KD) tech-
nique [11], where a powerful teacher model transfers knowledge to a simpler
student model. In our case, the teacher model corresponds to a graph-based
model (GNN), while the student model is a graph-free model, such as an LM.

We follow the standard KD paradigm, in which the teacher distills knowledge
via soft-labels. At a high level, the algorithmic procedure is

– First Stage. The GNN teacher is trained for node classification. The objec-
tive is given by

Lnc =
∑

v∈VL

lCE(t̂v,yv), (5)

where lCE is the standard cross-entropy and

t̂v = MLP
(
GNN

({xu : u ∈ Gv}))
(6)

are teacher’s label predictions (logits). Numerical features xu are learned by
fine-tuning an LM τ(·) in an end-to-end manner; see Eq. (1). The trained
GNN teacher generates soft-labels t̂v for all nodes v ∈ G.

– Second Stage. Another LM τ ′(·) is trained to mimic GNN’s predictions t̂v.
The LM is optimized via

LKD =
∑

v∈VL

lCE(ŝv,yv) + λ
∑

v∈V
lKL(ŝv, t̂v), (7)

where
ŝv = MLP

(
τ ′(Xv)

)
(8)

are the student’s predictions and lKL is the KL-divergence between the stu-
dent’s and teacher’s logits. Hyper-parameter λ ∈ R controls the relative
importance of the knowledge distillation term.

3.2 What Does Knowledge Distillation Learn? An Analysis

In many cases, only a subset of the nodes in a graph is labeled; it is denoted as
VL. Since the GNN’s predictions t̂v are treated as soft-labels, the second term
in Eq. (7) allows KD to fine-tune its LM τ ′ over both labeled and unlabeled
nodes. However, as t̂v are pre-computed after the first stage of GNN training,
the graph-free student does not use the actual graph structure during learning
(second stage). In other words, nodes are treated independently from the under-
lying graph and the graph-free model can only infer how nodes interact via the
provided soft-labels by the GNN.

Next, we quantify the importance of capturing node interactions, which ben-
efits many applications such as community detection and label propagation in
graphs [16]. As discussed in Sect. 2.2, the node classification objective aims at
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transforming a subgraph Gv centered around node v to its label yv. In informa-
tion theory, this is equivalent to maximizing the mutual information I(·),

max
f

∑

v∈VL

If (yv;Gv), (9)

between Gv and label distribution yv, where If is parametrized by the GNN
function f . It is always true that I(·) ≥ 0.

If we consider Gv as a joint distribution of the feature set Xv = {Xu : u ∈ Gv}
and edge set Ev, we have

I(yv;Gv) = I(yv; (Xv, Ev)) = I(yv;Xv) + I(yv; Ev|Xv), (10)

which is obtained via the chain rule of mutual information. Now by setting
X̃v = Xv \ {Xv}, we can further obtain

I(yv;Gv) = I(yv;Xv) + I(yv; X̃v|Xv) + I(yv; Ev|Xv). (11)

The joint mutual information is decomposed into three terms, (i) the information
that comes from the node itself, (ii) the information that comes from other
nodes in Gv, and (iii) the additional information that comes from the actual
links between nodes.

Remark 1. If the neighbor set or the graph structure is not utilized during learn-
ing, only I(yv;Xv) of Eq. (11) can be maximized.

Corollary 1. Assume that predictions t̂u for unlabeled nodes u ∈ VU are
obtained via Eq. (6) with a GNN f and an LM τ . The graph-free student of
KD, that employs an LM τ ′, solves

max
τ ′

∑

u∈VU

Iτ ′(t̂u;Xu), (12)

where

t̂u = f
(
τ(Xu′) : u′ ∈ Gu

)
,

s.t. f, τ = arg max
f̃ ,τ̃

∑

v∈VL

If̃ ,τ̃ (yv;Gv). (13)

The student models solves Eq. (12) without directly accessing the graph
structure G. Since t̂u are obtained through a teacher GNN in Eq. (13), which
maximizes all three parts of Eq. (11), it is possible that t̂u can still implicitly con-
tain graph information from Gu. However, due to the data-processing inequality
of mutual information, it holds that

If,τ (yu;Gu) ≥ I(yu; t̂u). (14)

This means that, despite being a function of Gu, the information contained in
t̂u w.r.t. yu is less than that of the original Gu. Thus, student’s performance
depends on how informative t̂u are, compared to Gu.
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Fig. 2. GraD framework. GraD captures textual information among unlabeled linked
texts by allowing the teacher GNN and the graph-free student to jointly update the
shared text encoding function.

Note that the objectives of Eq. (12) and Eq. (13) are applied over different
sets of nodes VU and VL, which does not ensure that GNN f is the optimal func-
tion to encode graph information for nodes u ∈ VU . For example, a GNN might
overfit to nodes that appear frequently in the training subgraphs, and ignore
nodes that appear infrequently. In Sect. 4, we present a framework that aims at
better capturing the existing graph and textual information during distillation.

4 GRAD Framework

In this work, we take a different approach from the traditional KD, as imple-
mented in Eq. (12). As we cannot use the graph structure during inference, our
GRaph-Aware Distillation (GraD) improves structure utilization during train-
ing. The motivation is to use the original graph G while training the graph-free
student, even if GNN predictions t̂u may (or may not) implicitly contain such
graph information.

Our GraD framework does this by coupling the teacher GNN with its graph-
free student with a shared function τ(·). This allows the GNN to directly encode
structural information into τ , that is then used by the graph-free model during
inference. The overall framework is illustrated in Fig. 2. GraD is posed as a
multi-task learning for the shared LM, whose goal is to collectively optimize the
GNN teacher and the graph-free student models. The learning problem is given
by

max
f,τ

∑

v∈VL

If,τ (yv;Gv) +
∑

v∈VU

Iτ (t̂u;Xu),

where t̂u = f
(
τ(Xu′) : u′ ∈ Gu

)
,

(15)
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Fig. 3. GraD strategies for coupling the GNN teacher and the graph-free student. SL
denotes soft-label and GT denotes ground-truth label. GraD-Joint couples the two
models in a single step, GraD-Alt couples them in an alternate fashion, while GraD-
JKD couples them in the first stage and decouples them in the second stage. For
illustration purposes only, the star metric (�) quantifies the teacher-student coupling
tightness and the flexibility of the student model.

and function τ contributes in both objectives that GraD maximizes. This results
in a coupled multi-objective optimization, since predictions t̂u depend on func-
tion τ and thus, tie the GNN f with the graph-free model together.

Notably, the graph-free student uses soft-labels provided by the GNN to fine-
tune the LM over textual information from unlabeled nodes; see second term of
Eq. (15). This, consequently, ensures that the GNN leverages all the graph’s
textual information (in an implicit manner) to compute t̂u, which might have
been neglected in Eq. (13). As the GNN teacher better encodes graph-aware
textual information from the input (transdutive) nodes, the graph-free student
manages to train its own GNN teacher via the shared LM.

In what follows, we present three different optimization strategies (GraD-
Joint, GraD-Alt, and GraD-JKD) for solving Eq. (15). Figure 3 presents them
at a high-level, and their key difference is on how tight they couple the teacher
and the student model.

4.1 GRAD-Joint

The first strategy (GraD-Joint) optimizes GraD framework in a single-stage,
where the teacher and the student are jointly updating τ . GraD-Joint objective
is given by

LJoint = λ
∑

v∈V
lKL(ŝv, t̂v) +

∑

v∈VL

[
αlCE(t̂v,yv) + (1 − α)lCE(ŝv,yv)

]
, (16)

where λ ∈ R and α ∈ [0, 1] are hyperparameters that control the importance of
each term and ensure that the GNN models does not learn to ignore the struc-
ture. The first term is the KD loss between GNN teacher’s predictions t̂v and
graph-free student’s predictions ŝv, and the other two terms are for ground-truth
labels yv. Predictions ŝv and t̂v are optimized via a shared encoding function
τ(·) (multi-task learning).

We highlight the dynamic interplay between the GNN teacher and the graph-
free student in Eq. (16). The GNN teacher provides a soft-label t̂v, which the
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graph-free student tries to mimic via lKL(ŝv, t̂v). However, instead of training
τ(·) to simply mimic the GNN predictions, term lCE(t̂v,yv) encourages τ(·)
to generate text representations that are beneficial for the GNN teacher. This
co-learning between the GNN teacher and the graph-free student leads to graph-
aware text representations, as the two models learn from each other.

4.2 GRAD-Alt

A common challenge in multi-task learning is negative transfer [40], in which the
performance improvement of a specific task leads to performance degradation of
other tasks. Our second strategy (GraD-Alt) alleviates this issue, which might
be present in GraD-Joint, by optimizing the teacher and the student model in
an alternate fashion. GraD-Alt objective is given by

LT-step =
∑

v∈VL

lCE(t̂v,yv), (17)

LS-step = λ
∑

v∈V
lKL(ŝv, t̂v) +

∑

v∈VL

lCE(ŝv,yv), (18)

where the teacher objective LT-step and the student objective LS-step alter-
nately update function τ . Different from GraD-Joint, decoupling S-step from
the teacher gives more flexibility to the student to fit to its teacher’s predictions.

4.3 GRAD-JKD

Solving Eq. (17) and Eq. (18) consists of many alternate optimization steps that
update τ . This is associated with significant computational costs when τ is a
large LM and when the input graph consists of a large number of nodes.

Our third strategy (GraD-JKD) is motivated by the benefits discussed in
Sect. 4.1 that lead to improving the GNN teacher as well as the benefits dis-
cussed in Sect. 4.2 that lead to improving the flexibility of the graph-free student.
GraD-JKD consists of two distinct stages, as summarized below

– First Stage. The GNN teacher is jointly trained with its graph-free student
via objective LJoint; see Eq. (16).

– Second Stage. The GNN teacher is decoupled by its student, and the student
is retrained alone to mimic the teacher’s predictions via

LKD = λ
∑

v∈V
lKL(ŝv, t̂v) +

∑

v∈VL

lCE(ŝv,yv). (19)

The second stage is similar to conventional KD, which is why we term this
strategy GraD-JKD (Joint +KD). In our case, however, the GNN teacher has
been trained with a graph-free student, which allows it to better leverage textual
information from unlabeled nodes.
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4.4 Student Models

A powerful function τ(·), that can encode information from both the GNN and
the graph-free model, is a key factor in the co-optimization of the teacher and
student model. We use LMs, such as BERT [5], to instantiate τ(·), and name
our method GraDBERT. GraDBERT is fine-tuned end-to-end, which is shown
to benefit node classification tasks [15].

GraDBERT requires raw texts on nodes and assumes the graphs have ade-
quate data for training. Although not common in practical scenarios, some
graphs might be of small scale and not associated with raw texts. In such cases,
we model τ(·) by bag-of-words or TF-IDF text vectors (if provided), followed by
trainable MLPs, which we name GraDMLP.

5 Experimental Setup

5.1 Datasets

For GraDBERT, we use three widely used node classification benchmarks that
provide raw text on nodes, ogbn-arxiv (Arxiv), ogbn-products (Products), and
a smaller version of ogbn-papers100M (Papers1.5M) [3,12]. For GraDMLP,
we use Cora, Citeseer, Pubmed, A-Computer, and A-Photo [29], where input
features are bag-of-words or TF-IDF word encodings.

5.2 Implementation Details

For our GNN teacher, we use GraphSAGE [10] for both the GraDBERT and
the GraDMLP students. To further reduce the training computation cost for
GraDBERT, we use an 1-layer GraphSAGE and sample S ∈ {8, 12} neigh-
bors for Eq. (4), which has a training cost of O(SC) per node. We initialize
GraDBERT parameters with SciBERT [2] for Arxiv and Papers1.5M that pro-
vides better tokenization for scientific texts. Due to computational constraints,
we use a smaller LM for Products, i.e., DistilBERT [23], and we only use GraD-
Alt for small-scale graphs. Further implementation details and ablation studies
on GraD’s framework can be found in the Appendix.

5.3 Compared Methods

We develop the BERT+KD baseline, which employs conventional GNN-to-
BERT KD via Eq. (7). GLNN [39] is a GNN-to-MLP distillation approach that
does not leverage LMs, to which we refer as MLP+KD baseline. We also com-
pare GraDBERT with methods that fine-tune LMs on graphs. Graph-Aware
BERT (GA-BERT) [15] and BERT-LP [3] fine-tune BERT models to solve the
link prediction task. GIANT [3] fine-tunes BERT to solve neighborhood pre-
diction, which is a task similar to link prediction. E2EG [6] trains GIANT for
neighborhood prediction and node classification end-to-end. GLEM [42] utilizes
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Table 1. Performance comparison of graph-free methods. Bold font denotes the overall
best results. We also report the number of trainable parameters of each LM model in
millions (#Params).

Arxiv Products Papers1.5M
Acc. (%) #Params Acc. (%) #Params Acc. (%) #Params

MLP 62.91±0.60 No LM 61.06±0.08 No LM 47.24±0.39 No LM
GLNN 72.15±0.27 No LM 77.65±0.48 No LM -

BERT 72.81±0.12 110M 77.64±0.08 110M 61.45±0.07 110M
BERT-LP 67.33±0.54 110M 73.83±0.06 110M -
GIANT 73.06±0.11 110M 80.49±0.28 110M 61.10±0.19 110M
E2EG 73.62±0.14 110M 81.11±0.37 110M -
GLEM 74.53±0.12 138M 81.25±0.15 138M -

BERT+KD 74.39±0.32 110M 81.91±0.64 66M 61.85±0.04 110M

GraDBERT
Joint 74.92±0.16 110M 81.42±0.40 66M 63.44±0.05 110M
JKD 75.05±0.11 110M 82.89±0.07 66M 63.60±0.05 110M

variational inference to jointly optimize the LM and the GNN for node classifica-
tion. For a fair comparison, we have the same GNN architecture (GraphSAGE)
among methods that use GNNs (GraD, KD, GA-BERT, and GLEM) during
training.

6 Experimental Results

In the following experiments, we assess GraD’s performance for node classi-
fication over textual graphs. In Sect. 6.1, we compare GraDBERT with other
methods that do not use graph structure during inference, as well as we assess
the performance of GraD’s GNN teacher. In Sect. 6.2, we evaluate how well
different GraD strategies generalize to inductive (unseen) nodes. Furthermore,
we conduct inference time analysis to demonstrate the efficiency advantage of
GraD and provide qualitative examples in the Appendix.

6.1 GRADBERT Results

Table 1 shows performance results for methods that do not use graph structure
during inference. Clearly, GraDBERT is the method that performs the best.
MLP and GLNN are methods that do not fine-tune LMs, and thus, perform
poorly. GIANT and BERT-LP pretrain BERT to encode structural information,
but BERT is fixed for node classification, which may be suboptimal. For exam-
ple, E2EG, that adapts GIANT for node classification, improves GIANT by
0.61% points on average. GLEM relies on powerful LMs to alternately fine-tune
the teacher and the student models, and thus outperforms previous methods.
However, GLEM does not show a clear advantage over our baseline BERT+KD
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Table 2. GNN performance comparison for different methods that jointly fine-tune
LMs for node classification. The underlying GNN model is GraphSAGE. We also report
the number of trainable parameters of each backbone LM model in millions (#Params).

Arxiv Products Papers1.5M

Acc. (%) #Params Acc. (%) #Params Acc. (%) #Params

BERT-GNN 74.78±0.52 110M 82.01±0.43 110M 65.80±0.23 110M

GA-BERT-GNN 74.97 110M 82.35 110M -

GLEM-GNN 75.50±0.24 138M 83.16±0.19 138M -

GraD-GNN 76.42±0.21 110M 83.34±0.24 66M 66.61±0.22 110M

Table 3. Performance comparison of different distillation strategies in the inductive
setting, in which we hold 50% of validation and test nodes out of the full graph. Full
means that methods are trained and evaluated on the full graph, while ind shows
performance on inductive nodes. Δacc reports the relative performance degradation
between the two settings.

Dataset MLP+KD BERT+KD GraDBERT

Joint JKD

Arxiv full 68.26 74.43 74.45 75.15

ind 59.34 73.45 74.22 73.81

Δacc −13.06% −1.32% −0.31% −1.78%

Products full 77.20 82.31 81.47 82.82

ind 72.93 80.94 81.24 81.69

Δacc −5.53% −1.66% −0.28% −1.36%

method, while it utilizes 28M or 77M more parameters. GraDBERT outper-
forms BERT+KD by 0.66%, 0.98%, and 1.75% points for Arxiv, Products, and
Papers, respectively, which is a considerable improvement for these large-scale
graphs. In Products, GraD-JKD improves over GraD-Joint by 1.45% points,
and shows that JKD allows the student model to better fit to its teacher’s pre-
dictions.

Table 2 evaluates the performance of GNNs combined with LMs (LM-GNN
methods). GraD’s GNN teacher performs the best, which verifies that GraD’s
student improves its teacher’s effectiveness. BERT-GNN is the baseline LM-GNN
with end-to-end training, which performs the worst. GA-BERT enhances BERT
with a link prediction task and leads to better results than BERT-GNN. GLEM
that leverages unlabeled nodes, as GraD does, performs better than BERT and
GA-BERT. However, it does not train the LM-GNN model end-to-end, which
limits its performance compared to GraD, while it requires larger LM models.

In transductive settings, graph-free students could perform well by imi-
tating their GNN teachers’ predictions without learning effective features
(Sect. 3.2). Thus, we evaluate our GraD approach in the inductive setting, where
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Table 4. Performance comparison of different GraD strategies on transductive (tran)
and inductive (ind) nodes. We sample 50% nodes from the test set as the inductive
nodes to evaluate every method. We report mean accuracy over 10 runs.

Dataset GLNN (MLP+KD) GLEM (MLP) GraDMLP (ours)

Joint Alt JKD

Cora tran 76.72 76.78 79.39 79.20 79.04

ind 70.74 70.44 73.00 72.86 72.51

Citeseer tran 69.55 69.06 70.33 70.96 68.69

ind 69.72 69.33 70.38 70.80 69.28

Pubmed tran 74.00 76.38 78.13 77.71 77.72

ind 73.61 75.53 77.54 76.96 76.89

A-Comp tran 82.12 81.15 81.20 82.60 82.28

ind 79.11 78.07 78.79 80.09 79.41

A-Photo tran 92.21 89.83 91.68 91.70 92.36

ind 89.96 86.49 88.83 89.03 90.09

well-trained students are essential to generalize to features of unseen nodes,
which are not connected to the existing graph during training. Table 3 shows
GraDBERT’s performance in inductive settings. GraDBERT outperforms the
baseline BERT+KD by more than 0.7% points, on average. Note that MLP+KD
uses a static BERT model and cannot generalize well to unseen nodes. As Table 3
shows, methods that use conventional KD (BERT+KD and GraD-JKD) have
a higher performance drop for inductive nodes. This suggests that conventional
KD favors transductive settings while it might be limited for inductive nodes.

6.2 GRADMLP Results

Table 4 shows the performance of different GraD strategies for small-scale
graphs, where MLPs uses as the backbone share function τ . Methods that employ
KD do not couple the teacher and student models sufficiently, and thus do not
learn as effective node features in these small-scale graphs. GLEM performs the
worst as it requires a powerful student model that generates high-quality soft-
labels, which is not the case for simple MLPs. GraD-Alt performs the best
on Citeseer and A-Comp, while GraD-Joint performs the best on Cora and
Pubmed. We suspect that, in the second case, node texts are more informative
(paper keywords) and thus, coupling the teacher and student models tightly
improves the performance.

Moreover, Fig. 4 shows that GraDMLP consistently outperforms MLP+KD
with different inductive rates, ranging from 10% to 75%. In these small graphs,
having an inductive ration close to 90% results in training graphs with few
connections among nodes. Thus, in this case, GraDMLP does not have useful
graph information to leverage.
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7 Related Work

Learning on Textual Graphs. A common approach for effective learning
on textual graphs is to combine LMs [5,19,22] with GNNs [10,17,26]. Meth-
ods such as [3,15,34] focus on pre-training LMs over graph data to preserve
node-level structure, while [35] focuses on token-level information. Methods such
as [6,31,37,42] focus on fine-tuning LMs for solving node classification directly,
which is more related to our work. Experiments showed that GraD outperforms
these competing approaches. Apart from node classification, leveraging GNNs
for learning on textual graphs has been applied to question answering [20,41],
sponsored search [18,45], and document classification [14,33].

Fig. 4. Performance on inductive nodes w.r.t. inductive node rate (inductive node rate
equals to #ind test nodes/#total test nodes). GraDMLP consistently outperforms
MLP+KD for reasonable inductive rates.

Distillation Approaches. Distillation approaches mainly focus on model com-
pression (see a survey in [9]). It is worth to mention that [38] proposed a self-
distillation technique that distills knowledge from deeper layers to shallow ones
of the same architecture. Inspired by self-distillation, GraD-Joint self-distills
knowledge from deeper layers (GNN) to shallow layers (LM or MLP). How-
ever, our work is motivated by capturing node interactions, and not by model
compression. Moreover, [36] shows a connection between self-distillation and
label smoothing, which may be interpreted as a graph-aware label smoothing in
our case. Closely related to our work, GLNN [39] and ColdBrew [43] propose
to distill knowledge from a graph modality to a graph-less modality. However,
experiments showed that GraD learns better graph information than GLNN for
both inductive and transductive settings, while ColdBrew can only be applied to
transductive settings. Graph-regularized MLPs [1,7,13,30,44] are also methods
that improve MLP performance for node classification. However, their perfor-
mance is inferior to the one achieved by KD approaches. Other graph-based
distillation approaches focus on distilling large GNNs to smaller GNNs [28,32]
or to simpler graph models [29]. Finally, the work in [4] distills knowledge from
pretrained GNNs and the work in [27] applies graph-based distillation for incre-
mental learning in recommender systems.
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8 Conclusion

In this paper, we developed a graph-aware distillation approach (GraD) that
jointly trains a teacher GNN and a graph-free student via a shared LM. This
allows the two models to learn from each other and improve their overall per-
formance. We have evaluated GraD in eight node classification benchmarks in
both transductive and inductive settings, in all of which GraD outperforms
conventional knowledge distillation. GraD is a method that achieves a balance
among efficiency and effectiveness in textual graphs.

Acknowledgment. Part of this work was supported by NSF (1704074, 1757916,
1834251, 1834332). Access to research and computing facilities was provided by the
College of Science & Engineering and the Minnesota Supercomputing Institute.

Limitations and Ethical Statement. GraD relies on informative input node fea-

tures to learn effective shared LMs (or MLPs) that can generalize to unseen nodes,

which is the case in textual graphs. Thus, one limitation is that it is not certain how

GraD generalizes to other graphs, e.g., to featureless graphs. Moreover as a knowledge

distillation approach, GraD trades accuracy for computation efficiency and it cannot

adapt to dynamic graphs with edge changes the same way as GNN could. To over-

come biases encoded in the training graph, e.g., standard stereotypes in recommender

graphs, GraD needs to be retrained over the new unbiased graph.
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Abstract. The investigation of social networks is often hindered by
their size as such networks often consist of at least thousands of ver-
tices and edges. Hence, it is of major interest to derive compact struc-
tures that represent important connections of the original network. In
this work, we derive such structures with orometric methods that are
originally designed to identify outstanding mountain peaks and relation-
ships between them. By adapting these methods to social networks, it
is possible to derive family trees of important vertices. Our approach
consists of two steps. We first apply a novel method for discarding edges
that stand for weak connections. This is done such that the connectivity
of the network is preserved. Then, we identify the important “peaks” in
the network and the “key cols”, i.e., the lower points that connect them.
This gives us a compact network that displays which peaks are connected
through which cols. Thus, a natural hierarchy on the peaks arises by the
question which higher peak comes behind the col, yielding to chains
of peaks with increasing heights. The resulting “line parent hierarchy”
displays dominance relations between important vertices. We show that
networks with hundreds or thousands of edges can be condensed to a
small set of vertices and key connections between them.

Keywords: Social Networks · Orometry · Hierarchies

1 Introduction

Relationships in social networks are usually modelled as graphs. Examples of
this are follower relations on Twitter or friendships on Facebook. However, even
for medium-sized graphs with thousands of nodes to display and comprehend the
full structure is often not possible. Another problem is that the importance of
different edges often varies. This is especially possible in networks that arise as
projections from other graphs. Examples for this are networks of co-group mem-
berships of Youtube users or co-Follower networks on Twitter. Here, there will be
a large amount of “weak” edges where the set of shared neighbors in the original
graph was small. In such cases, it is crucial to derive compact representations of
structurally important relationships.
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Often, the importance of individual vertices can be measured by a given
“height” function. For example, Twitter users can be evaluated by the amount
of followers and academic authors by their h-index. While it is intuitive to sample
the “top k” users as a subset, this may not lead to a reasonable representation
of the important nodes. This is for example the case if Twitter users with high
follower counts are surrounded by users with even higher counts. Hence, they
may have a overall large height which is however not outstanding for the specific
community they belong to. In contrast to just assume the “highest” vertices as
important, we propose a way to identify locally outstanding nodes in networks,
i.e., nodes with a large height with respect to their surrounding community.
Additionally, we derive hierarchical relations between these outstanding nodes.

Our approach adopts notions from the realm of orometry which are origi-
nally designed to evaluate the outstandingness of mountains. The (topographic)
prominence of a mountain quantifies its local outstandingness by computing the
minimal vertical descent that is needed to reach a higher peak. Paths with min-
imal descent to a higher peak deliver two important reference points for each
mountain. First, the lowest point of this path determines the prominence value.
This point is called the key col. Secondly, the first higher peak reached after
the key col is called the line parent. Adopting these notions to networks allows
to find locally outstanding nodes and to derive a compact tree structure which
displays how these outstanding nodes are dominated by each other.

When deriving such structures, the question arises on how to traverse the
network to find key cols and line parents. Here, it is natural to use the edges of
the graph. However, as mentioned above, some edges in the graph may represent
weak connections and should not contribute to the derived landscape. Hence,
it can be beneficial to remove edges as a preprocessing step. To this point,
we propose a method for parameter-free edge-reducing based on the relative
neighborhood graph (RNG) [26]. We will show that our edge-reduction technique
preserves connectivity. This is not guaranteed by other approaches which discard
edges via a weight threshold or only keep the k most important edges. Note, that
the key contribution of our approach are mountain graphs and line parent trees.
Discarding unimportant edges is an optional preprocessing step.

To sum up, our approach derives line-parent trees between locally outstand-
ing nodes. This significantly simplifies the study of networks because trees can
be satisfactory visualized and navigating through them is possible for larger
node sets. Furthermore, the derived hierarchy is not a subset of the original
edge relation. Thus, we create a novel view on social networks which is not cap-
tured by existing approaches. We provide our experimental code for the sake of
reproducibility1.

2 Related Work

Deriving compact structures that display important relations in the original
network is often done via sampling vertices or edges [10,12,15,16,21]. In contrast,
1 https://github.com/mstubbemann/mont-blanc-of-twitter.

https://github.com/mstubbemann/mont-blanc-of-twitter
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Table 1. Important Notations

Name Notation Description

Landscape L = (G, d, h) Triple of a graph, a metric and a height
function

Mountain Graph MG = (VMG(L),EMG(L)
) Graph that reflects connections between

peaks and key cols

Line Parent Tree LP(L) = (P (L), ELP(L)) The line parent hierarchy of the peaks

Relative Neighborhood
Graph (RNG)

RNG(d) = (M,ERNG(d)) The relative neighborhood graph of a
metric space

Essential Landscape L(G,h) = (RNG(G), dSP, h) The landscape of a graph that uses the
shortest path distance as metric and the
RNG of the shortest path metric

other works focus on the aggregation of vertices and edges such that the original
network can be reconstructed [14,22,25]. All these methods have in common that
they return a proxy of the original network. Thus, they are not able to identify
hierarchies and connections of outstanding vertices that are not approximations
or explicit subgraphs of the original graph.

The study of hierarchic structures has gained recent interest. Lu et al. [17]
derives acyclic graphs by removing cycles. Other works use likelihoods to derive
suitable hierarchies [5,18] or provide a quantification on how “hierarchical” a
graph is [6]. In contrast to our approach, these methods are solely based on the
graph structure and are not able to incorporate the “height” of nodes. The usage
of the height function is a unique feature of our line-parent hierarchy, resulting
in a tree structure that capture different connections than existing approaches.

The idea of adapting methods from orometry to different areas has been
followed in recent works [9,19]. On the other hand, there is a variety of works
which study prominence in different abstract settings [20,23,24]. All these works
have in common, that they focus on the computation of prominence and not on
the underlying structure, i.e., the connections to key cols and line parents which
determine prominence values.

3 Mountain Graphs and Line Parent Trees

In this section we present our approach to derive small hierarchies between peaks
from larger networks. We first explain how one can derive mountain graphs and
line parents from networks that provide distance and height information. After-
wards, we propose an optional preprocessing step that uses the notion of rela-
tive neighborhood graphs (RNGs) [26] to remove a significant amount of edges
while preserving the connectivity of the original network. This will provide us
with an end-to-end pipeline for extracting line parent hierarchies from networks
by first discarding unimportant edges, which is described in Sect. 3.3 and by
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Fig. 1. Generating the mountain graph and the line parent tree. In i), a graph is
displayed with the heights next to the nodes and with the edge weight put in the
middle of each edge. The RNG in ii) is derived by discarding the edge between i and
j, because h is closer to both i and j than they are to each other and by discarding the
edge between a and c because node b is closer to both of them than they are to each
other. From this, the Mountain Graph is derived in iii), where we display the shortest
path distances between the cols and peaks. Additionally, we derive from ii) the Peak
Graph which is displayed in iv). According to Definition 8, we then discard the edge
from g to i because j is closer to the key col f than i and we discard the edge between
d and i because j is closer to the key col h to arrive at v). From this, the line parent
tree vi) is derived by discarding the edge between d and g because the key col h over
which j is reached is closer to g than the key col f over which g is reached.

secondly computing the mountain graph and line parent tree from the resulting
network as described in Sect. 3.1 and Sect. 3.2. We rely on the prominence term
from Schmidt and Stumme [23]. A complete example of the procedure which
we develop in the following is given by Fig. 1. Table 1 contains the most impor-
tant notations. The proofs of all theorems presented in the following can be
found in the supplementary material which is available at https://github.com/
mstubbemann/mont-blanc-of-twitter.

3.1 Landscapes and Mountain Graphs

In the following, we will work with undirected graphs G = (V,E), where E ⊆(
V
2

)
. We call a function w : E → R>0 a weighting function of (V,E). If we have

a triple G = (V, e, w) where (V,E) is an undirected graph and w a weighting
function on (V,E), we call G a weighted graph. If we simply speak of graphs, we
refer to undirected and unweighted graphs.

A walk p of a graph G is a finite sequence p = (vi)ni=0 with vi ∈ V for all
i ∈ {0, . . . n} and {vj−1, vj} ∈ E for all j ∈ {1, . . . , n}. We call a walk p a path,
if for all i �= j it holds that vi �= vj or {i, j} = {1, n}. For each walk p = (v)ni=0,
we call start(p) := v0 the starting point and end(p) := vn the end point of p.
We follow the usual convention to not distinguish between walks p = (vi)ni=0

https://github.com/mstubbemann/mont-blanc-of-twitter
https://github.com/mstubbemann/mont-blanc-of-twitter
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and the corresponding set {vi | i ∈ {0, . . . n}}, meaning that we say that v is
element of p and write v ∈ p. A graph is connected, if for all pairs u, v ∈ V there
is a walk from u to v. Additionally, let NG(v) := {u ∈ V | {u, v} ∈ E} be the
neighborhood of v in G. If clear from the context, we omit G and write N(v).

We consider graphs with a height function h : V → R≥0 and a metric, i.e.,
d : V × V → R≥0 with • ∀x, y ∈ V : d(x, y) = 0 ⇐⇒ x = y (reflexivity),
• ∀x, y ∈ V : d(x, y) = d(y, x) (symmetry) and • ∀x, y, z ∈ V : d(x, z) ≤
d(x, y) + d(y, z) (triangle inequality).

Definition 1 (Landscape). We call L = (G, d, h) a landscape if G = (V,E)
is a connected2 and finite graph, d is a metric on V and h is a height function on
V such that h has a unique maximum. We denote the highest point by max(L).

To sum up, a landscape is given by a set of points, where we can traverse the
points (via the given graph structure), where we know, how “high” each point
is and where we can measure distances. If G has a weighting function w on it, a
metric on the nodes of G is provided by the weighted shortest path distance.

As mentioned earlier, our aim is to display hierarchies of peaks and connec-
tions between peaks and cols. For this, we first have to define peaks and cols. In
the following, we will always assume to have given a landscape L = (G, d, h).

Definition 2 (Peaks, Mountain paths and Cols3). We call a node v ∈ V
a peak of L if h(v) > h(u) for all u ∈ N(v) and denote by P (L) the set of
peaks of L. A path p of G is a mountain path if start(p), end(p) ∈ P (L). We
denote by M(L) the set of all mountain paths. For each p ∈ M(L) we call
c(p) := argminv∈p h(p) the col of p. If this argmin is not unique, we choose the
point in the path which is visited first.

To compute the prominence of a peak, we have to identify the cols which
connect it with higher peaks.

Definition 3 (Cols of Peaks). For each peak v ∈ P (L)\{max(L)} we call the
set ↑L (v) := {p ∈ M(L) | start(p) = v, h(end(p)) > h(v),�u ∈ p \ {end(p), v} :
u ∈ P (L) ∧ h(u) > h(v)} the ascending paths of v and denote by CL(v) :=
{c(p) | p ∈↑L (v)} the set of all cols of v.

To sum up, the ascending paths p ∈↑L (v) are the paths from v to higher
peaks such that there is no higher peak w ∈ p and the cols of v are the lowest
points of the ascending paths. We omit the L in the index if clear from the
context. As prominence for mountain peaks is the minimal descent needed to go
to higher points, we are just interested in the highest cols.

2 This is assumed for simplicity. The following foundations can be applied to uncon-
nected graphs by studying every connected component for itself.

3 To simplify notations, our definition of cols allow only one col per path which differs
from the definition in geography,.
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Fig. 2. Prominence: Here, the vertical positioning displays the height of the different
points. To compute the prominence of v5, we first identify the paths that lead to higher
peaks. Then, we determine the cols of these paths and compute the height difference
of v5 to these cols. The lower difference yield the prominence of v5.

Definition 4 (Key Cols and Prominence). Let promL(max(L)) :=
h(max(L)). For each peak v ∈ P (L)\{max(L)} we call the elements of KL(v) :=
{u ∈ CL(v) | h(u) = maxũ∈CL(v) h(ũ)} the key cols of v. For u ∈ KL(v) the
prominence of v is given via

promL(v) := h(v) − h(u).

Thus, the prominence of a peak v displays the vertical distance to the key
cols. For v ∈ P (L) \ {max(L)} the prominence is the minimal height difference
to a col, i.e., promL(v) = minu∈C(v) h(v) − h(u). Again, we write prom(v) and
K(v) if the choice of the landscape is clear. An illustration of the definition of
prominence is given by Fig. 2.

We are interested in the structure which determines the prominence of peaks,
i.e., in the higher peaks to reach from a specific peak and in the cols which
connects the peaks of the mountain landscape. Hence, we do not only study the
key cols of peaks but also the higher peaks that can be reached from their cols.

Definition 5 (Dominators). Let v be a peak of the landscape L. We then call
the set DL(v) := {end(p) | p ∈↑L (v) ∧ c(p) ∈ K(v)} the dominators of v.

Definition 6 (Mountain Graph). For a given landscape L = ((V,E), d, h),
let K(L) := ∪v∈P (L)KL(v) be the set of key cols of L and let VMG(L) := P (L)∪
K(L) be the critical points of L. Let for v ∈ P (L) be ↑KL (v) := {p ∈↑L (v) | c(p) ∈
KL(v)} the ascending paths of v with key cols as cols. Let then

EMG(L) :=
⋃

v∈P (L)

⎛

⎝
⋃

p∈↑K
L(v)

{{v, c(p)}, {c(p), end(p)}}
⎞

⎠ .

The graph MG = (VMG(L), EMG(L)) is called the mountain graph of L and the
landscape LMG := (MGL, d|MG, h|MG) the mountain landscape of L.

To sum up, if a peak v1 is connected via a key col u to a higher peak v2,
we add edges between v1 and u and between u and v2 to the mountain graph.
Thus, the mountain graph displays which peaks are connected through which key
cols. If clear from the context, we omit L and simply write MG = (VMG, EMG).
The mountain graph contains all relevant information for the computation of
prominence values as the following theorem shows.
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Theorem 1. The following statements hold:

1. MG is connected.
2. P (L) = P (LMG)
3. Consider for each peak v ∈ P (L) \ {max(L)} of L the set N ′

MG(v) := {u ∈
NMG(v) | ∃v′ ∈ NMG(u) : h(v′) > h(v)}. Then:

u ∈ N ′
MG(v) ⇒ ∃u′ ∈ CL(v) : h(u′) ≥ h(u).

4. It holds for v ∈ P (L) \ {max(L)} that:

promL(v) = min
u∈N ′

MG(v)
(h(v) − h(u)).

Theorem 1 shows that to study relations between cols and peaks that determine
prominence values, it is sufficient to check the cols to which a peak is connected
in the mountain graph. Note, that the key cols and the paths between peaks
passing through them have to be determined to derive the mountain graph.
Hence, Theorem 1 does not allow for a faster computation of prominence values.
Instead, it provides a representation that can be used to observe important
connections between peaks and cols.

3.2 Line Parent Trees

As the prominence of mountain peaks is computed by descending to key cols
and then ascending to higher peaks, a hierarchy between peaks arises by the
question to which higher peak one can traverse from a key col of a given peak.

Definition 7 (Peak Graph). Let

EP (L) :=
⋃

v∈P (L)

{{start(p), end(p)} | p ∈↑KL (v)}.

We call PG(L) := (P (L), EP (L)) the peak graph of L and we call

TPG(L) := {(start(p), c(p), end(p)) | p ∈↑KL (v)}

the defining triples of PG(L).

Peaks may be connected to different key cols and different higher peaks. To
define a meaningful hierarchy on the peaks, we use the metric d to determine a
unique line parent for all peaks.

Definition 8 (Line Parents). Let T ′
PG(L) := {(v, u, ṽ) ∈ TPG | �v′ :

(v, u, v′) ∈ TPG ∧ (d(u, v′) < d(u, ṽ) ∨ (d(u, v′) = d(u, ṽ) ∧ h(v′) > h(ṽ)))}.
Let ELP(L) := {{v, ṽ} | ∃u : (v, u, ṽ) ∈ T ′

PG(L) ∧ �u′, v′ : (v, u′, v′) ∈ T ′
PG(L) ∧

d(v, u′) < d(v, u)}. We call LP(L) := (P (L), ELP(L)) the line parent graph of L.
If {u, v} ∈ ELP(L) with h(v) > h(u), v is a line parent of u.
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Again, we omit L when possible without confusion. In Definition 8, we first
remove edges to higher peaks that are further away from the corresponding key
col. If there are multiple higher peaks with the exact same distance to the key
col, we keep the highest peak. Then we remove edges where the key col is further
away. If for all v ∈ P (L) \ max(L) the line parent is unique, LP(L) is a tree.

Theorem 2. If for each peak v ∈ P (L) \ {max(L)} the line parent is unique,
then LP(L) is a tree.

The uniqueness of the line parent is only violated in two cases. First, if there
are multiple peaks being reached after the same key col with the exactly same
distance to the key col and the same height. In such a case, we can enforce
the uniqueness by sampling one of the peaks. Secondly, if there are key cols
c1, . . . , cn with corresponding higher peaks p1 . . . pn with the exact same distance
to the point. In such a case, we choose pi such that d(ci, pi) is minimal. If these
minimum is reached multiple times, we enforce uniqueness by sampling one of
the higher peaks with minimal distance to the corresponding key col.

To sum up, we enforce the uniqueness of the line parent. The simple edge
structure of trees enables a satisfactory visualization even for medium sized node
sets. The line parent tree can also be used to study dominance relationships with
a non peak as a starting point. In this case, we suggest to navigate through the
line parent tree starting with the closest peak with respect to the given metric.

3.3 Discarding Edges via Relative Neighborhood Graphs

Let G = (V,E,w) be a weighted graph and let h : V → R≥0 be a height function
on G. In the following, we extend this structure to a landscape by using the
shortest path metric on G. In practical applications, the amount of peaks will
often be very low. One reason for this is the huge amount of connections one
may have in social networks. Let us for example assume to have a weighted co-
follower graph (for example weighted with Jaccard-distance) where the height
function is given by the amount of followers. Here, all pairs of users with just
one common follower would be connected and thus nearly all users would have
a “higher” neighbor and thus will not be peaks. Hence, it is of major interest to
only keep edges which stand for a strong connection, i.e., edges between users
with a large amount of common followers.

A straight-forward way to remove edges would be by choosing a k ∈ N and
keep for all vertices only the k edges with the smallest weights or to choose a
t ∈ (0, 1) and remove all edges with weights higher than t. However, besides the
disadvantage that in both cases a parameter has to be chosen, this procedure
can lead to disconnected graphs. Restricting to the biggest connected component
of the resulting graph would then lead to the discarding of whole regions of the
graph. To this end, we develop in the following a parameter free, deterministic
edge sampling approach which always preserves connectivity. This approach is
based on the relative neighborhood graph (RNG) [26]. The RNG derives a graph
structure from a metric space by connecting points nearby. More specifically, two
points are connected if there is no third point which is closer to both of them.
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Definition 9 (Relative Neighborhood Graph). The relative neighborhood
graph of a metric space (M,d) is given by the undirected graph RNG(d) :=
(M,ERNG(d)) with ERNG(d) ⊆ (

M
2

)
such that {m1,m2} ∈ ERNG(d) if and only if

there does not exist m3 ∈ M with max({d(m1,m3), d(m2,m3)}) < d(m1,m2).

Our goal is to thin out graphs by computing the RNGs. Hence, it is of
fundamental interest that RNGs are connected. For points in R

2, it has been
shown that the RNG is a supergraph of the minimum-spanning-tree [26] which
implies connectivity [8]. Because RNGs are commonly only studied in R

d with Lp

metrics we could not find a proof for the connectivity in arbitrary finite metric
spaces. Hence, we prove it in the supplementary material.

Theorem 3 (Connectivity of relative neighborhood graph). Let (M,d)
be a finite metric space. Then RNG(d) is connected.

What still needs to be shown is that deriving RNGs from the shortest-path
metric is indeed an edge-reduction technique, i.e., that edges are just removed
and that is not possible that new edges are added.

Theorem 4 (RNG as Edge-Reduction). Let G = (V,E,w) be a connected,
undirected and weighted graph and dSP : V × V → R≥0 be the shortest path
metric on G. Then it holds that ERNG(dSP) ⊆ E.

In the following, we use the term relative neighborhood graph of G, denoted
by RNG(G), which will always refer to the RNG with respect to the shortest-
path-metric. A sketch of an edge-reduction on a graph is given as part of Fig. 1.

For a weighted graph G = (V,E,w) with a height function h, our standard
procedure is to 1. compute the weighted shortest path metric dSP, 2. compute
RNG(G), 3. derive from this the following landscape.

Definition 10 (Essential Landscape). Let h : V → R≥0 be a height function
on a graph G = (V,E,w). Let dSP be the weighted shortest path metric on G.
We call

L(G,h) := (RNG(G), dSP, h)

the (essential) landscape of G and MG(G,h) := MG(L(G,h)) the essential
mountain graph of G. We call LP(G,h) := LP(L(G,h)) the (essential) line
parent tree of G. If clear from the context, we simply write MG(G) and LP(G).

Complexity. The naive approach to compute the RNG for a finite metric space
(M,d) would be to check for all pairs m1 �= m2 ∈ M whether there exists
m3 which is closer to both of them. This results in an algorithm with runtime
O(|M |3) [26]. For R

d with a lp metric, there are algorithms with better run-
time [1,7,26]. However, these results can not be applied to shortest path metrics.
To compute RNG(G) for a graph G = (V,E), we can use Theorem 4 to speed
up the computation as we only have to check the elements of E and not all node
pairs. Hence, computing the RNG has complexity O(|E|||V |).
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Table 2. Network statistics. In the first table, we display from left to right: 1.) the
number of vertices of the network, 2.) its density 3.) the density of the RNG 4.) the
number of vertices of the mountain graph, 5.) the density of the mountain graph, 6.)
the number of vertices in the line parent tree, 7.) its maximum width and 8.) its depth.
In the second table, we show the node sizes and degrees of the sampled graphs serving
a) as a comparison for discarding edges via the RNG procedure and b) for serving as a
comparison for the mountain graph which is computed from the RNG. For the latter,
we apply the sampling baselines on the RNG, not on the original network itself.

|V | DG DRNG(G) |VMG| DMG |VLP| WLP DPLP

Twitter>10K 6635 .9958 .0005 1171 .1089 652 88 20

Twitter>100K 430 1.0000 .0064 146 .1084 84 14 13

ECML/PKDD 742 .0123 .0052 190 .1957 98 21 10

KDD 1674 .0100 .0036 219 .2236 115 30 8

PAKDD 889 .0124 .0054 132 .2155 67 27 5

RNG Baselines MG Baselines

ES CNARW [16] RPN [12] RCMH [15]

|V | DG |V | DG |V | DG |V | DG

Twitter>10K 5192.8 .0008 5174 .0007 271.1 .0079 1171 .0021

Twitter>100K 374.8 .0084 325.5 .0112 35.9 .0652 146 .0168

ECML/PKDD 650.7 .0067 560 .0092 77.1 .0304 190 .0153

KDD 1575.5 .0041 1407.5 .0041 67.2 .0390 219 .0138

PAKDD 814.7 .0064 704.1 .0087 34.3 .0812 132 .0222

4 Line Parent Trees of Real-World Networks

We experiment with networks built from a Twitter follower network [3,4,11]
which we found at SNAP [13] and with networks that display co-author rela-
tions. These networks are derived from the Semantic Scholar Open Research
Corpus [2]. From the Twitter dataset, we derive two weighted co-follower net-
works. In these networks two users have an edge if they have a common follower.
The edges are weighted via Jaccard distance. We derive a version containing
users with at least 10, 000 followers (Twitter>10K) and a network containing
users with at least 100, 000 followers (Twitter>100K). Here, the height of a
user is given via the amount of followers.

The co-author networks are derived by considering communities of authors
that regularly publish at a specific conference. We derive datasets for the Euro-
pean Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases (ECML/PKDD), the SIGKDD Conference on Knowl-
edge Discovery and Data Mining (KDD) and the Pacific-Asia Conference on
Knowledge Discovery and Data Mining (PAKDD). The heights of the authors
are given via h-indices.
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For all graphs, we use well-established measures to get further insights. To
be more detailed, we display node sizes and densities of the networks themselves,
the RNGs and the mountain graphs derived from the RNGs. Additionally, we
display node sizes, maximum widths and depths of the line-parent trees derived
from the RNGs. The results can be found in Table 2. Plots of labeled trees and
details on dataset creation are part of the supplementary material.4

4.1 Comparison with Sampling Approaches

To further understand the steps of our approach, we compare them with com-
monly used sampling approaches [12,15,16]. To be more specific, we sample edges
from the original network to get graphs which have an equal amount of edges
as the RNG. Then we take the biggest connected component of these graphs.
We call these methods the RNG Baselines. We use two sampling approaches:
First, we sample edges with the probability of an edge e to be chosen being
proportional to 1 − w(e), where w(e) is the weight of the edge5. We call the
resulting baseline the Edge Sampling (ES) approach. As a second comparison,
we use a weighted version of CNARW [16], a modern random walk approach.

Additionally, we use sampling approaches to sample from the RNG in such
a way, that we have an equal amount of nodes as in the mountain graph and
take the biggest component of the resulting network. We call these methods the
MG Baseline. First, we sample nodes by their PageRank value viaRPN [12].
Again, we also use a modern random walk based approach, namely RCMH [15].
The CNARW method used above relies on common neighbors. Since triangles in
the RNG are very uncommon (for these, 2 of the 3 corresponding edges in the
original graph need to have the same distance weight), we use RCMH instead.

Note, that we use the comparison with other methods to contextualize our
novel structures. As our structures have a different purpose, namely displaying
important connections that are derived from the original network, they are not
directly comparable to regular sampling approaches. These approaches derive
small graphs that behave similar to the original graph with respect to specific
measures. This makes it unreasonable to interpret the comparison to our base-
lines as a competition where higher/lower node sizes or densities are, in some way,
better. As our comparison methods include random sources, we repeat them 10
times and report means. Statistics, including sizes of the derived RNGs, moun-
tain graphs and line parent trees, can be found in Table 2. Additionally, we
include node sizes and densities for all comparison approaches.

We observe that computing the RNG reduces the density by a large margin.
It stands out, that this effect is stronger for the dense Twitter networks. When
sampling an equal amount of edges, there are nodes which do not belong to the
biggest connected component anymore. This results in a higher density of the
(biggest component) of the networks created by sampling compared to the RNG.

4 https://github.com/mstubbemann/mont-blanc-of-twitter.
5 We use 1 − w(e) instead of w(e) because we assume edge weights to be distances,

not similarities.

https://github.com/mstubbemann/mont-blanc-of-twitter
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Table 3. Mean, median and maximum of the minimal shortest path distance (MSPD)
from all non-peaks v to the set P of all peaks (left) to the set H which contains the
|P | highest nodes of the network (right).

d(P )Mean d(P )Median d(P )Max d(H)Mean d(H)Median d(H)Max

Twitter>10K 0.87 0.88 1.00 0.90 0.91 1.00

Twitter>100k 0.86 0.87 0.97 0.92 0.95 0.99

ECML 1.28 1.00 2.98 1.74 1.91 4.91

KDD 1.30 1.00 2.95 1.83 1.95 3.90

PAKDD 1.46 1.00 3.78 1.94 1.96 4.90

The resulting line parent trees are much smaller than the original network,
reducing the node set by a factor of about 5 to 10 times. Another remarkable
point is that the mountain graph is always denser than the RNG from which it is
computed and than the graphs which are sampled via the comparison methods.
An explanation is that edges from a peak v to a col u in the mountain graph
correspond to paths (not edges!) in the RNG. As the amount of paths in a graph
is commonly remarkably higher than the amount of edges, this could be one
reason for the higher density of the mountain graph.

4.2 Distances to Line-Parent Trees

To investigate to which extent line parent trees are representative for the struc-
ture of the whole network, we compute how “dense” the line parent trees lay in
the networks, i.e. the shortest path lengths from all non-peaks to the peaks. To
evaluate whether choosing locally outstanding nodes lead to a better representa-
tion than choosing nodes solely based on their height, we compare our approach
with a “naive” approach of assuming the n highest points to be relevant, where
n is the amount of peaks. To be more detailed, we compute for each non-peak v
the minimal shortest path distances (MSPD) to all peaks in the original graph
G. We do the same using the n highest points instead of the set of peaks. We
report means, medians and maximum values over the MSPDs of all non-peaks,
the results can be found in Table 3.

Our results show that locally outstanding nodes better reflect the overall
network then just choosing the highest nodes, with median and mean values of
the MSPDs being fundamentally lower. Furthermore, median MSPDs to peaks
are always not higher then 1. In contrast, MSPDs to the “highest” nodes have
median values of nearly 2 for the sparse co-author networks. This indicates that
selecting locally outstanding points indeed lead to a more reasonable represen-
tation instead of selecting nodes solely by their height, ignoring spatial informa-
tion. Note, that we compute distances in a weighted graph. Hence, shortest path
distances (and thus medians and maxima over them) do not have to be integers.

5 Experiments on Random Data

To investigate sizes and densities of the RNG, the mountain graph and the line
parent tree, we additionally experiment with randomly generated data. Here,
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Fig. 3. Experiments on random data. In both rows, the set A on which is projected has
size 100. The other set has size 100, 000 on the first row and size 100 in the second row.
The x-axes display the densities of the original bipartite graph B. The left plots display
the densities for the resulting network G, which is the biggest connected component of
the weighted projection, the line parent tree RNG(G) and the mountain graph MG(G).
The right pictures plot the node size of G,MG(G) and LP(G).

we start with a randomly generated bipartite graph with vertex sets M1,M2

with |M1| = 100 and |M2| ∈ {100000, 100}. We then project on the vertex set
A and set for two vertices with an edge in the resulting graph the edge weight
to the Jaccard distance. The graph G is then given via the biggest connected
component of this graph. As height function, we map each vertex to the amount
of neighbors in the original bipartite network. This procedure is motivated by the
background of often investigated real-world networks. Co-author networks are
for example projection from the bipartite author-publication graph. Here, the
corresponding height function then would be the amount of papers of an author,
where each author is connected to multiple publications but only a small amount
of the overall publications. This leads to a small density of the bipartite network.

We generate networks for different densities d. Namely, we iterate d
through {0.0001, 0.0002, . . . , 0.01999} for |M2| = 100, 000 and through
{0.01, 0.02, . . . 0.99} for |M2| = 100. The experiments with different sizes of |M2|
allow us to investigate if our methods behave fundamentally different for net-
works of different kinds. From G we compute the RNG(G), the mountain graph
MG(G) and the line parent hierarchy LP(G)) of the essential landscape. For each
d and |M2|, we repeat this procedure 20 times and display means. The results
can be found in Fig. 3. The following facts stand out.
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– The density of both the RNG and the mountain graph of the RNG are growing
in a significant smaller pace than the density of G. Considering the case
|M2| = 100, 000 it is remarkable, that, when G has a density of nearly 1, the
density of both other graphs are still under 0.3.

– The characteristic points for describing the resulting mountain landscape
build indeed a subset that is remarkably smaller than the vertex size of the
biggest component of G.

– Considering the second row, it stands out that for very high densities of nearly
1 of the original bipartite network, the density and thus the amount of edges
of the RNG start to rise rapidly. We assume that this is driven by the case,
that, if the bipartite graph is nearly complete, there will be a large amount of
vertex pairs with the same neighbor set in the bipartite graph. Thus, nearly
all shortest path distances are equal and just very few edges will be discarded.
In consequence, the mountain graph is built from a nearly complete graph
where nearly all edges have similar weights. Thus, there will be only a small
amount of peaks and the mountain graph is nearly vanishing.

Note, that we use a height that is directly derived from the graph. Such
height functions are indeed reasonable. For example, the amount of followers of
Twitter users in co-follower graphs is indeed a useful indicator of importance.

6 Conclusion and Future Work

In this work, we showed how the notions of peaks, cols and line parents, which are
originally designed to characterize connections and hierarchies between moun-
tains, can be adapted to networks. We discussed how these notions can be used to
identify important vertices and meaningful connections and hierarchies between
them. Our method further benefits from a novel preprocessing procedure that
removes unimportant edges without hurting the connectivity of the network.
This preprocessing step is based on relative neighborhood graphs which were
originally invented to connect data points in two-dimensional euclidean spaces.

Our experiments indicate that our method finds dependencies and hierarchies
from the original network that are remarkably smaller than the original graph
and therefore can enhance the comprehension of real-world social networks.

Future work will investigate the application to further kinds of networks
such as friendship networks on Facebook. As some of these networks may be
unweighted, the question arises on how to use our RNG procedure in this case. On
the other hand, it would be interesting to involve temporal aspects in networks.
How does the line parent hierarchy of social networks change over time?

Acknowledgment. This work is partially funded by the German Federal Ministry of
Education and Research (BMBF) under grant 01PU17012A.
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Abstract. Bayesian networks are graphical models that are capable
of encoding complex statistical and causal dependencies, thereby facili-
tating powerful probabilistic inferences. To apply these models to real-
world problems, it is first necessary to determine the Bayesian network
structure, which represents the dependencies. Classic methods for this
problem typically employ score-based search techniques, which are often
heuristic in nature and have limited running times and performances that
do not scale well for larger problems. In this paper, we propose a novel
technique called RBNets, which uses deep reinforcement learning along
with an exploration strategy guided by Upper Confidence Bound for
learning Bayesian Network structures. RBNets solves the highest-value
path problem and progressively finds better solutions. We demonstrate
the efficiency and effectiveness of our approach against several state-
of-the-art methods in extensive experiments using both real-world and
synthetic datasets.

Keywords: Bayesian network · Structure learning · Reinforcement
learning

1 Introduction

A Bayesian network is a probabilistic graphical model that represents prob-
abilistic dependencies between random variables in a domain compactly and
intuitively. It has a wide range of applications in data mining, classification prob-
lems, medical diagnosis and engineering decisions, etc. Learning the structure of
Bayesian networks involves finding the acyclic graph that fits a discrete dataset
best over the random variables. It is the basis for solving practical problems, but
is a very challenging task in machine learning.
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In this work, we consider the problem of learning an appropriate Bayesian
network structure for a given dataset and scoring function. Such score-based
learning has been shown to be NP-hard [6], so much early research focused
on local search strategies, searching for a structure that optimizes a particular
scoring function, such as greedy hill climbing approaches [9,10,12], ordering-
based search [14,19,25], and ant colony optimization [4]. They all take as input
scores of candidate parent sets of all variables, and use various optimization
techniques to find a structure that is a good predictor of the data. Unfortunately,
these algorithms are unable to guarantee the quality of the learned networks.
Thus, it motivates the research of more principled search algorithms.

Over the past several decades, exact algorithms have been studied exten-
sively and there have been proposals based on A* search [5,28], dynamic pro-
gramming [21,23], branch and bound [3,16], model averaging [15], and integer
linear programming [7,8,13]. Besides, some reinforcement learning based meth-
ods are proposed, such as RL-BIC [29] and CORL [26]. These methods achieve
good performance on smaller networks but fail in domains with a large number
of variables unless the cardinality of parent sets is severely restricted.

In this paper, we view the problem of learning a Bayesian network structure
via the optimization of a scoring function as a path-finding problem in an order
graph [28]. A straightforward approach to solve this path-finding problem is to
resort to A* [28]. However, because the number of nodes in this order graph is
exponential in the number of variables, even A* struggles to solve this problem
as the number of variables increases. The goal of this paper is to propose a
novel method based on reinforcement learning (RL) to improve the learning
performance.

RL is a machine learning method [24] concerned with how agents ought to
take actions in an environment so as to maximize some notion of expected cumu-
lative reward. Recently, it has been shown [17,22] that it can scale to decision-
making problems that were previously intractable, such as high-dimensional state
and action spaces. It is therefore natural to use RL to tackle this path-finding
problem. To demonstrate this idea, we apply Deep Q-network (DQN) to find a
highest-value path in the order graph, which achieves good performance in many
fields. The proposed approach RBNets amounts to doing a stochastic search
guided by the costs of the edges of the graph while A* searches for a short-
est path guided by a heuristic function. Upper Confidence Bound (UCB) based
strategy is utilized for better exploration rather than simple ε-greedy strategy.

The contributions of this paper are as follows: (1) we propose a novel method
RBNets based on deep reinforcement learning for Bayesian network structure
learning; (2) we integrate it with a UCB-based exploration strategy to tackle
the dilemma of exploration and exploitation; (3) we thoroughly validate our
propositions on diverse sets of experiments using several real-world and synthetic
datasets, which shows the efficiency and effectiveness of our proposition.
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2 Preliminaries

In this section, we first review the problem of Bayesian Network Structure Learn-
ing (BNSL). Then we introduce the local score and pruning rules for calculating
the candidate parent sets. We formulate the BNSL as a shortest-path prob-
lem [28] using order graph. It is the basis of our proposed method.

2.1 Bayesian Network Structure Learning

A Bayesian network is a directed acyclic graph (DAG) defined as G = (V, E),
where V = {X1,X2, ...,Xn} is a set of random variables and E ⊆ V × V
is a collection of arcs. A directed arc from Xi to Xj denotes a probabilistic
dependence between the two variables, which also means Xi is a parent of
Xj . The parent set of Xj is denoted by Πj . Numerically, a conditional prob-
ability distribution P (Xj | Πj) describes the dependence between Xj and the
variables in Πj . The joint probability over all variables factorizes as the prod-
uct of all the conditional probability distributions in the Bayesian network,
P (X1,X2, ...,Xn) =

∏n
i=1 P (Xi | Πi).

Given a dataset D = {D1,D2, ...,Dm}, where Di is a set of values over
variables in V. The goal of structure learning is to find a DAG G that optimizes a
given scoring function, which measures the goodness of fit of a network structure
to D. In this work, as customary, we assume that each variable is discrete with
a finite number of possible values, and no data point has missing values in D.
Thus we can define the BNSL as follows.

Definition 1 (BNSL). The optimal Bayesian network structure

G∗ = arg max
G∈G

ŝ(G,D), (1)

where G is the set of all possible DAGs and ŝ is the scoring function.

To make the problem tractable, the standard approach is to use a scor-
ing function that is decomposable over the Bayesian network’s structure, i.e.,
the score of a network can be decomposed into a sum of node scores ŝ(G) =∑n

i ŝi(Πi) [12]. The values of ŝi(Πi) are often called local scores.

2.2 Local Scores

Many decomposable scoring functions can be used to measure the quality of a
network structure, such as the K2, BDeu, BDe, MDL or BIC scores [15]. For con-
creteness, we present our work with the Bayesian Information Criterion (BIC),
i.e., ŝi = BIC. However, our method could be extended to other decomposable
scoring functions. BIC is defined as follows.

BIC(G) =
n∑

i=1

BIC(Xi, Πi) where

BIC(X, Π) =
∑

π∈Π

∑

x∈X

(
mx,π log θ̂x|π

)
− log m

2
(|X| − 1) |Π| ,
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where π ∈ Π (resp. x ∈ X) denotes an assignment of all variables in Π (resp.
of variable X), θ̂x|π is the maximum likelihood estimate of the conditional prob-
ability P (X = x | Π = π), mx,π denotes the number of data points consistent
with (X = x ∧ Π = π), and |Π| (resp. |X|) represents the number of possible
instantiations of variables in Π (resp. of variable X) with the convention that
|∅| = 1.

Given n variables, there are 2n−1 possible parent sets for each variable. Thus,
the size of the solution space grows exponentially in the number of variables. It is
therefore impractical to calculate local scores for all parent sets. The computation
of this process can be sped up by adopting exact pruning approaches, which
guarantees not to remove the optimal network from consideration. There are also
other pruning strategies, e.g., restricting the cardinality of parent sets. However,
they could eliminate parent sets that are in a globally optimal network. We utilize
the following theorems that hold in particular for the BIC scoring function. The
first theorem [3] is useful and can handle the issue of having to compute scores
for all possible parent sets.

Theorem 1. The optimal graph G has at most O(log m) parents per node.

Therefore, there is no need to compute scores for any parent set with a size larger
than O(log m), because these parent sets are guaranteed to be suboptimal.

This second theorem [3] provides a bound to discard parent sets without even
inspecting them.

Theorem 2. Let Xi be a variable with Πi ⊂ Π ′
i two possible parent sets such

that ti(Π ′
i)+ŝi(Πi) > 0, where ti(Π ′

i) = |Π ′
i| (|Xi|−1). Then Π ′

i and all supersets
Π ′′

i ⊃ Π ′
i are not optimal parent set of Xi.

The entropy of a parent set is also a useful measure for pruning. [2] gave a
pruning rule that provides an upper bound on conditional entropy of candidate
parent sets and their subsets. The entropy for a variable Xi and parent set Πi

are defined as follows, respectively.

H(Xi) = −
|Xi|∑

k=1

mik

m
log

mik

m
(2)

H(Πi) = −
|Πi|∑

j=1

mij

m
log

mij

m
, (3)

where mik and mij represent, respectively, the number of times (Xi = xik) and
(Πi = πij) appear in the dataset. The conditional information is defined as
usual,

H(X | Y ) = H(X ∪ Y ) − H(Y ). (4)

Theorem 3. Let Xi be a variable, and Πi be a parent set for Xi. Let Xj /∈ Πi

such that m ·min{H(Xi | Πi),H(Xj | Πi)} ≥ (1−|Xj |) · ti(Πi). Then the parent
set Π ′

i = Πi ∪ {Xj} and all its supersets can be safely ignored when building the
list of parent sets for Xi.
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It can be used for pruning the search space of parent sets without having to
compute their BIC scores.

After pruning, the remaining parent sets are defined as potentially optimal
parent sets (POPS). We denote the set of POPS as Pi for variable Xi. Given
POPS as the input, the BNSL problem can be converted into the following form.

G∗ = arg max
G∈G

n∑

i=1

ŝi(Xi,Πi), (5)

where Πi is the parent set of Xi in G and Πi ∈ Pi. In practice, POPS are of
course not computed, but the two previous theorems are used to stop the search
for known suboptimal subsets.

2.3 Order Graph

Fig. 1. RBNets framework. We have three components in our method. (a) Order graph
is the environment of the agent, from which it can extract states and return rewards.
This figure is an example order graph with three variables. (b) We use random walk
to learn latent representations of states in the order graph. The agent explores order
graph based on UCB search strategy and takes action in the environment. Finally it
finds the ordering of variables. (c) From the ordering and POPS, we can calculate the
parent sets and rebuild the Bayesian network structure.

Learning the structure of a Bayesian network can be seen as a search in a state-
space graph (see Fig. 1(a) for an example with three variables). For a problem
with n variables, this graph contains 2n nodes. Each node represents a subset of
variables. For ease of presentation, we identify nodes and subsets. They can be
organized into n + 1 layers. The top node corresponding to the empty set is the
start node at layer 0, while the bottom node, which includes all variables, is the
goal node at layer n. For any subset U and any variable Xi 	∈ U , an arc connects
U to U ∪ {Xi}. In our context, an arc corresponds to adding a new variable Xi
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to a subnetwork whose variables are in U . The value of an arc is defined as

cost(U → U ∪ {Xi}) = BestCost(U,Xi)
= max

Πi⊆U,Πi∈Pi

ŝi(Xi,Πi), (6)

where BestCost(U,Xi) is the score of an optimal parent set for Xi in predeces-
sor set U with the POPS constraint. For example, the edge from {X1,X3} to
{X1,X2,X3} has a cost equal to BestCost({X1,X3},X2), which is the score of
the parent set of X2 optimal in {X1,X3}.

With this definition of search graph, each path from the start node
to the goal node represents an order of the variables; that is, each node
can only find their parents in its predecessor. For example, the path
∅, {X2}, {X1,X2}, {X1,X2,X3} denotes the variable ordering X2,X1,X3, so
this graph is called order graph. The value of a path is equal to the sum of
the value of all the edges over the path. The longest path is then the path with
the maximum total value in the order graph.

From a longest path from the start node to the goal node, we can reconstruct
a Bayesian network structure by noting that each edge on the path encodes the
choice of good parents for one of the variables out of the preceding variables.
Therefore, we can generate a valid Bayesian network by putting together all the
good parent choices.

3 Deep Reinforcement Learning-Based Bayesian Network
Structure Learning

In this section, we present our proposed approach for solving BNSL problem.
First, we formulate the BNSL problem by Reinforcement learning. Then we
introduce Upper-Confidence Bound based exploration strategy for the agent.
Finally, we present Deep Q-learning algorithm for our method. The framework
is depicted in Fig. 1.

3.1 Reinforcement Learning Formulation

We propose to solve the previously-described highest-value path problem with a
reinforcement learning (RL) approach. In RL, an agent interacts with its envi-
ronment in order to learn a policy (i.e., which determines how to select actions
in each state) in order to maximize an expected sum of rewards. As shown in
Fig. 1(a), we use the order graph as the environment of the RL agent. Formally,
the problem is defined as an episodic RL problem with a deterministic transition
function, i.e.,

(a) state. Each node represents a state s of the agent. The initial state cor-
responds to the start node and the final state is the goal node.
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(b) action. In time step t, the agent arrives at a state st from st−1 and then
selects an action at from a discrete action set At according to a policy π. In
our formulation, At is the set of the neighbor states of st. Since each state has
a varying number of actions, |At| is set to the maximum number of actions of
states. The illegal actions (i.e., there exists no corresponding arc in the order
graph) are not considered.

(c) transition function. Following an action at in state st, a transition to
st+1 occurs with probability one if there exists an arc between the corresponding
nodes in the order graph.

(d) reward. We use the value of each arc as the reward signal rt at each time
step t, that is, if the agent arrives at st from U to U ∪ {Xi}, the reward is

rt = max
Πi⊆U,Πi∈Pi

ŝi(Πi) (7)

The RL agent interacts with the environment as follows: The agent starts in
the initial state (i.e., start state). The agent repeatedly chooses an action in its
current state, observes a reward and moves to a new state (i.e., adjacent node in
the order graph). When the agent reaches the goal node, it returns automatically
to the initial state.

Q-learning [24] is a standard algorithm for solving an RL problem. While
interacting with the environment, it consists in learning the value Q(s, a) of
actions a in states s. It is updated as follows after an action a is performed in
state s, observing reward r and moving to s′:

Q(s, a) ← Q(s, a) + α[r + γ max
a′

Q(s′, a′) − Q(s, a)],

where α is the learning rate (0 < α ≤ 1) determining to what extent newly
acquired information overrides old information and γ ∈ [0, 1] is a discount factor
determining the importance of future rewards. In our episodic problem, γ is set
to one so that sum of rewards corresponds to the value of a path.

When Q-learning is used to solve a path problem, Q(s, a) has a simple inter-
pretation: it is the estimated score of the best path found so far from s to the
final state starting from the arc corresponding to a. When learning stops, the
best found path can be recovered by choosing the actions that maximizes Q(s, a)
starting from the initial state. Using Q-learning makes the algorithm progres-
sively find better and better solution. However, its efficiency depends on the
exploration strategy used in the algorithm, which decides which action to try
during learning.

3.2 Upper Confidence Bounds Based Strategy

The exploration strategy makes a trade-off between exploration (i.e., try actions
that are currently considered sub-optimal but that may reveal to be good later
on) and exploitation (i.e., select the best action found so far, which may in fact
not be optimal).
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Classically, Q-learning is run with an ε-greedy action selection: in current
state s, select arg maxa Q(s, a) with probability 1−ε or choose a uniform random
action otherwise. Running Q-learning amounts then to perform a local random
search in each encountered state in order to find the best subpath to the final
state. Although such strategy guarantees the convergence to an optimal solution
(under some technical conditions) [24], it is clearly inefficient as actions will
continue to be chosen with some non-negligible probability even if they revealed
to be very bad. A better approach is to use an exploration based on an Upper-
Confidence Bound (UCB), which is optimal (in terms of regret) in multi-armed
bandits [1].

In every state and for each action, we define the following bonus b(s, a) as

b(s, a) =

√
2 ln τ(s)
τ(s, a)

,

where τ(s) is the number of times s has been visited so far and τ(s, a) is the
number of times action a has been tried in state s. Note that the bonus is
higher for less-tried actions. A UCB-based exploration strategy chooses actions
in a state s with arg maxa [Q(s, a) + b(s, a)]. This strategy automatically finds a
good balance between exploration (i.e., high bonus) and exploitation (i.e., high
Q value).

3.3 Deep Q-Learning Algorithm

When the number of Bayesian network variables becomes large, the number of
states grows exponentially, which prevents the direct application of Q-learning.
For large or continuous state-space, a function approximation scheme is needed
to approximate the Q function. In this paper, we use the deep Q-network (DQN)
algorithm [17] for its proven efficiency and performance. DQN learns Q(s, a; θ),
an approximation of the Q values, with θ representing the parameter of the
neural network, by minimizing the following loss function:

L(θ) = Es,a,r,s′ [(ŷ − Q(s, a; θ))2], (8)

where ŷ = r + γ maxa′ Q(s′, a′; θ−), and θ− represents the independent target
network’s parameters that is a copy of θ, which is updated at a lower frequency.

In addition, experience replay is adopted to improve the stability of the DQN
training. It consists in (1) storing in a replay buffer the transitions (s, a, r, s′)
experienced by the agent during its interactions with the environment, then (2)
minimizing the previous loss function on mini-batches uniformly sampled from
the buffer.

Besides, both DQN and Q-learning are known to overestimate the Q values,
as the max operator uses the same values to both select and evaluate an action.
Correspondingly, the Deep Double Q-network (DDQN) [11] is proposed to solve
this problem by redefining the target ŷ with:

ŷ = r + γQ(s′, arg max
a′

Q(s′, a′; θ); θ−), (9)
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Algorithm 1: DDQN Algorithm with UCB
Input: empty replay buffer B, initial network parameters θ, θ−-copy of θ,

replay buffer maximum size Nr, training batch size Nb, target network
replacement frequency N−

Output: the parameters of Q-network
1 for episode e ∈ 1, 2, ..., M do
2 Initialize node sequence x ← ();
3 for t ∈ 0, 1, ... do
4 Set state s ← x, take action a with arg maxa [Q(s, a) + b(s, a)];
5 Sample next node xt from environment given (s, a) and receive reward

r, and append xt to x;
6 if |x| > Nr then
7 delete oldest node xtmin from x;

8 Set s′ ← x, and add transition tuple (s, a, r, s′) to B, replacing the
oldest tuple if |B| ≥ Nr;

9 Sample a minibatch of Nb tuples (s, a, r, s′) ∼ Uniform(B);
10 Construct target values, one for each of the Nb tuples;
11 if s′ is terminal then
12 yi = r; break;

13 else
14 yi = r + γQ(s′, arg maxa′ Q(s′, a′; θi); θ

−);

15 Do a gradient descent step with loss ‖yi − Q(s, a; θ)‖2;
16 Replace target parameters θ− ← θ every N− steps;

while the other parts are identical to DQN. For simplicity, we base our work
on DDQN. It would be straightforward to use instead other variants of DQN,
such as prioritized experience replay [20], dueling network [27], or bootstrapped
DQN [18].

We illustrate the DDQN algorithm with UCB in Algorithm 1. The whole
process of BNSL in our framework RBNets is summarized in Algorithm 2.

4 Experimental Validation

In this section, we present extensive experiment results over the performance of
our method, against state-of-the-art methods.

4.1 Experiment Setup

The experiments were performed on a PC with 2.10 GHz Intel Xeon E5-2620
processor, 64 GB of RAM, 1024 GB of hard disk space, and running Ubuntu
16.04. About parameter setting, the reward discount factor γ = 1 and the max-
imum episodes M = 300. We used RMSProp for learning parameters with the
learning rate α of 0.001. We used a replay buffer size Nr of 2000, batch size Nb

of 200, and target network replacement frequency N− of 300.
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Algorithm 2: RBNets Algorithm
Input: Dataset D = {D1, D2, ..., Dm} and variables V = {X1, X2, ..., Xn}
Output: The Bayesian network structure G∗

1 Extract POPS Pi for each variable Xi based on Theorem 1, Theorem 2 and
Theorem 3;

2 Build a search graph and calculate the value of each edge using Equation (6);
3 Find a good ordering of variables using Algorithm 1;
4 Obtain the parent sets Πi of each variable Xi according to POPS given the

ordering of variables;
5 Rebuild the network structure by the parent sets.

Table 1. The description of datasets sorted according to the number n of variables
and the number m of instances. An asterisk indicates that the dataset is from BNR
and we generate instances from it, otherwise it is from UCI.

Small Medium Large Very large Very Large and Massive

Dataset n m Dataset n m Dataset n m Dataset n m Dataset n m

shuttle 9 58000 horse colic 27 368 hailfinder* 56 500 pathfinder* 109 1000 isolet 617 7797

adult 14 48842 water* 32 500 hepar* 72 1000 gas sensor 128 13910 parkinson 754 756

voting 16 435 alarm* 37 1000 ozone 73 2536 semeion 256 1593 androgen 1024 1687

segment 19 2310 sponge 45 76 insurance 86 9000 madelon 500 4400 wikipedia 1068 731

4.2 Datasets

The datasets are from UCI repository1 and Bayesian Network Repository
(BNR)2. We removed the lines with missing data and discretized continuous
variables into two states using the mean values. The BNR classifies networks
as small (less than 20 variables), medium (20–50 variables), large (50–100 vari-
ables), very large (100–1000 variables), and massive (more than 1000 variables).
The description is depicted in Table 1.

4.3 Baseline Methods

Many existing techniques in heuristic search and exact solver can be used to han-
dle the problem of Bayesian network structure learning. We compare our method
with the following two exact methods (A* and GOBNILP), three heuristic meth-
ods (GHC, OBS, and ASOBS), and one reinforcement learning based method
(RL-BIC).

– A* [28] is developed based on the dynamic programming recurrences to learn
optimal network structures. It formulates learning optimal Bayesian network
as a shortest path finding problem. With the guidance of a consistent heuris-
tic, the algorithm learns an optimal Bayesian network. We use the version
2017 from URLearning3.

1 http://archive.ics.uci.edu/ml/.
2 https://www.bnlearn.com/bnrepository/.
3 http://www.urlearning.org/.

http://archive.ics.uci.edu/ml/
https://www.bnlearn.com/bnrepository/
http://www.urlearning.org/
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Table 2. The running time (in seconds) of different methods. Note that the extraction
of POPS was computed in a preprocessing step and the running time does not include
it. We use the same extracted POPS in different methods. Running time of RBNets
includes model training time. Resource limits of 12 h of CPU time and 64 GB of memory
were imposed: OT = out of time; OM = out of memory. Bold indicates that the time
is the best result among all tested methods. An asterisk indicates that the dataset is
generated from BNR.

Dataset Time (s)

A* GOBNILP GHC OBS ASOBS RL-BIC RBNets

shuttle 0.8 3.6 5.6 3.2 3.0 2.8 1.2

adult 9.6 0.9 28.4 12.8 6.4 3.6 2.3

voting 4.4 3.1 19.2 18.6 12.5 8.3 2.6

segment 2.8 4.0 26.7 10.2 5.8 6.1 3.5

horse colic 8.5 11.8 121.6 64.0 42.3 29.6 12.4

water* 6.2 4.7 239.4 43.9 26.6 25.7 15.8

alarm* 70.1 6.9 1385.1 482.3 320.7 105.4 80.5

sponge 138.4 20.6 OT 215.6 68.5 29.8 19.7

hailfinder* OM 129.3 OT 673.3 104.3 105.6 71.1

hepar* OM OT OT 1204.7 382.4 309.1 209.2

ozone OM OT OT 3420.0 715.7 769.2 526.4

insurance OM OT OT 3257.8 2802.5 2035.7 1953.0

pathfinder* OM OM OT 3070.6 1961.0 1544.9 1194.1

gas sensor OM OM OT 3641.2 3409.4 3284.8 3026.5

semeion OM OM OT 18530.6 13298.5 12037.0 10573.2

madelon OM OM OT 30268.9 22746.6 22453.7 19281.7

isolet OM OM OT 38211.4 29682.3 28444.8 26318.6

parkinson OM OM OT OT 31842.1 28373.5 27805.9

androgen OM OM OT OT 39467.4 37009.2 36256.0

wikipedia OM OM OT OT 40369.2 38675.1 38096.8

– GOBNILP [7] is based on the integer programming (IP) for exact BN learn-
ing, which learns Bayesian networks from complete discrete data or from local
scores. It adds acyclicity constraints to the ILP during solving in the form of
cutting planes. We use the version 1.6.1 with SCIP 3.2.1 of GOBNILP4.

– Greedy Hill Climbing (GHC) [9] examines all possible local changes (edge
addition, edge deletion, and edge reversal) in each step and apply the one
that leads to the biggest improvement in score and optimizes the network
structure. We use the implementation of bnlearn5 package with version 4.5.

– OBS [25] makes use of the topological orderings of variables as a search space,
selecting for each ordering the best network consistent with it. This search
space is much smaller, makes more global search steps, has a lower branching
factor, and avoids costly acyclicity checks.

4 https://www.cs.york.ac.uk/aig/sw/gobnilp/.
5 https://www.bnlearn.com/.

https://www.cs.york.ac.uk/aig/sw/gobnilp/
https://www.bnlearn.com/
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– ASOBS [19] performs approximated structure learning without constraints
on the in-degree. It is made of two parts: parent set identification for explor-
ing the space of possible parent sets of a node; structure optimization for
maximizing the score of the resulting structure.

– RL-BIC [29] proposes an encoder-decoder model, which takes observable
data as input and generates graph adjacency matrices that are used to com-
pute rewards. The reward incorporates both the predefined score function
and two penalty terms for enforcing acyclicity.

4.4 Evaluation Metrics

The explicit goal of Bayesian network structure learning is to maximize the BIC
score. Therefore, in addition to the running time, we evaluate the performance
of methods by the BIC score. The difference in BIC scores between the two
alternative networks is an asymptotic approximation of the logarithm of the
Bayesian factor, which is the ratio of two posterior probabilities [19]. ΔBIC1,2 =
BIC1 − BIC2 represents the difference between the BIC scores of network net1
and network net2. If ΔBIC1,2 > 0, it means that net1 is better than net2.
In order to quantify this metric, the evidence in favor of net1 is respectively
{neutral, positive, strongly positive, very strong} if ΔBIC1,2 is between {0 and
2; 2 and 6; 6 and 10; beyond 10} [19]. In the same way, the evidence in favor
of net2 is respectively {neutral, negative, strongly negative, very negative} if
ΔBIC1,2 is between {−2 and 0; −6 and −2; −10 and −6; smaller than −10}.

Table 3. The comparison of RBNets with four heuristic baselines in unknown network
structures.

RBNets vs GHC OBS ASOBS RL-BIC

ΔBIC(K)

Very positive (K > 10) 24 21 15 12

Strongly positive (6 < K < 10) 3 4 3 6

Positive (2 < K < 6) 2 2 6 5

Neutral (−2 < K < 2) 1 3 5 6

Negative (−6 < K < −2) 0 0 1 1

Strongly negative (−10 < K < −6) 0 0 0 0

Very negative (K < −10) 0 0 0 0

4.5 Performance Evaluation of Time

We first tested the running time of different methods in solving the benchmark
datasets. We terminate a method early if it runs for more than 12 h on a dataset,
which means out of time in our scenario. The result is presented in Table 2, from
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Table 4. The comparison of RBNets with four heuristic baselines in known network
structures.

RBNets vs GHC OBS ASOBS RL-BIC

ΔBIC(K)

Very positive (K > 10) 29 23 19 14

Strongly positive (6 < K < 10) 0 1 0 5

Positive (2 < K < 6) 1 3 2 3

Neutral (−2 < K < 2) 0 3 5 4

Negative (−6 < K < −2) 0 0 2 2

Strongly negative (−10 < K < −6) 0 0 1 2

Very negative (K < −10) 0 0 1 0

which we can draw that the running time mainly depends on the scale of the
datasets, including the number of variables and instances. The conclusions are
as follows.

– Small networks and medium networks datasets are easy for exact algorithms,
A* and GOBNILP, while heuristic methods including GHC, OBS, ASOBS,
and RL-BIC need more time to find a solution. However, our proposed
RBNets achieves satisfactory results and are even better than exact meth-
ods in voting and sponge datasets.

– In large networks, it can be challenging for both A* and GOBNILP, either out
of memory or out of time. As for the heuristic methods, GHC does not work
when number of variables is larger than 40, which is understandable because
it examines all possible local changes in each step. ASOBS performs better
than OBS because it extends the ordering-based algorithm and provides an
effective approach for model selection with reduced computational cost. RL-
BIC achieves good performance among baseline methods. Our RBNets has
the best performance compared with all baselines.

– In very large and massive networks, A*, GOBNILP, and GHC fail to complete
the finding process due to out of memory or out of time. OBS, ASOBS, and
RL-BIC can be applied to very large networks, but is still slower than RBNets.

– A* method can easily exceed the memory limit in large datasets, the reason
is that it requires all the search information, such as parent and order graphs,
to be stored in memory during the search process.

To sum up, the improvement of RBNets is significant in running time when
compared with baselines, especially in large, very large, and massive networks.

4.6 Learning Performance from Datasets

In addition to running time, we measure the quality of networks that are learned
from datasets of different methods. Based on the datasets mentioned in Table 1,
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there are 15 datasets from UCI with unknown network structures and 5 datasets
from BNR with known network structures. For the former, we randomly divide
each dataset into two subsets of instances, which forms 30 datasets with unknown
network structures. For the latter, we generated instances from these networks
using logic sampling. Each instance corresponds to a value assignment for all
nodes. Then we run each method when given the first 200, 500, 1000, 2000,
3000, and 5000 instances from each dataset, i.e., overall we consider 30 datasets
(5 original datasets multiplied by 6 different number of instances) with known
network structures.

Then we compare our RBNets with four heuristic methods GHC, OBS,
ASOBS, and RL-BIC respectively. It should be noted that exact methods A*
and GOBNILP are not appropriate here since they aim to learn the optimal
Bayesian networks. Besides, A* and GOBNILP can not work in very large net-
works unless the in-degree is restricted. A positive ΔBIC means that RBNets
yields a network with higher BIC score than the network obtained using other
approaches; vice versa for negative values of ΔBIC. The comparison results are
shown in Table 3 and Table 4, from which we draw following conclusions.

– The ΔBIC of the learned network is larger than 10 in most cases, implying
very effective calculation for the networks learned by RBNets.

– Especially comparing with GHC and OBS, RBNets acts much better than
them whether the network structure is known or not. ΔBIC > 10 is obtained
in 24/30 cases and 29/30 cases in unknown and known structures, respectively.

– ASOBS and RL-BIC have good performance in a few datasets, e.g., ASOBS
leads to ΔBIC < −2 in 1/30 cases in unknown structures and 4/30 cases
in known structures. However, they still perform worse than RBNets in most
cases.

– RL-BIC yields ΔBIC < −2 in 1/30 cases and 4/30 cases in different data
scenarios. However, RBNets performs better than R-RBNets in most cases.

5 Conclusion

In this paper, we discuss the problem of learning Bayesian network structures
from a given dataset and scoring function, which has been shown to be NP-
hard. The running time and learning performance of traditional methods are
not satisfactory, which calls for further research. In this paper, we propose a
novel deep Reinforcement learning based Bayesian Network structure learning
approach (RBNets). We formulate this problem as a highest-value path prob-
lem and calculate the ordering of variables using the Deep Double Q-network
algorithm with Upper Confidence Bound based exploration strategy. Then we
can reconstruct the structure of Bayesian networks from the potential optimal
parent sets and the ordering of variables. Substantial experiments on real and
synthetic datasets show the efficiency and effectiveness of our method against
baseline methods. RBNets has better performance over running time and BIC
score when compared with state-of-the-art methods, especially in large networks.
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Abstract. Multi-view spectral clustering has recently received a lot
of attention. Existing methods, however, have two problems to be
addressed: 1) similarity matrices used in clustering omit the high-order
neighbor information, reducing embedding accuracy; 2) two independent
procedures of embedding and discretization may result in a suboptimal
result, lowering the final performance. To address the abovementioned
issues, we propose a unified spectral rotation framework for multi-view
clustering using a fused similarity graph. The method begins with estab-
lishing similarity graphs for each view and constructing first-order and
high-order Laplacian matrices for capturing the hidden similarity among
different nodes. Then embedding and discretization procedures are inte-
grated into a new framework for performing a spectral rotation to obtain
a global clustering result. Finally, a three-step optimization method for
obtaining the final clustering labels is proposed. We conduct extensive
experiments on a variety of real-world and synthetic datasets to validate
the effectiveness of the proposed algorithm. Our method outperforms
state-of-the-art methods by 8.0% on average, according to experimental
results. The code of the proposed method is available at https://github.
com/lting0120/USRF FSG.git.

Keywords: Multi-view clustering · Spectral clustering · High-order
Laplacian

1 Introduction

Multi-view clustering is a hot topic in unsupervised learning, widely applied in
data mining, machine learning, image processing, and so on [7,9]. A large num-
ber of multi-view clustering methods are proposed, including multi-kernel learn-
ing [5], multi-view spectral clustering [13], multi-view subspace clustering [31],
etc. Among them, multi-view spectral clustering becomes more popular [29,30]
because of its good performance and simple implementation, which is success-
fully applied to many applications, such as image segmentation [1], social multi-
media [21], and cancer biology [12]. The classical multi-view spectral clustering
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 209–225, 2023.
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algorithm can be summarized in three steps: 1) constructing a similarity graph
for every view; 2) finding a fusion graph between all similarity graphs and per-
form spectral embedding; 3) performing spectral discretization by k-means after
spectral embedding to obtain the final clustering results.

One of the important tasks of classical multi-view clustering methods that
has received much attention is how to improve accuracy. According to the task,
the existing algorithms can be divided into two categories. The first category
pays attention to constructing similarity graphs effectively, aiming to mine hid-
den neighbor information from multiple views. To be specific, the category
mainly includes anchor approximation [22,26], high-order information acquisi-
tion [20,33], and graph information fusion [8,25]. These methods often calculate
the distance among local neighbors to establish contact and construct similar-
ity graphs. The second category commits to fusing the second and third steps
thus avoiding the extra k-means step. These methods make the obtained discrete
clustering results closer to the real clustering labels by imposing the rank con-
straint on the fusion matrix to avoid the suboptimal result [14,32]. Besides, some
studies [19,24] may obtain the discrete clustering allocation matrix by rotating
the continuous allocation matrix.

Although the first category of studies obtained a representative embedding
matrix, the two individual steps of spectral embedding and spectral discretiza-
tion resulted in a suboptimal clustering result. The algorithms in the second cat-
egory, on the other hand, obtained the best discrete clustering allocation matrix.
Still, the embedding matrix lacked sufficient information to capture node fea-
tures, lowering the final performance. Overall, the current multi-view spectral
clustering still has two flaws: 1) lack of a suitable matrix to distinguish similar-
ity among different nodes; 2) individual embedding and discretization processes
lead to a suboptimal clustering result.

To solve the above problems, we propose a unified spectral rotation frame-
work using a fused similarity graph. First, instead of conventional similarity
graphs, anchor graphs are produced, which selects more representative anchors.
Then, we construct the first-order and high-order Laplacian matrices for cap-
turing the hidden similarities among different nodes, where the first-order and
high-order Laplacian matrices complement the information held by each other
and the optimal Laplacian matrix can be learned for clustering. Finally, embed-
ding and discretization procedures are integrated into a unified framework for
performing a spectral rotation to obtain a global clustering result. Furthermore,
we design a three-step optimization method for obtaining the final clustering
labels. Extensive experiments are conducted on eight benchmark datasets to
validate the effectiveness of the proposed algorithm. Experimental results show
that our method outperforms the state-of-the-art techniques by 8.0% on average.

The main contributions of our work are summarized below:

– We fuse the information of first-order and high-order Laplacian matrices to
capture the hidden similarity among different nodes. In this way, sample-
to-sample information can be fully exploited, leading to better clustering
performance.
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– We propose a new unified framework for integrating the spectral embedding
and discretization procedures and performing a spectral rotation to obtain a
global clustering result. Also, a three-step optimization method is designed
for obtaining the final clustering labels.

– Comprehensive experiments are conducted on a variety of real-world and
synthetic datasets to evaluate the effectiveness of our proposed algorithm. As
demonstrated, when compared to other state-of-the-art baselines, the pro-
posed algorithm can show its superiority, validating its effectiveness.

The rest of this paper is organized as follows. Related works are introduced in
Sect. 2. We propose our method and its optimization in Sect. 3. The experimental
results are given in Sect. 4. Finally, we conclude our work in Sect. 5.

2 Related Work

This section introduces the previous studies close to our work. Multi-view cluster-
ing aims to exploit the mutual agreement of diverse views information to obtain
better clustering performance. Hence, most multi-view clustering methods are
similarity-based.

To exploit the similarity between each sample, many researchers constructed
affinity matrices by proximity functions, such as local proximity function [15],
Gaussian proximity [25], and k-nearest proximity [33]. Considering the noise
damage caused by clustering measurement, some studies adopted anchor-based
methods such as k-means policy [11] and directly alternate sampling method [14].
Moreover, Sun et al. [22] and Wang et al. [26] performed subspace clustering by
integrating the two processes of anchor learning and graph construction. How-
ever, the first-order proximity information is insufficient to handle the similarity
between nodes. Therefore, another research of multi-view spectral clustering [33]
was put forward that searches for the information in the linear combination of
the first-order and high-order Laplacian matrices simultaneously. However, there
is no effective method to explore hidden information between neighbors.

After the graph construction stage, the clustering process needs an extra step
to generate clustering labels. Zong et al. [34] used an extra k-means stage to
generate final clustering labels. However, the continuous solution obtained from
the graph cutting may deviate far from the discrete solution. Therefore, Huang
et al. [10] applied spectral rotation to get the continuous spectral vector closer
to the discrete cluster indicator. Because the solution of traditional spectral
rotation is approximate, Chen et al. [3] proposed an improved spectral rotation
directly obtaining the discrete solution. However, the two-stage method may not
lead to a globally optimal solution. Therefore, Nie et al. [19] performed the fusion
spectral rotation on all graph matrices to obtain the discrete solution directly.
Besides, some works [2,27] performed spectral embedding and spectral rotation
on a single view simultaneously. But there is a lack of combination with neighbor
information in terms of multiple views.
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3 Methodology

This section proposes a unified spectral rotation framework using a fused simi-
larity graph. This framework makes the first-order and high-order information of
the matrix complementary to each other for mining the hidden neighbor infor-
mation. More importantly, we can search for the optimal Laplacian matrix and
the global optimal clustering result simultaneously.

3.1 Similarity Matrix Construction

We first introduce how to construct first-order similarity matrices by the anchor-
based method. As we know, random sampling is less representative than k-
means based strategy. In this work, we utilize k-means to produce anchors. When
choosing anchors, there are numerous ways adopting the clustering centers of k-
means. Although these methods can improve the clustering performance, it is
unstable due to the random initialization of k-means. In this work, we take the
nearest nodes of the centroids generated by k-means as anchors, which is named
k-nearest point (KNP) method.

Given a dataset X = {X1,X2, ...,Xv}, where Xv ∈ R
n×d, consisting of

n samples from v views and d is the feature number. The KNP method
firstly selects m anchors A ∈ R

m×d, where m = γ × n � n and γ is the
anchor rate of samples n. To be specific, we first concatenate all feature as
X′ = [X1,X2, ...,Xv]. Second, we adopt k-means method to generate the nearest
nodes of the m clustering centers as anchors. Then by calculating the euclidean
distance between anchors and all samples to build the representation matrix
C ∈ R

n×m for each view, which is calculated by

min
ci(v)1=1,(ci(v))T �0

m∑

j=1

‖xi − aj‖22 cij(v) + τ

m∑

j=1

(
cij(v)

)2 (1)

where ci(v) denotes the ith row of C and the first term measures the distances
between the ith sample and jth anchor. According to [3], the optimal solution
cij(v) to problem (1) is

cij(v) =

{
Ei,g+1−‖xi−aj‖2

2
gEi,g+1−∑g

ε=1 Ei,ε
xj ∈ Ng (xi)

0 otherwise
(2)

where Ei,ε is the square of Euclidean distance between xi and its εth neighbor,
and Ng contains the g nearest neighbors of xi. After this, the adjacency matrix
is calculated by

W = CΛ−1CT (3)

where Λ ∈ R
m×m is a diagonal matrix which the jth entry is Λjj =

∑n
i=1 cij .
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3.2 High-Order Laplacian Construction

Given a similarity matrix W, each item wij is the first-order similarity, which
indicates the relationship between node i and node j. In addition to the simi-
larity between nodes, we also consider the similarity between the neighbors of
nodes [23]. Suppose Φi = {x1,x2, · · · ,xn} is the neighbor set of node i, then
its corresponding weight set is Ω(1)

i = {w
(1)
i1 , w

(1)
i2 , . . . , w

(1)
in }. If there exist com-

mon neighbors between node i and node j, i.e. Φi∩Φj �= ∅, then there exists a
second-order similarity w

(2)
ij =

∑n
t=1 w

(1)
it w

(1)
jt = w(1)T

i w(1)
j ,∀i, j ∈ [n].

Expanding from the second-order similarity, we can deduce the formula for
the high-order similarity as W(o) = W(o−1)W [33]. Then the corresponding
Laplacian matrix is calculated by: L(o) = D(o) − W(o) ∈ R

n×n, where D is
degree matrix and the ith element Dii =

∑n
j=1 wij . To obtain more compre-

hensive information, we fuse the first-order and high-order Laplacian matri-
ces of multiple views to obtain an optimal synthetic Laplacian matrix [12]
L∗ =

∑O
o=1

∑v
p=1 αpL

(o)
p , where αp is to assign a weight for each Laplacian

matrix. Next, we establish the multi-view clustering based on an synthetic Lapla-
cian matrix as follows:

min
HTDH=I,α

Tr(HTL∗H)

s.t. L∗ =
O∑

o=1

v∑

p=1

αpL(o)
p , ‖α‖1 = 1,α ≥ 0,H = Y(YTDY)− 1

2

(4)

where Y ∈ B
n×k represents the discrete cluster allocation matrix and k repre-

sents the cluster number. The process is designed to optimize the continuous
cluster allocation matrix H ∈ R

n×k which also known as spectral embedding.

3.3 Unified Framework

To get the globally optimal result, the spectral rotation is used to perform spec-
tral discretization [10]:

min
RTR=I,Y∈Bn×k

‖H∗R − Y‖2F (5)

where H∗ is the optimal solution and R is an orthonormal matrix. Since HR
also a solution of Eq. (4) with the constraint (HR)TD(HR) = I, the goal of
Eq. (5) is to find a suitable R making the H∗R closer to the discrete indicator
matrix Y by minimizing the distance between them [10].

In order to obtain optimal Y∗, there exists a method that transform H back
to the Y by

Y∗ = Diag
(
diag− 1

2

(
H∗ (H∗)T

))
H∗ (6)

Since Y∗ is an approximate solution, the final clustering result may deviate from
the proper discrete solution if Y is solved by Eqs. (5) and (6) only. So we use the
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original form Y(YTDY)− 1
2 of Y such that Y approximates the correct solution,

the improved spectral rotation formula is:

min
RTR=I,Y∈Bn×k

‖H∗R − Y(YTDY)− 1
2 ‖2F (7)

Finally, we integrate the spectral embedding and spectral rotation in a single
framework with a trade-off parameter β for measurement. We also add a diversity
inducement term to balance the contribution of different orders with different
views:

min
HTDH=I,RTR=I,Y∈Bn×k,α

[
Tr(HTL∗H) + β‖HR − Y(YTDY)− 1

2 ‖2F + θαTNα
]

s.t. L∗ =
O∑

o=1

v∑

p=1

αpL(o)
p , ‖α‖1 = 1,α > 0

Npq =
O∑

o=1

Tr(W(o)
p W(o)

q )

‖W(o)
p ‖F ‖W(o)

q ‖F

(∀p, q ∈ [v] and o ∈ [O])

(8)
The first term tries to find a consensus matrix H among multiple views. The
second tends to find a global optimal discrete indication solution Y. The third
of the proposed formula is the diversity inducement term, which is introduced to
consider the effects between different views of different orders fully. The weight
parameter αp tends to depend only on the adjacency matrix W(o)

p and a given
H, while independent of the other adjacency matrices [16]. So a regulariza-
tion term is introduced here to characterize the correlation among all adjacency
matrices. And the optimal Laplacian matrix is constructed by minimizing this
regularization term to update α [33]. θ is the equilibrium coefficient, and N is
the correlation measurement matrix that records the central kernel alignment
values among the matrices.

Given the constraint RTR = I, HR can be fused into a variable so that H
directly replaces HR, and then we extend the second term by D

1
2 . By transform-

ing the above, we obtain the optimization problem of the proposed algorithm as
follows:

min
HTDH=I,Y∈Bn×k,α

[
Tr(HTL∗H) + β‖D 1

2 H − D
1
2 Y(YTDY)− 1

2 ‖2F + θαTNα
]

s.t. L∗ =
O∑

o=1

v∑

p=1

αpL(o)
p , ‖α‖1 = 1,α > 0,

Npq =
O∑

o=1

Tr
(
W(o)

p W(o)
q

)

∥∥∥W(o)
p

∥∥∥
F

∥∥∥W(o)
q

∥∥∥
F

(∀p, q ∈ [v] and o ∈ [O])

(9)
The three terms are spectral clustering, spectral rotation, and diversity induce-
ment.
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3.4 Optimization

A newly proposed optimization process for Eq. (9) is presented. We decompose
it into three optimization sub-problems, namely H-step, Y-step, and α-step.
In addition, the computational complexity of the optimization algorithm is also
discussed.
1) α-step. This step aims to update α with the given H and Y. Then the
objective function w.r.t. α can be formulated as

min
α

αTNα + bTα s.t. ‖α‖1 = 1, 0 ≤ αp ≤ 1(p ∈ [v]) (10)

where bp = β
θ Tr

(
HT

∑O
o=1 L(o)

p H
)

(p ∈ [v]). Because N is semi-positive definite
and the constraint of Eq. (10) is convex, the corresponding QP problem is convex.
We can solve it with a standard convex quadratic programming problem. So, the
optimal solution can be obtained.
2) H-step. This step aims to update H with given α and Y. Let G = D

1
2 H,

because GTG = I, the objective function can be transformed as:

min
GTG=I

[
Tr

(
GTD− 1

2 L∗D− 1
2 G

)
+ β

∥∥∥G − D
1
2 Y

(
YTDY

)− 1
2
∥∥∥
2

F

]
(11)

According to L∗ = D − W∗, we can simplify it as:

max
GTG=I

[
Tr

(
GTD− 1

2 W∗D− 1
2 G

)
+ 2β Tr

(
GTD

1
2 Y

(
YTDY

)− 1
2
)]

(12)

where M = D− 1
2 W∗D− 1

2 . Because of view diversity, we calculate matrix M by

M =
O∑

o=1

v∑

p=1

αp

(
D(o)

p

)− 1
2
W(o)

p

(
D(o)

p

)− 1
2

(13)

Then, the H-step can be further expressed as:

max
GTG=I

Tr(GTMG + 2βGTK) (14)

where K = D
1
2 Y(YTDY)− 1

2 ∈ R
n×k. We consider taking the Lagrangian mul-

tipliers to tackle the problem because there is a constraint GTG = I. The
Lagrangian function can be written as:

L(G, λ) = Tr(GTMG + 2βGTK) − Tr(λ(GTG − I)) (15)

The λ is the Lagrangian multiplier, and now we need to solve the following:

∂L
∂G

= 2MG + 2βK − 2Gλ = 0 (16)

Let Z = 2MG + 2βK, the optimal G∗ can be obtained by solving the below
question:

max
GTG=I

Tr(GTZ) (17)
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Because Eqs. (14) and (17) satisfy the KKT condition, we can decompose Z by
single value decomposition (SVD), w.r.t. Z = UΣVT, then the optimal G∗ is
obtained by GT∗ = VUT. So the optimal H∗ can be calculated by:

H∗ = D− 1
2 UVT (18)

where U, VT come from the SVD of Z.
3) Y-step. This step aims to update Y with the given α and H. The objective
function of Y is:

min
Y∈Bn×k

‖D 1
2 H − D

1
2 Y

(
YTDY

)− 1
2 ‖2F (19)

It can be simplified as follows:

max
Y∈Bn×k

Tr
(
HTDY

(
YTDY

)− 1
2
)

Then we can solve the problem above by

max
Y∈Bn×k

k∑

j=1

∑n
i=1 hijDiiyij√

yT
j Dyj

(20)

where hij and yij denote the i, jth entries of matrix H and Y respectively, Dii

denotes the ith entry of D, yj is the jth column of matrix Y. We are going

to fix the other rows and calculate Y row by row for the reason of
√

yT
j Dyj

containing all rows of Y. To calculate the ith row of Y, we need to consider
the increment in the value of the target function from yij = 0 to yij = 1. The
formula for calculating the increment is:

sij =
∑n

t=1 htjDttytj + Diihij (1 − yij)√
yT

j Dyj + Dii (1 − yij)
−

∑n
t=1 htjDttytj − Diihijyij√

yT
j Dyj − Diiyij

(21)

Then the optimal value of Y can be obtained by the following equation:

yij =

{
1, j = arg max

j∈[1,k]

sj

0, else
(22)

Iterate yj row by row according to the formula above until the process converges
and no labels change.

3.5 Complexity Analysis

Finally, we summarize the pseudo code about the optimization process in Algo-
rithm 1, where l1, l2 and l3 indicate the iteration numbers of Algorithm 1, H-step
and Y-step respectively. We discuss the time complexity of the proposed algo-
rithm mainly in two parts:
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Algorithm 1. A Unified Spectral Rotation Framework Using a Fused Similarity
Graph
Input: Data from v views X(1) , ...,X(v) ∈ R

n×d, number of clusters k, parameter β
and θ, the anchor rate γ.

Output: The indicator matrix Y ∈ B
n×k.

1: Construct first-order and high-order similarity matrices for every view according
to W = CΛ−1CT and W(o) = W(o−1)W respectively.

2: Construct first-order and high-order Laplacian matrices by L(o) = D(o) − W(o).
3: Initialize H ∈ R

n×k, randomly initialize Y, α as 1v
v

.

4: Calculate: K = D
1
2 Y

(
YTDY

)− 1
2 ,G = D

1
2 H, and matrix M by Eq. (13).

5: while convergence criterion is not satisfied do
6: Calculate L

(o)

(l1+1) =
∑v

p=1 αp(l1)L
(o)
p .

7: Update α(l1+1) by calculating Eq. (10).
8: while convergence criterion is not satisfied do
9: Calculate Z(l2+1) = 2MG + 2βK.

10: Calculate the SVD of Z(l2+1) that Z(l2+1)= UΣVT.
11: Calculate H by Eq. (18).

12: repeat
13: for i = 1 to n do
14: for j = 1 to k do
15: Calculate sij according to Eq. (21).

16: Update Y(l3+1) by calculating Eq. (22).

17: until Y does not change

(1) The first part is similarity graphs construction. This part selects m
anchors and constructs representation matrices C which time complexity
is O (vnmd + vnm log(m)) where d =

∑v
p=1 dv. Because m � n,m � d,

the complexity of the first part is O (vnmd).
(2) The second part is optimization. Specifically, the optimization of α-step

requires solving a standard convex quadratic programming problem whose
complexity is O (

δ−1v
)
. δ is the precision of the result. The optimization of

H-step includes the calculation of MG, which takes O (
n2k

)
time. So the

H-step needs the complexity of O (
l2n

2k
)
, where k is the cluster number.

The optimization of Y-step needs O (l3nk) time. In short, the complexity
of optimization process is O (

l1
(
δ−1v + l2n

2k + l3nk
))

.

In conclusion, the proposed method takes O (
vnmd + l1

(
δ−1v + l2n

2k + l3nk
))

time. Considering δ−1 � n, k � n and l1, l2, l3 are independent with n, the
overall complexity of our method is O (

vnmd + n2k
)
, which is reasonable.

4 Experiments

In this section, we evaluate the effectiveness of the proposed algorithm on seven
widely used real-world datasets and a synthetic dataset. Yale [24] contains images
of 165 different subjects under different conditions. MSRC [28] contains several
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features of images such as trees, buildings, airplanes, cows, faces, cars, and bicy-
cles. ORL [17] contains detailed pictures of different faces at different times.
WikiArticles1 are selected sections from the Wikipedia’s featured articles collec-
tion. 100Leaves2 consists of 100 plant species leaves. NUS [4] contains animal
object images. Mnist4 is a subset of MNIST [6], composed of the numbers 0–3.
Synthetic3D3 is a synthetic dataset about 3D objects. The detailed information
about the datasets is listed in Table 1.

Table 1. Information of Benchmark Datasets

Dataset #Sample #Cluster #View #Feature

Yale 165 15 3 4096, 3304, 6750

MSRC 210 7 5 24, 576, 512,256, 254

ORL 400 40 4 512, 59, 864, 254

WikiArticles 693 10 2 10, 128

100Leaves 1600 100 3 64, 64, 64

NUS 2400 12 6 64, 144, 73,128, 225, 500

Mnist4 4000 4 3 30, 9, 30

Synthetic3D 600 3 3 3, 3, 3

4.1 Experimental Setup

In our experiment setup, we mainly set three parameters: trade-off coefficient β,
regularization parameter θ, and anchor rate γ, respectively. The trade-off coef-
ficient β is searched in

[
10−4, 10−3, · · · , 100

]
. The regularization parameter θ is

selected from the range
[
2−15, 2−12, · · · , 215

]
. Our proposed method explores the

optimal anchor numbers in [0.1n, 0.2n, ..., 0.9n], where n is the sample number.
According to the relevant literature [33], the optimal order O of the high-order
Laplacian matrix is 2. To eliminate the instability of experimental performance
caused by the randomness of anchor selection based on k-means, we ran the
experiment 10 times. In addition, we implement the baselines using the author’s
source codes and set the parameters according to their study. A similarity matrix
is pre-calculated with the cosine similarity for the algorithm. The clustering
representation uses three widely used metrics: ACC, NMI, and Purity. All our
experiments were carried out on Matlab R2021B (64bit) on the same desktop
computer.

4.2 Comparison with State-of-the-Art Algorithms

To verify the effectiveness of this algorithm, we compare it with nine multi-view
clustering algorithms. The details of the baselines are summarized below:
1 http://www.svcl.ucsd.edu/projects/crossmodal/.
2 https://archive.ics.uci.edu/dataset/241/one+hundred+plant+species+leaves+

data+set.
3 https://github.com/lting0120/USRF FSG/tree/main/Datasets.

http://www.svcl.ucsd.edu/projects/crossmodal/
https://archive.ics.uci.edu/dataset/241/one+hundred+plant+species+leaves+data+set
https://archive.ics.uci.edu/dataset/241/one+hundred+plant+species+leaves+data+set
https://github.com/lting0120/USRF_FSG/tree/main/Datasets
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Table 2. The clustering results in comparing with the state-of-the-art method, where
the bolded value is the best.

Dataset MLAN [18] WMSC [34] AWP [19] MCGC [32] LMVSC [11] GMC [25] SMVSC [22] SFMC [14] FPMVS [26] Proposed

ACC (%)

Yale 49.8 ± 1.4 61.8 ± 0.0 57.6 ± 0.0 62.4 ± 0.0 54.6 ± 0.0 65.5 ± 0.0 59.4 ± 0.0 52.7 ± 3.3 44.2 ± 0.0 70.3 ± 0.0

MSRC 74.3 ± 1.3 83.8 ± 0.0 82.4 ± 0.0 89.1 ± 0.0 34.3 ± 0.0 74.8 ± 0.0 81.4 ± 0.0 81.0 ± 5.1 78.6 ± 0.0 89.1 ± 0.8

ORL 55.9 ± 1.5 84.6 ± 1.3 83.8 ± 0.0 81.8 ± 0.0 72.3 ± 0.0 83.8 ± 0.0 57.5 ± 0.0 75.0 ± 3.6 56.5 ± 0.0 89.3 ± 0.0

WikiArticles – 52.5 ± 1.2 45.7 ± 0.0 52.7 ± 0.0 55.1 ± 0.0 44.9 ± 0.0 32.6 ± 0.0 50.0 ± 4.7 32.6 ± 0.0 62.3 ± 0.0

100Leaves 58.7 ± 0.3 87.2 ± 1.2 75.7 ± 0.0 31.4 ± 0.0 55.9 ± 0.0 82.4 ± 0.0 38.7 ± 0.0 70.2 ± 1.3 35.4 ± 0.0 94.6 ± 0.0

NUS 24.5 ± 0.5 26.2 ± 0.1 24.6 ± 0.0 20.3 ± 0.0 18.5 ± 0.0 16.5 ± 0.0 27.4 ± 0.0 11.4 ± 1.3 25.9 ± 0.0 28.0 ± 0.6

Mnist4 69.6 ± 3.7 91.95 ± 0.0 65.6 ± 0.0 88.5 ± 0.0 72.7 ± 0.0 92.0 ± 0.0 88.4 ± 0.0 91.7 ± 0.2 88.5 ± 0.0 92.0 ± 0.0

Synthetic3D 46.4 ± 2.8 69.7 ± 0.0 34.7 ± 0.0 33.5 ± 0.0 95.7 ± 0.0 34.8 ± 0.0 96.8 ± 0.0 95.1 ± 1.3 91.5 ± 0.0 98.3 ± 0.0

Average 54.2 69.7 58.8 57.5 57.4 61.8 60.3 65.9 56.7 78.0

NMI (%)

Yale 54.1 ± 2.1 65.2 ± 0.2 60.5 ± 0.0 65.9 ± 0.0 59.7 ± 0.0 68.9 ± 0.0 62.2 ± 0.0 58.6 ± 2.7 51.1 ± 0.0 71.6 ± 0.1

MSRC 74.6 ± 1.9 75.3 ± 0.0 73.0 ± 0.0 81.1± 0.0 24.6 ± 0.0 77.1 ± 0.0 70.8 ± 0.0 72.1 ± 3.8 68.6 ± 0.0 79.5 ± 0.2

ORL 73.3 ± 0.1 93.3 ± 0.6 91.0 ± 0.0 93.3 ± 0.0 86.9 ± 0.0 93.9 ± 0.0 79.2 ± 0.0 91.8 ± 1.7 78.9 ± 0.0 95.5 ± 0.0

WikiArticles – 45.1 ± 0.7 32.0 ± 0.0 49.7 ± 0.0 52.4 ± 0.0 41.7 ± 0.0 17.9 ± 0.0 49.1 ± 3.8 17.2 ± 0.0 56.2 ± 0.0

100Leaves 80.8 ± 0.2 94.5 ± 0.4 87.9 ± 0.0 41.8 ± 0.0 77.6 ± 0.0 92.9 ± 0.0 71.7 ± 0.0 86.1 ± 0.6 69.8 ± 0.0 97.1 ± 0.0

NUS 15.1 ± 0.4 13.7 ± 0.0 13.3 ± 0.0 11.8 ± 0.0 7.8 ± 0.0 12.2 ± 0.0 15.4 ± 0.0 5.3 ± 2.2 14.7 ± 0.0 16.4 ± 0.5

Mnist4 65.2 ± 2.0 80.2 ± 0.0 65.1 ± 0.0 72.1 ± 0.0 50.5 ± 0.0 80.9 ± 0.0 71.2 ± 0.0 80.1 ± 0.5 71.5 ± 0.0 80.5 ± 0.0

Synthetic3D 46.4 ± 2.0 30.4 ± 0.0 2.4 ± 0.0 0.3 ± 0.0 83.1 ± 0.0 2.1 ± 0.0 86.7 ± 0.0 81.7 ± 4.0 74.2 ± 0.0 92.1 ± 0.0

Average 58.5 62.2 53.2 52.0 55.3 58.7 59.4 65.6 55.8 73.6

Purity (%)

Yale 52.1 ± 1.8 61.8 ± 0.0 58.2 ± 0.0 62.4 ± 0.0 66.1 ± 0.0 66.1 ± 0.0 60.0 ± 0.0 52.7 ± 3.1 47.3 ± 0.0 70.3 ± 0.0

MSRC 80.5 ± 1.2 83.8 ± 0.0 82.4 ± 0.0 89.1 ± 0.0 38.0 ± 0.0 79.1 ± 0.0 81.4 ± 0.0 81.0 ± 4.1 78.6 ± 0.0 89.1 ± 0.8

ORL 64.7 ± 1.4 87.4 ± 1.0 83.8 ± 0.0 86.8 ± 0.0 84.8 ± 0.0 86.8 ± 0.0 60.5 ± 0.0 79.3 ± 2.8 61.5 ± 0.0 91.5 ± 0.0

WikiArticles – 57.0 ± 1.1 49.8 ± 0.0 57.1 ± 0.0 62.3 ± 0.0 48.2 ± 0.0 35.9 ± 0.0 53.2 ± 4.4 35.8 ± 0.0 64.7 ± 0.0

100Leaves 63.1 ± 0.3 89.4 ± 0.8 77.1 ± 0.0 36.3 ± 0.0 65.1 ± 0.0 85.1 ± 0.0 40.3 ± 0.0 72.1 ± 1.2 37.1 ± 0.0 95.6 ± 0.0

NUS 26.0 ± 0.5 28.3 ± 0.1 27.1 ± 0.0 22.7 ± 0.0 29.9 ± 0.0 17.9 ± 0.0 28.9 ± 0.0 11.8 ± 1.4 27.4 ± 0.0 30.7 ± 0.6

Mnist4 74.4 ± 2.2 91.95 ± 0.0 74.3 ± 0.0 88.5 ± 0.0 72.7 ± 0.0 92.0 ± 0.0 88.4 ± 0.0 91.7 ± 0.2 88.5 ± 0.0 92.0 ± 0.0

Synthetic3D 46.4 ± 2.5 69.7 ± 0.0 35.7 ± 0.0 33.7 ± 0.0 95.7 ± 0.0 35.5 ± 0.0 96.8 ± 0.0 95.1 ± 1.3 91.5 ± 0.0 98.3 ± 0.0

Average 58.2 71.2 61.0 59.6 64.3 63.8 61.5 67.1 58.5 79.0

– MLAN [18] performed semi-supervised classification and local structure learn-
ing simultaneously to obtain the cluster.

– WMSC [34] used spectral perturbation to model the weight of views and then
performed multi-view spectral clustering.

– AWP [19] weighted each view according to their clustering ability and formed
a weighted Procrustes Average problem accordingly.

– MCGC [32] extracted consensus information from different views and learned
a uniform affinity graph, finally imposing rank constraints to obtain clusters
directly without additional operations.

– LMVSC [11] proposed using anchor points on large-scale graphs to learn a
smaller one for each view and implement spectral clustering on small graphs.

– GMC [25] proposed a general graph-based multi-view clustering which lets
each view graph matrix and the unified graph matrix mutual reinforcement.

– SMVSC [22] proposed to fuse the anchor selection strategy in graph construc-
tion to build a unified optimization framework.

– SFMC [14] proposed a parameterless graph fusion framework for multi-view
spectral clustering, which looks for a self-supervised weighted joint graph
compatible across multi-view.

– FPMVS [26] let anchor selection and subspace graph construction negotiate
with each other in a process to improve cluster quality.
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Table 2 shows the experimental results running on all baselines and the pro-
posed method. We also report the average of each metric across all datasets
and the standard deviation of each method in each dataset. The sign “-” in
the table represents the unsuitable dataset for the algorithm. Compared with
the baselines, the performance of our proposed algorithm can far exceed the
baselines with 8% on average. Regarding ACC and Purity, the proposed algo-
rithm achieves greater than or equal to all baselines. Taking 100Leaves as an
example, it is 7.4%, 6.2% higher than the second-best algorithm in the two
criteria, respectively. Meanwhile, under the two criteria, our algorithm has the
same effect as MCGC in MSRC and GMC in Mnist4. In addition, the NMI of
MSRC and Mnist4 is slightly worse than that of MCGC and GMC, respectively,
due to the robustness of the fusion graph generated by GMC and MCGC. The
experiment results demonstrate the effectiveness of fusing the first-order and
high-order information in the unified spectral rotation framework.

4.3 Ablation Study

As shown in Table 3, we fix other parameters to explore the effectiveness of fusing
similarity matrices which combining first-order and high-order Laplacian matri-
ces. The column L only uses the first-order Laplacian matrices to participate
in the clustering process while HL+L combining the first-order and high-order
Laplacian matrices for clustering. Table 3 shows the performance of HL+L is
superior to that of L. Taking ACC as an example, HL+L is 1.8%, 5.2% and
4.0% higher than L in Yale, MSRC and ORL respectively, which demonstrates
the fusing similarity matrices takes full use of neighbor information.

Table 3. Ablation study. Comparing the clustering results of first-order Laplacian
matrix and fuse high-order Laplacian matrix on eight benchmark datasets.

ACC (%) NMI (%) Purity (%)

Datasets L HL+L L HL+L L HL+L

Yale 68.5 70.3 70.9 71.6 69.1 70.3

MSRC 83.8 89.1 72.5 79.5 83.8 89.1

ORL 85.3 89.3 93.6 95.5 88.8 91.5

WikiArticles 58.3 62.3 53.2 56.2 61.0 64.7

100Leaves 89.2 94.6 94.7 97.1 90.8 95.6

NUS 24.5 28.0 15.8 16.4 27.7 30.7

Mnist4 91.8 92.0 80.2 80.5 91.8 92.0

Synthetic3D 98.0 98.3 90.7 92.1 98.0 98.3
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4.4 Parameter Sensitivity

This section explores the influence of different parameters within a specific range.
Parameter changes on ACC, NMI, and Purity with various datasets are shown
in Fig. 1 and Fig. 2.

Fig. 1. The clustering results of the proposed method with different γ on six real-world
datasets.

To explore the influence of different γ on the clustering result, we fix other
coefficients and explore the γ in the range of [0.1, 0.2, · · · , 0.9]. ACC, NMI, and
Purity of six real-world datasets are shown in Fig. 1. First, in the four datasets of
MSRC, ORL, 100Leaves, and WikiArticles, the practical effects show an upward
trend with the increase of anchors. They do not rise with the continuous growth
of anchors but fluctuate within a specific range. Second, the experimental effects
of NUS and Synthetic3D datasets do not fluctuate significantly with the anchors
increase but remain in a small range. So, we can choose the appropriate anchor
rate for the similarity matrix construction.

Figure 2a shows the influence of θ with fixed γ and β in six datasets. It can
be seen that the ACC has improved as θ changes but it is not promoted so much.
Although they fluctuate within a specific range, we can find the suitable θ that
balances the spectral clustering and diversity-inducing terms. Specifically, the
optimal value of θ in Yale, MSRC, and ORL are 210, 2−12 and 20 respectively.
Figure 2b shows the ACC of β with fixed γ and θ. It can be seen that the ACC
increases with the variation of β and reaches its maximum when β is around 0.1.

In short, it can be seen from the above three experiments that all parameters
adopted can effectively improve the algorithm’s efficiency, both γ and β can
enhance the clustering performance more apparently than θ.
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4.5 Convergence Analysis

The objective function values of Yale, 100Leaves, and Mnist4 in our algorithm
and their convergence are shown in Fig. 3. The values of the objective function
decrease monotonically and converge rapidly within thirty iterations. In partic-
ular, the Yale monotonically falls the function object value within five iterations
and then fluctuates within a small range.

Fig. 2. The algorithm sensitivity against the variation of two parameters θ and β.

Thus, the efficiency of our proposed algorithm is verified. The time complex-
ity of our algorithm is reasonable, as displayed in the complexity analysis.

Fig. 3. The convergence of the overall objective function on three datasets.

5 Conclusion

This paper proposes a unified spectral rotation framework with a fused similar-
ity graph for multi-view spectral clustering. It combines the first-order Laplacian
matrices and high-order Laplacian matrices to find an optimal synthetic Lapla-
cian matrix. Then it embeds the optimal synthetic Laplacian matrix in a new
spectral rotation framework that integrates spectral embedding and discretiza-
tion. Compared with the existing approaches, our method captures the hidden
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similarity among different nodes and obtains a global clustering result with a
three-step optimization. Experiments on eight benchmark datasets validate the
effectiveness of the proposed algorithm.
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Abstract. SimRank is a popular node-pair similarity search model
based on graph topology. It has received sustained attention due to its
wide range of applications in real-world scenarios. Considerable effort
has been devoted to devising fast algorithms for SimRank computa-
tion through either iterative approaches or random walk based meth-
ods. In this paper, we propose an efficient accuracy-aware algorithm
for computing single-source SimRank similarity. First, we devise an
algorithm, ApproxDiag, to approximate the diagonal correction matrix.
Next, we propose an efficient algorithm, named SimSky, which uti-
lizes two Krylov subspaces for transforming high-dimensional single-
source SimRank search into low-dimensional matrix-vector multiplica-
tions. Extensive experiments on various real datasets demonstrate the
superior search quality of SimSky compared to other competitors.

Keywords: SimRank · Single-Source Similarity Search · Low-order
Approximation

1 Introduction

A graph is a key structure for modeling complexity networks, in which nodes rep-
resent objects and edges represent relationships. Measuring similarity between
objects is an important task in graph mining, with many real applications,
e.g. link prediction [8], recommendation systems [3], web page ranking [17],
and so forth. A variety of similarity measures have been proposed over the
past decades, including Personalized PageRank [6], SimRank [5], RoleSim* [14],
CoSimRank [10,19], CoSimHeat [20]. Among them, SimRank is considered an
influential one. SimRank is based on the simple recursive concept [5] that “two
nodes are similar if their in-neighbors are similar; every node is most similar to
itself”. Let G = (V,E) be a digraph with |V | nodes and |E| edges. We denote
by I(i) = {j ∈ V | ∃(j, i) ∈ E} the in-neighbor set of i, and |I(i)| the in-degree
of i. The SimRank score s(i, j) between nodes i and j is defined as
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s (i, j) =

⎧
⎪⎪⎨

⎪⎪⎩

1, i = j;
c

|I(i)||I(j)|
∑

u∈I(i)

∑

v∈I(j)

s (u, v) , i �= j;

0, |I(i)| or |I(j)|= 0,

(1)

where c ∈ (0, 1) is a decay factor, typically assigned a value of 0.6 or 0.8.

SimRank Matrix Notations. Let S(k) be the k-th iterative SimRank matrix,
where each element [S(k)]i,j is the similarity score s(i, j) at iteration k. Let A
be the column-normalized adjacency matrix of a graph, and I be the identity
matrix. In matrix notations, the SimRank matrix S(k) can be expressed as

S(k) = cAT S(k−1)A + Dk

=
k∑

i=0

ci(AT )iDk−iA
i,

(2)

where S(0) = D0 = I, and Dk = I − (cAT S(k−1)A) ◦ I is called the diagonal
correction matrix. The symbol (∗)T stands for matrix transpose, and ◦ denotes
entry-wise multiplication.

Single-Source SimRank. Given a query j, single-source SimRank search returns
the similarity scores between node j and each node in the graph. Mathematically,
given the query vector ej (a unit vector with only a 1 in the j-th entry, and 0 s
elsewhere), the single-source SimRank vector [S(k)]∗,j at the k-th iteration can
be represented as

[S(k)]∗,j = S(k)ej . (3)

Recently, many endeavors [7,9,12,13,15,18] have been invested in design-
ing faster and more efficient algorithms for accelerating single-source SimRank
computation at the expense of accuracy. The low accuracy of SimRank arises
from two main barriers: (1) the challenge of dealing with the intractable diagonal
correction matrix; (2) the problem of high-dimensionality in SimRank iterations.

– Intractable Diagonal Correction Matrix. The challenge in retrieving single-
source SimRank via Eq. 2 lies in the computation of diagonal correction
matrix Dk. There are studies [4,7,16] that attempt to mitigate this issue
using the following equation:

S(k) = cAT S(k−1)A + (1 − c)I. (4)

However, the similarity models represented by Eqs. 2 and 4 are different.

– High Dimensionality. In reality, most graphs are large and sparse, leading to
the high dimensionality of the adjacency matrix. Most existing work [12,13]
employs random walk-based methods through Monte Carlo sampling. While
these methods excel in superior scalability on large graphs, they typically
exhibit low accuracy with a certain probability. For instance, the state-of-the-
art single-source SimRank algorithms (e.g. ExactSim [13] and SLING [12])
using Monte Carlo approaches can only achieve a precision level of up to 10−7

on diverse real datasets.
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Contributions. Our main contributions to this work are summarized as follows:

– We first design an algorithm, ApproxDiag, to approximate the diagonal cor-
rection matrix D with guaranteed accuracy. To make approximation more
stable, we resort to a row orthogonal matrix to characterize D (Sect. 2).

– We next propose an efficient algorithm, SimSky, which transforms high-
dimensional single-source SimRank search into matrix-vector multiplications
over two small Krylov subspaces, eliminating much redundancy (Sect. 3).

– We conduct extensive experiments to demonstrate the superiority of SimSky
over other rivals on real datasets (Sect. 4).

2 ApproxDiag: Approximate Diagonal Correction Matrix

For any matrix X ∈ IRn×n, we denote by the column vectors
−−→
diag(X) and

d̃iag(X) the exact and approximate solution of the main diagonal elements of
X, respectively. Bekas et al. [1] showed that d̃iag(X) can be obtained by arbitrary
column vectors w1, w2, · · · , ws ∈ IRn as follows:

d̃iag (X) = [
s∑

l=1

wl ◦ (Xwl)] � [
s∑

l=1

wl ◦ wl], (5)

where � represents entry-wise division. Let W = [w1|w2| · · · |ws]. If WWT is a
diagonal matrix with all diagonals being nonzeros, then d̃iag(X) =

−−→
diag(X).

Construct Matrix W . Bekas et al. [1] chose the matrix W as a Hadamard matrix,
which takes only the entries ±1 so that WWT = nI. This type of matrix W is
suitable for approximating the main diagonal elements of a band matrix. How-
ever, in practice, the graph adjacency matrix is rarely a band matrix. Therefore,
we design a novel method to construct matrix W ∈ IRn×s as follows:

1) W (1 : s, 1 : s) is an identity matrix;
2) the element of W (1+s : n, s) is −1 at odd positions and 1 at even positions;
3) the remaining entries in W are all 0s.
As a special case, when s = n, W reduces to I and d̃iag(X) =

−−→
diag(X).

Subtracting the item
∑k

i=1 ci(AT )iDk−iA
i from both sides of Eq. 2 and

applying Eq. 5 yield the following equation:

d̃iag(Dk) =
−→
1 n − (

s∑

l=1

wl ◦ f(A,wl, k)) � (
s∑

l=1

wl ◦ wl), (6)

where f(A,wl, k) =
∑k

i=1 ci(AT )iDk−iA
iwl.

By virtue of the idea in [18], for k ≥ 2, we can express the vector f(A,wl, k)
as follows: ∀i = 1, 2, · · · , k, initialize x0 = wl,

xi = Axi−1; (7)
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Algorithm 1: ApproxDiag(A, c, k)
Input: A - column-normalised adjacency matrix, c - decay factor, k - number of

iterations
Output: ̂D - contains (k + 1) approximate diagonal correction vectors

1 Custom matrix W and set denom = (W ◦ W ) · −→
1 s;

2 Initialise ̂D = zeros(n, k + 1) and set ̂D(:, 1) =
−→
1 n;

3 for j = 1 to k do
4 Initialise nume = zeros(n, 1), X = zeros(n, j + 1);
5 for i = 1 to s do
6 X(:, 1) = W (:, i);
7 for a = 1 to j do
8 X(:, a + 1) ← A · X(:, a);
9 end

10 Initialise Y = zeros(n, j + 1), set Y (:, 1) = ̂D(:, 1) ◦ X(:, j + 1);
11 if j = 1 then
12 Y (:, j + 1) ← cAT · Y (:, j);
13 else
14 for b = 2 to j do

15 Y (:, b) ← cAT · Y (:, b − 1) + ̂D(:, b) ◦ X(:, j + 2 − b)
16 end

17 Y (:, j + 1) ← cAT · Y (:, j);

18 end
19 nume ← nume + W (:, i) ◦ Y (:, j + 1);

20 end

21 ̂D(:, j + 1) ← −→
1 n − nume � denom;

22 end

23 return ̂D;

∀j = 1, 2, · · · , k − 1, initialize y0 =
−−→
diag(D0) ◦ xk,

yj = cAT yj−1 +
−−→
diag(Dj) ◦ xk−j , (8)

thus we can get f(A,wl, k) = cAT yk−1 easily. Substituting f(A,wl, k) into Eq. 6,
we can get our ApproxDiag algorithm.

Example 1. Given a graph and its column-normalised adjacency matrix A as
shown in Fig. 1, decay factor c = 0.8, number of iterations k = 2. Take 6 × 2
matrix W2, 6×3 matrix W3, 6×4 matrix W4, 6×5 matrix W5 and 6×6 identity
matrix W6, where

W2 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0
0 1
0 −1
0 1
0 −1
0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, W3 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0
0 1 0
0 0 1
0 0 −1
0 0 1
0 0 −1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, W4 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 −1
0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, W5 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 −1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.
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Fig. 1. A digraph with six nodes and its column-normalised adjacency matrix

According to our ApproxDiag algorithm, when W takes W2,W3,W4,W5,W6

respectively, the corresponding matrix contains approximate diagonal correction
vectors are

D̂2 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0.2 0.2
1 0.6 0.68
1 1 1
1 0.2 0.2
1 0.2 0.04
1 0.6 0.92

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, D̂3 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0.2 0.2
1 0.6 0.52
1 1 1
1 0.2 0.2
1 0.2 −0.12
1 0.6 0.92

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

, D̂4 = D̂5 = D̂6 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0.2 0.2
1 0.6 0.6
1 0.6 0.28
1 0.2 0.2
1 0.2 0.2
1 0.2 0.2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

�

Error Analysis. We analyze the error of
−−→
diag(Dk) and d̃iag(Dk). ‖·‖ represents

the L2 norm for a vector or the spectral norm for a matrix. First of all, suppose
that Z =

∑k
i=1 ci(AT )iDk−iA

i, subtract Z from both sides of Eq. 2 and vec-
torize the main diagonal elements,

−−→
diag(Dk) =

−→
1 n − −−→

diag(Z) can be obtained.
Similarly, combine with Eq. 5, we can get that d̃iag(Dk) =

−→
1 n −−−→

diag(WWT Z).
According to the definition of W , we know that (WWT −I)(1 : s−1, 1 : s−1) = 0,
and (WWT − I)ii = 0, except that all the other elements either 1 or −1.
Given column-normalised adjacency matrix A, due to c ∈ (0, 1), we have spec-
tral radius ρ(

√
cA) < 1. As per Theorem 5 in [2], exists a constant θ depends

only on
√

cA and σ, where ρ(
√

cA) < σ < 1, θ = max(1, σk

‖(√cA)k‖ ), such that

||(√cA)i−1|| ≤ θσi−1. At the same time, it’s obvious ‖√
Dk−i‖ ≤ 1. Finally,

combine the above equalities and inequalities, the gap between
−−→
diag(Dk) and

d̃iag(Dk) is bounded by

‖−−→
diag(Dk) − d̃iag(Dk)‖∞ ≤ θ2 c(1−σ2k)

1−σ2 max
s≤l≤n

n∑

j=s,j 	=l

‖Ael‖‖Aej‖, (9)

where el (resp. ej) is a n-dimensional unit vector with only a 1 in the l-th (resp.
j-th) entry. The equal sign “=” holds when s = n.

Cost Overheads. We analyze the computational cost of ApproxDiag as follows.
First, initializing A,W,D requires O (nd) ,O (ns) ,O (nk) memory, respectively1.
Second, computing D (lines 3–22) take O(

∑k
j=1 s(jnd + (j − 1)(n + nd))) time.

Therefore, it requires O (n · max(d, s, k)) memory and takes O (
k2snd

)
time.

1 d denotes the average node degree.



SimSky: An Accuracy-Aware Algorithm for Single-Source SimRank Search 231

3 SimSky

Yu et al. [18] demonstrated that single-source SimRank search [S(k)]∗,j can be
expressed as a double loop function, we notice that it can be further rewritten
as a piecewise function

[S(k)]∗,j = r2k, (10)

where

rl =

⎧
⎪⎨

⎪⎩

d̃iag(Dl+1) ◦ (Ak−1−lej), 0 ≤ l ≤ k − 1;−−→
diag(D0) ◦ (Akej), l = k;
cAT rl−1 + rl−1−k, k + 1 ≤ l ≤ 2k.

(11)

The calculation of the last item r2k can be divided into three parts to com-
plete: (1) approximating d̃iag(Dl+1) using our ApproxDiag algorithm, (2) com-
puting Ak−1−lej , A

kej via the Arnoldi algorithm [11], (3) computing rl by means
of our SimSky algorithm for k + 1 ≤ l ≤ 2k.

For k + 1 ≤ l ≤ 2k, rl can be expressed as

rl = BRl−1, (12)

where B =
[
cAT 0 · · · 0 I

]
, Rl−1 =

[
rT
l−1 rT

l−2 · · · rT
l−k rT

l−1−k

]T . Meanwhile, we

use the auxiliary equation
[
rT
l−1 rT

l−2 · · · rT
l−k

]T = Ikn · [
rT
l−1 rT

l−2 · · · rT
l−k

]T , Ikn

is a kn-dimensional identity matrix. Concatenate the Eq. 12 and the auxiliary
equation along the vertical direction, we can get the following expression

Rl =
[

B
Ikn 0

]

Rl−1 = CRl−1, (13)

where Rl =
[
rT
l rT

l−1 · · · rT
l−k+1 rT

l−k

]T , 0 is a kn × n null matrix, C is a sparse

block matrix. Set Rk =
[
rT
k rT

k−1 · · · rT
1 rT

0

]T , we can get that R2k = CkRk, and
r2k is the first component of R2k.

Therefore, Rk as the initial vector, C as the initial matrix, we can construct
the Krylov subspace

Km2 = span{Rk, CRk, C2Rk, · · · , Cm2−1Rk},

then we can again use the Arnoldi algorithm [11] to compute its basis matrix
and projection matrix, and calculate vector r2k according to Lemma 3.1 in [11].

Example 2. Given the graph and its column-normalised adjacency matrix as
shown in Fig. 1. Given the query vector e1 is a unit vector with only a 1 in the
first entry, decay factor c = 0.8, low-order parameters m1 = m2 = 3, number of
iterations k = 2. For brevity, we assume that diagonal correction matrix Dk−i is
an identity matrix. Then the process to calculate single-source SimRank search

[S(2)]∗,1 = c2(AT )2A2e1 + cAT Ae1 + e1 (14)

using our SimSky algorithm is as follows.
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First, we convert Eq. 14 into a piecewise function

r0 = Ae1, r1 = e1, r2 = A2e1, r3 = cAT r2 + r0, r4 = cAT r3 + r1,

it’s obvious that [S(2)]∗,1 = r4.
Second, we construct the first Krylov subspace

Km1 = span{r1, r0, r2} = span{e1, Ae1, A
2e1},

its column orthonormal matrix U and projection matrix Y can be generated by
Arnoldi method [11], and a relationship is established

AU(:, 1 : 3) = UY.

As a result, according to Lemma 3.1 in [11], r0, r1, r2 can be rewritten as

r0 = UY e′
1, r1 = U3e

′
1, r2 = UY Y3e

′
1, (15)

where e′
1 is a 3-dimensional unit vector with only a 1 in the first component,

matrix U3 consists of the first three columns of matrix U , Y3 includes the first
three rows and first three columns of matrix Y .

Finally, we construct the second Krylov subspace

Km2 = span{v, Cv,C2v},

where block vector v =
[
r2 r1 r0

]
, block matrix C =

[
B

I12 0

]

and B =
[
cAT 0 I

]
, I12 is a 12-dimensional identity matrix.

Its column orthonormal matrix Q, non-orthonormal matrix P and projection
matrix H can be generated through the Arnoldi method [11] and the equality
holds as follows

cAT Q(:, 1 : m2) + P (:, 1 : m2) = QH.

Thus, r3, r4 can be rewritten as

r3 = ‖r2‖QHe′
1, r4 = ‖r2‖QHH3e

′
1,

where matrix H3 includes the first three rows and first three columns of matrix
H. In other words, we can transform high-dimensional single-source SimRank
search r4 into low-dimensional matrix vector multiplication ‖r2‖QHH3e

′
1 to

eliminate the barrier of redundant dimensionality. �

Cost Overheads. We analyze SimSky’s cost overheads step-by-step. At the begin-
ning, invoking the Arnoldi algorithm takes O(m1nd) time and requires O(m1n)
memory. Meanwhile, computing the scalar β takes O((k − 1)m2

1) time. Sec-
ond, invoking the ApproxDiag algorithm takes O(k2snd) time and requires
O(n · max(d, s, k)) memory. Then, initialising V,H require O(km2n),O(m2

2)
memory respectively. And, setting the first column V (:, 1) needs O(m2

1n) time.
Finally, computing matrices V,H (lines 7–20) take O(m2

2kn + m2nd) time,
and computing [Sm1,m2 ]∗,j (line 22) takes O(m2

2n) time. Add them up, in
the aggregate, it takes O((m1 + m2 + k2s)nd + (m2

1 + km2
2)n) time, requires

O(n · max(km2, d, s,m1)) memory.
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Algorithm 2: SimSky(A,m1,m2, k, c, ej)
Input: A - column-normalised adjacency matrix, m1, m2 - low-order

parameters, k - number of iterations, c - decay factor, ej - query vector
Output: [Sm1,m2 ]∗,j - single-source SimRank score

1 [U, Y, m1] ← Arnoldi(A, m1, ej);

2 Set Ym = Y (1 : m1, 1 : m1), β = ‖Y Y k−1
m e1‖ �= 0;

3 D ← ApproxDiag(A, c, k);
4 Initialise matrices V = zeros((k + 1)n, m2 + 1), H = zeros(m2 + 1, m2);
5 e1(e2) is an m1(m2)-dimensional unit vector with only a 1 in the first entry;

6 Set V (:, 1) = 1
β

⎡

⎢

⎢

⎢

⎢

⎢

⎣

D(:, 1) ◦ (UY Y k−1
m e1)

D(:, k + 1) ◦ ej

...

D(:, 3) ◦ (UY Y k−3
m e1)

D(:, 2) ◦ (UY Y k−2
m e1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

;

7 for i = 1 to m2 do
8 r ← cAT V (1 : n, i) + V (kn + 1 : (k + 1)n, i);
9 t ← V (1 : kn, i);

10 s ← concatenate r and t along the vertical direction;
11 for j = 1 to i do
12 temp ← inner product of r and V (1 : n, j);
13 s ← s − temp · V (:, j);
14 H(j, i) ← temp;

15 end
16 if H(i + 1, i) satisfies stop criterion then
17 m2 = i, V = V (:, 1 : m2 + 1), H = H(1 : m2 + 1, 1 : m2);
18 end
19 V (:, i + 1) ← s

H(i+1,i)
;

20 end
21 Q = V (1 : n, :), Hm = H(1 : m2, 1 : m2), P = V (kn + 1 : (k + 1)n, :);

22 return [Sm1,m2 ]∗,j = βQHHk−1
m e2;

Error Analysis. Finally, according to different value ranges of m1,m2, k, we ana-
lyze the error generated by our SimSky algorithm at length. Taking into account
the effects of k,m1,m2 on the error, we exclude the interference of diagonal
correction matrix Dk on the error, that is, we suppose that W is an identity
matrix. The error of single-source SimRank search caused by two aspects. On
the one hand, the iterative solution [S(k)]∗,j is used to approximate the accu-
rate solution [S]∗,j , which leads to the iterative error. On the other hand, the
dimension-reduced solution [Sm1,m2 ]∗,j generated by our SimSky algorithm is
used to approximate the iterative solution [S(k)]∗,j , which leads in the dimension-
reduced error.

Iterative Error. We analyze the iterative error. First, the same rationale as in
the error analysis in Sect. 2, we can obtain that ||(√cA)l|| ≤ θσl. Second, Lu et
al. [9] proved that ‖Dk − D‖ ≤ ck+2. And it’s obvious that ‖D‖ ≤ 1. Combine
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the three aforementioned inequalities, we assume that θ = max(1, σk

‖(√cA)k‖ ), the

gap between [S]∗,j and [S(k)]∗,j is bounded by

‖[S]∗,j − [S(k)]∗,j‖ < θ2‖√
cAej‖(

σ2k+1

1 − σ2
+

ck+2(1 − σ2k+2)
σ − σ3

). (16)

Example 3. Taking the column-normalised adjacency matrix A in Fig. 1 as an
example, we set decay factor c = 0.8, scalars θ = 1 and σ = ρ(

√
cA) + 10−16,

query node j = 3, number of iterations k = 5, the result obtained after 30
iterations is taken as the accurate solution S. By substituting these values for
Eq. 16, the values on the left and right sides are 0.0996 and 1.4739. Numerical
example shows that our error upper bound is feasible. �

Dimension-Reduced Error. Dimension-reduced error should be discussed sepa-
rately according to the value ranges of m1,m2, k.

As per Lemma 3.1 in [11], for line 6 of the SimSky algorithm, we know that if
k ≥ m1+1, only those terms UY Y i−1

m e1 are accurate solutions to Aiej for 1 ≤ i ≤
m1, the rest terms are approximate solutions to Aiej for m1+1 ≤ i ≤ k. Through
the initial vector V (:, 1), which leads to the gap between the approximate solution
and the accurate solution of the last k’s terms in Eq. 11. Therefore, if there is
the dimension-reduced error on the former m1-dimensional Krylov subspace,
which is transmitted to the latter m2-dimensional Krylov subspace through the
initial vector. It’s difficult to give an explicit expression of the nested dimension-
reduced error, so our error analysis in theory only considers 1 ≤ k ≤ m1. In the
experiments, we cover all value ranges for m1,m2, k.

For 1 ≤ k ≤ m1 and 1 ≤ k ≤ m2, in accordance with Lemma 3.1 in [11],
we know that V (:, 1) in line 6 and [Sm1,m2 ]∗,j in line 22 are accurate solutions.
Therefore, the gap between the dimension-reduced solution [Sm1,m2 ]∗,j and the
iterative solution [S(k)]∗,j is bounded by 0.

For 1 ≤ k ≤ m1 and k ≥ m2 + 1, according to Lemma 3.1 in [11], there is
no dimension-reduced error on the former m1-dimensional Krylov subspace, and
only exists on the latter m2-dimensional Krylov subspace. We have to establish
a few auxiliary equalities to complete the analysis according to the SimSky
algorithm. Due to the limited space, we ignore the specific calculation process
and give a direct result. Let k−m2 = g, the gap between the dimension-reduced
solution [Sm1,m2 ]∗,j and the iterative solution [S(k)]∗,j is bounded by

‖[Sm1,m2 ]∗,j − [S(k)]∗,j‖ ≤ βhm2+1,m2(P1 + P2), (17)

where hm2+1,m2 is (m2 + 1,m2)-th entry of H, P1 =
g∑

i=1

‖ciAi‖|eT
m2

Hm2+g−1−i
m e2|,

P2 =
g−1∑

i=0

‖ciAi‖‖
m2+g−2−i∑

l=0

eT
m2

Hm2+g−2−i−l
m e2Ql (:, 1 + m2)‖. When g = 0, the equal sign

“=” is established.
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4 Experiments

Our experiments2 on real datasets will evaluate the search quality of the SimSky
algorithm, and verify our superiority over other competitors. We choose the
optimized single-source SimRank [18] as our baseline.

4.1 Experimental Setting

Datasets. We adopt the six real datasets from the Stanford Large Network Dataset
Collection3. They are email-Eu-core(euc), ca-GrQc(cag), Wiki-Vote(wiv),
p2p-Gnutella09(p2p09), ca-AstroPh(caa) and p2p-Gnutella25(p2p25).

Metrics. To evaluate search quality, we use two metrics:

(1) MaxError. Given the query node j, the approximate solution [S̃]∗,j and the
accurate solution [S]∗,j , MaxError= ‖[S]∗,j−[S̃]∗,j‖∞ = max{|[S]i,j−[S̃]i,j |}
for 1 ≤ i ≤ n.

(2) Precision@k. Given the query node j, the approximate top-k result V̂k =
{v̂1, v̂2, · · · , v̂k}, the accurate result Vk = {v1, v2, · · · , vk}, Precision@k =
∑k

i=1 δv̂ivi
|Vk| , where δ is Kronecker delta function. In our experiment, we use

Precision@500.

Parameters. We set the decay factor c = 0.8. In experiments verifying Eqs. 9
and 17, we set θ = 1 and σ = ρ(

√
cA) + 10−16, where ρ(

√
cA) represents the

spectral radius of the matrix
√

cA.
We evaluate the search quality of our SimSky algorithm and the other two

competitors, including SLING [12] and ExactSim [13]. For each dataset, we gen-
erate 50 query nodes randomly and calculate their average value of MaxError
and Precision@500. All experiments are run with an Intel(R) Core(TM) i7-8750H
CPU @ 2.20 GHz CPU and 32 GB RAM, on windows 10.

4.2 Comparative Experiments

Our SimSky is a dimensionality reduction algorithm, SLING [12] and Exact-
Sim [13] are random walk algorithms. To be fair, we compare their search preci-
sion and the time required under the same value of MaxError.

Precision. Fix k = m1 = m2 = 10, adjust the value of s, resulting in the
different values of MaxError. We compare the precision of our SimSky with other
competitors including ExactSim and SLING under the same value of MaxError
on real datasets, as shown in Fig. 2. We notice that the ExactSim has only the
ability to calculate the value of MaxError no less than 10−7 on all datasets.
When the value of MaxError is a double-precision floating-point number, such
2 https://github.com/AnonSimRank/SimSky.
3 http://snap.stanford.edu/data/index.html.

https://github.com/AnonSimRank/SimSky
http://snap.stanford.edu/data/index.html
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Fig. 2. Precision comparisons on all datasets

as 10−16, none of our competitors are capable of doing so. However, our SimSky
is able to do it within a reasonable time. Even the value of MaxError exceeds
10−6, our SimSky attains competitive precision compared to our competitors.
Especially on dataset wiv, a precision of 100% can be achieved even with the
value of MaxError takes 10−2.

Time. Parameters are identical to the precision comparison experiments.
Figure 3 depicts the cost comparisons of our SimSky with other competitors.
The time required for our SimSky remains almost constant as the value of Max-
Error varies. This is consistent with our analysis, the reason lies in whatever
the value of MaxError is, the deviation between s and n is not too big. Taking
the dataset p2p09 as an example, when the values of MaxError are 1.0e − 2,
1.0e − 3, 1.0e − 4, 1.0e − 5, 1.0e − 6, 1.0e − 7 and 1.0e − 16, the corresponding
values of s are 7600, 8000, 8085, 8094, 8101, 8102 and 8108, and n = 8114, so
the time overhead for our SimSky doesn’t vary much as the value of MaxError
varies. For our competitors, although they require less time than our SimSky
when the values of MaxError are 1.0e − 2 and 1.0e − 3, there is no advantage in
their search precision.

4.3 Ablation Experiments

We will verify the influences of s,m1,m2, k on search quality and error through
a series of experiments.
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Fig. 3. Time comparisons on all datasets

Fig. 4. Effects of s on Precision@500 and MaxError

Effect of s. Fix k = m1 = m2 = 10, Fig. 4 depicts the effects of s on Max-
Error and Precision@500 on the datasets euc, cag and wiv. The gap between
the dimension-reduced solution [Sm1,m2 ]∗,j and the iterative solution [S(k)]∗,j

narrows, as the value of s approaches the value of n. As a result, the value of
error metric MaxError gets smaller. Instead, the value of search quality metric
Precision@500 gradually increases. And it demonstrates that our modified row
orthogonal matrix W is feasible.

Effects of m1,m2, k. Fix m2 = k = 10, s = n, Figs. 5a and 5b describe the
influences of m1 on MaxError and Precision@500 respectively. It can be seen
that the scale of the y-axis in the Fig. 5a is logarithmic. The value of MaxError
shrinks as the value of m1 approaches the value of k, which indicates that the gap
between our dimension-reduced solution [Sm1,m2 ]∗,j and the iterative solution
[S(k)]∗,j is shrinking. It also shows that the search quality of our SimSky is
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Fig. 5. Effects of m1, m2, k on Precision@500 and MaxError

increasing. Our dimension-reduced solution is equal to the iterative solution if
the value of m1 exceeds the value of k, so that the gap between them can be
regarded as infinitesimal, and the value of precision is 1. Theoretical analysis is
consistent with Fig. 5b.

Fix m1 = k = 10 and s = n, Figs. 5c and 5d describe the influences of m2

on MaxError and Precision@500 on all datasets respectively. It is noteworthy
that the scale of the y-axis in the Fig. 5c is not logarithmic. Although the value
of MaxError decreases as the value of m2 approaches the value of k, the value
of MaxError cannot be ignored. In other words, our SimSky is more sensitive
to m2 in comparison to m1. This is consistent with the idea of our algorithm.
Because the dimensionality of the basis matrix is n by m1+1 on the previous m1-
dimensional Krylov subspace, but the dimensionality of the basis matrix is (k +
1)n by m2+1 on the subsequent m2-dimensional Krylov subspace. Experimental
results show that the value of m2 is not expected to be less than the value of
k. When the value of m2 exceeds the value of k, the theoretical analysis and
experimental results be similar with m1.

Fix m1 = m2 = 10 and s = n, Figs. 5e and 5f depict the effects of k on
MaxError and Precision@500 on all datasets respectively. When k ≤ 10, Sim-
Sky returns almost the same results as the conventional iterative method. When
k > 10, only the top-10 solutions are accurate, and the last 2 solutions are
approximate in the m1-dimensional Krylov subspace, leading to the dimension-
reduced error. These results will be passed to the m2-dimensional Krylov sub-
space by means of the initial vector V (:, 1) in the line 6. As such, the nested
dimension-reduced error cannot be ignored. This also shows that the precision
of our model has been significantly affected, as shown in Fig. 5f.
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Fig. 6. Effects of m1, m2 on error Fig. 7. Actual error and upper bound

Effects of m1,m2 on Dimension-Reduced Error. In the experiments to verify the
influences of m1,m2 on the dimension-reduced error, we set s = n and k = 10,
keep the remaining parameter at 10, as shown in Figs. 6a and 6b respectively.
Because we use the L2 norm of the vector to describe the dimension-reduced
error, the L∞ norm of the vector to quantify error metric MaxError, therefore the
tendency of influence of the single variable on them should be close to consistent,
as shown in Figs. 5a and 6a, 5c and 6b respectively.

Actual Error and Upper Bound. Figs. 7a and 7b depict the tendency of the
actual error and its upper bound in Eqs. 17 and 9 respectively. Fix s = n,
m1 = m2 = 10, the number of iterations k gradually decreases from 19 to 10,
Fig. 7a shows that our theoretical upper bound is tight. Figure 7b depicts the
tendency of actual error of the diagonal correction vector and its upper bound
as the value of n−s varies. When n = s, the values of the actual error and upper
bound are 0. The theoretical analysis is consistent with the experimental result.

5 Conclusions

In this paper, we propose an accuracy-aware algorithm for efficiently computing
single-source SimRank similarity. Firstly, we design an algorithm, ApproxDiag,
to approximate the diagonal correction matrix with guaranteed accuracy. Sec-
ondly, we present SimSky, an algorithm that leverages two Krylov subspaces to
transform high-dimensional single-source SimRank search into low-dimensional
matrix-vector multiplications. To evaluate the effectiveness of SimSky, we con-
ducted extensive experiments on various real datasets. Our results demonstrate
that SimSky outperforms competing algorithms in terms of search quality.
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Abstract. We propose Grab-UCB, a graph-kernel multi-arms bandit algo-
rithm to learn online the optimal source placement in large scale net-
works, such that the reward obtained from a priori unknown network
processes is maximized. The uncertainty calls for online learning, which
suffers however from the curse of dimensionality. To achieve sample effi-
ciency, we describe the network processes with an adaptive graph dictio-
nary model, which typically leads to sparse spectral representations. This
enables a data-efficient learning framework,whose learning rate scaleswith
the dimension of the spectral representation model instead of the one of the
network. We then propose Grab-UCB, an online sequential decision strategy
that learns the parameters of the spectral representation while optimizing
the action strategy. We derive the performance guarantees that depend
on network parameters, which further influence the learning curve of the
sequential decision strategy We introduce a computationally simplified
solving method, Grab-arm-Light, an algorithm that walks along the edges
of the polytope representing the objective function. Simulations results
show that the proposed online learning algorithm outperforms baseline
offline methods that typically separate the learning phase from the test-
ing one. The results confirm the theoretical findings, and further highlight
the gain of the proposed online learning strategy in terms of cumulative
regret, sample efficiency and computational complexity.

Keywords: multi-arms bandit · graph dictionary · graph-kernel

1 Introduction

Large-scale interconnected systems (transportation networks, social networks,
etc.), which create services and produce massive amounts of data, are becoming
predominant in many application domains. The management of such networked
systems is exceedingly hard because of their intrinsic and constantly growing
complexity. Many works have been proposed to tackle this problem (e.g., model
based optimal control, consensus works [29,30,34,50,51], Bayesian approaches
[1], etc.) but with a limited focus on online learning and control of large-scale net-
works. The latter becomes extremely challenging with dynamic and high dimen-
sional network processes that controls the evolution of states of network nodes.
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The dynamics introduce uncertainty about the system environment, which can
be addressed by online learning strategies that infer the system behaviour before
taking the appropriate adaptation actions or decisions. The high dimensionality
of the problem calls for proper information representation methods.

We consider the particular problem of optimal source placement in order to
maximize a reward function on a network, which depends on network processes
that are a priori unknown and must be learned online. We address this challenge
by blending together online learning theory [22] and Graph Signal Processing
(GSP) [31,35] with the key intuition that the latter permits to appropriately
model the large-scale network processes via sparse graph spectral representa-
tions. This generates a data-efficient learning framework, whose learning rate
does not scale with the dimension of the network as in most methods of the
literature, but rather with the dimension of the spectral representation. Indeed,
in classical online learning solutions such as those casted as Multi-arm bandit
(MAB) problems, the main learning steps happen in the action (or node) domain
and do not scale properly with the search space. The key intuition underpinning
our new framework is to consider these learning steps at the crossroad of the
search space (or node) domain and the latent space (or spectral) domain. An
agent takes sequential decision strategies in the high-dimensional vertex domain
based on the uncertainty of the model estimated in the low-dimensional spectral
domain. Similar intuition is shared in literature on bandit for spectral graph
domains (see Sect. 6), which aims at applying linUCB algorithms while pre-
serving the low-dimensionality assumption of the reward. However, we do not
limit ourselves to smoothness assumption in inductive bias and rather model
the entire network process as a graph filter that is excited by a set of unknown
low-rank inputs (action). As a result, the learning process boils down to inferring
spectral graph representations with a learning rate that scales with the dimen-
sion of their generating kernels, which is substantially lower than the one of the
search space. With our framework, this online learning problem can be reformu-
lated and reduced to a linearUCB problem [9] that is a well-known algorithm
achieving good sample efficiency in the literature for linear stochastic bandit
problems. We then derive the theoretical bound of the estimation of the graph
spectral model and translate it to the MAB upper confidence bound. Finally, we
observe that the optimization method leads to an arm selection problem that
is NP-hard, and we provide a low-complexity algorithm, Grab-arm-Light, by
exploiting the structure of the optimization function (maximization of a con-
vex function over a polytope). Simulations validate the accuracy of the proposed
low-complexity algorithm as well as the gains of the proposed graph-kernel MAB
strategy, in terms of cumulative regret, sample efficiency and computational com-
plexity, when compared to baseline offline methods.

The reminder of this paper is as follows. The online source optimization prob-
lem is formulated in Sect. 2. The proposed Grab-UCB is detailed in Sect. 3, and
the low complexity solution Grab-arm-Light is introduced in Sect. 4. Simula-
tion results are discussed in Sect. 5. Related works are presented in Sect. 6, and
conclusions in Sect. 7.
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2 Online Source Optimization Problem

2.1 Problem Formulation

Let consider a learner (or agent) controlling processes on large scale networks
with no a priori information on their dynamics. Examples can be network cooling
systems [18], opinions spreading across social networks [32], or energy distribu-
tion networks [33] that need to be managed online with no a priori information
about the underlying processes. In this paper, we model these processes as sig-
nals on graphs, as depicted in Fig. 1, with actions and resultant signal defined
on the weighted and undirected graph G = (V, E ,WWW ) with V being the vertex
set (|V| = N), E the edge sets, and W the N × N graph adjacency matrix.
Namely, we assume that the action taken by the learner at time t, aaat ∈ R

N , is
modelled as an excitation signal on the graph and produces a resultant graph
signal yyyt ∈ R

N . The instantaneous reward wwwt = V → R
N can be modelled as

a function of the resultant graph signal, and reads wwwt = f (yyyt) + nnnt, with f(·)
being an affine function1 and nnnt an additive noise. The overall goal of the agent
is to learn which actions need to be selected to achieve the maximum reward,
with no prior information on the network process (i.e., the mapping from aaat

to wwwt). The problem can be casted as a stochastic MAB problem, aimed min-
imizing the cumulative loss (or equivalently maximize the cumulative reward)
over a time horizon T , which is seen as the minimization of the pseudo regret
RT = Tr(aaa�) − ∑T

t=1 r(aaat), with r(aaa) being the mean reward for action aaa.
In this following, we consider the online source optimization problem2, where

a decision maker needs to select T0 sparse actions out of N , i.e., A = {hhh | ||hhh||0 ≤
T0 ∧ hn ∈ [0, 1], n = 1, ..., N}, where T0 is the maximum sparsity level of
the actions. We assume that the rewards associated to consecutive actions are
independent and model the affine function f(·) as the mapping function MMM ∈
R

N×N , a diagonal binary matrix, with the n-th diagonal element being 1 if the
signal at the node n is consdiered in computing the reward, or 0 if that signal
is masked. Real-world examples are influence maximization problems, such as
targeted advertisement online [17,37] or optimization of cooling systems and/or
power networks [16]. This online learning problem can be solved by classical
MAB problems, with a sublinear regret RT = O(|A| log T ) [22], with |A| =

(
N
To

)
,

if T0 is the imposed sparsity of hhh. This regret is not sustainable in large-scale
networks with large action space |A|.

2.2 Graph-Kernel MAB Framework

We now propose a graph-kernel MAB problem that exploits the geometry of the
network processes to achieve a better regret scaling. Specifically, we model the
1 This includes many reward shapes such as subsampled or filtered signal as well as

mean value.
2 It is worth noting that the formalism introduced in this Section extends to most

problem on learning on network process, but for the sake of brevity and clarity we
discuss only the source optimization problem.
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Fig. 1. Graphical visualisation of the proposed framework.

mapping aaat → wwwt as an unknown structured function of the graph Laplacian LLL
(defined to be LLL = DDD − WWW , with DDD being the degree matrix), i.e.,

wwwt = f (yyyt) + nnnt = f (gL(aaat)) + nnnt (1)

with gL(·) being an unknown generating kernel3 of the graph Laplacian LLL. The
generating kernel models the process on graphs and characterizes the effect of
an action in a resulting graph signal, which will impact the mean reward. Hence,
the agent infers the mapping aaat → r (aaat) by learning the graph generating kernel
gL(·) in the spectral domain, which is much more sample-efficient than learning
the mapping aaat → r (aaat) directly in the high-dimensional vertex (action) space.

We formulate the online learning problem via GSP tools, and we cast the
problem into a linear MAB problem, in which the confidence bound is defined on
the graph spectral parameters of the generating kernel. We model the network
process via the graph-based parametric dictionary learning algorithm in [40],
with a signal on graph defined as yyy = DDDhhh + εεε, with hhh = [h1, h2, . . . , hN ]T being
the latent variables (localized events) defined on the graph, i.e., the excitation
signal defined as actions in our model, and εεε = [ε1, ε2, . . . , εN ]T is a Gaussian
and N -dimensional random variable with εn ∼ N (0, σ2

e) [9].
The graph dictionary DDD is defined as DDD = gLLL(·) =

∑K−1
k=0 αkLLL

k [40] and
represents the graph-kernel, which incorporates the intrinsic geometric structure
of data domain into the atoms of the dictionary through LLL. Assuming that signals
have a support contained within K hops from vertex n, the resulting signal in
n can be represented as combinations of localized events (e.g., local signals) on
the graph, which can appear in different vertices and diffuse along the graph.
Namely,

yn =
N∑

m=1

hm

K−1∑

k=0

αk(LLLk)n,m + εn (2)

where (LLLk)n,m is the (m,n) entry of LLLk and we recall that (LLLk)n,m = 0 if the
shortest path between n and m has a number of hops that is greater than k.
3 Graph filter defined in the spectral domain of the graph, typically in the form of the

power series of the graph Laplacian [40].
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With the following matrix notations where PPP = [LLL0,LLL1,LLL2, . . . ,LLLK−1], with PPP ∈
R

N×NK , captures the powers of the Laplacian, and with α =α =α = [α0, α1, . . . , αK−1]T

representing the polynomials coefficients in the dictionary, we can rewrite the
resulting signal as

yyy = gL(hhh;ααα) = PPPIIIK ⊗ hhhααα + εεε = PHPHPHααα + εεε (3)

with IIIK being the K × K identity matrix, ⊗ the Kronecker product, and HHH =
IIIK ⊗hhh, with HHH ∈ R

NK×K . In our framework, at the decision opportunity t, the
agent controls the latent variables hhht while learning the polynomial coefficients
ααα. Given that the instantaneous reward is an affine function of the resultant
signal yyyt, substituting (3) in the reward expression (4), we achieve the following

wwwt = MMMyyyt = MMMPHtPHtPHtααα + MMMεεεt = XXXααα + nnnt (4)

where and XXX = MMMPHtPHtPHt, with XXXt ∈ R
N×K .

In short, the reward can be expressed as a linear combination of the K-
degree polynomial ααα and the matrix XXXt, which includes both the graph structure
information (via the Laplacian LLL) and the action hhht. This is important because:

– the reward is a linear mapping between the unknown parameters ααα and the
actions hhhthhhthhht (hence XXXt), implying that we can solve the online learning problem
with the linUCB [9] theory.

– the reward is given by the generating kernel gL(·), which is parametrized by
the vector ααα with dimensionality K. Therefore the uncertainty bound in the
linUCB is evaluated in the spectral (low-dimensional) domain. This presents
an important advantage, as the regret scales as O(d

√
T log T ) in LinUCB,

where d is the dimension of the unknown (low-dimension) parameter ααα.

3 Grab-UCB: Proposed Algorithm

We now propose a theoretical bound and algorithmic solution to the online source
optimisation problem using the new framework described in Sect. 2, which permits
to learn in the spectral domain and to act in the vertex domain, see Fig. 2. There
are two interacting subtasks in the algoirthm: 1) refinement of the coefficients esti-
mate, 2) selection of the arm given the updated knowledge of the system.

Step 1: Coefficients Estimation. Let consider the t-th decision opportunity,
when t − 1 decisions have already been taken and the corresponding signals
and rewards have been observed. The training set is built over time thus it cor-
responds to sequence of pairs {(hhhτ ,wwwτ )}t−1

τ=1, where we recall that p(yyy|hhh,ααα) ∼
N (gL(hhh;ααα), σ2

eIIIN ), and that the randomness is due to the random noise εεετ . For
large t, maximizing the MAP probability p(ααα|yyy,hhh) corresponds to minimizing
the l2-regularized least-square estimate of ααα, leading to the following problem:
α̂ααt : arg minααα

∑t−1
τ=1 ||MMMPHταPHταPHτα − wwwτ ||22 + μ||ααα||22 . It follows that

α̂ααt =

[
t−1∑
τ=1

ZZZT
τ ZZZτ + μIIIK

]−1 t−1∑
τ=1

ZZZT
τ wwwτ =

[
ZZZT

1:tZZZ1:t + μIIIK

]−1

ZZZT
1:tWWW t = VVV −1

t ZZZT
1:tWWW t

(5)
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Fig. 2. Figurative example of the online graph-strcutured processing. Green (red)
dashed boxes are defined in the vertex (spectral) domain. (Color figure online)

with ZZZ1:t = [ZZZ1,ZZZ2, . . . ,ZZZt−1]T , ZZZτ = MMMPHPHPHτ , WWW t = [www1,www2, . . . ,wwwt−1]T , and
VVV t = ZZZT

1:tZZZ1:t+μIIIK . The l2-regularized least-square estimate leads to an approx-
imation of the actual polynomial ααα, and this approximated estimate α̂ααt is refined
at each decision opportunity.

Step 2: Action Selection. Once the estimation of the ααα coefficients is refined,
the decision maker needs to select the best action to take for the t-th decision
opportunity. Following the theory of linear UCB [9], the decision maker evaluates
the confidence bound Et as an ellipsoid centered in α̂ααt defined such that ααα ∈ Et

with probability 1 − δ for all t ≥ 1, see Fig. 2. Then, the decision maker selects
the best action that maximizes the estimated mean reward, for each possible
generating kernel in the ellipsoid (optimism in face of uncertainty [22]). Formally,
the decision maker selects the action hhh (and therefore XXX = MMMPPPIIIK ⊗ hhh) such
that

hhht : arg max
hhh∈A

max
ααα∈Et

XαXαXα . (6)

To apply (6), we need to formally derive the confidence bound Et. This can be
derived by the following two Lemmas (proofs in Appendix A in [41]). Lemma
1 bounds the matrix VVV t, which defines the regularized least-square solution as
shown in (5). Lemma 1 is key to evaluate the upper confidence bound in Lemma
2. Specifically, Lemma 2 provides the confidence bound Et such that Et : {||α̂ααt −
ααα∗|| ≤ ct}. It is worth noting that both bounds have explicit dependency on
topological features of the graph, such as the sum of eigenvalues power, as we
comment later.

Lemma 1: Suppose ZZZ1,ZZZ2, . . . ,ZZZt ∈ R
1×K , with ZZZτ = MMMPPPIIIK ⊗ hhhτ and for

any 1 ≤ τ ≤ t − 1, ||hτ ||2F ≤ T0, and ||MMM ||2F ≤ Q. Let VVV t =
∑

τ ZZZT
τ ZZZτ + μIIIK

with μ > 0, then |VVV t| ≤ [μ + dQT0]
K

,with d =
∑

k

∑
l λ

k
l , with λl being the l-th

eigenvalue of the graph Laplacian.

Lemma 2: Assume that VVV t =
∑

τ ZZZT
τ ZZZτ + μIIIK , define wwwτ = ZZZτα∗α∗α∗ + ηηητ , with

ZZZτ = MMMPPPIIIK ⊗hhhτ and with ηηηt being conditionally R-sub-Gaussian, and assume
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Algorithm 1. Grab-UCB
Input:
N : nr of nodes, T0: sparsity level of action signal hhh, K: sparsity of the basis coefficients
μ, δ: regularization and confidence parameters
R, S: upper bounds on the noise and ααα∗
t = 1
while t ≤ T do

Refine estimate of the coefficients
XXX1:t = [XXX1,XXX2, . . . ,XXXt−1]

T

YYY 1:t = [yyy1, yyy2, . . . , yyyt−1]
T

VVV t = XXXT
1:tXXX1:t + μIIIK+1

Step 1: Coefficients estimation:
α̂ααt = VVV −1

t XXXT
1:tYYY 1:t

Step 2: Action Selection
Evaluate the confidence bound and select the best action
Select action by solving (7) numerically or via Grab-arm-Light

Observe the resulting signal yyyt and the instantaneous reward
t = t + 1

end while

that ||ααα∗||2 ≤ S, and ||hhhτ ||2F ≤ T0. Then, for any δ > 0, with probability at least
1 − δ, for all t ≤ 0, ααα∗ lies in the set

Et :

{
ααα ∈ R

1×K : ||α̂ααt − ααα||VVV t ≤ R

[√
K log(μ + tdQT0) + 2 log(μ−1/2δ)

]
+ μ1/2S

}

with d =
∑

k

∑
l λ

k
l , with λl being the l-th eigenvalue of the graph Laplacian and

α̂ααt is the l2-regularized least-square estimate of ααα with t training samples.

From Lemma 2, the maximization in (6) becomes (see Appendix A in [41]
for details)

hhht = arg max
hhh∈A

max
α∈Et

XαXαXα = arg max
hhh∈A

XαXαXα + ct

√

XXXVVV −1
t XXXT

= arg max
hhh∈A

XαXαXα + ct||XXX||VVV −1
t

= arg max
hhh∈A

[
MMMPHPHPHα̂ααt + ct||MMMPHPHPH||VVV −1

t

]
(7)

with ct = R
[√

K log(μ + tdQT0) + 2 log(μ−1/2δ)
]

+ μ1/2S following Lemma 2.
This optimization characterizes the Step 2, i.e., the action selection. However,
this cannot be solved efficiently in large scale networks, see Appendix A in [41]
for description of the solving method and scalability issues. In the following
Section, we propose a computationally effective optimization algorithm.

In Algorithm 1, we summarize the main steps of the proposed Grab-UCB strat-
egy. This algorithm achieves the following regret bound (derived in Appendix B

in [41]) of RT ≤ 2(cT + 1)
√

2KT log
(
1 + QT0d

μ

)
. It is worth noting the depen-

dency on the topological structure via d, sum of eigenvalues power. Finally, the
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regret does not depend on the network size N but rather on the sparsity level
T0, hence the strong gain with respect to linUCB like algorithms.

4 Grab-arm-Light: Efficient Action Selection

The methodology proposed in the previous Section entails two main optimiza-
tion/learning steps that need to be solved. While the solution to the optimization
in Step 1 has a closed form, i.e., Eq. (5), in Step 2 the optimization problem in
(7) needs to be solved efficiently. This optimization becomes computationally
expensive in large-scale graphs, see Appendix C in [41]. Therefore, in the follow-
ing we propose a computationally effective optimization algorithm to address
the scalability issue that we call Grab-arm-Light. It is a computationally light
solving method aimed at selecting the action/arm in Step 2 of Grab-UCB. We
first rewrite the problem (7) (see Appendix A in [41]) as follows

max
hhh

DDDhhh + ct||LLL ∗ bbbT ⊗ hhhT ||2 s.t. h(n) ∈ [0, 1], ∀n||hhh||0 ≤ T0 (8)

where we have used XXX = MMMPPPIIIK+1 ⊗ hhh = bbb ⊗ hhh. The above problem maximizes
a convex objective function over a polytope, defined by both constraints. If the
objective function has a maximum value on the feasible region, then it is at the
edges of the polytope. Therefore, the problem reduces to a finite computation of
the objective function over the finite number of extreme points.

However, in the case of large networks, this computation could be too expen-
sive. Therefore, we propose an algorithm that walks along the edges of the poly-
tope. The intuition is similar to the one of the simplex algorithm or any hill
climbing algorithm. Let consider an iterative algorithm, where at each iteration
the N variables hn, with n = 1, . . . , N , are subdivided into basic variables and
non-basic variables. The former are the ones such that hn = 1, while the non
basic variables are the remaining zero sources. At each iteration, we perform the
operation of moving from a feasible solution to an adjacent feasible solution by
swapping a basic variable with a non basic one (similar to the pivoting operation
in the simplex algorithm). We move in such a way that the objective function
always increases. We then stop the algorithm either after a maximum number
of iteration steps or when convergence is reached. This is the Grab-arm-Light,
presented in Algorithm 2 and further described in the following.

Let hhh(t−1) = [h(t−1)
1 , h

(t−1)
2 , . . . , h

(t−1)
N ] be the optimal variable at the iter-

ation step i − 1. Let Bt = {n|h(t−1)
n = 1} be the set of the indices of basic

variables at t. Let then denote by J the objective function J(hhh) = MMMPPPIIIK+1 ⊗
hhhα̂ααt +ct||LLL∗bbbT ⊗hhhT ||2 and by ∂J/∂hn be the partial derivative of J with respect
the nth variable. Finally, note that vertices are adjacent if they share all but one
non-basic variable. Equipped with the above notations and definitions, we now
state the following Lemmas (proofs in Appendix A in [41]):

Lemma 3: One vertex is optimal if there is no better neighboring vertex.
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Algorithm 2. Grab-arm-Light
Input:
number of iterations MaxIter, action sparsity level T0, graph topology (and therefore
LLL and PPP ), reward mask MMM , estimated polynomial α̂αα, confidence bound c.
Output:
optimal source signal hhh�

Initialization:
Definition of the objective function J(hhh) = MMMPPPIIIK+1 ⊗ hhhα̂αα + c||LLL ∗ bbbT ⊗ hhhT ||2
Evaluation of the partial derivatives an = ∂J

∂hn

∣∣
ununun

, ∀n

Selection of hhh(0): h
(0)
n = 1 if an belongs to the T0 largest partial derivatives.

t = 1
for t ≤ MaxIter do

Set Bt = {n|h(t−1)
n = 1}

Evaluate the IN and OUT variables:

in = arg max
n|hn /∈Bt

{
∂J

∂hn

∣∣∣
hhh(t−1)

}
, out = arg min

n|hn∈Bt

{
∂J

∂hn

∣∣∣
hhh(t−1)

}

Set hhh(t) = hhh(t−1)

Set h
(t)
in = 1, h

(t)
out = 0

if J(hhh(t)) ≤ J(hhh(t−1)) then
hhh� = hhh(t)

break
end if
t ← t + 1

end for

Lemma 4: From a vertex, moving to one of the neighboring nodes in the direc-
tion of the greatest gradient leads to a no-worse objective function. Let h

(t)
in and

h
(t)
out be the variable that enters and leaves the set of basic variables, respectively,

at the t-th iteration. These variables are evaluated as follows

in = arg max
n|hn /∈Bt

{
∂J

∂hn

∣
∣
∣
hhh(t−1)

}

, out = arg min
n|hn∈Bt

{
∂J

∂hn

∣
∣
∣
hhh(t−1)

}

From Lemma 4, given a vertex hhh(t−1), at the t-th iteration the algorithm will
move to the neighboring vertex hhh(t) defined as follows:

h
(t)
in = 1, h

(t)
out = 0, and h(t)

n = h(t−1)
n ,∀n �= in, out.

As shown in Algorithm 2, if the swap variable leads to an improvement of the
objective function, i.e., if J(hhh(t)) > J(hhh(t−1)), then we proceed to the next
step. Otherwise, we set the optimal source signal hhh� = hhh(t−1) and we break
the iterative loop. Further details are provided in Algorithm 2, together with
the initialization step. Rather than a randomly generating starting point, we
consider the one with the T0 variables having the maximum partial derivative
an = ∂J

∂hn

∣
∣
ununun

,∀n, with ununun being a N -dimensional vector all elements null but the
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n-th, which is set to 1. Note also that in the algorithm the partial derivative of
the objective function can be derived as (see Appendix D.2 in [41] for details)

∂J(hhh)
∂hn

= MMMPPPIIIK+1 ⊗ 111nα̂αα +

(
LLL ∗ bbbT ⊗ hhhT

)

||LLL ∗ bbbT ⊗ hhhT ||2
(
LLL ∗ bbbT ⊗ 111T

n

)T
(9)

In summary, the proposed algorithm requires the evaluation of the partial
derivative (N operations) instead of exhaustively evaluating the objective func-
tion in (8) at all

(
N
T0

)
possible edges. In the following Section, we show emporically

that this complexity reduction does not come at the price of reduced optimality.

5 Simulation Results

5.1 Settings

As benchmark solution, we propose an algorithm denoted as Act After Learn-
ing (AAL), in which the exploration and the exploitation phases are separated,
while our proposed method finds the best tradeoff between exploitation and
exploration automatically. The key intuition is that it first gathers a training
set (in the first TL decision strategies) and therefore experience a reward as a
function of random actions. Then, after a training phase of TL decision oppor-
tunities, the generating kernel is estimated and the best arm is selected. In the
remaining decision opportunities the best action is taken. Note that we do not
compare with the linUCB algorithms since its regret would scale with the cardi-
nality of the decision space |A| =

(
N
To

)
, if T0 is the imposed sparsity of hhh, which

is prohibitive in the case of large-scale network. .
We carry out experiments on Barabási-Albert model (BA) graphs [3], on

radial basis function (RBF) random graphs, and on non-synthetic graphs (e.g.,
Minnesota graph4). For BA graphs, the network begins with an initial con-
nected network of m0 = 10 nodes. At each iteration, one node is added to
the network and it is connected to m ≤ m0 existing nodes. Connections to
existing nodes are built following a preferential attachment mechanism, which
eventually builds a scale-free network. For the RBF model, we generate the
coordinates of the vertices uniformly at random in the unit square, and we
set the edge weights based on a thresholded Gaussian kernel function so that
W (i, j) = exp(−[dist(i, j)2)/2σ) if the distance between vertices i and j is
smaller than or equal to T , and zero otherwise. We further set σ = 0.5 and
we vary T to change the edge density of the generated graphs.

We model the network processes as a diffusion processes with generating
kernel gL = e−τL [39]. We then consider that each signal on the graph is char-
acterized by the source signal, the generating kernel and an additive random
noise εt with zero mean and variance σ2

e (i.e., R = σe in the spectral UCB). The
remaining parameters of the sequential decision strategy are set as μ = 0.01,
δ = 0.01. The mask M is randomly generated and it covers 20% of the nodes.

4 Available at https://lts2.epfl.ch/gsp/.

https://lts2.epfl.ch/gsp/
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Fig. 3. Cumulative regret vs. time for randomly generated graphs with N = 100,
diffusion process (with τ = 5) and sparsity level T0 = 5 for Grab-UCB.

5.2 Performance of Grab-UCB

We now study the performance of the proposed Grab-UCB with Grab-arm-Light
used in Step 2. First, a randomly generated graph (RBF model) with N = 100
nodes is considered, in the case of diffusion process acting on the graph with
τ = 10 and with σ2

e = 10−2. Figure 3 depicts the cumulative regret over time (in
terms of decision opportunities) for the considered graph. Each point is averaged
over 100 realizations (when at each realization both the graph and the noise of the
signal on graph are generated). The Grab-UCB is compared to AAL with TL = 10
(AAL short) and TL = 20 (AAL long). Note that a longer exploration leads to a
better estimate but for a longer (suboptimal) exploration phse. From Fig. 3, we
observe that Grab-UCB outperforms the baseline algorithms in both networks.
The proposed algorithm is tested also in the case of ct = 0, which means that
the confidence bound is ignored when acting – leading to less exploration. The
comparison shows the gain in striking the optimal tradeoff between exploitation
and eploraztion (ct > 0). Further results are provided in Appendix E.1 in [41].

We further illustrate in Fig. 4 that optimal placement of sparse resources in
high dimensional networks is not necessarily an intuitive step. It depicts the
optimal source signal computed by Grab-UCB with optimal solver introduced in
Appendix A in [41] and the resulting signal for a randomly generated graph
(RBF model) with N = 100, and sparsity level T0 = 4. In Fig. 4a, the optimal
signal is depicted in red, while the mask signal used to evaluate the reward is
depicted in blue. Interestingly, the optimal signal is placed on nodes that do not
necessarily belong to the mask and do not necessarily appear to be central in
the graph. Yet, this results in the optimal reward signal depicted in Fig. 4b.

We validate now the proposed algorithm for solving the action selection
step, which is a priori NP-hard. We empirically compare the numerical solver
(FMICON) adopted to optimally solve Step 2 (labelled in the following figure
as “Exact”) and the Grab-arm-Light (labelled as “Algorithm 2”). Figure 5a
depicts the CPU time required by both solvers as a function of the number
of nodes N for a randomly generated graph (RBF model), with sparsity level
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Fig. 4. Optimal source signal and resulting signal for a randomly generated graph
(RBF model) with N = 100, and sparsity level T0 = 4.

Fig. 5. Comparison of the optimal solver and Grab-arm-Light (Algorithm 2) for ran-
dom graphs (RBF model) with different number of nodes, and T0 = 5.

T0 = 5. The achieved reward after 100 decision steps is also depicted in Fig. 5b.
Results are averaged over 50 generated graphs. As expected, the problem in (8)
is NP-hard (maximization of a convex function under convex -or affine- con-
straints) and the solver’s complexity grows exponentially with N . Conversely,
the complexity of Grab-UCB grows linearly with N , as shown by Fig. 5a. From
Fig. 5b, it can be observed that the proposed solution still achieves the opti-
mal solution in terms of reward. Note that the reward is not monotonic with N
because the density of the graph is not necessarily kept constant for different N
values.

Finally, we evaluate the effect of network topology on the estimation error
(From Lemma 2, we see that the confidence bound increases with the sparsity
level T0 and d =

∑K
k=0

∑N
l=1 λk

l ). We consider a randomly generated training set
of 300 signals, and we then estimate the accuracy of the learned polynomial α.
To measure the accuracy of the estimate, we evaluate the error on the resulting
signal given the action hhh of test signals. We consider graphs generated with the
BA model; by changing the parameter m, we generate more or less connected
graphs (the larger the m the more connected is the graph). This is reflected in the
power sum d and in a more narrow profile of the eigenvalues of the Laplacian λl,
as observed from Fig. 6a, where the values of λl are provided for different graph
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Fig. 6. Graph Laplacian distribution and signal estimation error for graphs generated
with the BA model with different levels of connectivity, N = 200 nodes, and sparsity
value T0 = 25. The estimation error is evaluated both in the case of full observability
(solid line) or in the case of partial observability (dotted line).

topologies. As a consequence, more connected graphs lead to a more accurate
estimate of the generating kernels, see Fig. 6b. This validates the understanding
we had from the theoretical bounds, which depend on d.

6 Related Work

Multiple works have looked at graph-based bandit problems with the ultimate
goal of addressing sample-efficiency [4,17,28,36,43,46], identifying and leverag-
ing the structure underneath data in optimisation problems where the outputs
have semantically rich structure. In this direction, graph knowledge has been
used for 1) sharing the payoff throughout the graph Laplacian [10,12,23,27] or
reducing the dimensionality of the search space by clustering arms [6,7,11,21,24–
26] – those usually perform poorly in irregular datasets [48], typical of most of
the real-world problems; 2) modelling each arm as graph [19] – the main goal is
optimization over graph domains (set of graphs) while our focus is optimizing
over geometrical signal domains (set of signals on a given graph); 3) modelling
the reward signal, seen as smooth signal on the graph [44]– this shares most sim-
ilarities with our work hence they are further describe in the following paragraph
where differences with respect to our works are also highligthed.

Looking at the arms as nodes on a graph and the reward as a smooth signal on
this graph [13,20,43,44] permits to i) define the reward as a linear combination
of the eigenvectors of the graph Laplacian matrix, where the linear coefficients
are unknown, ii) apply LinUCB [9] in the spectral domain. These algorithms
achieve a regret bound of the order

√
dT , with d being the effective dimension

(linked to the dimensionality of the characteristic eigenvalues) and T being the
number of rounds. Similar intuitions have been introduced in [42], which per-
forms maximization over the smooth functions that have a small Reproducing
kernel Hilbert space (RKHS) norm, or in [38,47] that exploit graph homophily to
denoise/generalize the reward. Similarly, our work exploits spectral graph prior
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to solve a linUCB algorithm with the assumption of low dimensional reward
behavior. Yet, we expand the literature on spectral MABs by modelling process-
ing evolving on graphs. Namely, each action represents possibly a set on a graph
(not limited to a node only) and the reward is not necessarily smooth on the
graph and it is a resultant signal on the entire graph instead of on one node only.

Our work, as well as spectral MAB ones, can be seen as extensions of the rich
field of methods for kernelized bandits working under the norm bounded RKHS
assumption [5,8,42,49] but they are not limited to Euclidean domains. Another
line of works consider bandits theory for decision-making strategy [15,49] (and
many references therein), which however differ from our model in which we limit
decisions to bandit problems and we exploit GSP tools to learn the dynamic
process of the network flow. Our paper share the ultimate goal of [17], focused
on online targeted advertising on social networks, where the multi-mode tensor
tool can nicely complement our work to extend our signal processing analysis
to heterogeneous feature vectors. Complementary to this work, there is also the
vast literature on Thompson sampling for the multi-arms bandit problem that
could be an interesting alternative to our Grab-arm-Light [2].

Finally, there is a vast literature from the GSP community [31] aimed at
capturing structural properties of network processes (i.e., node centrality [14],
community detection [45]) for network problems such as diffusion dynamics,
pricing experiments, and opinion dynamics: the work in [45] models an unknown
network process as a graph filter that is excited by a set of unknown low-rank
inputs, the study in [33] models power systems as generative low-pass graph
filters. However, no work so far has focused on learning while acting, i.e., inferring
network process models while taking sequential actions on those networks.

7 Conclusions

In this work, we study network optimization problems under uncertainty in the
case of optimal source placement. As main contributions, we cast the network
optimization problem under uncertainty as a linear MAB problem, which infers a
K-dimensional polynomial that defines the graph generating-kernel while taking
actions over time on the network-graph. We then derive the theoretical bound of
the estimation of the graph spectral model and translate it to the MAB upper
confidence bound. We show both mathematically and empirically that more
connected graphs and sparser signals lead to a more accurate estimation of the
network processes. Finally, we observe that the optimization method leads to an
arm selection problem that is NP-hard, and we provide a low-complexity algo-
rithm by exploiting the structure of the optimization function. Beyond proposing
a data-efficient solution to problems of network optimization, this work aims at
opening the gate to new research directions in which graph signal processing
tools are blended to online learning frameworks to exploit structural knowledge
of network optimization problems.

Ethical Statement. Our work is mostly of theoretical nature, and we do not foresee

any direct ethical implications. There is always a risk, as for most works of theoretical
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and algorithmic nature in machine learning, that the work would be diverted from its

original objective, and largely modified to design extensions in non-ethical applications.

However, this is not obviously envisaged by the authors at the time of the writing.
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Abstract. Core decomposition is an efficient building block for various
graph analysis tasks such as dense subgraph discovery and identifying
influential nodes. One crucial weakness of the core decomposition is its
sensitivity to changes in the graph: inserting or removing a few edges can
drastically change the core structure of a graph. Hence, it is essential to
characterize, quantify, and, if possible, improve the resilience of the core
structure of a given graph in global and local levels. Previous works
mostly considered the core resilience of the entire graph or important
subgraphs in it. In this work, we study node-based core resilience mea-
sures upon edge removals and insertions. We first show that a previously
proposed measure, Core Strength, does not correctly capture the core
resilience of a node upon edge removals. Next, we introduce the concept
of dependency graph to capture the impact of neighbor nodes (for edge
removal) and probable future neighbor nodes (for edge insertion) on the
core number of a given node. Accordingly, we define Removal Strength
and Insertion Strength measures to capture the resilience of an individ-
ual node upon removing and inserting an edge, respectively. As naive
computation of those measures is costly, we provide efficient heuristics
built on key observations about the core structure. We consider two key
applications, finding critical edges and identifying influential spreaders,
to demonstrate the usefulness of our new measures on various real-world
networks and against several baselines. We also show that our heuristic
algorithms are more efficient than the naive approaches.

1 Introduction

The k-cores are proposed as the seedbeds in which cohesive subsets of nodes can
be found [36]. A k-core is defined as the maximal connected subgraph in which
every vertex has at least k neighbors in the subgraph. Each node is assigned
a core number which denotes the maximum k for which the node is a part of
k-core. Thanks to its linear time complexity, k-cores are used as a standard tool
in various applications at downstream graph analytics. Examples include the
analysis of internet topology [11], predicting protein interactions [2], identifying
influential spreaders [20], and community detection [3,6,16,21].

Despite its widespread use, k-cores are known to have a weak resilience
against a few changes in the graph [1,22]. Inserting or removing a few edges
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 259–276, 2023.
https://doi.org/10.1007/978-3-031-43418-1_16
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can drastically change the core structure of a graph. In applications where noise
is common or the studied graph has uncertain parts, core decomposition is not
reliable. For example, networks are constructed as a result of indirect measure-
ments in various applications, such as the Internet router/AS level graphs by
traceroutes [15], biological networks by experimental correlations [35], and social
media based networks by limited samples via the APIs [5]. It is essential to char-
acterize, quantify, and, if possible, improve the resilience of the core structure of
a given graph in such applications at global and local levels.

In previous works, the resilience of k-core is studied under node or edge
removal to improve users’ involvement in social networks [29,42,45], bolster
connections to protect a social network from unraveling [9] and determining the
edges that should be monitored for attacks on technological networks [22]. Those
studies only consider the core structure of the entire graph or a few important
subgraphs (e.g., maximum k-cores). There is no holistic study to quantify
the node-based core resilience for any given node in the graph upon
edge removals and edge insertions. Considering the query-driven scenarios
in uncertain or noisy networks where the properties of the nodes are important,
such as identifying influential nodes in spreading processes [26] or information
diffusion [27] and finding critical nodes/edges [31], it is crucial to measure the
resilience of core numbers against edge removals as well as insertions.

In this work, we study node-based core resilience measures upon edge
removals and insertions. We first demonstrate that a previously proposed node-
based measure, Core Strength [22], is inaccurate at capturing the changes in the
core number upon edge removals. Next, we propose the concept of dependency
graph which captures the impact of neighbor nodes (for removal case) and prob-
able future neighbor nodes (for insertion case) on the core number of a given
node. In the dependency graph for removal, one-way dependency relationships
between neighboring nodes help to identify the resilience of core numbers. Like-
wise, in the insertion case, we discover the one-way dependency relationships to
quantify the likelihood of a change in the core number. Using the dependency
graphs, we define a pair of Removal Strength and Insertion Strength measures
for each node. Calculating those node strengths for big graphs in a naive way
is computationally intensive. For edge removal, we use the equal edges [46] and
k-corona [17] properties to design RSC algorithm. For insertion, we design ISC
algorithm based on the number of connections a node has with the same or higher
core number. As node-level aspects of a graph are important in many real-world
applications, we consider two applications to demonstrate the benefit of our new
measures: finding the most critical edges to remove/insert such that the number
of nodes that changes their initial core numbers is maximized [14,45,46] and
identifying influential spreaders [13,28,40]. For both applications we compare
our node-based measures against several state-of-the-art baselines.

Our contributions can be summarized as follows:

– We point out that the Core Strength definition (by [22]) is incorrect and
provide counterexamples as well as empirical results to show its unreliability.
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– To quantify the node resilience upon edge removal and edge insertion, we
use the concept of dependency graphs. Accordingly, we introduce a pair of
Removal Strength and Insertion Strength measures.

– We design RSC and ISC algorithms to compute the new node resilience mea-
sures for removal and insertion.

– We consider two motivating applications to examine the effectiveness of those
metrics: finding critical edges and identifying influential spreaders.

– We evaluate our measures and algorithms on real-world networks. We demon-
strate the efficiency and effectiveness of our techniques against several base-
lines on the two applications mentioned above.

2 Background

In this work, we consider G = (V,E) as an undirected and unweighted graph,
where V and E represent the set of nodes and edges in G, respectively. We use
Ē to denote the complement of E, i.e., Ē = {(u, v)|u ∈ V, v ∈ V, (u, v) /∈ E}. We
use N(u,G) to represent the set of neighbors of u in G and Γ(u,G) to denote
the distance-2 neighbors of u. Let S ⊆ G be a subgraph of G. We use deg(u, S)
to denote the degree of u in S. In some cases we consider a directed graph G′ in
which deg−(u,G′) and deg+(u,G′) denotes the in-degree and out-degree of u in
G′, respectively. In our notations, we omit G when it is obvious.

The k-core, denoted by Ck(G), is the maximal connected subgraph S ⊆ G
where every vertex has at least k connections in S, i.e., deg(u, S) ≥ k ∀u ∈ G.
The core number of a vertex is the largest k value for which a k-core contains the
vertex. Here, K(u,G) denotes the core number of u in G, and K.(G) is the core
vector, which is the core numbers of all vertices in G. The maximum k-core(s)
of a graph are the (non-empty) k-cores with largest value of k. The k-shell of a
graph is the set of nodes with core number k [11] and a subcore is a connected
subgraph of nodes with core number k [32]. The k-cores (for all k) are computed
by recursively removing vertices with degree less than k and their adjacent edges,
while assigning core numbers during the process, which takes O(|E|) time [8].

We define the subset of neighbors of a node u based on the relative core
numbers: Δ<(u,G) denotes the neighbors with smaller core numbers, i.e., {v :
v ∈ N(u,G) ∧ K(v,G) < K(u,G)} and Δ=(u,G) is the neighbors with equal
core numbers. Similarly, Δ>(u,G) and Δ≥(u,G) are defined.

3 Related Work

Network resilience is the capability of a network to maintain or restore its func-
tion under faults. Characterizing the resilience of a network is important for
critical systems such as power grids and transportation systems [24]. Character-
ization of the resilience is made with respect to various graph characteristics,
such as components and paths [34]. One interesting direction in this context is
the resilience of the core structure. Core decomposition is one of the most widely
used graph algorithms thanks to its linear complexity [36]. However, it is quite
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sensitive to changes in the graph and there are a few studies to characterize
and improve its robustness [1,10,14,22,44]. Here we summarize the literature on
core resilience and explore its significance in two motivating applications: finding
critical edges and identifying influential spreaders.

Table 1. Comparison of previous works on core resilience and our work.

[1] [22] [10] [14] [44] Our work

Graph structure Max cores Entire graph Entire graph Entire graph k-shells Core number

Edge insertion Yes No No No Yes Yes

Edge removal Yes Yes No No Yes Yes

Core Resilience. Adiga and Vullikanti found that the stability of maximum
k-cores under noise and sampling perturbations does not degrade in a monotonic
way [1]. Laishram et al. defined the core resilience of a graph as the correlation
between the core number rankings of the top r% nodes before and after p%
edges or nodes are removed at random [22]. As computing this is costly, they
proposed Core Strength and Core Influence measures as proxy to quantify the
resilience of a node’s core number upon node or edge deletions. Burleson-Lesser
et al. modeled network robustness by using the histogram of core numbers [10]
and found that ecological and financial networks with U-shaped histograms are
resilient to node deletion attacks. Dey et al. defined a graph’s stability based on
changes in each node’s core number upon node removals and studied identifying
critical nodes to delete to maximize the number of nodes falling from their initial
cores [14]. More recently, Zhou et al. studied attack strategies to change the core
numbers of the nodes by rewiring edges [44]. Unlike those studies, we focus on
node-based core resilience and consider both removal and insertion. For a given
node, we quantify the resilience of its core number upon edge insertion and
removals. Table 1 compares our work and previous studies on core resilience.

Finding Critical Edges. A related line of work has proposed problems to
minimize and maximize the size of a k-core by inserting/removing nodes/edges.
For the removal, the motivation is often to find critical nodes/edges that should
be kept in the graph to avoid unraveling in social networks or be watched against
targeted attacks in infrastructure networks [29,42,43,46]. In the context of core
resilience, such nodes/edges are the weak structures with low resilience against
removal and are suitable for targeted attacks. Regarding the insertion, the objec-
tive is to find new edges that can increase the user engagement [38,45] or incen-
tivize existing nodes to stay engaged so that other nodes are kept engaged as
well [9,23,41]. In the scope of core resilience, such nodes/edges are the critical
graph structures that are most vulnerable to increases in core numbers or core
sizes. All those works consider a specific k-core and study targeted attacks to
change the core structure with a minimal number of edge/node changes. In this
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work, we focus on the core numbers and use our new node-based core resilience
measures to select a limited number of edges so as to maximize the number of
nodes whose core numbers change (see Sect. 5.2).

Identifying Influential Spreaders. Another application that core numbers
are heavily used is identifying influential spreaders [20]. Influential spreaders
are the nodes that determine how information spreads over the network or how
a virus is propagated [4,18]. SIR (Susceptible-Infected-Recovered) model is a
classical tool to measure the influence of a given set of nodes [37]. In the SIR
model, a set of initially infected nodes are chosen which will spread the disease
at each time step, t. The fraction of infected nodes, denoted by S(t), is used to
measure the spread after t iterations. Kitsak et al. demonstrated that the most
efficient spreaders are located in the highest k-shells [20]. Wang et al. discovered
that greedily choosing multiple spreaders may result in some of them being
too close to each other and hence their influence overlaps [39]. They proposed
the IKS algorithm to select nodes from different k-shells based on the highest
node information entropy, which outperforms the other centrality or core-number
based measures. Considering the success of core-based measures, we use node-
based core resilience as a proxy to identify influential spreaders (see Sect. 5.3).

4 Node-Based Core Resilience

Earlier studies mostly defined core resilience measures for the entire graph. One
exception is the core strength (CS) definition by Laishram et al. [22], which
aims to measure the resilience of a node’s core number upon edge removals and
is defined as CS(u,G) = |Δ≥(u,G)| − K(u,G) + 1. They claim that in order
to decrease K(u,G), at least CS(u,G) connections from u must be removed.
Here we show that this claim is not true by a simple counterexample and give
empirical evidence to show how frequently it fails in practice.

Consider the toy graph in Fig. 1a. CS(v3) is 3, which means that at least
three edges of v3 should be removed to decrease its core number, according to
Laishram et al. [22]. However, if we remove only (v3, v2) and (v3, v4), K(v3)
decreases to 1. Note that removing two edges does not always decrease K(v3),
e.g.,. deleting (v3, v1) and (v3, v2) does not affect K(v3). Depending on the edges
being removed, other nodes may have their core numbers changed too, and this
cascading effect may result in decreasing the core number of the vertex of interest.
Hence, not only the count but also the position of the removed edges matters in
quantifying the node-based core resilience.

One question is how likely to see such structures, where removing less than
CS(u) edges decreases K(u), in real-world networks. We perform a simple exper-
iment to check this. We consider the nodes in the maximum k-cores with a CS
of at least two. For each node, we remove one of its edges and observe its core
number changes. We repeat this for each edge of a node. Removing even a single
edge is sufficient around 10% of the time to decrease the core number (as shown
in [19]). Hence, the CS definition also fails frequently in practice.
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Fig. 1. Illustrative examples

As the CS definition is inaccurate in capturing the core resilience of a node
upon edge removals, we define a new measure, Removal Strength, to compute
the likelihood of a node’s core number change (Sect. 4.1). Moreover, we propose a
new measure, Insertion Strength, to assess the stability of a node’s core number
after an edge insertion (Sect. 4.2).

4.1 Resilience Against Edge Removal

We capture a node’s core resilience against edge removals by analyzing its depen-
dency on neighbor nodes. We focus on single edge removal, with a conjecture
that multiple edge removals can be approximated by considering multiple single
edge removals.

We define that the node u is dependent on node v, denoted as a relationship
v → u, if K(u) decrements after removing the edge (u, v). For a given graph
G = (V,E), we define the removal dependency graph , denoted by Grd = (V,Erd),
as a directed graph such that an edge (u, v) ∈ Erd if (u, v) ∈ E and K(v,G \
(u, v)) < K(v,G). We give an example in Fig. 1b. For the toy graph on the left,
the corresponding removal dependency graph (Grd) is given on the right. In the
Grd, v2 has two in-neighbors (v1 and v4) which means it is dependent on v1 and
v4. For an edge in G, if neither node is dependent on the other, then no edge
will appear in the Grd, such as (v1, v4). If each node is dependent on another,
then there are two edges in both directions, as for (v5, v6).

In-degree and out-degree of a node in the removal dependency graph give
important insights about its core resilience. A node with a large in-degree is
dependent on many of its neighbors, hence removing a nearby edge could reduce
its core number, implying a lower core resilience. We define In-Degree Removal
Strength of a node u, RSID(u), to quantify the resilience of u to retain its core
number upon edge removal(s): RSID(u) = 1

deg−(u,Grd)
. The higher a node’s

out-degree in the dependency graph, the more strength it has to change the
other nodes’ core numbers. We define Out-Degree Removal Strength of a node
u, RSOD(u), to quantify the strength of u to change the core number of other
nodes: RSOD(u) = deg+(u,Grd).

4.1.1 Removal Strength Computation

A naive way to compute the removal dependency graph is to run incremental
core decomposition algorithm for every single edge removal [32,33], which will



Quantifying Node-Based Core Resilience 265

be costly. Here we propose efficient heuristics by using key observations about
the core structure.

We define node u ∈ G as vulnerable if K(u,G) = |Δ≥(u,G)|. For a vulner-
able node u, the set of edges (u, v) where v ∈ Δ≥(u,G) is called the sensitive
edges of u (also called as equal edges in [46]).

Lemma 1. If a sensitive edge (u, v) of a vulnerable node u is removed, then
K(u,G) will decrease.

Proof. Proofs of Lemmas 1–7 are available in the extended version [19].

Sensitive edges of a vulnerable node provide a way to group certain edges
whose removal yields the same core vector, as first shown in [46].

Lemma 2. For a vulnerable node u, removing any sensitive edge yields the same
core vector, i.e., K.(G \ {(u, v1)}) = K.(G \ {(u, v2)}) where both edges are
sensitive.

According to [17], k-corona is a maximal connected subgraph of vulnerable
vertices with the same core number, k. Formally, S ⊆ G is a k-corona if ∀u ∈ S,
K(u,G) = k and u is a vulnerable vertex. We define k-corona adjacent edge
set, KAES(S), as the union of the sensitive edges of the vulnerable nodes in a
k-corona S, i.e.,

⋃
u∈S {(u, v)|v ∈ Δ≥(u,G)}.

Lemma 3. When an edge (u, v) is removed from the graph, there will be a
change in the core numbers if and only if the removed edge (u, v) is part of
a KAES.

Lemma 4. For a k-corona S, removing any edge in KAES(S) yields the same
core vector, i.e., K.(G\{(u, v)}) = K.(G\{(x, y)}) for (u, v), (x, y) ∈ KAES(S).

We define the subset of nodes whose core numbers change after removing a
single edge as Core Changed Nodes (CCN). According to Lemma 4, for a
k-corona S, if we choose any edge (u, v) ∈ KAES(S) to delete, then we will
get the same core vector. Hence we denote the set of nodes whose core numbers
change after removing any edge in a KAES(S) as CCNKAES(S).

Instead of examining every single edge in a graph, we can utilize
CCNKAES(S) to efficiently detect the changes in the core numbers of nodes.
Assume w.l.o.g. that K(u) ≤ K(v). If u is a vulnerable node, then, by Lemma
1, deleting an edge (u, v) will decrement the core number of u. If u is not a vul-
nerable node, we need to look at the properties of both u and v. If v is also not
a vulnerable node, then the edge (u, v) /∈ KAES, and there will be no changes
in K(u) or K(v) (by Lemma 3). However, if the node v is vulnerable, we need
to consider the following two cases to determine the changes in K(v):

Case 1: K(u) = K(v). Here, (u, v) is a sensitive edge, and deleting (u, v)
will decrement K(v) (Lemma 1). In this case, K(u) will also decrement if it
becomes affected by the changes in K(v). This information is actually captured
by the CCN set. If two nodes are in a same CCN , a change in the core number
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of one node affects the core number of the other node. Hence, if u and v are in
the same CCNKAES(S) for any k-corona S, then their core numbers depend on
each other.

Case 2: K(u) < K(v). In this case, K(v) will not change, as shown by [32].
Regarding K(u), as u is not a vulnerable node, it has at least K(u)+1 neighbors
in its k-core. Since v is not in the k-core of u, there will still be at least K(u)
neighbors in u’s k-core in G \ {(u, v}, and thus K(u) will not change either.

4.1.2 Removal Strength Algorithm
Building on the definitions and observations above, we propose RSC algorithm
(Algorithm 1) to compute RSID and RSOD for each node in a given graph. At
the beginning, we find the k-core(s) of a graph using the classical peeling based
algorithm proposed by Batagelj et al. [7] (line 4). Then using the BFS traversal,
we compute the set of k-coronas (S) in every k-core subgraph (line 6). Since
removing an edge (u, v) /∈ KAES does not affect the core number of any node
(by Lemma 3), we only consider the edges (u, v) ∈ KAES in each k-core. For
each k-corona S, we find the KAES (line 8). Thanks to Lemma 4, we remove
only one edge in KAES(S) and compute CCNKAES(S) for a KAES(S) (line
9) by using the incremental core decomposition algorithm from [33]. Next, we

Algorithm 1: RSC: Removal Strength Computation (G(V,E))
1 Input: G (V,E): graph
2 Output: RSID, RSOD: in and out-degree removal strength, respectively

3 Grd (V,E
′
) ← empty graph // removal dependency graph

4 Compute all the k-cores of G, Ck(G), and put in C
5 foreach k-core Ck(G) ∈ C do
6 Compute all k-coronas in Ck(G) and put in S
7 foreach k-corona S ∈ S do
8 Find KAES(S)
9 Delete any single edge e ∈ KAES(S), compute

CCNKAES(S) // by [33]

10 foreach u ∈ V do
11 if K(u) = |Δ≥(u,G)| then
12 foreach v ∈ Nu do
13 if K(u) ≤ K(v) then

14 E
′
.push((v, u)) // K(u) will decrement, by Lemma 1

15 else
16 foreach v in Nu do
17 if K(v) = K(u) & K(v) = |Δ≥(v,G)| &
18 u and v are in a same CCNKAES(S) then

19 E
′
.push((v, u)) // K(u) will decrement, by Case 1

20 foreach u in V do

21 RSID(u) ← 1
deg−(u,Grd)

, RSOD(u) ← deg+(u,Grd)

22 Return RSID, RSOD
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use Lemma 1 and the two observations (Case 1 and 2) to quickly determine
whether the core numbers will change after each edge removal (lines 10–19). At
the end, we calculate and return the in-degree and out-degree removal strengths
of all the nodes by using Grd (lines 20–22).

Time and Space Complexity. Line 4, as well as lines 10–19 takes O(|E|) time.
In the worst case, lines 5–9 takes O(|V | · |E|) time—if each node is a k-corona,
one edge is removed per node, hence |V | edge removals in total (line 9) and each
edge removal takes O(|E|) time per [33]. Overall time complexity is O(|V | · |E|),
but this is a loose bound as the number of k-coronas is significantly less than
|V | in real-world networks (even for large networks we observe the number of
k-coronas to be small, requiring us to remove fewer edges, as shown in Table 2
column 4 (% Gain)). In addition to graph (O(|E|)), we store |Δ≥(u,G)| values
(O(|V |)), component ids to bookkeep CCNKAES(S) for each node (O(|V |)), and
RSID, RSOD values (O(|V |)). Overall space complexity is O(|E|).

4.2 Resilience Against Edge Insertion

We now characterize the resilience of a node’s core number against edge inser-
tions. We again focus on the impact of a single edge change, consider the changes
in a node’s core number based on new links it forms with other nodes, and model
the resilience accordingly. Regarding the set of edge insertions, it is impracti-
cal and unrealistic to think about all possible new links between any pair of
unconnected nodes, namely Ē. It is impractical because real-world networks are
sparse, i.e., |E| <<

(|V |
2

)
, which implies |Ē| >> |E|. It is unrealistic as it is

unexpected that a link will form between two nodes if they have no common
neighbors, i.e., if they are not distance-2 neighbors [25,30]. Even the number
of non-neighbor node pairs with at least one common neighbor is too large to
be considered, reaching up to 100·|E| for some real-world networks. Further-
more, those node pairs are not located homogeneously in the graph; some nodes
(mostly low-degree) have very few (or no) distance-2 neighbors, hence it is not
clear how to define insertion core resilience for those (see [19] for statistics).

To address these issues, we consider a fixed number (b) of edge insertions for
each node and construct the insertion candidate graph, Gic, accordingly. Here, we
fix b = 5 as it is close to the average degrees of the networks used in experiments
and no significant advantage is observed for larger b values. For any node u ∈ G,
and its distance-2 neighbors Γ(u), we consider the below cases to select the edges
and add to Gic:

– If |Γ(u)| > b, choose b random edges (u, v) such that v ∈ Γ(u).
– Else, choose all (u, v) edges such that v ∈ Γ(u) and choose b − |Γ(u)| random

(u,w) edge(s) such that w ∈ V (and w /∈ Γ(u)).

Note that b ensures a lower bound on the degree of a node in Gic, there can be
nodes with larger degree due to random edges coming from the other nodes.
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We define the dependency relationships between nodes by using the insertion
candidate graph, Gic. For each edge (u, v) ∈ Gic, we check how the core num-
bers of u and v change when (u, v) is inserted to G. u is said to be dependent
on node v, denoted as a relationship v → u, if K(u) increases after inserting the
edge (u, v). For a given graph G = (V,E) and Gic = (V,Eic), we define inser-
tion dependency graph, Gid = (V,Eid), as a directed graph such that an edge
(u, v) ∈ Eid if (u, v) ∈ Eic and K(v,G ∪ (u, v)) > K(v,G). Here, Gid is always
a subgraph of Gic. We give an example in Fig. 2. For the toy graph on the left,
corresponding insertion candidate graph is given in the middle (for b = 2). All
the nodes except v2 has at least two distance-2 neighbors. To ensure v2 has two
edges, we randomly select a node, v5, and put an edge between them. Straight
edges in the candidate graph are the edges due to the distance-2 neighborhood
(the if condition above) and the dashed edge is the random edge (from the else
condition). The corresponding insertion dependency graph is shown on the right.
For example, inserting (v3, v5) edge would increase K(v5) and does not impact
K(v3), hence (v3 → v5) is put.

Fig. 2. Examples for insertion candidate (b = 2) and dependency graphs.

A node with a large in-degree is dependent on many of its distance-2 (or ran-
dom) neighbors, implying a lower core resilience. We define In-Degree Insertion
Strength of a node u, ISID, to measure the node’s ability to preserve its core
number after edge insertion: ISID(u) = 1

deg−(u,Gid)
. A node with a large-out

degree implies the ability to increase the core numbers of other nodes. We define
Out-Degree Insertion Strength of a node u, ISOD, to measure the strength of a
node to impact the nodes around it: ISOD(u) = deg+(u,Gid).

4.2.1 Insertion Strength Computation

A naive computation of the insertion dependency graph is to run incremental
core decomposition algorithm for every single edge insertion [32,33], which is
costly. Here we consider four lemmas that help to determine the core number
changes without running the incremental algorithm.
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Lemma 5. For a node u such that K(u,G) = |Δ>(u,G)|, adding a new edge
(u, v) s.t. K(v,G) > K(u,G) will increment K(u), i.e., K(u,G ∪ (u, v)) =
K(u,G) + 1.

Lemma 6. For two non-neighbor nodes u and v, (u, v) /∈ E, such that
K(u,G) = K(v,G) = k, if |Δ>(u,G)| = K(u,G) and |Δ>(v,G)| = K(v,G),
then adding a new edge (u, v) will increment K(u) and K(v).

Lemma 7. Consider a node u ∈ G such that |Δ>(u,G)| = K(u,G) − 1. Say
u has a neighbor w for which K(u,G) = K(w,G) and |Δ>(w,G)| = K(w,G).
Adding a new edge (u, v) such that K(v,G) > K(u,G) will increment K(u) and
K(w).

4.2.2 Insertion Strength Algorithm

We use the above lemmas (Lemma 5 to Lemma 7) to design ISC (Insertion
Strength Computation) algorithm which creates the insertion dependency graph
by determining the changes in the core numbers (pseudocode is in [19]). We
start by computing the k-cores by [8]. We consider the edges of Gic, which is
given, to build the dependency graph of insertion. To construct the Gid, we check
whether each edge e ∈ Gic can be handled by the lemmas given in Sect. 4.2.1. If
the conditions in any of the lemmas are satisfied, we can readily determine the
dependency graph and tell if inserting the new edge (u, v) will change the K(u)
and/or K(v). If the edge does not fit to any of the lemmas, we use the incremental
core decomposition algorithm [33] to determine the new core numbers. For each
of the cases, if there is any increase in K(u) and/or K(v), we update the Gid

by inserting directed edges based on the core number changes. At the end, we
calculate and return the insertion strength measures of each node u ∈ G by using
the Gid.

Time and Space Complexity. In the worst case, incremental core decom-
position algorithm [33], which takes O(|E|), is run for each edge in Gic. There
is O(b · |V |) edges in Gic where b is a constant. In total, the time complex-
ity is O(|V | · |E|). However, this is a loose bound as we show runtime results
in Sect. 5. In addition to graph (O(|E|)), we store |Δ>(u,G)| values (O(|V |))
and ISID, ISOD values (O(|V |)). Overall space complexity is O(|E|).
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Table 2. Statistics for the networks (first two columns) and runtime results for edge
removal and edge insertion (in seconds). %Gain denotes the savings how much less

edges are processed by our algorithm than the naive approach for edge removal. |Eic|
|E|

denotes the ratio of the number of edges in the insertion candidate graph to the actual
graph. Sp. is the speedup of our algorithms against the naive approaches.

Removal Insertion

Graph |V | |E| % Gain Naive (s) RSC (s) Sp. |Eic|
|E| Naive (s) ISC (s) Sp.

as19971108 3015 5156 50.2 % 4.88 2.93 1.67× 2.79 1.10 0.75 1.46×
as19990309 4759 8896 54.4 % 12.38 6.35 1.95× 2.58 1.70 1.31 1.30×
bio-dmela 7393 25569 79.4 % 56.96 12.85 4.43× 1.40 38.26 26.60 1.44×
ca-CondMat 21363 91286 89.0 % 575.82 67.19 8.57× 1.11 475.15 377.32 1.26×
ca-Erdos992 5094 7515 39.1 % 10.93 7.47 1.46× 3.11 7.48 5.23 1.43×
ca-GrQc 4158 13422 84.4 % 17.82 3.47 5.14× 1.39 32.41 26.66 1.22×
inf-openflights 2939 15677 86.8 % 15.67 2.49 6.29× 0.90 2.64 2.28 1.16×
inf-power 4941 6594 63.8 % 9.36 3.96 2.36× 2.76 504.87 486.43 1.04×
jazz 198 2742 97.8 % 0.43 0.06 7.17× 0.35 1.00 0.94 1.06×
p2p-Gnutella08 6301 20777 80.3 % 40.83 8.99 4.54× 1.45 951.50 918.05 1.04×
p2p-Gnutella09 8114 26013 78.8 % 63.81 14.51 4.40× 1.49 769.12 713.63 1.08×
soc-hamsterster 2426 16630 93.6 % 13.03 1.27 10.26× 0.72 4.82 4.22 1.14×
soc-wiki-Vote 889 2914 81.2 % 0.88 0.29 3.03× 1.46 1.45 1.09 1.33×
tech-routers-rf 2113 6632 77.8 % 4.26 1.30 3.28× 1.50 2.46 1.98 1.25×
tech-WHOIS 7476 56943 89.9 % 128.82 14.51 8.88× 0.65 6.59 5.60 1.18×
USAir97 332 2461 91.2 % 0.28 0.08 3.50× 0.65 0.12 0.09 1.46×
web-spam 4767 37375 91.5 % 52.48 5.28 9.94× 0.63 7.05 5.17 1.36×

5 Experimental Evaluation

We conduct experiments on real-world networks of various types and sizes to
evaluate the efficiency and effectiveness of our node-strength measures. Table 2
(first three columns) shows the statistics of the networks, obtained from SNAP1

and Network Repository2. All experiments are performed on a Linux operat-
ing system (v. 3.10.0-1127) running on a machine with Intel(R) Xeon(R) Gold
6130 CPU processor at 2.10 GHz with 192 GB memory. We implemented our
algorithms in Python 3.6.8. Our implementation is publicly available3.

Since we consider random edge selections to construct Gic and calculate ISID

and ISOD, we repeat insertion experiments 10 times to account for randomness
and report the average strength measure for each node. Note that the standard
deviation in those computations is quite low, e.g., in inf-openflights graph,
the standard deviation is less than .18 for most nodes where more than half of
the nodes have zero (or close to zero) standard deviation (details are in [19]).

1 http://snap.stanford.edu/.
2 http://networkrepository.com/.
3 https://github.com/erdemUB/ECMLPKDD23.

http://snap.stanford.edu/
http://networkrepository.com/
https://github.com/erdemUB/ECMLPKDD23
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5.1 Runtime Results

We first compare the runtime performances of our RSC and ISC algorithms
against the naive strategy which simply runs incremental core decomposition
algorithms for each edge removal and edge insertion. One important note is
that the three approaches (Subcore, Purecore, and Traversal) proposed in [32]
give different behaviors in our removal and insertion experiments. Although the
Traversal algorithm is shown to be the best in [32] for both single edge removal
and insertion, we observe that the Subcore algorithm can be made faster for
edge insertion in our experiments. The key is to precompute all the subcores in
each k-core and reuse when handling edge insertions. We use this pre-calculation
technique and Subcore algorithm in our edge insertion experiments, whereas the
Traversal algorithm is used in our edge removal experiments.

Table 2 gives the results. For the edge removal, we are able to remove 78.2%
less edges, on average, when compared to the naive approach (fourth column
in Table 2). This translates to 5.11× faster runtime on average. For edge inser-
tion, our algorithm well utilizes the lemmas in Sect. 4.2.1 and gives 1.25× faster
computation when compared to the naive approach.

5.2 Finding Critical Edges

Here, we compare our node resilience measures to several baselines for finding
critical edges in edge removal and insertion scenarios. We use four baselines:
Random, Core Number, Degree, Core Strength. Each method identifies a lim-
ited number (c) of critical edges to maximize the impact on the core numbers
of affected nodes. For Random, we repeat experiments 50 times and take the
average. For Core Number, Degree, and Core Strength; the score of each edge
is determined by the sum of its end points’ values and c edges with the highest
score are considered. We assess each method by the percentage of nodes affected,
F , (decreased or increased from the initial core number) by the removal or inser-
tion of the budget number of edges. For all experiments, we vary the budget (c)
from 50 to 1000 and evaluate our results. For better visualization, we show the
results from budget 600 to 1000 in Fig. 3(c) and Fig. 3(d).

5.2.1 Edge Removal Experiments.
We use RSID and RSOD to select c critical edges to remove from the graph. For
our measures, the score of each edge is set as the sum of its endpoints’ RSID or
RSOD values. For RSID, we choose c edges with the lowest scores as a node with
lower RSID is more likely to change its core number on edge removal, whereas,
for RSOD, we select c edges with the highest score as a node with larger RSOD

affect other nodes’ core numbers more. We also pay attention to not selecting no
more than one edge from any KAES(S), as removing any edges in KAES(S)
produces the same core vector for a k-corona S by Lemma 4. For Random, we
choose c random edges from the graph. Figure 3 (top row) shows the results
for four graphs (results for other graphs are in [19]). Both RSID and RSOD

outperform the baselines. RSID is slightly better than RSOD in some graphs
and significantly better in a few.
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Fig. 3. Finding critical edges by our methods and baselines for edge removal (top row)
and edge insertion (bottom row).

5.2.2 Edge Insertion Experiments

We use ISOD and ISID to select c critical edges to insert to the graph. We
first consider all the non-neighbor node pairs who share at least two common
neighbors, called as candidate set, and then select a subset of size c edges of
the candidate set by using the baselines or our methods. When inserting an
edge (u, v), if core number of both u and v increased by a previous insertion,
we skip this edge. For our measures, we define the score of each candidate edge
(u, v) as max(ISID(u), ISID(v)) (likewise for ISOD), then select the c edges
with lowest scores to insert. Here, we consider maximum endpoint strength as
the edge score, unlike the edge removal case where we considered sum, to keep
the scores more regularized because the space of edge insertions is larger and can
yield very large edge scores if the sum is applied. We choose the edges with the
lowest score as they are the least resilient for incrementing core numbers. For
Random, we choose c random edges from the candidate set. Figure 3 (bottom
row) gives the results for four networks (rest are in [19]). Overall, ISID and
ISOD consistently outperform the baselines.

We also define a simple variant of our measures to handle the clique-like
structures in which core numbers are difficult to increase. We consider the
propagation effect of neighbor nodes by summing up the strength of a node
with its neighbors’ strengths. We define Neighbor Sum variants as IS∗

ID(u) =
ISID(u) +

∑
v∈N(u) ISID(v) (likewise for IS∗

OD). As above we define the score
of each candidate edge the maximum strength of its endpoints and then select
the c edges with the lowest scores to insert. As shown in Fig. 3 (bottom row),
IS∗

ID and IS∗
OD significantly outperform all the other methods in ca-CondMat,

which is a co-authorship network formed by cliques of authors on a paper.

5.3 Identifying Influential Spreaders

In this section, we consider the problem of identifying influential spreaders in
the SIR model. We use our node resilience measures as well as three baselines
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to choose 20% nodes in a given graph as the initially infected node set. For our
measures (RSID, RSOD, ISID, ISOD), we choose the node with largest strength
from the highest k-shell, then do the same for the next highest shell ((k − 1)-
shell), and so on until the 1-shell. Then we repeat this process until 20% of
the nodes are chosen. Ties are broken randomly. As the highest strength nodes
are more resilient upon graph changes, they are more important for influence
maximization than others. Regarding the baselines, we choose the methods that
rely on core numbers—the k-shell strategy [20], the IKS method [39], and the
Core Strength measure (the nodes with the largest values)—to select the 20%
initially infected node set. To ensure a smooth transmission in the SIR model,
we fix S→I probability μ = 0.01 and set the value of I→R probability β to be a
little bit bigger than βmin = 〈k〉/〈k2〉 [12], where 〈k〉 and 〈k2〉 are the first and
the second moment of the degree distribution, as done in [39] (exact β values are
in [19]). For each method, we run the model 50 times and take the average. We
consider the percentage of affected nodes at time t, denoted as S(t), to evaluate
the spreading effect of the initially infected node set.

Fig. 4. Identifying influential spreaders by our measures and baselines.

Figure 4 shows S(t) as a function of t ∈ [0, 15] for four networks (results
for other graphs are in [19]). As t increases, S(t) rises and eventually reaches a
steady value. Overall, our node strength measures outperform the k-shell and
IKS strategies. Core Strength measure shows superior performance than some
of our measures but RSOD consistently outperforms all the methods. The reason
for this behavior is that the nodes with large RSID do not always have large
core numbers whereas the nodes with large RSOD are consistently in highest
k-cores.

6 Conclusions and Future Work

In this paper, we studied the problem of node-based core resilience upon edge
removals and edge insertions. We first showed that the Core Strength [22] does
not correctly capture the core resilience of a node upon edge removals. Then we
introduced the concept of dependency graph to capture the impact of neighbor
nodes (for removal) and probable future neighbor nodes (for insertion) on the
core number of a given node. We defined node strengths in dependency graphs
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based on in- and out-degrees and introduced efficient heuristics to compute those.
Experiments show that our heuristics are faster than the naive approaches and
our strength measures outperform the existing baselines on two key applications,
finding critical edges and identifying influential spreaders. For future work, we
plan to speed up the computation of insertion strength measures and also con-
sider more realistic scenarios to construct the Gic4.
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Abstract. Modern methods and networks of supervised learning use a
vast amount of computational resources when adapting to large datasets.
They are unable to incorporate new training examples into trained mod-
els quickly and to represent internal knowledge for quick adaptation to
other computational tasks without retraining. The human brain is capa-
ble of representing and retrieving vast amounts of information and can
create associations between its various pieces based on frequent relation-
ships and patterns. The backpropagation algorithm is not the best and
only way to train neural networks, especially since its use is limited to
feed-forward architectures. Brain structures can be modeled using graph
architectures that are not feed-forward but recursive with many feedback
connections. This paper introduces Multi-Associative Graph Networks
that enable the representation of associated training data and objects
transformed from relational databases. These graphs store the data along
with the most useful relationships to facilitate computational intelligence
processes. We describe the associative transformation algorithm allowing
for the transformation of any relational database into this graph network,
reproducing stored relationships and enriching them with newly detected
ones. We also introduce the tuning algorithm that learns to associate dif-
ferent priorities with different neurons representing objects to improve
the relational dependencies and classification results. Finally, we draw
conclusions from the comparisons to other state-of-the-art models.

Keywords: Associative graph neural networks · Associative
transformation of relational databases · Relationship representation and
enrichment · Multi-association · Prioritization · Associative inferences

1 Introduction

Supervised learning is currently the most widely used learning strategy working
with many different types and structures of artificial neural networks. This type
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of learning is very useful in solving many practical tasks where we can collect
training data and define targets as labels (for classification problems) or numeri-
cal values (for regression problems). On the other hand, supervised learning also
has many limitations. First, it requires expert knowledge to label input data or
define the target values used during the training process. Training data prepa-
ration can be costly and prone to human errors. Second, the initial choice of
input values and targets limits the possible applications of trained models to
tasks that use similar input features and outputs. Even transfer learning can be
used with the same inputs and requires a costly training process to adapt the
network. It is not possible to swap inputs with targets without preparing and
training new models from scratch.

Human intelligence is based on acquired knowledge and a plastic nervous
system. It allows us to create associations between seemingly unrelated pieces of
information, which is essential for problem-solving, decision-making, and learn-
ing. Knowledge refers to the understanding and awareness of facts and skills
acquired through experience or learning. Knowledge develops thanks to the
ever-expanding associations between represented objects. Associations represent
various relationships with different strengths resulting from the frequency of
their occurrences or their reinforcement. So, the well-adapting machine learning
knowledge-based system should develop and store associations between various
pieces of information and not just focus on some of the feed-forward mathemat-
ical transformations that underpin many of today’s neural networks.

Today, formal ontologies allow knowledge to be represented in a struc-
tured and formal way, e.g., [9,13,19–21], and [3]. We can also use associative
graphs, such as knowledge graphs, which allow the representation of relationships
between different pieces of information and facilitate the processes of inference,
recommendations, and automatic search for significant relationships mentioned
in [10], and [3].

This paper describes a relationship-oriented approach to knowledge represen-
tation and its use in the introduced Multi-Associative Graph Networks (MAGN)
inspired and constructed on the basis of Associative Graph Data Structure
(AGDS) [10], Aggregative Sorting Associative graphs (ASA-graphs) [12], and
Deep Associative Semantic Neural Graphs (DASNG) [11]. This network facil-
itates the search for often-used relationships and decreases the computational
complexity of various operations. It can be created for any relational database
(RDB) using the associative transformation of an RDB or RDBs to a MAGN.
Aggregated representations of duplicated features define different objects that
share these features. Objects and features can define other objects represented by
neurons whose connections represent one-to-one, one-to-many, or many-to-many
relationships [16], so no join operations are necessary, saving time and computing
power. The introduced reversible associative transformation of RDBs not only
does not cause the loss of any data or relationships but automatically enriches
the set of relationships represented in MAGNs, which facilitates searching, rea-
soning, and inference.
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While RDBs relate only entities from different tables, the MAGNs aggregate
the same and connect similar values of each attribute separately. Hence, the
graph enriches the representation of similarities of all entities based on similar
values that define them. This graph associates all objects representing entities
of the transformed databases not only by means of defined primary and foreign
keys but also by means of similarities and normalized distances between rep-
resented features, counting their occurrences (duplicates). It allows us to recall
other objects according to their similarities and other relationships represented
by weighted connections. Due to the proximity of related objects in the graph,
we can accelerate processes of inference, recommendations, and classification and
limit the number of search processes to closely connected neurons. With aggre-
gated representations of duplicates and connections of neurons representing sim-
ilar values, we can quickly establish various similarities like similar objects or
frequent patterns without looping through many data stored in database tables.
These graphs can also remember new relationships found in the form of new
graph neurons and connections, facilitating similar processes in the future and
updating knowledge representation. The obtained knowledge models represent-
ing relationships are necessary for developing advanced cognitive and artificial
intelligence systems.

2 Essence of Data Relationship Representation

In computer science, we focus on data, data structures, data search, data
retrieval, data sorting, databases, database management systems, data ware-
houses, data mining, etc., but what we are really interested in is finding valuable
data relationships. Whenever we use similarities or dependencies between values
or objects, search for larger or smaller values, look for next or previous objects in
space or time, compute weighted sums, averages, products, mean values, stan-
dard deviations, etc., we aim to find data relationships and their strengths.
The ability to find beneficial relationships is a product of human intelligence
and knowledge, so we should model and represent them in artificial intelligence
models. For example, similarity is one of the most valuable relationships that is
often used by various computational intelligence algorithms to determine clus-
ters or classes. We often use the proximity of various objects in space or their
chronological order. Therefore, we need to develop efficient structures to store
not only data but also detected or defined relationships.

Knowledge about ranges, extreme values, neighbors, duplicates, densities,
averages, means, medians, standard deviations, sums, counts, frequent patterns,
similarities, etc., facilitates efficient data representation. Therefore, we used
ASA-graphs [12], which are self-balancing and self-organizing structures that
represent all attribute values in B-trees combined with bidirectional sorted lists
of all elements (Fig. 1). ASA-graphs developed the concept of B-trees [4], B+trees
[14], clfB-trees [15], AVL-trees [1], and RB-trees [7], automatically aggregating
and count all duplicated values representing them by the same nodes and con-
necting them in order. ASA-graphs use very efficient algorithms for searching,
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inserting, and removing data, outperforming many commonly used self-balancing
trees and other commonly used data structures. Hence, all feature values are
accessible in the logarithmic time of the number of unique feature values. The
same computational time applies to the insert, remove, or update operations.
Thus, the ASA-graphs can efficiently organize all non-key database attributes.

Fig. 1. ASA-graph structure [12] combining a sorted list with a self-balancing search
B-tree spanned over all elements, consisting of nodes, B-tree branches, elements stor-
ing key values, counters of aggregated duplicates of these key values, and weights of
connections that link other elements or object nodes.

RDBs represent some data relationships using primary and foreign keys, but
the number and types of represented relationships are very limited. This lim-
itation is due to the fact that RDBs are optimized for storing and retrieving
data in a structured and efficient way, not for representing complex relation-
ships. Therefore, RDBs do not efficiently represent complex relationships like
hierarchies, causality, or similarity, which are important for knowledge models
and AI systems.

To overcome RDB limitations, several approaches have been proposed, such
as graph databases and knowledge graphs (KGs), which represent relationships
and use ontologies that provide a formal way to represent relationships between
different concepts [2,21]. KGs for a more comprehensive and rich representa-
tion of knowledge that is essential for natural language understanding, question-
answering, and recommendation systems. KGs can be constructed from a variety
of sources, such as structured data from databases, unstructured data from text
documents, and semi-structured data from social media. KGs integrate different
types of information and create a more comprehensive and accurate represen-
tation of knowledge. Knowledge graphs also facilitate the inference-making pro-
cess and retrieval of information. Knowledge-based AI systems utilize knowledge
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graphs to perform tasks such as question-answering, language understanding,
and more.

In this paper, the knowledge graph approach is developed by using the asso-
ciative transformation of RDBs to a Multi-Associative Graph Network. This
transformation automatically enriches the number of directly represented rela-
tionships between features and objects that become automatically associated.
The created associations have different strengths, allowing for broader and
deeper inference-making and classification.

3 Multi-Associative Graph Network

Definition 1. Multi-Associative Graph Network (MAGN) (Fig. 2) is a
graph that consists of neurons representing objects (like database entities), ASA-
graphs representing aggregated, counted, and associated features as neurons, and
edges representing relationships between features and objects, together with their
strengths defined by the normalized distances between features or the number of
occurrences of features and objects.

The duplicated feature values are aggregated, counted, and represented by the
same ASA-graph nodes that will be used as neurons. The same feature cate-
gories of different tables are consolidated by the same ASA-graph. Duplicates of
objects are aggregated, counted, and represented by the same neurons. All rela-
tionships defined in the database by primary and foreign keys are transformed
into connections between MAGN neurons.

Definition 2. Two neurons in the MAGN are associated if there is at least
one path of edges between these neurons with a non-zero product of connection
weights on this path.

There are usually many paths between neurons in the MAGN, so the neurons
are usually associated, but these associations can have different strengths.

Definition 3. Association strength between two neurons in the MAGN is
a sum of products of connection weights on independent shortest paths between
these two neurons, where independent means that these paths do not share neu-
rons.

MAGNs can be built for RDBs sharing the same categories of features or
for a single RDB. First, entities of the tables that do not contain foreign keys
are transformed. Subsequently, in the loop, entities of the tables containing the
foreign keys related to the primary keys of the already transformed tables are
transformed until all tables are transformed. In each step of the loop, all feature
values of the transformed table are transformed into new ASA-graph elements
if such values were not previously represented; otherwise, the counters of exist-
ing elements are incremented. Elements of ASA-graphs are connected to MAGN
neurons representing primary keys of the transformed table. If the transformed
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Fig. 2. MAGN constructed for a sample Small Hospital RDB describing patients, doc-
tors, nurses, rooms, and their relationships, using associative transformation, enriching
represented relationships. Red arrows present some vertical relationships that are auto-
matically detected during the associative transformation of this RDB. (Color figure
online)

table contains some foreign keys, the created MAGN neurons are connected to
the existing neurons representing these keys in the MAGN. The transforma-
tion process is described by Principle 1 illustrated in Fig. 3 and is called the
associative transformation of databases to MAGNs because the same fea-
tures and objects are aggregated and connected due to their values and relation-
ships. Moreover, various undefined relationships in databases are automatically
detected, creating new associations between features and objects represented by
neurons and their connections in MAGNs, enriching the number of represented
relationships and expanding the represented knowledge.
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Principle 1. Transform only these RDB tables that do not contain foreign keys
related to the tables that were not yet been transformed into the MAGN.

Fig. 3. The associative transformation algorithm of any RDBs used to create a MAGN.

First, it transforms only database tables with no foreign keys. As a result,
the MAGN already contains the representation of some tables with which enti-
ties of the next tables can be associated until all tables are transformed. This
principle does not strictly define the order in which tables are transformed but
allows for different orders, which always end up with the same MAGN struc-
ture. One possible order of transforming the tables shown in Fig. 2 is: nurses,
doctors, rooms, patients, doctor-patients, and nurses-rooms. At the top of this
figure, there are tables defining entities of four different objects, defined by sev-
eral categories, such as first name, last name, experience, specialization, age,
disease, etc. Some of these categories (e.g., first name, last name, experience)
are present in several tables, so they are consolidated and associated by the same
ASA-graphs to enable broader and automatic inferences.

3.1 Representation of Horizontal and Vertical Relationships

RDB table (Tm) entities are only linked horizontally between tables by pri-
mary and foreign keys, while entities from the same tables are not vertically
related. This major disadvantage costs search time, especially with Big Data. The
MAGNs represent both horizontal and vertical relationships, so related objects
are always quickly accessible, regardless of their number.

3.2 Consolidation of Attributes and Aggregation of Duplicates

Different RDB tables often use the same categories like first and last names
(of employers, employees, suppliers, contributors, patients, doctors, customers),
addresses, phones, e-mails, etc. Associative transformation aggregates all fea-
tures of the same categories of all tables of all RDBs and represents them by the
same ASA-graph (Figs. 1 and 2). This is time and memory efficient and allows
for self-associations between objects defined by aggregated features. We can find
and use associations between objects because they share the same or similar
features represented by connected neurons. They can be used for clustering and
classification.
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Assuming we have NC categories represented by NA attributes in all RDB
tables where NC ≤ NA. During the associative transformation process, the
attribute values of each transformed table are represented by an existing ASA-
graph when that attribute’s category is already represented in a MAGN (created
during the transformation of another table) or otherwise by a new ASA-graph.
After the transformation is finished, we achieve NC ASA-graphs representing all
categories and all attributes of all database tables of all integrated databases.
In the example shown in Fig. 2, the same category attributes of different tables
define separate ASA-graphs, and all these graphs are integrated with MAGN.

ASA-graphs not only efficiently organize features of the same categories but
also weigh connections between adjacent numerical features to express their sim-
ilarities in view of the range of values of the represented categories. Their connec-
tion weights are used in MAGNs. In each ASA-graph representing the numerical
values of the Cn category, we can quickly establish the minimum and maximum
values (vCn

min and vCn
max) and the range of all values (RCn = vCn

max − vCn
min). On

this basis, we can define the similarity sCn
i,i+1 of any two subsequent numerical

values (features) vCn
i and vCn

i+1 (where vCn
i < vCn

i+1) represented by the connected
neurons (V Cn

i and V Cn
i+1) in the ASA graph as:

sCn
i,i+1 = 1 − (vCn

i+1 − vCn
i )

RCn
(1)

The similarity is always less than one (sCn
i,i+1 < 1) because the connected neurons

representing neighbor values always differ due to the aggregated representation
of the duplicates. The similarity can be equal to zero only if the two extreme
values of the attribute (min and max) are connected. Similarities of values are
useful for finding similar objects or patterns. The defined similarities (1) between
numerical values of the two connected neighbor neurons V Cn

i and V Cn
i+1 can be

used as the weight wCn
i,i+1 = sCn

i,i+1 of their connection edge.
Non-numeric (symbolic) features are also represented by ASA-graphs in lex-

icographical order, using this structure, but the connections between adjacent
neurons usually have zero weights. Sometimes it is possible to set weights to
non-zero values and calculate similarities between symbolic values using vari-
ous string-based similarity measures [18], e.g., embedding spaces [6], which can
also be implemented here. In general, the similarity between any categorical or
ordinal values can be measured and represented in ASA-graphs if the distance
function f(vCn

i+1, v
Cn
i ) is defined.

3.3 Associating Features and Objects

Features define objects (entities of database tables), so each neuron representing
a feature V Cn

i can be used one or more times to define neurons representing
objects (entities, patterns) OTm

j from various tables Tm. Such objects can be
related, and the relationships are represented by weighted connections (Fig. 2).
The connections are bidirectional, but the weight depends on the direction of
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movement between the connected neurons. We define the connection weight from
the value neuron (V Cn

i ) to the object neuron (OTm
j ) as:

wV Cn
i ,OTm

j
=

1
d(V Cn

i )
(2)

and in the opposite direction as:

wOTm
j ,V Cn

i
= 1 (3)

where function d returns the number of duplicates of value vCn
i represented by

the node V Cn
i . Hence, if the value node V Cn

i represents only one value vCn
i ,

this weight is equal to one and expresses that the object OTm
j is unambiguously

defined by that value. When there are some duplicates, no object can be unam-
biguously defined by this value, so the weight is correspondingly less than one
according to (2). In the opposite direction, each defining feature should always
be clearly indicated by the object, so the weights of these connections should
not be distinguished (3).

Similarly, objects (entities) can define other objects (entities), and the
relations between them can be one-to-one, one-to-many, or many-to-many, so
depending on the number of objects defined by other objects, we also define the
weights of such connections due to the direction of movement between objects
and the number of the represented relations as follows:

wOTn
k ,OTm

j
=

1
d(OTn

k )
(4)

where the function d returns how many objects OTm
j from the table Tm are

defined by the object OTn

k .

Corollary 1. In the MAGN, differently, than in RDBs, objects from different
tables related in a many-to-many way are directly connected, so we do not lose
time searching for foreign keys and joining related entities of different tables.

MAGN neurons can be connected not only to the neurons they define but also
to neurons representing related objects expressing their sequence or position in
space. We can conclude that object B frequently comes after object A, and this
frequency is measured and stored in the connection weight between the neurons
representing these objects. Similarly, we can use the (frequent or non-frequent)
proximity of other objects to the defined object(s). The preservation of such
frequencies in the connection weights between related objects creates associations
of the calculated strength between them. It allows for quick inference because we
do not need to search again for such relationships that are already represented by
the connections and their weights. Such weights are only updated locally when
new data is inserted, removed, or changed in the MAGN. Weights can express
not only the direct succession or proximity but can also vary with distance
in sequence or space. Such relations are already used in many different neural
networks [5], where the succession and proximity of the represented objects affect
the weights of the connected neurons and allow them to process data differently.
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3.4 Associative Prioritization Algorithm

MAGNs can solve common machine-learning tasks. Supervised learning is the
most common type of machine learning, such as classification and regression. We
have developed a prioritization algorithm that improves their efficiency and the
representation of relational dependencies [8].

Fig. 4. The Training Phase of the Associative Prioritization Algorithm.

The associative prioritization algorithm is founded on the assumption that
neurons are not equally important for the prediction of the target variable. Every
MAGN neuron has a property called priority, which is a floating point number
greater than or equal to zero, initially equal to one. The sum of the stimuli
reaching a neuron is multiplied by its priority before it stimulates the other
neurons via connections, so this acts as a simple activation function.

Neuron priorities are trained during the training phase. Only two hyperpa-
rameters control the learning process: training epoch number and learning rate
α. The learning algorithm recursively searches all paths from the neurons rep-
resenting the target variable to all inputs that were activated by the training
example, avoiding any neurons that are no longer active. Then, the prediction
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error δ is propagated through each path to penalize neurons that reinforce wrong
predictions and favor those that lead to correct predictions in proportion to
their activation and learning rate. If δ = 0, then the new priority is given by
P = P × (1 + α × z), where z is the normalized activation of the neuron in the
path, otherwise P = P × (1 − α × δ × z). In subsequent epochs, the process is
repeated. Optionally, an early stop condition can be used to speed up the train-
ing phase without significantly affecting performance. Figure 4 is a flowchart that
demonstrates the training phase of the associative prioritization algorithm.

Associative Prioritization is a powerful mechanism that enables better dis-
crimination between patterns present in the training data for any arbitrarily
selected target variable. This algorithm improved MAGN’s overall performance
in classification and regression tasks using a variety of popular datasets, as pre-
sented in the next section.

3.5 MAGN Implementation and Source Code

The MAGN source code is available at https://github.com/danbulnet/witchnet.
The source code can be downloaded and compiled on multiple platforms. There
are no specific minimal hardware requirements; however, since this is an in-
memory model, the amount of RAM should scale with the amount of data being
modeled. The code was tested on popular 64-bit operating systems, such as
Windows 11, MacOS 13, and Linux Endevaour OS 2023. Benchmark source
code is available at https://github.com/danbulnet/WitchnetBenchmarks.jl.

4 Results of Experiments and Comparisons

We divided our experiments into two phases. The first part presents experi-
ments with a machine learning regression task, comparing the results obtained
by MAGNs with popular machine learning models. In the second part, we have
selected 73 datasets from the Penn Machine Learning Benchmarks (PMLB) col-
lection [17] curated for classification tasks to compare the MAGN performance
with other popular machine learning models.

4.1 Regression Benchmark

We have implemented the MAGN to predict flat prices based on 23 numeri-
cal and categorical features like address (country, city, district), geographical
coordinates, transport accessibility, usable area, floor, number of rooms, places
for cars, facilities, and services, technical condition, year of building, and build-
ing type. Next, we compared it to the results obtained from popular machine
learning models. This dataset contains information about the completed sale
transactions of 25156 apartments in the years 2015–2020. The mean flat price
is 335432 with a standard deviation equal to 201227. The cheapest flat costs
70500, and the most expensive one is 3115000.

We divided the dataset into 19999 training samples and 5157 test samples
using the following models for comparisons:

https://github.com/danbulnet/witchnet
https://github.com/danbulnet/WitchnetBenchmarks.jl


288 A. Horzyk et al.

– Random Forest regressor from the scikit-learn library and BetaML.jl library,
– XGBoost regressor from the XGBoost.jl library,
– SVM regressor from the scikit-learn library,
– AdaBoost regressor from the scikit-learn library,
– KNN regressor from the scikit-learn library.

Fig. 5. Comparison of root mean square errors for a regression problem using MAGN
and other machine learning algorithms.

MAGN outperformed all of the tested models for the selected metrics: root
mean squared error (RMSE) (Fig. 5) and mean absolute error (MAE). For
RMSE, MAGN is 12% better than the second-best model - Random Forest,
and 7% better in view of MAE.

4.2 Classification Benchmark

We selected 73 benchmark datasets from the PMLB collection [17] dedicated
to the classification task, including binary/multi-class classification problems
defined by categorical, ordinal, and continuous features. We selected datasets
with less than or equal to a thousand records.

The following machine-learning models were selected for all comparisons:

– DecisionTreeClassifier from the DecisionTree.jl package
– RandomForestClassifier from the DecisionTree.jl package
– EvoTreeClassifier from the EvoTrees.jl package
– XGBoostClassifier from the XGBoost.jl package
– KNNClassifier from the NearestNeighborModels.jl package
– LinearClassifier from the MLJLinearModels.jl package
– LGBMClassifier from the LightGBM.jl package
– NeuralNetworkClassifier from the MLJFlux.jl package

We used the default set of hyperparameters for each of the models listed above.
The neural network model had 2 hidden fully-connected layers, with 64 and
32 neurons in the consecutive layers. All of the models and benchmarks were
implemented in Julia v. 1.9.1. The MAGN was implemented in Rust v. 1.70.0.
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Fig. 6. Penn ML Classification Benchmark mean accuracy for 73 datasets with less
than 1000 records.

Fig. 7. Penn ML Classification Benchmark mean execution time of the inference phase
in seconds for 73 datasets with less than 1000 records.

Fig. 8. Penn ML Classification Benchmark mean allocated memory during the entire
benchmark (including the training and inference phase) in bytes for 73 datasets with
less than 1000 records.
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For all of the experiments, we have used a dedicated server with 2×CPU AMD
EPYC 7773X, 256 GB RAM, and GPU NVidia RTX A6000.

Figures 6, 7, and 8 demonstrate that the proposed MAGN achieved very
competitive average scores in this benchmark and can be used as a substitute
for most modern machine learning models. Note that only allocated memory was
measured during the benchmark, so it should be interpreted with caution as it
includes all allocations required in the training and inference phase.

5 Conclusions

Understanding and modeling human knowledge is a complex and active research
area focused on replicating the capabilities of the human brain in artificial
systems. In this paper, we introduced MAGNs, a promising approach that
enables the representation of relationships between different pieces of infor-
mation, enabling inference, recommendation, regression, and classification pro-
cesses. Unlike traditional feed-forward networks trained using a backpropagation
algorithm, MAGNs are constructed and adapted using associative approaches
based on frequency, similarities, and other detected data relationships. The rela-
tionships are detected during the introduced associative transformation process
and represented within the MAGN structure. Sparse connections are used to
represent real data relationships so they do not introduce bias as many full-
connected structures do. Moreover, MAGNs eliminate the need for predefined
input and output data and training goals before the construction phase, so they
can be used for multiple applications by easily switching attributes between
inputs and outputs. Furthermore, the introduced prioritization algorithm can
be used to further improve the final results.

The Multi-Associative Graph Networks aggregate, count, and store all fea-
ture values in order, representing duplicates by the same neurons, and all neural
object representations (database entities or training examples) are associated
due to their existing same or similar values. The described associative trans-
formation of RDBs to a MAGN is lossless and enriches the data with an effec-
tive representation of relations while maintaining time and memory efficiency.
MAGNs applied to classification and regression tasks show that networks using
relationships can achieve reasonable results when compared to other state-of-
the-art models and training methods. It is easily scalable and efficient, making
it suitable for many computational intelligence applications. The ability to rep-
resent and detect many different relationships allows MAGNs to be used as an
adaptable model of knowledge representation and use.

Ethical Issues. Our proposed algorithms do not raise any ethical concerns, and the

experiments shown used publicly available benchmark datasets.
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Abstract. In network analysis, one of the most important structures
is the k-core: the maximal set of nodes such that each node in the k-
core has at least k neighbors within the core. Recently, the notion of the
skeletal k-core– a minimal subgraph that preserves the core structure
of the graph– has attracted attention. However, the literature to date
has contained only a biased greedy heuristic for sampling skeletal cores,
which resulted in a skewed analysis of the network. In this work, we
introduce a novel MCMC algorithm for sampling skeletal cores uniformly
at random, as well as a novel algorithm for estimating the size of the space
of skeletal k-cores, which, as we show, is important for understanding the
core resilience of the network. With these algorithms, we demonstrate
the relationship between resilience of the network and the core structure
of the graph and suggest fast heuristics for evaluating graph structure
from a skeletal cores perspective. We show that the normalized number of
skeletal cores in the graph correlates with the resilience of k-core towards
edge deletion attacks.

Keywords: networks · robustness · k-cores

1 Introduction

Within the machine learning and network science literature, the study of dense
subgraphs has received a great deal of attention. Examples of such structures
include cliques [18], k-clubs [21] and k-trusses [7]. Of particular interest is the k-
core, which plays a role in applications such as community detection [19,22],
influence maximization [11], visualization [3,12], anomaly detection [26] and
understanding network topology [3,27]. A network’s k-core is defined as the
maximal subgraph of the network such that every node in the subgraph has at
least k neighbours also in the subgraph [24]. The core number of a node is the
highest value of k for which that node belongs to a k-core.

k-cores have a history of being studied in the context of network resilience [17,
20]. To understand the structural properties of k-cores and their effect on
resilience, the concept of the skeletal core was proposed [16]. The skeletal core
of a graph is defined as a minimal subgraph that preserves the core number of
each node. Skeletal cores can be seen as a “backbone” of the k-core structure of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 293–308, 2023.
https://doi.org/10.1007/978-3-031-43418-1_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43418-1_18&domain=pdf
https://doi.org/10.1007/978-3-031-43418-1_18
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the graph, and so play an important role in the structure of the network. While
useful for applications such as speeding up community detection, they are crucial
in the context of analyzing the network’s resilience or robustness [16]. To this
end, understanding the space of skeletal cores can provide valuable insight into
the graph structure: understanding when a network’s core structure will change,
requires understanding when it remains the same.

However, because skeletal cores are a new concept, there are a number of
important open problems surrounding them. For instance, the literature contains
only a single greedy heuristic for identifying a single skeletal core, and it is not
known how to sample skeletal cores of a network uniformly at random, which
fundamentally limits the understanding of how skeletal cores are distributed
and how they affect the core structure. Relatedly, it is also not known how to
estimate the number of skeletal cores to which an edge belongs, making it difficult
to gauge the importance of an edge with respect to the overall core structure of
the network. Without solving these problems, one cannot properly understand
the effect of a network’s skeletal core structure on the resilience of the network.

In our work, we first introduce a novel MCMC (Markov Chain Monte Carlo)
algorithm for sampling skeletal k-cores uniformly at random and a corresponding
algorithm for estimating the number of skeletal cores in the graph. We then use
these algorithms to study the relationship between the space of skeletal cores
and the robustness of complex networks. We suggest practical heuristics for the
estimation of the probability of a given edge being part of a skeletal core and
experimentally validate these heuristics with respect to the ground truth.

Our main contributions are as follows:

1. We provide a novel MCMC algorithm for sampling skeletal cores of the graph
uniformly at random.

2. We suggest heuristics that can be used to estimate the likelihood of an edge
being part of a skeletal core and evaluate them experimentally.

3. We provide a novel algorithm for the estimation of the size of the skeletal core
space and experimentally demonstrate the relationship between the number
of skeletal cores in the graph and the core resilience of the network.

4. We demonstrate how the proposed algorithms can be used to identify
moments of fundamental change of the k-core structure during a process of
edge deletion.

2 Related Work

First introduced by Seidman in 1983 [24], the k-core of a graph G = (V,E) is
defined as the maximal connected subgraph such that any node in the subgraph
has a degree at least k. k-cores are an important part of network analysis, and
have been used for many tasks, including community detection [19], speedups of
the graph algorithms [22], influence maximization [11], anomaly detection [26],
prediction of protein functions [2], and others. k-cores have also been used to
gain deeper insight into a graph structure, including through visualization [12].
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A skeletal core of a graph G is defined as a minimal subgraph H of G such
that all nodes in H have the same core number as in G [16]. The literature
contains a greedy algorithm (discussed in more detail in Sect. 4.2) for generating
a single skeletal k-core for the given graph and suggests several applications for
skeletal cores [16]. However, the greedy algorithm for finding skeletal cores does
not sample uniformly at random from the whole space of skeletal cores, and so
may lead to bias in analysis. Moreover, because graphs may have many skeletal
cores, simply generating one such skeletal core may not provide sufficient insight
into the graph structure. The estimation of the expected properties of skeletal
cores (e.g. expected size of skeletal core or expected overlap between skeletal
cores) is a more useful tool for graph analysis, but it requires the ability to
sample cores uniformly at random.

Skeletal cores are particularly important to the robustness of networks. While
network robustness can be defined in many ways [8,10], of relevance to this work
is the resilience of a graph’s k-core structure against changes in the graph struc-
ture. k-core numbers are used as a way to quantify connectedness and importance
of the nodes in the network, and core structure can be used to study the local
density of the graphs. As such, it is important to estimate how these properties
may be affected if the graph is changed: for example, how do random communi-
cations failures in a communications network affect overall connectivity?

The core resilience measure was suggested to measure the propensity of nodes
to change core number when edges from the graph are dropped [17], and the
impact of noise and sampling process on the k-core of a graph has been stud-
ied [1]. Understanding when changes in the graph structure happen during some
processes (e.g. edge removal/addition) has been a long-standing research topic in
network science. Examples include research on changes in random networks [9],
including the emergence of k-cores in the random graphs [23] and dynamics of
the k-core during edge removal in the random graphs [13].

3 Background

Here, we introduce concepts necessary for the presentation of our work.

3.1 k-Cores

The k-core is defined as a maximal subgraph for which any node in the subgraph
is connected to at least k neighbours in subgraph. A node’s core number is the
maximum value k such that the node belongs to a k-core. The core numbers of a
graph can be obtained using a ‘peeling’ k-core decomposition technique, which
runs in O(|E|) time [4].

3.2 Core Strength

Core strength was introduced in [17]. The core strength of a node u provides an
upper bound on the number of edges to same or higher-shell neighbors that can
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be removed from the node without it decreasing its core number. The proposed
MCMC algorithm (Sect. 4.1) uses core strength to identify transitions; and the
greedy estimator algorithm from Sect. 4.2 uses it for estimating the number of
skeletal cores.

Formally the core strength of u is defined as CS(u) = |N≥(u)| − K(u) + 1,
where N≥ is the set of neighbours of u with a core number greater than or equal
to that of u (i.e., those that support u’s core number) and K(u) denotes the core
number of u.1

3.3 Core Valid Subgraph and Skeletal k-Core

A Core Valid Subgraph CV S of a graph G = (V,E) is defined as a spanning
subgraph of G such that all nodes in G have the same k-core number in CV S
as they do in G [16]. In other words, CV S preserves the core structure of G.

A skeletal k-core is defined as a minimal CV S: i.e., one for which removal
of any edge would lead to at least one node decreasing its core number [16]. Of
interest in the context of our work is the greedy algorithm for finding a single
skeletal core [16]. This algorithm serves to identify the starting state for the
MCMC algorithm in Sect. 4.2, and can be summarized as follows:

1. Identify a set of edges of G such that any edge in the set can be removed
without k-core numbers decreasing. Denote this set as R.

2. Select one of the edges e ∈ R and remove it from the G.
3. Recompute R and repeat 1-3, until R = ∅.
4. Return G as a skeletal core.

3.4 Core Resilience

Core resilience was proposed in [17] to measure the robustness of a network’s
k-core structure against random edge removal. It provides a way to compare
the estimated ability of the core structure of different networks to withstand
changes (for example, due to failure of the communication channels between
nodes or because of network evolution). Consider two graphs: G = (V,E) and
G′ = (V,E′), where G′ is a subgraph of G formed by randomly deleting p%
of the edges from G. Denote the top r% of the nodes with the highest k-
core numbers in G as Vr. The resilience R

(p)
r of G can then be defined as:

R
(p)
r = τb({((K(u,G), (K(u,G′)), u ∈ Vr}), where K(u,G) denotes the core

number of node u in graph G, and τb denotes the expected Kendall-Tau rank
correlation [14] between the two rankings (other rank correlations may be used).
R

(p1,p2)
r is defined as the mean core resilience as the percentage of dropped edges

changes from p1 to p2 [17]: R
(p1,p2)
r =

∫ p2
p1

R(x)
r (G)dx

p2−p1
. We use core resilience in our

1 Note that this sometimes overestimates the desired value, as loss of an edge (u, v) can
trigger reductions in core numbers of other nodes, and thus lower the core number of
other neighbors of u; however, computing the exact value is more computationally
intensive.
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experimental analysis to show the relationship between skeletal cores and the
robustness of the graph.

4 Algorithms to Explore the Space of Skeletal Cores

Here, we introduce an MCMC-based algorithm for sampling skeletal cores u.a.r.,
and then demonstrate how to estimate the number of skeletal cores in a graph.

Exploring the space of skeletal cores in unbiased way is useful for different
applications. Let‘s consider the scenario of the pandemic of a contagious virus
which spreads through the network of personal interactions. As was shown by
the research of COVID-19 [25], k-cores of high complexity are known to sustain
an outbreak even if the network becomes partially disconnected; thus, estimation
of which edges are most important for the k-core could be useful to minimize
the spread of the disease. While skeletal cores of the personal interaction net-
work provide important insight regarding these edges, application of previously
suggested greedy algorithm will provide a biased sample of the skeletal cores,
leading to the non-optimal decision-making. Similarly, for the opposite problem
of maintaining the k-core structure, a skewed sample of skeletal cores is undesir-
able. The proposed MCMC algorithm does not suffer from this drawback, and
is guaranteed to provide unbiased sampling.

The proposed MCMC algorithm uses the notion of core strength [17]
(described in Sect. 3.2) to identify transitions between different skeletal k-cores.

In our experimental analysis, we show that the core resilience of a graph is
strongly correlated with its skeletal core properties.

4.1 Sampling Skeletal Cores Uniformly at Random

In this section, we describe an MCMC algorithm for sampling skeletal k-cores
uniformly at random. At a high level, the proposed method is described as
following: First, begin from any skeletal core T0 (for example, one obtained by
the greedy algorithm in [16]). This skeletal core is the initial state of a Markov
Chain M . Next, randomly transform T0 into another skeletal core T1, or stay at
T0, with probabilities of D/Dmax and 1 − D/Dmax correspondingly, where D
stands for the number of possible transformations from the current state. Dmax

needs to be bigger than any possible number of transitions from one state. This
is equivalent to conducting a random walk over M . Repeat the procedure until
the process converges to the stationary distribution. If transition probabilities
are defined correctly, this stationary distribution will be an uniform distribution
over the space of skeletal cores. Once the stationary distribution is reached,
return the current skeletal core.

The key idea behind the proposed algorithm is to correctly transition between
skeletal cores of the graph. When at a skeletal core T , no edge can be deleted from
T without affecting core numbers (because T is skeletal), unless another edge
(or edges) is added to compensate. When these replacement edges are added,
this may necessitate further removal of edges to ensure that the new subgraph
is still skeletal. We consider only allowed transitions that go up to two steps in
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any direction, and we show in the proof that this is enough to reach any skeletal
core, while limiting the number of possible transitions at each step.

More formally, the proposed algorithm consists of the following steps:

1. Begin from some skeletal core T0 of the original graph G = (V,E). T0 can
be obtained from the original graph by using a greedy algorithm, like that
proposed in [16], or in any alternative way.

2. Initialize the set of possible transitions R0 = ∅.
3. Denote the current skeletal core as T . To identify possible transitions, iterate

over all edges (u, v) ∈ T and generate all skeletal cores that can be obtained
from T by removal of an edge (u, v), followed by the addition of an edge
(u, i) ∈ G\T or an edge (v, j) ∈ G\T (or both) and corresponding removal of
(i, p) ∈ T and/or (j, k) ∈ T , if needed. Add these transitions to R.

4. Similarly, for all edges (u, v) ∈ G\T , generate all skeletal cores, that can be
obtained from T by addition of (u, v), the removal of (u, i) ∈ T or (v, j) ∈ T
(or both), and corresponding addition of (i, p) ∈ G\T and/or (j, k) ∈ G\T .
Add these transitions to R.

5. Select one of the transitions from R uniformly at random or stay at T with
probability 1 − D/Dmax, where Dmax needs to be bigger than any possible
number of transitions from one state. Dmax can be bounded in several ways
- for example, it‘s trivial to show that Dmax ≤ |E| ∗ d4m, where dm is the
highest degree in the graph.2

6. Repeat steps 2–5 until the Markov Chain converges. Convergence can be
identified in several ways [6]. One simple example could be running several
instances of Markovian chains and comparing their outputs.

7. Return the current skeletal core.

The running time for this algorithm is high. In each iteration, the algorithm
iterates over all edges and considers O(d4m) possible transitions for every edge
in the worst-case scenario. Hence, the running time for one step is O(|E| ∗ d4m).
The overall running time of the proposed algorithm depends primarily on the
mixing time of the Markov chain M . While we do not propose proof that M is
rapidly mixing, experiments suggest that the stationary distribution is reached
relatively fast in most cases. Nonetheless, the main disadvantage of the algorithm
is running time, which makes it prohibitively expensive to run on big graphs.

In the next section, we discuss how properties of the space of skeletal cores
can be estimated more quickly.

Theorem 1. The described MCMC algorithm will sample skeletal cores u.a.r.

Due to space constraints, the proof of the theorem can be found in the extended
version of this paper.3. In the proof, we show that space of skeletal cores is
connected and that transitions between adjacent states are symmetric.

2 Experimentally this bound proved to be very loose, which may reduce the rate of
convergence.

3 Extended version and source code are available at https://github.com/honcharov-
danylo/extended skeletal.

https://github.com/honcharov-danylo/extended_skeletal
https://github.com/honcharov-danylo/extended_skeletal
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def estimator(G = (V,E) : Graph,K : HashTable):
R = ∅; c = 0; d = 1
repeat

CS = getCoreStrength(G)
R = {(u, v) ∈ E : (CS[u] > 1 ∧ CS[v] > 1)∨
∨(CS[u] > 1 ∧ K(u) < K(v))) ∨ (CS[v] > 1 ∧ K(v) < K(u)))}
d∗ = |R|; c+ = 1

until R! = ∅
return d/c!

def estimate size(G = (V,E) : Graph,K : HashTable,N : int):
S = List() ; W = List()
for i = 0; i < N ; i + + do

S.add(estimator(G,K))
end
return AV G(S)

Algorithm 1: Number of skeletal cores in the graph

4.2 Estimating the Number of Skeletal Cores

Analyzing the properties of the skeletal cores is important for many applications.
For instance, the k-core can be seen as a form of the equilibrium in a game-
theoretic model [5]; and, correspondingly, the skeletal core can be seen as the
minimal edge-induced subgraph that maintains this equilibrium. The question
of what this subgraph looks on average is crucial for understanding the network
as a whole. Another example could be using the average size of skeletal cores to
find the “breaking point” of the k-core structure, as shown in Sect. 5.4.

Because the MCMC algorithm is computationally expensive, here we suggest
an alternative approach for the estimation of the expected properties of skeletal
cores. We provide an algorithm that provides the expected number of skeletal
k-cores in the graph, and explain how it can be used to estimate properties of
skeletal cores (e.g. average size) without relying on the MCMC approach. An
outline of the algorithm can be found in Algorithm 1, further referred to as the
GE-algorithm. The algorithm takes a graph and k-core numbers of all nodes as
input and returns the expected number of skeletal cores in the graph.

The idea behind the algorithm is as follows: first, “unravel” the DAG H,
formed by transitions of the greedy heuristic for finding a single skeletal core [16]
(discussed in Sect. 3.3) to the tree and count its leaves, adjusting our estimate for
overcounting caused by such “unravelling”. To improve the estimate, we repeat
the process n times and use Davg as the final estimate.

4.3 Proof of the Algorithm Correctness

Theorem 2. Algorithm 1 returns the expected number of skeletal k-cores in the
graph.

Proof. Denote the original input graph as G. Use a greedy algorithm, (see
Sect. 3.3) to obtain a single skeletal core S from G. Next, create a new graph H,
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where nodes denote graphs that can be obtained during the process above and
directed edges denote transitions between these graphs in the greedy algorithm.
It can be shown that the greedy algorithm is capable of producing every skeletal
core in the graph. H is directed and acyclic, because an edge from u ∈ H to
v ∈ H requires that v is a subgraph of u in G. Nodes without out-edges are
skeletal cores of G (by definition). The root of H is G itself. Next, modify H by
“unravelling” the DAG to a tree by making copies of all nodes that have more
than one parent. Denote the resulting graph as Hm.

Because Hm is a tree, obtaining the expected number of terminal nodes
(leaves) in Hm could be done easily with the algorithm suggested by Knuth [15]
for the estimation of the space of the backtracking tree. This algorithm initializes
a counter D with 1 at the root of the tree (which denotes the original graph G)
and performs a random walk down the tree, multiplying D by the out-degree
of every node on the path, until it reaches a leaf. When a leaf is reached, the
counter will contain the expected number of the leaves in the graph [15].

However, the skeletal cores (leaves) in Hm may be copied (and counted)
several times. As edges removed from G to obtain any skeletal core Si may have
been removed in any order, there are Ai! ways to reach Si from G in H, where
Ai is the number of edges removed from G to obtain Si. As any of these paths
will lead to a unique copy of the skeletal core Si in Hm, we know that Si will be
counted Ai! times in Hm. Dividing the estimate by Ai! accounts for this.

Theorem 3. The running time of Algorithm 1 is O(|E|).
Proof. First, consider the running time of the function estimator. To compute
core strength, the function requires O(|E|) time in the first iteration. For subse-
quent iterations, core strength values can be updated in O(1) after every edge
deletion (as at most two values of Core Strength will be affected). Identifying
a set of edges R takes O(|E|) time the first time, but we can update it quickly
if the selected data structure allows us to quickly access and remove edges with
one known endpoint. One example of such a data structure could be a hashmap
with nodes as keys and edges from R as values. The function estimate size takes
O(k|E|) time, where k is the number of samples. Assuming that k is a small fixed
constant with k << |E|, the overall running time of the algorithm is O(|E|).

4.4 Estimation of Expected Properties of Skeletal Core

We can use a modified version of Algorithm 1 to obtain the expected properties
of skeletal cores in the graph. Suppose that we want to get the expected value
of property P of the skeletal core (e.g., the number of edges or average degree).

Denote P (Si) as the value of P for the core Si and define C =
∑

Si∈S P (Si).
C is the sum of P of all skeletal cores in the space S. Assign 0 as the cost of any
node in the H which is non-terminal (i.e., not a skeletal core), and assign P (Si)
as the cost of the skeletal core Si.

In this case, an expected estimate of total cost C for one Monte Carlo search
will be P (Si)∗D [15], and over multiple experiments it will be C =

∑n
i=0 P (Si)∗

Di/n. The expected value of P will then be E[P ] = C/Davg = P (Si)∗Di/Davg.
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4.5 Normalized Number of Skeletal Cores

It is useful to introduce a notion of skeletal core density, which allows one to have
a sense of the number of skeletal cores that a graph has relative to its size. To
this end, we introduce a novel metric of a normalized number of skeletal k-cores.
Denoting the expected size of the space of skeletal cores as eest and the expected
number of edges in the skeletal core as sexp, we define the normalized number
of skeletal cores in the graph as en = log(eest)/log(

( |E|
sexp

)
). The denominator

represents the logarithm of the total number of possible subgraphs in G that
have sexp edges.

5 Experiments and Analysis

In this section, we demonstrate the relationship between skeletal k-cores and
core resilience; and show how skeletal cores can be used to analyze the “breaking
point” of the k-core structure.

5.1 Datasets

Networks used in our experiments are listed in Table 1. We compare networks
from different domains: AS denotes networks from autonomous systems; P2P
stands for peer-to-peer, BIO indicates graphs from bioinformatics; CA denotes
co-authorship networks; INF is used for infrastructure-related graphs; CO
denotes collaboration networks; SOC indicates social networks; TECH stands
for technological networks; WEB is used for internet network; EMAIL indicates
email networks; MISC denotes networks that do not fall into the categories
above.

5.2 Algorithm Validation

Before using the proposed algorithms to perform network analysis, we demon-
strate that they are effective at the desired objectives.

First, we show that the MCMC sampling algorithm reaches its stationary
distribution quickly. Any MCMC algorithm needs several steps before conver-
gence. While we do not provide theoretical proof that Markovian chain defined
by the suggested algorithm is rapidly mixing, experiments demonstrate fast con-
vergence of the algorithm. To show the speed of convergence of the algorithm
experimentally, we perform a sampling of skeletal cores for a different number
of steps, setting the number of steps to be equal to the fixed fractions of the
number of edges in the original graph.

Intuitively, after convergence, the distribution of the properties of skeletal
cores is stable. In Fig. 1, the distribution of sizes of skeletal cores is plotted for
a different number of steps of the algorithm. Due to the lack of space, we show
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Table 1. Datasets. |V | denotes number of nodes, |E| denotes number of edges, kmax

denotes highest k-core. † denotes SNAP as a source of the network, ‡ stands for Net-
workRepository, § stands for KONECT, §§ stands for Netzschleuder.

Type Network |V | |E| kmax Type Network |V | |E| kmax

AS auto as19990111† 549 1249 11 CO arena jazz‡ 198 2742 29

auto as19980318† 3455 6168 10 SOC wiki‡ 889 2914 9

auto as19971108† 3015 5156 9 hamsterer‡ 2426 16630 24

oregon010331† 10670 22002 17 musae facebook† 22470 170823 56

P2P gnutella08† 6301 20777 10 musae git† 37700 289003 34

BIO dmela‡ 7393 25569 11 TECH tech routers‡ 2113 6632 15

protein‡ 1870 2203 5 whois‡ 7476 56943 88

CA erdos‡ 5094 7515 7 tech pgp‡ 10680 24316 31

netscience§ 1464 2744 19 WEB webspam‡ 4767 37375 35

ca-HepPh‡ 12008 118521 238 EMAIL email enron† 36692 183831 43

ca grq† 4158 13422 43 email EuAll† 265214 364481 37

INF openflights‡ 2939 15677 28 MISC moreno innovation§ 245 927 6

inf-power‡ 4941 6594 5 norwegian(net1m)§§ 1421 3855 11

moreno oz‡ 217 2345 14

plots only for 3 networks. For higher number of steps, the distributions of skeletal
k-core sizes look very similar, which suggests convergence.4

As was seen in Sect. 4.4, we can compute the expected values of properties
of skeletal cores. To test this algorithm, we compare these estimated properties
to the average properties of skeletal cores sampled uniformly at random using
MCMC algorithm. Due to space limitations, we perform only an estimation of
the expected number of edges in the skeletal cores for selected graphs.

Results can be seen in Table 2. We compute Eavg as a simple average over
sizes of skeletal cores, sampled with the greedy algorithm from [16], Eexp is the
expected value over skeletal cores (method from Sect. 4.4), and Eu is obtained
by sampling skeletal cores uniformly at random with the MCMC algorithm. Our
goal is to show that Eexp is closer to Eu than Eavg is to Eu. Indeed, for most
graphs, the suggested expected estimate is much closer to Eu, the ground truth
obtained from the MCMC algorithm (and for the two networks where it is not
closer, the difference is very small).

5.3 Skeletal Core Analysis

Here, we experimentally validate the theoretical results of the GE-algorithm to
estimate the number of skeletal cores, as presented in Sect. 4.2. For every graph,
we sample 50 skeletal cores and compute the normalized number of skeletal cores
as shown in Sect. 4.5. Results are plotted against core resilience R

(0,50)
50 in Fig. 2.

(Core resilience is computed as described in Sect. 3.4.)

4 Such convergence diagnostics for MCMC methods don‘t guarantee convergence, and
should be seen as a type of statistical analysis [6].
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Fig. 1. Distribution of size of skeletal cores, sampled with a different number of steps
of MCMC (number of steps are set up as fixed fractions of the number of edges in the
graph). Colors denote the number of transitions made by the algorithm until a sample
was taken. (Color figure online)

Table 2. Expected number of edges in skeletal cores. Eavg is simple average over
skeletal cores, sampled with a greedy algorithm, Eexp is the expected value over skeletal
cores (method from Sect. 4.4), Eu is obtained by MCMC algorithm.

Network Eavg Eexp Eu

auto as19971108 4717.13 4724.53 4722.28

auto as19980318 5649.84 5648.00 5655.04

auto as19990111 1130.45 1128.28 1131.47

GrQc 11926.69 11936.83 11953.45

netscience 2628.29 2629.01 2630.30

norwegian 3657.30 3657.82 3660.14

wiki 2464.67 2466.16 2470.61

erdos 6864.28 6870.62 6877.34

protein 1816.31 1817.76 1821.81

inf-power 5286.41 5288.73 5314.86

Fig. 2. Normalized number of skeletal cores vs Core Resilience
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There is a very strong correlation between the two measures. The greater
the density of skeletal cores, the higher core resilience is. This suggests a clear
reason why certain networks have high core resilience: the core numbers of nodes
are supported in many different ways. The only outlier is the moreno innovation
network, discussed below.

Relationships between different skeletal cores of the graph (e.g. overlap) can
provide further insight into the network’s robustness. One example can be found
in Fig. 3. The moreno innovation network has many edges that belong only
to a fraction of skeletal cores of the network. In other words, there are many
edges that can be useful to skeletal cores, but are not always necessary. This
property explains the reason for an unusually high number of skeletal cores
in this graph, as was seen in Fig. 2, because these edges might support a higher
number of skeletal cores comparatively to other networks. This suggests a smaller
overlap between different skeletal cores, and so when edges are randomly deleted
destruction of many skeletal cores is more likely.

Fig. 3. Fraction of skeletal cores to which each edge belongs. Results were obtained
by sampling 200 skeletal cores with MCMC. We ignore edges for which at least one
endpoint has a core strength of 1, as they belong to all skeletal cores. moreno innovation
has a high normalized number of skeletal cores, but low core resilience; protein and
norwegian networks have a low number of skeletal cores and low core resilience.

Estimating the Probability of an Edge Belonging to a Random Skeletal
k-Core. The likelihood that an edge is part of an arbitrary skeletal core can be
used for visualizations of skeletal cores or evaluation of the “centralization” of
the core structure [16]. As our work is the first that can estimate this likelihood
in an unbiased way, we compare against heuristics introduced by [16], which we
denote as the Centralized Skeletal Score (CSS) heuristics.

In our proposed heuristics, we approximate the probability that an edge
connected to a node u ∈ V will be part of a random skeletal core. Denote the
number of edges that can be removed from node u without dropping the k-core
number of any node as:

ω(u) = |{v ∈ N(u) : K(v) > K(u) ∨ (K(u) = K(v) ∧ CS[v] �= 1)}|. (1)
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Fig. 4. Comparison of the heuristics. y-axis denotes the heuristics value for the edge,
x-axis denotes the proportion of skeletal cores that the edge belongs to (MCMC sam-
ple). CSS-heuristics are shown on the top row, ρ-heuristics on the bottom. ρ-heuristics
outperform the competition.

Similarly, define the number of edges that cannot be removed from u and
must be present in every skeletal core:

γ(u) = |{v ∈ N(u) : K(v) = K(u) ∧ CS[v] = 1}|. (2)

In a skeletal core, u will have at least K(u) neighbours, so we need to select
at least K(u) − γ(u) nodes from ω(u) for the skeletal core. Thus, for node u:

ρ(u) =

{
max(K(u)−γ(u)

ω(u) , 0) if ω(u) �= 0

1 if ω(u) = 0
(3)

For an edge (u, v) ∈ E we define heuristics as:

ρ((u, v)) =

⎧
⎪⎨

⎪⎩

max(ρ(u), ρ(v)) if K[u] = K[v]
ρ(u) if K[u] < K[v]
ρ(v) if K[u] > K[v]

(4)

We refer to these heuristics as “ρ-heuristics”. In Fig. 4, heuristics from [16] and
the proposed ρ-heuristics are plotted against the ground truth, as estimated with
the MCMC algorithm. The correlation between ρ-heuristics and ground truth is
significantly higher as compared to the earlier CSS heuristics.

5.4 Identifying the “Breaking Point” of the k-Core Structure

The normalized number of skeletal cores from Sect. 5.2 can be interpreted as
the “density” of the skeletal cores amongst subgraphs obtained by removal of
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Fig. 5. Skeletal cores and “breaking point” of the network. x-axis denotes number of
edges removed, left y-axis denotes the core resilience of the network for a certain per-
centage of removed edges, and the right y-axis denotes the gradient of Core Resilience.
After the destruction of skeletal cores (red line), the gradient of Core Resilience (green
line) flattens, indicating a fundamental loss of k-core structure. (Color figure online)

approximately |E| − sexp edges uniformly at random. If we remove edges past
this point, the graph will have fewer edges than the expected size of skeletal
cores, thus, edges will be unable to support the k-core.

In Fig. 5, we see that the average size of the skeletal core provides a good
estimate of when the k-core structure disappears during a random edge removal
process. Before the number of deleted edges equals the size of the average skeletal
core (red line), core resilience (blue line) drops rapidly; but after that point, it
shows a roughly linear decrease (as seen by the gradient, in green, flattening).
One explanation is that prior to this point, a single edge deletion can cause a
cascade in which many nodes drop their core number. After this point, the core
structure is essentially destroyed, and such cascades of are unlikely.

6 Conclusion

In this paper, we introduced an MCMC algorithm for sampling skeletal cores
uniformly at random as well as an algorithm for estimating the expected number
of skeletal cores and their properties. We demonstrated the relationship between
skeletal core structure and the core resilience of the graph, suggested a heuristic
to estimate the likelihood of an edge being part of a skeletal core, and showed that
skeletal cores can be used to find the “breaking point” of the k-core structure.
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Abstract. Graph Neural Networks (GNNs) require a large number of
labeled graph samples to obtain good performance on the graph clas-
sification task. The performance of GNNs degrades significantly as the
number of labeled graph samples decreases. To reduce the annotation
cost, it is therefore important to develop graph augmentation methods
that can generate new graph instances to increase the size and diversity
of the limited set of available labeled graph samples. In this work, we
propose a novel mixup-based graph augmentation method, Graph Dual
Mixup (GDM), that leverages both functional and structural informa-
tion of the graph instances to generate new labeled graph samples. GDM
employs a graph structural auto-encoder to learn structural embeddings
of the graph samples, and then applies mixup to the structural infor-
mation of the graphs in the learned structural embedding space and
generates new graph structures from the mixup structural embeddings.
As for the functional information, GDM applies mixup directly to the
input node features of the graph samples to generate functional node
feature information for new mixup graph instances. Jointly, the gener-
ated input node features and graph structures yield new graph samples
which can supplement the set of original labeled graphs. Furthermore,
we propose two novel Balanced Graph Sampling methods to enhance
the balanced difficulty and diversity for the generated graph samples.
Experimental results on the benchmark datasets demonstrate that our
proposed method substantially outperforms the state-of-the-art graph
augmentation methods when the labeled graphs are scarce.

Keywords: Graph Augmentation · Graph Classification · Limited
Supervision

1 Introduction

Graph Neural Networks (GNNs) have successfully tackled a wide range of graph
related tasks such as node classification, knowledge graph completion, and graph
classification. In particular, the graph classification task has been addressed using
various GNN models such as Graph Convolution Networks (GCNs) [11], Graph
Attention Networks (GATs) [17], and Graph Isomorphism Networks (GINs) [22].
The effectiveness of such GNN models can be attributed to their natural ability
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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to leverage both the functional information (nodes input features) and structural
information (graph adjacency matrix) of graph data using message passing and
message aggregation operations.

The success of GNNs in addressing the graph classification task nevertheless
has been contingent on the availability of a large set of labeled graph samples,
which induces a significant annotation burden in many domains where the labels
are scarce and require substantial domain-expertise to generate. To tackle this
problem, various graph augmentation methods have been proposed to increase
the size and diversity of the training set by generating additional new graph
samples. Most common graph augmentation methods, such as DropEdge [14],
DropNode [25], and SoftEdge [5], involve perturbing the nodes, edges, or sub-
graphs of a given graph sample to generate a new graph. However such methods
assume that the employed graph-augmentation operations are label invariant,
which is difficult to guarantee in many cases. Additionally, these methods use a
single graph sample to generate new graph instances, which limits the diversity
of the generated graphs. Although mixup-based augmentation methods have
demonstrated tremendous success in improving the generalization capacity of
deep neural networks on image-based [26] and text-based tasks [16], it remains
an open challenge to apply mixup to graph-based tasks given the irregular,
discrete and not well-aligned nature of graph data. Few works have proposed
methods to adapt mixup to graph data, including G-Mixup [7] and M-Mixup
[21]. However, these methods either are computationally expensive and need a
relatively large number of graph samples to obtain good performance or gener-
ate new graph samples in the manifold space and offer limited improvement in
performance.

In this work, we propose a novel mixup-based graph augmentation method
named Graph Dual Mixup (GDM) for graph classification, which applies paral-
lel mixup to the functional and structural information of the graph samples to
generate new graph instances in the input space. Given the discrete nature of
the graph structures, GDM employs a Graph Structural Auto-Encoder (GSAE)
to learn a structural embedding of the graph nodes. It then applies mixup to
the learned structural node embeddings of existing graphs to generate struc-
tural node embeddings for new mixup graph samples, which are subsequently
used to produce the graph structures (i.e., adjacency matrices) of the new graph
samples using the Graph Structural Decoder. Regarding the functional informa-
tion, GDM applies mixup directly to the input node features of existing graphs
to obtain the input node features of the corresponding mixup graph samples.
The new graph instances generated through the parallel mixup over both the
input features and graph structures are thereafter used to supplement the orig-
inal set of labeled graph samples, reduce overfitting, and help GNNs gener-
alize better with scarce graph labels. Furthermore, we propose two Balanced
Graph Sampling methods to guide the mixup procedure to achieve balanced
difficulty and diversity for the generated graph instances. We conduct compre-
hensive experiments on six graph classification benchmark datasets. The experi-
mental results demonstrate that our proposed method substantially outperforms
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state-of-the-art graph augmentation methods in the literature when the number
of labeled graphs is limited.

2 Related Works

2.1 Graph Classification

Earlier works have addressed the graph classification task using graph-kernel
based methods where the graph samples are decomposed into small subgraphs
[8,15,23]. More recently, Graph Neural Networks (GNNs) have been successfully
adopted in tackling the graph classification task. Many GNN models such as
Graph Convolution Networks (GCNs) [11], Graph Attention Networks (GATs)
[17], GraphSAGE [6] and Graph Isomorphism Networks (GINs) [22] have been
shown to possess strong capacity to represent the graph data using message pass-
ing and message aggregation operations, and facilitate graph classification. More-
over, some works have developed novel graph readout methods to obtain discrim-
inative graph-level representations from the node-level representation learned by
various GNN models [1,24].

2.2 Graph Augmentation

Data augmentation methods play a crucial role in regularizing the training of
deep models. Common graph augmentation methods are perturbation-based
methods that augment graph samples by applying perturbations to graph nodes
[9,25], edges [5,14], or subgraphs [13,20]. DropEdge randomly drops a num-
ber of edges from the graph structure during training [14]. SoftEdge selects a
random subset of edges and assigns random weights to them to generate aug-
mented graphs while preserving the connectivity patterns of the input graphs
[5]. DropNode randomly deletes a subset of the nodes in the graph together with
their connections to generate augmented graph samples [25]. GraphCrop aug-
ments the graphs with sub-structure deletion, which motivates GNNs to learn a
robust global-view of the graph samples [20]. Graph Transplant uses subgraph
transplantation to augment graphs where node saliency is used to select the
transplanted subgraphs [13]. These methods however operate under the strong
assumption that the applied graph perturbations are label-invariant insofar the
augmented graph shares the same ground-truth label as the original graph. Such
an assumption is hard to guarantee in many cases. Meanwhile, although there
has been tremendous success of Mixup-based methods in regularizing deep mod-
els in domains where the data is regular, well-aligned and continuous such as
images [26] and text [16], few works have attempted to adapt mixup to graph
data. M-Mixup applies mixup to the graph-level representation in the manifold
space learned by GNNs in a similar way to manifold mixup [21]. G-Mixup per-
forms mixup to the graphons of different classes which are learned from the
graph samples, and generates augmented graphs by sampling from the mixed
graphons [7]. GraphMix is a node-level augmentation method where manifold
mixup is applied to a fully-connected network that is trained jointly with a GNN
[18]. Further details on graph augmentation methods can be found in [27].
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3 Method

3.1 Problem Setup

We consider the following graph classification setting. The input is a set of N
labeled graphs: G = {(G1,y1), · · · , (GN ,yN )}. Each graph G is made up of a
pair (V,E), where V is the set of graph nodes with size |V | = n and E is the
set of edges. E is represented by an adjacency matrix A of size n × n. The
adjacency matrix can have either binary or weighted values, be symmetric (in
the case of undirected graphs) or asymmetric (in the case of directed graphs).
Each node in the graph G is associated with a corresponding feature vector of
size d. The feature vectors of all the nodes in the graph are represented by an
input feature matrix X ∈ R

n×d. The graphs in the training set G may potentially
have different sizes (different number of nodes), while the feature vectors of the
nodes of all graphs have the same size d. The graph label vector y is a one-hot
label indicator vector of size C, where C is the number of classes.

3.2 Graph Classification

GNNs address the graph classification task by utilizing both the graph adjacency
matrix and the input node features, which correspond to the structural and
functional information of the graphs, respectively. GNN models in the literature
are commonly made up of three components: a node representation learning
function fθ, a graph readout function, and a graph classification function gφ.
The node representation function fθ typically consists of multiple (e.g., L) GNN
layers, each of which performs message propagation and message aggregation at
the node level to learn new node embedding as follows:

hl
u = AGGREGATE(hl−1

u ,hl−1
v |v ∈ N (u), θl) (1)

where hl
u ∈ R

dl×1 is the learned embedding of node u with size dl at layer l, N (u)
is the set of neighboring nodes of node u, θl is the learnable parameters of the l-th
GNN layer, and AGGREGATE is the message aggregation function which can be
any permutation invariant function (sum, average, max, etc.). The initial node
embedding h0

u is the input node feature vector xu. The graph readout function
is a permutation-invariant function used to obtain the graph-level embedding
from the learned node-level embedding as follows:

hG = READOUT(hL
u |u ∈ V ) (2)

where hL
u ∈ R

dL×1 is the embedding of node u obtained from the top layer L of fθ

and hG ∈ R
dG×1 is the graph-level embedding. The graph classification function

gφ takes the graph-level embedding hG as input to produce the predicted class
probability vector for the given graph G as follows:

pG = g(hG|φ). (3)
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All the components are trained end-to-end by minimizing the following cross-
entropy loss over the labeled graphs in the training set:

L =
∑

G∈G �(pG,yG) (4)

where �(·, ·) is the cross-entropy loss function, pG and yG are the predicted
class probability vector and the ground-truth label indicator vector for graph G,
respectively.

3.3 Mixup

Mixup is an interpolation-based augmentation method that has demonstrated
significant success in reducing overfitting and improving the generalization of
deep neural networks [16,26]. Mixup generates augmented training samples (x̃, ỹ)
by applying linear interpolation between a randomly sampled pair of input
instances and their corresponding labels as follows:

x̃ = λxi + (1 − λ)xj , ỹ = λyi + (1 − λ)yj (5)

where λ is a scalar mixing coefficient sampled from a Beta distribution Beta(α, β)
with hyper-parameters α and β. (x̃, ỹ) is the new sample generated by mixing
the input labeled samples (xi, yi) and (xj , yj). Mixup can be readily applied
to any classification task where the input data is regular, continuous and well-
aligned such as images, text and time-series data. However, mixup cannot be
applied directly to graph data given that: (1) graph data is irregular where
different graphs may potentially have different sizes (different number of nodes).
(2) graphs do not have a natural-ordering of their nodes, therefore aligning a
pair of graphs is a non-trivial task. (3) graph structures may be discrete where
the edges are binary whereas mixup generates continuous samples. Therefore, it
is important to develop new methods that adapt mixup to the discrete, irregular
and not well-aligned graph data.

3.4 Graph Dual Mixup

In this section, we introduce our proposed Graph Dual Mixup (GDM) method
which generates new graph samples by applying parallel structural (i.e.,
structure-based) mixup and functional (i.e., feature-based) mixup over each
selected pair of existing graph samples. In particular, GDM employs a Graph
Structural Auto-Encoder (GSAE) to learn a structural embedding of the graph
nodes based on the adjacency matrix. The structural mixup is then applied on
the structural node embeddings of the input pair of graphs to produce a new set
of node embeddings, which is used to generate the adjacency matrix (i.e., graph
structure) of the mixup graph sample using the Graph Structural Decoder of
the GSAE. As for the functional information encoded with node features, GDM
applies mixup directly to the input node features to obtain the node features of
the generated mixup graph sample. In the remainder of this section, we elaborate
on the dual mixup procedure of this GDM methodology.
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Structural Graph Node Representation Learning. Given the discrete
nature of graph structures, mixup cannot be directly applied to the structures of
a pair of graphs (represented by their corresponding adjacency matrices) to gen-
erate a new graph structure. Therefore, we propose to employ a Graph Structural
Auto-Encoder (GSAE) to learn a structural embedding of the graph nodes and
support mixup in the learned structural embedding space. This allows us to evade
the difficulties associated with applying mixup to the original graph structures.
GSAE is made up of a structural encoder Es and a structural decoder Ds. The
structural encoder Es consists of multiple GNN layers that learn the structural
node embeddings by propagating and aggregating messages across the graph
structure, where the messages reflect solely the structural information of the
nodes. The goal is to learn a structural embedding of all the nodes in the graph
that would enable us to reconstruct the graph adjacency matrix. Specifically, for
a given graph sample G = (X,A), Es takes the adjacency matrix A ∈ R

n×n and
the node degree matrix D ∈ R

n×n (represent the initial node structural features)
computed from A as input to learn the structural node embeddings as follows:

Hs = Es(D,A), where D[i, i] =
∑

j
A[i, j], (6)

where the node degree matrix D is an identity matrix whose main diagonal values
correspond to the degrees of the associated nodes; Hs ∈ R

n×ds is the learned
structural embedding of the nodes in the graph with size ds. Hs holds solely
the structural information of all the nodes in the graph, from which one can
reconstruct the connections/edges between the nodes and therefore the original
adjacency matrix A using the structural decoder Ds of the GSAE. In particu-
lar, we adopt a simple inner product similarity based decoder as the structural
decoder Ds, which takes the learned structural node embeddings as input to
reconstruct the graph adjacency matrix A as follows:

Â = Ds(Hs) = σ(HsH
T
s ) (7)

where σ is the sigmoid activation function and Â ∈ R
n×n is the decoded/re-

constructed adjacency matrix. The GSAE is trained end-to-end to minimize the
following graph structure reconstruction loss:

Ls
re = −

∑
G∈G

[ ∑
(i,j)∈EG

log(ÂG[i, j]) +
∑

(i,j)∈Sneg
G

log(1 − ÂG[i, j])
]

(8)

where EG is the set of edges for graph G and Sneg
G is the set of randomly sampled

negative edges of graph G (i.e. edges that do not exist in the original graph).
It is important to note that GSAE does not access/use the input node features
(functional graph information) as it replaces the input node features with the
corresponding node degrees calculated from the adjacency matrix. GSAE also
does not make use of the graph class labels as it is learned in a completely
self-supervised/unsupervised fashion.
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Graph Generation via Dual Mixup. After training the GSAE, our pro-
posed Graph Dual Mixup is ready to apply Structural Mixup and Functional
Mixup to the structural and functional information of the graphs respectively
to generate new graph samples. To achieve that, for a given pair of graphs and
their corresponding label vectors (Gi,yi) and (Gj ,yj), where the two graphs
are made up of input node feature matrices and graph adjacency matrices such
as Gi = (Xi, Ai) and Gj = (Xj , Aj), GDM randomly aligns the nodes of the
graph pair. When Gi and Gj have different sizes (ni �= nj), we pad the input
node feature matrix and adjacency matrix of the smaller graph with zeros to
match the size of the larger graph. Then we apply functional mixup directly to
the input node features and the label vectors of the graph pair to generate the
node features of the new graph sample G̃ and its corresponding label vector ỹ
as follows:

X̃ = λXi + (1 − λ)Xj , ỹ = λyi + (1 − λ)yj (9)

To obtain the structural information of the generated new graph sample G̃,
GDM applies structural mixup in the structural embedding space learned by the
GSAE as follows:

H̃s = λ Es(Di, Ai) + (1 − λ) Es(Dj , Aj) (10)

where Di and Dj are the degree matrices of Gi and Gj , respectively; H̃s ∈
R

max(ni,nj)×ds is the structural node embedding matrix of the generated graph
G̃. The graph structural decoder is then used to reconstruct the adjacency matrix
of graph G̃ from the mixed structural node embeddings:

Ã = Ds(H̃s) = σ(H̃sH̃
T
s ) (11)

The obtained matrix Ã ∈ R
max(ni,nj)×max(ni,nj) is a weighted adjacency matrix

with edge weights between 0 and 1. In order to filter out the noise in the edge
weights and sparsify the structure of generated graph sample, we prune the
adjacency matrix by dropping off the weak edges with weights smaller than a
pre-defined threshold ε as follows:

Ã[i, j] =

{
Ã[i, j], if Ã[i, j] ≥ ε

0, otherwise.
(12)

Moreover, in order for the structure of the generated graph sample G̃ to match
the structural properties of the original graph samples, we post-process Ã accord-
ingly. In the case that the original graph samples have weighted edges, no
post-processing is required. As for the case of the original graph samples being
unweighted/binary graphs, we binarize Ã by replacing all its non-zero values
with value 1 as follows:

Ã[i, j] =

{
1, if Ã[i, j] > 0
0, otherwise

(13)

In this manner, we obtain a new generated graph G̃ with its mixup node features
X̃, adjacency matrix Ã and label vector ỹ.
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3.5 Balanced Graph Sampling

Given the limited number of available labeled graph instances, randomly sam-
pling pairs of graphs to generate new graph instances might be inadequate for
improving model generalization and reducing overfitting as random sampling
does not take the difficulty or diversity of the generated graph instances into con-
sideration. Therefore, we propose two novel Balanced Graph Sampling methods
to enhance the diversity and balanced difficulty of the generated graph sam-
ples. The proposed methods can separately: (1) generate low difficulty graphs
by applying GDM to randomly sampled pairs of low difficulty graphs; (2) gen-
erate medium difficulty graphs by applying GDM to mix randomly sampled
low difficulty graphs with high difficulty graphs; and (3) generate high difficulty
graphs by applying GDM to randomly sampled pairs of high difficulty graphs.
The advantage of balanced graph sampling over random sampling is that it guar-
antees that the generated graph samples have 3 subsets with equal sizes: a low
difficulty subset, a medium difficulty subset, and a high difficulty subset.

To achieve that, we need to assess/estimate the difficulty level of the original
graph instances. This is accomplished by pre-training a GNN model on the origi-
nal set of labeled graph instances to minimize the classification loss shown in Eq.
(1)—Eq. (4). Then the pre-trained GNN model is used to evaluate the difficulty
level of each graph G based on its predicted class probability vector pG. The
first balanced graph sampling method is an Accuracy-based method (Acc), which
determines the level of difficulty for graph G based on the accuracy/correctness
of its predicted class label:

DiffAcc(G) =

{
low, if argmax pG = argmax yG

high, otherwise
(14)

The second balanced graph sampling method is an Uncertainty-based method
(Unc), which uses the uncertainty/entropy of the model prediction on a sample
graph G to determine its level of difficulty. In particular, we sort the graphs from
the training set G based on the entropy of their corresponding predicted class
probability vectors, then consider the graphs with the lowest half of entropy
scores to be low difficulty ones while the other half of the graphs are taken as
high difficulty ones:

DiffUnc(G) =

{
low, if Ent(pG) ≤ Med

({Ent(p1), · · · ,Ent(pN )})

high, otherwise
(15)

where Ent(.) is the entropy function and Med(.) is the median function. There-
fore, GDM can be applied with Accuracy-based Balanced Graph Sampling
(GDM Acc) or Uncertainty-based Balanced Graph Sampling (GDM Unc) to
generate a new set of diverse graph samples GGDM with balanced difficulty.



GDM: Dual Mixup for Graph Classification with Limited Supervision 317

Algorithm 1. Augmentation and Training Procedure of Graph Dual Mixup
Input: Graph set G; hyper-parameters α, β ε, λGDM

Output: Learned model parameters θ, φ
Pre-train a GNN Model on G to determine the graph difficulty levels
Train GSAE on G using Eq. (6), (7), (8).
Glow = Generate low difficulty samples with GDM
Gmed = Generate medium difficulty samples with GDM
Ghigh = Generate high difficulty samples with GDM
GGDM = Glow ∪ Gmed ∪ Ghigh

Train the final GNN Model on G and GGDM using Eq. (1), (2), (3), and (16).

3.6 Augmented Training Procedure

The combination of Balanced Graph Sampling and Graph Dual Mixup generates
a diverse set of new graph instances, which can supplement the limited number of
original labeled graph samples. Finally, we train the GNN model using the orig-
inal graph set G and the generated graph set GGDM by minimizing the following
loss function:

Ltotal =
∑

G∈G
�CE(pG,yG) + λGDM

∑

G∈GGDM

�CE(pG, ỹG) (16)

where λGDM is a trade-off hyper-parameter controlling the contribution of the
generated graph set GGDM . An overview of the graph augmentation process and
the GNN augmented training procedure is presented in Algorithm 1.

4 Experiments

4.1 Experimental Setup

Datasets & Baselines. We evaluate our proposed method on 6 graph clas-
sification benchmark datasets from the TUDatasets [12], including 3 chemical
datasets and 3 social datasets. The chemical datasets are D&D [3], Proteins [2]
and NCI1 [19], while the social datasets are IMDB-Binary, IMDB-Multi and
Reddit-5K [23]. We employ the same 10-fold train/validation/test split provided
by [4]. We apply our proposed Graph Dual Mixup on the Graph Convolution
Network (GCN) baseline [11] and compare our proposed method against 5 other
graph augmentation methods from the literature: DropNode [25], DropEdge [14],
M-Mixup [21], SoftEdge [5] and G-Mixup [7].

Implementation Details. The node representation function fθ of the GNN
model is made up of 4 message passing layers, followed by Global Mean Pooling
as the Readout function. The graph classification function gφ is made up of
2 fully connected layers followed by a softmax function. Each message passing
layer and fully connected layer is followed by a Rectified Linear Unit (ReLU)
activation function. The structural encoder Es is made up of 2 GCN message
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Table 1. Mean classification accuracy (standard deviation is within brackets) on 6
graph classification benchmark datasets with 10 labeled graphs per class.

Dataset Proteins NCI1 D&D IMDB-B IMDB-M Reddit

GCN 59.3(6.8) 51.0(1.6) 59.5(2.7) 54.5(3.9) 36.9(3.7) 25.1(5.1)

DropNode 61.0(8.5) 52.9(3.4) 62.1(2.9) 59.0(5.7) 36.9(4.6) 30.8(8.4)

DropEdge 59.4(5.8) 53.1(3.7) 62.6(4.5) 57.6(5.5) 37.2(4.1) 26.7(8.4)

SoftEdge 58.9(7.2) 52.0(3.2) 59.5(2.4) 55.3(6.6) 36.2(3.0) 25.0(4.9)

M-Mixup 59.0(7.2) 51.9(3.3) 59.1(5.3) 57.1(6.4) 37.4(5.3) 23.0(2.8)

G-Mixup 60.8(2.1) 51.8(3.2) 58.7(4.2) 55.1(8.5) 36.9(4.3) 24.1(7.3)

GDM Acc 66.0(5.3) 57.5(2.6) 62.1(3.7) 61.3(6.7) 40.9(5.4) 36.3(8.0)

GDM Unc 65.1(6.1) 56.8(3.9) 64.0(4.2) 61.0(7.0) 39.8(5.5) 34.9(9.1)

passing layers. The GNN model is pre-trained on the original graph set for 100
epochs and subsequently trained on the original graph set and augmented graph
set for 800 epochs, both using the Adam optimizer with learning rate of 1e-2.
The Graph Structural Auto-Encoder is trained for 200 epochs using the Adam
optimizer with learning rate of 1e-2. The loss trade-off hyperparameter λGDM

and the weak edge pruning threshold ε take values 1 and 0.1, respectively. The
mixing scalar coefficient λ is sampled from distribution Beta(α, β) with hyper-
parameters α = β = 1.0. We use a dropout rate of 0.25 for SoftEdge, DropNode
and DropEdge. For G-Mixup, we use the same hyper-parameters reported in [7].

4.2 Comparison Results

We investigate the performance of our proposed GDM with limited numbers of
labeled graphs. We aim to use a small number of labeled graphs per class, e.g.,
{2, 3, 5, 10, 25, 50}, as the training set. To achieve that, we randomly sampled
graphs from the training set of each fold in the 10-fold split provided [4] to
match the desired label rates. For each label rate, we repeat our experiments
3 times on all the 10-folds and average the test accuracy over all folds and all
runs. We evaluate GDM in combination with the proposed two Balanced Graph
Sampling methods to obtain: (1) “GDM Acc”, where GDM is applied with the
Accuracy-based Balanced Graph Sampling; and (2) “GDM Unc”, where GDM
is applied with Uncertainty-based Balanced Graph Sampling. We report the
obtained test accuracy results with 10 labeled graphs per class in Table 1, while
the test accuracy results for all label rates are presented in Fig. 1.

The results in Table 1 clearly demonstrate that both variants of our pro-
posed GDM greatly outperform the underlying GCN baseline and the other 5
graph augmentation methods across all 6 datasets. GDM improves the perfor-
mance of the underlying GCN baseline by 6.7%, 7.5%, 6.8% and 11.2% on the
Proteins, NCI1, IMDB-Binary and Reddit-5K datasets, respectively. The perfor-
mance gain over the other graph augmentation methods is also notable, exceed-
ing 5%, 4.4% and 6.3% on Proteins, NCI1 and Reddit-5K, respectively. Moreover,
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Fig. 1. Mean classification accuracy on 6 graph classification benchmark datasets with
few labeled graphs per class (2, 3, 5, 10, 25, 50).

Fig. 1 clearly shows that our proposed GDM consistently outperforms the GCN
baseline and the 5 comparison graph augmentation methods on 5 datasets across
almost all label rates. Only in the case of the Reddit-5K dataset with label rates
of larger than 25 labeled graphs per class, G-Mixup outperforms our proposed
method. Nevertheless, GDM consistently improves the performance of the under-
lying GCN baseline across all the label rates on all the datasets, achieving per-
formance gains over 6%, 5%, 5% and 11% on Proteins, NCI1, IMDB-Binary and
Reddit-5K, respectively, in the case of 2 labeled graphs per class. Furthermore,
GDM yields remarkable performance gains over the other graph augmentation
methods, exceeding 4% on Proteins, Reddit-5K and IMDB-Binary in the case
of 2 labeled graphs per class. This highlights the superior performance of the
proposed GDM over the existing state-of-the-art graph augmentation methods
for graph classification with limited supervision.

4.3 Ablation Study

Impact of Balanced Graph Sampling. We conduct an ablation study to
investigate the impact of our balanced graph sampling methods on the pro-
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Table 2. Ablation study results on the impact of Balanced Graph Sampling in terms of
mean classification accuracy (standard deviation is within brackets) with a few labeled
graphs per class (2, 3, 5, 10).

D & D IMDB-Multi

2 3 5 10 2 3 5 10

GDM Rand 59.6(5.3) 61.2(3.9) 61.5(3.5) 63.0(4.5) 35.4(3.8) 35.5(4.0) 36.4(5.5) 39.7(5.3)

GDM Acc 61.0(2.6) 61.7(3.3) 61.6(3.5) 62.1(3.7) 36.6(4.9) 36.1(3.8) 37.4(4.5) 40.9(5.4)

w/o Low Diff 59.2(1.4) 57.7(5.7) 59.2(2.1) 58.2(4.0) 35.0(3.6) 34.4(2.8) 34.5(1.8) 36.5(3.1)

w/o Med Diff 60.2(3.9) 61.6(4.1) 59.9(2.1) 59.6(3.1) 34.9(3.4) 35.4(4.7) 38.3(4.0) 39.9(5.8)

w/o High Diff 60.1(3.2) 60.6(4.4) 60.6(2.7) 61.3(4.1) 33.8(3.2) 34.4(3.9) 38.4(4.3) 39.0(5.5)

GDM Unc 60.8(2.8) 62.9(3.7) 62.7(3.2) 64.0(4.2) 37.2(4.9) 35.6(3.6) 37.1(5.4) 39.8(5.5)

w/o Low Diff 59.3(1.0) 58.8(1.0) 58.9(1.0) 59.7(1.8) 35.8(2.9) 34.7(3.7) 34.4(2.7) 37.0(3.4)

w/o Med Diff 60.8(2.9) 60.4(4.3) 62.7(3.3) 62.8(4.5) 35.3(3.6) 34.8(3.4) 36.6(4.9) 38.8(4.6)

w/o High Diff 60.4(2.6) 61.5(3.7) 62.0(4.2) 63.2(3.4) 35.7(3.2) 35.0(3.1) 37.1(4.0) 39.6(3.8)

posed GDM method. Specifically, we consider four variants of the balanced
graph sampling: (1) w/o Low Diff: we do not generate low difficulty samples. (2)
w/o Med Diff: we do not generate medium difficulty samples. (3) w/o High Diff:
we do not generate high difficulty samples. (4) GDM Rand: we drop the proposed
balanced graph sampling method and use random sampling for mixup. We eval-
uate the first three variants using both the GDM Acc and GDM Unc methods of
balanced graph sampling. The comparison results with different label rates—{2,
3, 5, 10} labeled graphs per class—on the D&D and IMDB-Multi datasets are
reported in Table 2.

From Table 2, we can see that all variants have a performance drop from the
full balanced graph sampling on both datasets with almost all label rates for
both GDM Acc and GDM Unc. The w/o Low Diff variant produces the most
notable performance degradation, which can be attributed to the GNN mod-
els’ needs for low difficulty and confident samples to improve generalization and
prevent underfitting when learning with very low label rates. The w/o Med Diff
and w/o High Diff variants also suffer performance degradations, indicating the
importance of medium difficulty and high difficulty samples for inducing better
generalization and reducing overfitting. Additionally, the GDM Rand variant
also demonstrates notable performance drops compared to both GDM Acc and
GDM Unc with almost all label rates, which highlights the importance of ensur-
ing the diversity and balanced difficulty of the generated graph samples. These
results validate the contribution of each component in balanced graph sampling.

Impact of Graph Structural Auto-Encoder. We further conduct an abla-
tion study to investigate the impact of the Graph Structural Auto-Encoder on
the proposed GDM. Specifically, we compare our proposed GSAE with a Varia-
tional Graph Structural Auto-Encoder (VGSAE). The VGSAE learns the param-
eters of a Gaussian distribution (mean and variance) to represent the underlying
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Table 3. Ablation study results on the impact of Graph Structural Auto-encoder in
terms of mean classification accuracy (standard deviation is within brackets).

Proteins IMDB-Binary

2 3 5 10 2 3 5 10

GCN 59.4(6.7) 60.1(1.0) 60.4(4.6) 59.3(6.8) 52.6(2.7) 52.5(2.5) 55.0(6.4) 54.5(3.9)

GSAE Acc 65.3(5.5) 64.2(7.9) 65.8(6.2) 66.0(5.3) 56.1(4.6) 57.3(6.8) 59.1(6.2) 61.3(6.7)

VGSAE Acc 64.6(4.2) 63.4(5.1) 65.6(6.0) 65.3(7.0) 55.9(4.0) 58.7(5.2) 57.8(6.5) 59.7(7.4)

GSAE Unc 64.6(4.0) 63.5(7.2) 66.0(5.3) 65.1(6.1) 58.0(6.0) 57.4(7.1) 58.4(6.1) 61.0(7.0)

VGSAE Unc 61.8(9.4) 63.7(8.4) 65.2(5.2) 63.7(5.7) 55.2(3.9) 57.7(6.6) 56.9(6.5) 59.4(5.8)

Table 4. Ablation study results on the impact of GNN baselines in terms of mean
classification accuracy (standard deviation is within brackets).

IMDB-Binary IMDB-Multi

2 3 5 10 2 3 5 10

GIN 57.9(8.0) 54.5(6.1) 54.3(6.1) 56.7(9.7) 32.6(4.8) 31.6(6.0) 32.8(4.6) 36.0(5.2)

GDM Acc 58.8(6.9) 57.0(5.5) 57.8(6.3) 59.4(6.3) 35.6(4.2) 35.1(4.6) 36.9(3.9) 38.3(3.5)

GDM Unc 58.2(5.0) 58.0(6.5) 60.5(6.0) 57.7(6.2) 36.6(4.2) 37.2(4.8) 37.1(3.9) 39.5(4.5)

GAT 51.2(2.1) 50.6(1.2) 55.1(5.7) 54.4(5.5) 31.8(2.0) 34.0(1.5) 32.6(1.9) 33.6(2.4)

GDM Acc 55.7(4.3) 56.2(6.2) 55.0(6.5) 60.0(7.1) 35.6(2.9) 36.4(3.8) 37.2(4.3) 38.5(5.0)

GDM Unc 54.5(3.1) 58.2(6.7) 56.0(6.9) 59.2(5.0) 35.8(2.8) 34.4(3.6) 36.8(5.4) 38.8(4.3)

structure of the graph [10]. The comparison results with different label rates on
the Proteins and IMDB-Binary datasets are reported in Table 3. From the table,
it is clear that GSAE outperforms VGSAE on both datasets across almost all
label rates. The performance gain of GSAE decreases as the label rate increases,
which highlights that VGSAE requires more training samples to obtain good
performance. Therefore GSAE is more suitable for the case of learning with lim-
ited supervision as it is able to obtain good generalization performance with few
samples due to its simple architecture and smaller number of learnable parame-
ters. Nevertheless, the proposed GDM greatly and consistently outperforms the
underlying GCN baseline across all different label rates with both GSAE and
VGSAE on both datasets.

Impact of GNN Baseline. We also conduct an ablation study to investigate
the performance of our proposed GDM on additional GNN baselines. In partic-
ular, we applied GDM on the Graph Attention Network (GAT) [17] and Graph
Isomorphism Network (GIN) [22] baselines. The comparison results with multi-
ple label rates, {2, 3, 5, 10}, on the IMDB-Binary and IMDB-Multi datasets are
reported in Table 4. The table clearly shows that GDM significantly improves the
performance of both the GAT and GIN baselines across all label rates for both
datasets. The performance gains are notable, exceeding 6%, 5% for GAT with
label rates 5 and 3 for IMDB-Binary and IMDB-Multi, respectively. Similarly,
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Table 5. Ablation study results on the impact of graph readout function in terms of
mean classification accuracy (standard deviation is within brackets).

Proteins IMDB-Binary

2 3 5 10 2 3 5 10

Acc Mean 65.3(5.5) 64.5(4.8) 65.8(5.2) 66.0(5.3) 56.1(4.6) 57.3(6.8) 59.1(6.2) 61.3(6.7)

Acc Add 64.9(5.1) 63.2(4.9) 65.3(4.8) 63.3(4.3) 53.0(2.8) 55.2(5.3) 56.9(6.1) 59.9(6.7)

Acc Max 63.8(4.7) 64.4(4.8) 63.2(7.0) 63.5(7.4) 53.9(4.7) 56.0(7.8) 58.6(7.0) 60.6(6.3)

Unc Mean 64.6(4.0) 63.6(6.0) 65.1(5.3) 66.0(5.0) 58.0(6.0) 57.4(7.1) 58.4(6.1) 61.0(7.0)

Unc Add 61.7(6.5) 63.6(6.1) 63.0(7.0) 63.4(5.5) 55.6(4.9) 54.8(3.6) 57.4(8.2) 60.5(6.7)

Unc Max 63.0(1.1) 63.4(6.6) 61.9(7.0) 66.8(5.9) 54.0(4.2) 54.4(7.6) 57.9(7.1) 60.4(7.1)

GDM yields notable performance boost over GIN, exceeding 7%, 5% with label
rates 3 and 5, respectively, for the IMDB-Binary dataset.

Impact of Graph Readout Method. We conduct an ablation study to inves-
tigate the impact of the graph Readout function employed in our GNN model.
Specifically, in addition to Global Mean Pooling, we consider the following two
variants: (1) Add, where Global Add Pooling is used to obtain the graph-level
embedding. (2) Max, where Global Max Pooling is used to obtain the graph-
level embedding. The comparison results with different label rates on the Pro-
teins and IMDB-Binary datasets are reported in Table 5. From the table, we can
see that the Global Max Pooling and Global Add Pooling variants have perfor-
mance drops compared to the Global Mean Pooling with almost all label rates
for both the Proteins and IMDB-Binary datasets. Global Add Pooling suffers
from obtaining un-normalized graph-level embeddings which causes generaliza-
tion issues given that the graphs in each dataset have different sizes. Global Max
Pooling only considers one feature per node corresponding to the feature with
max value, causing the obtained graph-level embeddings to omit discriminative
information present in the other features of the node-level embeddings.

5 Conclusion

In this paper, we proposed a novel Graph Dual Mixup (GDM) augmentation
method for graph classification with limited labeled data. The proposed method
employs a Graph Structural Auto-encoder to learn the structural embedding of
the nodes, and then applies dual mixup on the structural node embeddings and
the original node features of a pair of existing graphs in parallel to generate the
structural and functional information of a new graph instance. The generated
graph samples can augment the set of original graphs to alleviate overfitting
and improve the generalizability of the GNN models. Additionally, we further
propose two novel Balanced Graph Sampling methods to support GDM and
enhance the balanced difficulty and diversity of the generated graph samples.
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We conducted experiments on six graph benchmark datasets, the experimen-
tal results demonstrate that the proposed method improves the generalization
performance of the underlying GNNs when the labeled graphs are scarce and
outperforms the state-of-the-art graph augmentation methods.
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Abstract. Source localization is the inverse problem of graph infor-
mation dissemination (information diffusion) and has broad practical
applications. However, the inherent intricacy and uncertainty in informa-
tion dissemination pose significant challenges, and the ill-posed nature
of the source localization problem further exacerbates these challenges.
Recently, deep generative models, particularly diffusion models inspired
by classical non-equilibrium thermodynamics, have made significant
progress. While diffusion models have proven to be powerful in solv-
ing inverse problems and producing high-quality reconstructions, apply-
ing them directly to the source localization problem is infeasible for
two reasons. Firstly, it is impossible to calculate the posterior dissemi-
nated results on a large-scale network for iterative denoising sampling,
which would incur enormous computational costs. Secondly, in the exist-
ing methods designed for this field, the training data itself are ill-posed
(many-to-one); thus simply transferring the diffusion model would only
lead to local optima. To address these challenges, we propose a two-
stage optimization framework, the source localization denoising diffu-
sion model (SL-Diff). In the coarse stage, we devise the source proximity
degrees as the supervised signals to generate coarse-grained source pre-
dictions. This aims to efficiently initialize the next stage, significantly
reducing its convergence time and calibrating the convergence process.
Furthermore, the introduction of cascade temporal information in this
training method transforms the many-to-one mapping relationship into
a one-to-one relationship, perfectly addressing the ill-posed problem. In
the fine stage, we design a diffusion model for the graph inverse problem
that can quantify the uncertainty in the dissemination process. Thanks
to the excellent collaboration of the two stages, the proposed SL-Diff
yields excellent prediction results within a reasonable sampling time, as
demonstrated in extensive experiments on five datasets.

1 Introduction

The exponential growth of network-structured information has aroused
widespread interest in studying its dissemination mode [6,15,21,25]. This involves
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 325–340, 2023.
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Fig. 1. Many-to-one (ill-posed) relationship when the supervised signal is the source
indicator.

Fig. 2. One-to-one relationship when the supervised signal is the source proximity
degree.

modeling the information dissemination (information diffusion1) based on the
corresponding network structure and dissemination source. While there are few
research followers, the inverse problem of information dissemination on graphs
and source localization is of great practical significance. For instance, locating the
source account for spreading rumors in social networks is crucial for rumor detec-
tion [5,24]. Similarly, source localization can aid in virus interception [20], mali-
cious email traceability [23], and other areas [12,30].

Fig. 3. Two types of super-
vised signal derived from a
cascade.

However, there are currently several challenges
hindering this field: Chall. 1. Existing models
do not fundamentally address the ill-posed prob-
lem because their training data are inherently ill-
posed (many-to-one). For instance, in the case
of blurred image restoration, the ill-posed prob-
lem cannot be solved if the training data consist
solely of blurred images. In fact, existing methods
unfortunately erase the relative temporal correla-
tion of each node from the cascades when setting
the training data, which essentially leads to the
ill-posed problem of source localization, as shown
in Fig. 1. This abandonment of temporal informa-
tion also significantly restricts the ability of the
model to learn the underlying dissemination pat-
tern. Chall. 2. In practical applications, informa-
tion dissemination in the network will introduce many uncertain factors, that
is, the noise irrelevant to the regular dissemination mode. Although some stud-

1 In most studies, this problem is referred to as “graph information diffusion”. However,
we refer to it as “graph information dissemination” in this paper to disambiguate with
the “diffusion model”.
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Fig. 4. Random initialization and proximity initialization of sampling.

ies [12,21] have begun to discuss the uncertainty in source localization, how to
quantitatively model them and more importantly, eliminate the relevant noise
in source localization is unresolved.

The denoising diffusion models [4,7,17] have flourished recently due to their
high-quality reconstructions and powerful inverse problem solving abilities. In
addition to leveraging its power and further addressing Chall. 2, we have taken
the first step in generalizing this powerful model to the source localization prob-
lem. However, the existing family of diffusion models poses the following chal-
lenges for direct migration. Chall. 3. As the inverse problem solver, existing
diffusion models need to calculate the conditional posterior probability at each
diffusion step for Maximum A Posteriori (MAP) approximation. However, in
the case of source localization, the calculation of posterior probability involves
simulating information dissemination across the entire network structure at each
diffusion step, making it extremely computationally expensive. Therefore, it is
almost impossible to directly apply existing diffusion models to source localiza-
tion. Chall. 4. Existing diffusion models [7,16,17,27] that were designed for
image or molecule data struggle to model dissemination patterns. For example,
the number of nodes in the molecular graph is much smaller than that in the
information dissemination network, and does not have the temporal information.

To address the complex challenges outlined above and effectively harness the
benefits of current technological developments, we propose a two-stage optimiza-
tion framework named Source Localization Denoising Diffusion model (SL-Diff).
In general, SL-Diff leverages an efficient initialization that is supervised with
temporal cascade information and an exquisitely redesigned denoising network
structure to achieve a series of outstanding performances. Specifically, for Chall.
1, we ingeniously retain the timing of the cascade (defined as the source proximity
degree, shown in Fig. 3(a) and elaborated in Sect. 3.2) during the model training
phase while remaining consistent with baselines that only take the disseminated
observation (Fig. 3(b)) as the input for prediction during testing. This means
that the model in the coarse stage aims to learn the source proximity relation-
ship (i.e., a kind of one-to one mapping correlation, as shown in Fig. 2) through
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training, which directly addresses the core of Chall. 1. On the other hand, due
to the contraction property of stochastic differential equations (SDEs), the error
reduction of the diffusion model is exponential. Based on this characteristic, we
propose a two-stage optimization framework. In the coarse stage, we use the one-
shot method to generate coarse source proximity degrees quickly and efficiently,
reducing the predicted source localization error. In the fine stage, the diffusion
model simulates information dissemination across the entire network, accurately
locating the source. Concretely, we optimize the verbose sampling process (Fig. 4
(left)) into an efficient two-stage process (Fig. 4 (right)) and further balance the
two-stage diffusion step ratio to achieve an optimum between efficiency and accu-
racy through parameter experiments. This approach effectively solves Chall. 3.
Since the coarse stage provides excellent initialization of the coarse source prox-
imity relationships, it prominently alleviates the local optimum problem caused
by class imbalance in the source localization problem. In addition, we propose
a new uncertainty graph information dissemination model that quantizes the
dissemination noise and a score function approximating network that adapts to
the underlying dissemination mode on the graph to jointly address Chall. 2 and
Chall. 4. In summary, our contributions are as follows:

• We propose a training framework that employs source proximity degree super-
vision, which fundamentally addresses the ill-posed problem of source local-
ization.

• Our contribution lies in proposing, for the first time, a two-stage denoising
diffusion model for the source localization problem. The targeted design of
the two stages effectively addresses the challenge of migrating the diffusion
model to this field.

• We design a new model that approximates graph information dissemination
and a score function approximating network to enhance the performance of
the diffusion model for source localization.

• Experiments on five real-world datasets demonstrate that our proposed SL-
Diff model outperforms state-of-the-art models.

2 Related Work

Graph Information Dissemination and Source Localization. Graph
information dissemination modeling aims to predict the nodes to be affected
given the source nodes, which is one of the foremost technologies in social net-
work analysis, disease infection prediction, etc. Traditional methods [1,9,10,28]
manually model the respective dissemination pattern for different application
fields while suffering from poor generalizability and high computational complex-
ity. With the blooming of deep learning, [21,22,26] incorporated recurrent neural
networks to capture the dynamic relationship of dissemination cascades. Graph
neural networks have further been introduced to aggregate the node neighboring
information and model the dissemination pattern to facilitate prediction.
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Source localization aims to infer source nodes given an observed set of nodes,
which has essential applications in rumor tracing and infection source discovery.
Generally speaking, source localization is used to study the traceability method
based on the dissemination model. Early studies [5,30,31] were based on specific
dissemination models such as Susceptible-Infected (SI) and Susceptible-Infected-
Recovered (SIR). [24] argues that a fixed propagation model to be preset is
not necessary. Furthermore, [23] focuses on detecting the source in the early
propagation stage to reduce the loss caused by propagation. [20] develops a
framework for the inverse of graph dissemination models to detect the source.
From another perspective, [12] introduces VAE [11] to probabilistically model
the uncertainty in source localization.

Diffusion Models. The diffusion model we discuss in this paper is the score-
based generative model [17], which applies the stochastic differential equation
(SDE) to learn the gradient of the target distribution. The currently popular
DDPM [7] is a particular case of it. As the diffusion model separates the noise
from the data step by step at a fine-grained level, its powerful generative capabil-
ities have achieved state-of-the-art results in many fields, e.g., image generation
[4,7,16,17], graph generation [8,27], and time series generation [14].

3 Preliminaries

3.1 Conditional Score-Based Diffusion Models

Diffusion models aim to approximate the prior distributions by learning the
noise of the data reversely. [17] combines SMLD [16] and DDPM [7] into a
generalized theoretical framework, known as the Score-Based Diffusion Model.
They generally map data to a noise distribution (the prior) with a stochastic
differential equation (SDE), and reverse this SDE for generative modeling.

Forward SDE. Given the i.i.d. original dataset samples x(0) ∼ px, which are
further indexed as x(t)T

t=0 by the diffusion step t ∈ [0, T ] to indicate the noise
degree, the diffusion process can be modeled as the solution to an Itô SDE:

dx = −β(t)
2

xdt +
√

β(t)dw (1)

where β(t) ∈ R is the noise schedule that we uniformly adopt the one in [7] in
this paper, w is the Brownian motion.
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Reverse SDE. [2] clarifies that the reverse of a diffusion process is also a
diffusion process, which can be modeled as the reverse SDE:

dx =
[
−β(t)

2
x − β(t)∇xt

log pt (xt)
]

dt +
√

β(t)dw̄, (2)

where dt is the negative diffusion step from T to 0 and w̄ is the correspond-
ing Brownian motion of the reverse process. Since the direct estimation of
∇xt

log pt (xt) is too computationally intensive and badly generalizatial, we train
a score-based model to approximate it:

θ∗ = arg min
θ

Et∼U(ε,1),x(t)∼p(x(t)|x(0)),x(0)∼pdata [ξ]

ξ = ‖sθ(x(t), t) − ∇xt
log p(x(t) | x(0))‖2

2

(3)

Here ε � 0 is the small positive constant. After acquiring the trained score
function approximation network, the initial noise can be denoised to enable
sampling based on specific posterior conditions, leading to the generation of
expected data.

3.2 Graph Information Dissemination

The graph information dissemination problem involves a graph G = (V,E) with
edge set E and node set V . An information dissemination cascade Di at length
K +1 on the graph is defined as Di = {(vik

, k) | vik
∈ V, k = 0, 1 . . . , K − 1,K},

where k is non-decreasing and the first Ks nodes are defined as source nodes. The
source indicator i ∈ {0, 1}|V | is defined as 0 for being the source and 1 for not,
while the source proximity degree x ∈ [0, 1]|V | is defined as xk = k

K . The set of
affected nodes’ observations is denoted as y ∈ {0, 1}|V |, where 0 indicates being
affected and 1 indicates not being affected. The goal of the graph information
dissemination problem is to predict the affected nodes given the source indicator
and graph structure.

Thanks to the outstanding performance of GNN on graph data, the state-of-
the-art graph information dissemination methods [6,15,18,21] construct various
realistic-meaning attribute variables through GNN at the first stage, and then
perform variable dissemination to derive the final affected node sets. Specifically:
(1) In the variable construction, we define a neural network v = gw1(x) to
construct miscellaneous variables of nodes (such as sender variable or receiver
variable). (2) In variable dissemination, we define a dissemination neural network
fw2(v) to propagate information to neighbour nodes according to the topology
of the graph, where w1 and w2 are learnable parameters. Thus, the general
paradigm of graph information dissemination can be defined as:

y = fw2 (gw1(x)) (4)
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3.3 Problem Formulation for Source Localization

In order to eliminate ambiguity, the graph mentioned in Subsect. 3.2 is referred
to as the whole graph Gw = (V w, Ew). Source localization is the corresponding
inverse problem of graph information dissemination, which is formally defined
as: given the whole graph information Gw = (V w, Ew) and affected nodes
y ∈ {0, 1}|V |, reconstruct the source nodes î ∈ {0, 1}|V |. For the convenience
of mentioning later, we define the cascade graph as Gc

i = (V c
i ∈ Di, E

c) where
Ec = {(u, v) ∈ Ew | u ∈ Di or v ∈ Di}.

4 SL-Diff Method

4.1 Two-Stage Optimization Framework

Fig. 5. Two-stage optimization framework

To mitigate the computational bur-
den of simulating information dis-
semination on the whole graph at
each diffusion step (chall. 3), and
to leverage the cascade temporal
information for addressing the ill-
posed problem (chall. 3), we propose
a two-stage optimization framework,
as depicted in Fig. 5. Specifically, in
the coarse stage, the supervising sig-
nals for the model are the source proximity degrees (Fig. 3(a)) that fully retain
the cascade temporal information. In other words, the final outputs of this stage
are the relatively coarse-grained node infection sequence predictions, which are
used to initialize the precise source localization for the next stage efficiently. In
the second stage, i.e., the fine stage, the supervising signals of model training
are source indicators (Fig. 3(b)), which aim to accurately output the predicted
source under the given disseminated observation conditions.

4.2 Coarse Proximity Generation

In this section, we propose a coarse proximity generation model (depicted in
Fig. 6) at the first stage, which serves to effectively initialize the subsequent

Fig. 6. The forward diffusion and reverse process of the coarse stage.
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stage. The “coarse” is used in two senses. Firstly, the source proximity degree
derived from the cascade data does not strictly reflect the infection relationships
between nodes, as the nodes in a cascade may be infected by their common
ancestors rather than by their directly adjacent forward nodes. Secondly, as no
dissemination model is incorporated at this stage, it is not feasible to accurately
predict the dissemination source in reverse. Nonetheless, the generated coarse
source proximity degrees are well-suited for the initialization of the downstream
diffusion model. Although the coarse source proximity generation occurs only
within the cascade graph, it is incomplete without considering the structure of
the entire graph. This is due to the significant impact that the relative position
of each node in the graph has on information dissemination. To address this, we
utilize Position-aware Graph Neural Networks (P-GNN) [29] to perform node
position representation learning on the whole graph of each dataset. Through this
process, we obtain the positional embeddings Ew = {ei | ei = P-GNN(vi), vi ∈
V w} that reflect the relative position of each node with respect to other nodes
on the whole graph. We use this positional representation in the specific cascade
Ec = {ei | ei = P-GNN(vi), vi ∈ V c} as a conditional input to the score function
approximation network, enhancing its ability to fit the underlying features of
the cascades.

Let the original source proximity degrees derived from a cascade be denoted
as x0. The reverse SDE here follows the Eq. 2, while the score function con-
ditioned on the the cascade graph structure and the positional embeddings is
changed to sθ (xt, t | Gc, Ec). We adopt the same variance schedule as DDPM [7]
to discretize the formula, then the estimated reverse Markov chain is defined as
follows:

xt−1 =
1√

1 − βt

(xt + βtsθ∗ (xt, t | Gc, Ec)) +
√

βtzt, t = T, T − 1, · · · , 1 (5)

in which we use the following re-weighted variant of the evidence lower bound
(ELBO) to train the model to obtain the estimated score function:

θ∗=arg min
θ

N∑

t=1

(1 − αt)Epdata (x)Epαt (xt|x)
[
‖sθ (xt, t | Gc, Ec) − ∇xt log pαt(xt | x)‖2

2

]

(6)

where α :=
∏i

j=1(1 − βj).
To efficiently approximate the score functions, we propose a new network

structure that properly introduces conditional position embeddings while pre-
serving nodes’ adjacent characteristics at different orders. Our approach utilizes
a multi-head graph attention (GMT) [3] as the basic operation of graph convo-
lution, allowing us to aggregate information across L-layer graphs. Furthermore,
we leverage skip connections between each layer to improve the flow of informa-
tion. Finally, we concatenate the output of each layer and perform multi-layer
nonlinear transformations to obtain an estimated score function. The proposed
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Fig. 7. The forward diffusion and reverse process of the fine stage.

conditional score function approximating network is defined as follows:

Hl+1 = GMT(Hl,Gc) + Hl

sθ (xt, t | Gc, Ec) = MLP
(
catenate[Ec,H0, . . . ,HL−1,,HL, T (t)]

) (7)

where H0 = xt + Ec. We use the positional encodings [19] to encode the
diffusion step, and the formula is defined as: T (t) =

[
. . . , cos

(
t/r

−2d
D

)
,

sin
(
t/r

−2d
D

)
, . . .

]T

, where d = 1, . . . , D/2 is the dimension of the embedding,

and r is a large constant (set to 105). After obtaining the trained network sθ ,
we sample according to the Algorithm 1 and get the predicted coarse source
proximity degrees.

4.3 Graph Dissemination Conditioned Model

In the second stage, we apply the estimated source proximity degree to initialize
the graph dissemination conditioned diffusion model (depicted in Fig. 7). Signif-
icantly different from the conditional diffusion in the first stage, the diffusion
model here is an inverse problem solver, which aims to recover the source indi-
cator i from the disseminated observation y. The connection between them is
the forward information dissemination process of i → y.

If the assumption is the same as in [17], that is, pt (y | it) is tractable, then
the reverse SDE of the inverse problem is defined as:

di =
[
−β(t)

2
i − β(t) (∇it log pt (it) + ∇xt

log pt (y | it,Gw))
]

dt+
√

β(t)dw̄, (8)

However, in our case, pt (y | it) is intractable, as the dissemination model cannot
support the source with noise as input. To bridge this gap, we introduce the
approximation method [4] for p(î0 | it):

î0 � 1
√

ᾱ(t)
(it + (1 − ᾱ(t))sφ (it, t | Gw)) (9)
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where αi � 1−βi, ᾱi �
∏i

j=1 αi following [7]. Now the problem lies in determin-
ing an appropriate dissemination model to calculate the posterior probability
of y from estimated i. In real-world applications, various random factors can
impact the information dissemination process, which are not accounted for in
the basic dissemination function (Eq. 4). Our proposed model addresses this chal-
lenge by qualifying the uncertain trough Gaussian noise σ̃(t) with adaptive vari-
ance (parameterized by MLP and taking diffusion step as input). Additionally,
our model can eliminate interference from noise to source localization through
the powerful iterative denoising process of the diffusion model. Thus, the formula
is defined as follows:

y = f (g(i)) + σ̃(t)ε, ε ∼ N (0, I) (10)

From the above formula, we can calculate the partial derivative ∇i0 log p (y | i0).
And bring the conclusion in Eq. 8 into it to get an approximate for the derivative
of p (y | it) with respect to ît.

∇ît
log p (y | it) � − 1

σ̃(t)2
∇it

∥
∥∥y − ŷ

(
î0 (it)

)∥
∥∥

2

2
(11)

Hence, we can discretize Eq. 8 similarly to formula 5 and deduce the expression
for p(it−1) | it). This allows us to perform iterative denoising of i given the pos-
terior y, ultimately leading to an accurate estimation of i. For a more thorough
explanation of this procedure, please refer to Algorithm 2.

Algorithm 1: Sampling of the
coarse stage

Require: ground truth source proximity

degree x, number of diffusion steps T1,

variance schedule βt, the cascade graph

Gc

1: xT1 ∼ N (0, I)

2: for t = T1 − 1 to t = 0 do

3: ŝ ← sφ (xt, t | Gw, Ew)

4: x′
t−1 ← (2 − √

1 − βtxt) + βt (ŝ)

5: z ∼ N (0, I)

6: xt ← x′
t−1 +

√
βtz

7: end for

8: return the estimated x0

Algorithm 2: Sampling of the
fine stage

Require: disseminated observation y,

coarse source proximity degree x̂,

number of diffusion steps T2, variance

schedule βt, the whole graph GW

1: iT2 ← x̂

2: for t = T2 − 1 to t = 0 do

3: ŝ ← sφ (it, t | Gw)

4: i′t−1 ← (2 − √
1 − βtit) +

βt

(
ŝ − 1

σ̃(t)2
∇it

∥∥∥y − ŷ
(
î0 (it)

)∥∥∥2

2

)

5: z ∼ N (0, I)

6: it ← i′t−1 +
√

βtz

7: end for

8: return the estimated i0
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Table 1. Model performance across five datasets.

Datasets Methods Netsleuth OJC LPSI GCNSI IVGD SL-VAE SL-Diff

Digg RE 0.0142 0.0781 0.2352 0.0135 0.2310 0.5420 0.7813

PR 0.0023 0.0554 0.0072 0.2369 0.1397 0.4216 0.5839

F1 0.0040 0.0648 0.0140 0.0255 0.1741 0.4743 0.6683

ACC 0.7714 0.9035 0.9531 0.8064 0.9327 0.9742 0.9824

Memetracker RE 0.0647 0.0256 0.3047 0.2953 0.5954 0.5010 0.6902

PR 0.0247 0.0360 0.1145 0.0172 0.1556 0.4592 0.4721

F1 0.0358 0.0299 0.1665 0.0325 0.2467 0.4792 0.5607

ACC 0.5688 0.6675 0.9174 0.8428 0.8947 0.9420 0.9562

Android RE 0.3172 0.1401 0.3407 0.7434 0.7253 0.6261 0.8260

PR 0.0422 0.0610 0.2323 0.3024 0.4105 0.5284 0.5945

F1 0.0745 0.0850 0.2762 0.4299 0.5243 0.5731 0.6914

ACC 0.6215 0.8337 0.9404 0.8211 0.9530 0.9245 0.9937

Christianity RE 0.2491 0.3478 0.5309 0.7294 0.6433 0.8011 0.8352

PR 0.1184 0.2823 0.6249 0.2300 0.5202 0.4894 0.5120

F1 0.1605 0.3116 0.5741 0.3497 0.5752 0.6076 0.6348

ACC 0.7140 0.9304 0.9122 0.9673 0.9781 0.9529 0.9818

Twitter RE 0.0184 0.0154 0.2091 0.3770 0.6219 0.3273 0.9037

PR 0.0021 0.0238 0.1295 0.3719 0.4427 0.4210 0.7839

F1 0.0038 0.0187 0.1599 0.3744 0.5172 0.3683 0.8395

ACC 0.6348 0.8358 0.9149 0.9231 0.9381 0.9027 0.9630

5 Experiments

5.1 Settings

Data. To better demonstrate the practical value of the proposed model, we
conducted sufficient experiments on five datasets of various scales: Digg, Meme-
tracker, Android, Christianity, Twitter. Each dataset includes real information
cascade data, and the specific dataset details are shown in the Appendix2. In
order to unify the training standard with the previous method, we define the
nodes at the first 5% of the infection time in a cascade as dissemination sources,
and all the nodes in the cascade as disseminated observations. We set the ratio
of training, validation, and testing to 2:2:6.

Baselines and Metrics. We adopt the following two types of baselines to make
a more comprehensive comparison (please refer to the Appendix for details).
(1) Methods of presupposing dissemination mode: NetSleuth [13], OJC [30]. (2)
Methods compatible with multiple modes of dissemination: LPSI [24], GCNSI
[5], IVGD [20], SL-VAE [12].
2 https://github.com/marooncabbage/SL-Diff.

https://github.com/marooncabbage/SL-Diff
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Table 2. Ablation study (— represents GPU memory overflow).

Datasets Digg Memetracker Android Christianity Twitter

F1 ACC F1 ACC F1 ACC F1 ACC F1 ACC

SL-Diff(1) 0.4224 0.8510 0.4001 0.7410 0.5188 0.7309 0.4511 0.7792 0.6530 0.8630

SL-Diff(2) — — — — — — 0.6024 0.9530 — —

SL-Diff(3) 0.6202 0.9627 0.4346 0.9023 0.6427 0.9705 0.6210 0.9722 0.7401 0.9328

SL-Diff(4) 0.5985 0.9329 0.5792 0.9527 0.6132 0.9595 0.6285 0.9717 0.7620 0.9441

SL-Diff 0.6683 0.9824 0.5607 0.9565 0.6914 0.9937 0.6348 0.9818 0.8395 0.9630

Four evaluation matrices are used in the experiments to expose model perfor-
mance more objectively and comprehensively. First, we use the most commonly
used accuracy (ACC), the proportion of correctly classified samples to the total
sample. However, since the source localization is essentially an unbalanced classi-
fication problem, we added a more appropriate metric, F1-Score (F1)3 to recon-
cile the average of precision (PR) and recall (RE). We also attached the results
of PR and RE for reference.

Implementation Details. For our SL-Diff model, the details of its implemen-
tation are as follows. For the diffusion steps of the coarse stage and the fine stage,
we set them to T1 = 800 and T2 = 80, respectively. For the specific dissemination
model fw2 (gw1(i)) we chose DeepIS [25]. For the score function approximating
network (Eq. 7), four layers of MLP are applied. For other benchmarks, we fol-
low the original structural design. Specifically, for the dissemination model that
SL-VAE combines, we adopt DeepIS, while the IC function is used for IVGD.

The models are trained on a single NVIDIA GeForce RTX 3090 GPU. We
use a grid search to find the most appropriate combination of parameters for
each model. Specifically, the search range for the number of GCN stacks is from
2 to 8. The learning rate is tuned within {5 × 10−2, 10−2, 5 × 10−3, 10−3}. The
range of Riemannian SGD weight decay is {10−2, 10−3, 10−4, 10−5}.

5.2 Overall Performance

We have conducted in-depth comparisons of SL-Diff with state-of-the-art base-
lines on five real datasets, and the results are presented in Table 1. Generally,
models with preset dissemination modes perform relatively poorly, as real infor-
mation dissemination modes are complex and full of uncertainties. SL-Diff, on
the other hand, achieves significantly optimal results in most cases. Among them,
the improvement on the Twitter and Android datasets is particularly significant
which can be attributed to its ability to denoise the dissemination noise. And
this noise is more prominent on datasets with a large cascade length and a large
number of nodes. Correspondingly, on the Christianity dataset with a small num-
ber of nodes, the performance of SL-Diff is limited. In summary, SL-Diff is more
capable of handling large-scale datasets.
3 F1 = 2PR∗RE

PR+RE
.
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Fig. 8. Analysis on the ratio of the diffusion step of the fine stage to the coarse stage.

Fig. 9. Convergence analysis.

5.3 Ablation Study

To verify the effectiveness of each component of our proposed model, we con-
duct the following ablation experiments. Compared with the complete model,
SL-Diff(1) only retains the coarse stage and is initialized randomly. SL-Diff(2)
only retains the fine stage and we take the top 5% of nodes with the largest source
proximity degree generated as the source of prediction. SL-Diff(3) is the model
with the cascade positional representations removed, and SL-Diff(4) removes the
simulated dissemination noise term in Eq. 10. The diffusion step of the above four
models is all set to 800. From the results in Table 2, we can conclude that only
the coarse stage model can make rough predictions to a certain extent, and it
is difficult to make accurate predictions. The model with only the fine stage
is not necessarily more accurate than the two-stage model, and the computa-
tional overhead is huge, which is not feasible. From the results of SL-Diff(3), we
can see that cascade positional representations generally have a more important
influence on larger-scale graphs, which may be due to the fact that the relative
position of cascades in large-scale graphs will be more complicated, and their
influence on propagation will be larger. From the results of SL-Diff(4), we can
find that simulated dissemination noise improves the model with a longer cas-
cade length more significantly, which may be because a cascade with a longer
propagation chain will introduce relatively more noise.

5.4 Parameter Analysis

In this section, we explore the interdependence of the two stages in greater detail.
Specifically, we set the ratio of the diffusion step of the fine stage to the coarse
stage as RT = T2

T1
and keep the total diffusion step at 800. By adjusting the

value of RT , we gain a deeper understanding of how the two stages mutually
reinforce each other, and determine the optimal ratio. As shown in Fig. 8, we
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observe that the model’s performance initially improves significantly with an
increasing proportion of the fine stage, but then gradually declines, while the
sampling time steadily increases. This suggests that we can identify the most
suitable ratio of the two stages at a relatively low time cost across different
datasets. The performance degradation resulting from too high RT may be due
to insufficient denoising in the coarse stage. Additionally, we analyze the impact
of the diffusion step on the model’s performance under the configuration with
the optimal RT . Figure 9 reveals that the convergence of the sampling process
is comparatively faster for datasets with smaller scales.

Efficient Analysis. We compared the training time of various models (sampling
time is also included since SL-Diff and SL-VAE are generative models). As shown
in Fig. 10, the generative model exhibits a shorter overall running time for the
source localization task. Among all the models evaluated, SL-Diff effectively
controls the computational cost at a lower level, emphasizing the significance of
the coarse stage for initialization.

Fig. 10. Model efficiency comparison.

6 Conclusion

In this paper, we propose a new two-stage training paradigm to solve the ill-
posed problem in graph source localization from the root. SL-Diff also overcomes
the difficulties of introducing the powerful diffusion model into this problem,
and achieves optimal results on various real-world datasets. The modeling of
dissemination noise further improves the approximation performance of SL-Diff.
Overall, by leveraging the diffusion model, we have gained deeper insights into
the mechanism of the source localization problem, thereby elevating research in
this field to a new level.
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Abstract. Interpretable machine learning has demonstrated impres-
sive performance while preserving explainability. In particular, neural
additive models (NAM) offer the interpretability to the black-box deep
learning and achieve state-of-the-art accuracy among the large family
of generalized additive models. In order to empower NAM with feature
selection and improve the generalization, we propose the sparse neural
additive models (SNAM) that employ the group sparsity regularization
(e.g. Group LASSO), where each feature is learned by a sub-network
whose trainable parameters are clustered as a group. We study the the-
oretical properties for SNAM with novel techniques to tackle the non-
parametric truth, thus extending from classical sparse linear models such
as the LASSO, which only works on the parametric truth. Specifically,
we show that SNAM with subgradient and proximal gradient descents
provably converges to zero training loss as t → ∞, and that the esti-
mation error of SNAM vanishes asymptotically as n → ∞. We also
prove that SNAM, similar to LASSO, can have exact support recovery,
i.e. perfect feature selection, with appropriate regularization. Moreover,
we show that the SNAM can generalize well and preserve the ‘identi-
fiability’, recovering each feature’s effect. We validate our theories via
extensive experiments and further testify to the good accuracy and effi-
ciency of SNAM (Appendix can be found at https://arxiv.org/abs/2202.
12482.).

Keywords: Interpretability · Additive Models · Group LASSO ·
Feature Selection

1 Introduction

Deep learning has shown dominating performance on learning complex tasks,
especially in high-stake domains such as finance, healthcare and criminal justice.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 343–359, 2023.
https://doi.org/10.1007/978-3-031-43418-1_21
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However, most neural networks are not naturally as interpretable as decision
trees or linear models. Even to answer fundamental questions like “what is the
exact effect on the output if we perturb the input?”, neural networks have to
rely on complicated and ad-hoc methods to explain the model behavior, with
additional training steps and loose theoretical guarantee. As a result, the black-
box nature of neural networks makes it difficult and risky for human to trust
deep learning models nor to understand them.

There is a long line of work studying the interpretable machine learning.
At high level, existing methods can be categorized into two classes: (1) model-
agnostic methods, and (2) innately interpretable models. On one hand, model-
agnostic methods aim to explain the predictions of models that are innately
black-box, via the feature importance and local approximation, which include
Shapley values [22,33,35] and LIME [32] as the representatives. On the other
hand, directly interpretable models such as the decision-tree-based models and
the generalized linear models (GLM, [25]) , are widely applied with demonstrated
performance.

To give more details, GLM is a powerful family of models that relates a linear
model with its response variable by a link function g.

g(E(y)) = β +
p∑

j=1

βjXj (1)

where y ∈ R
n is the response and Xj is the j-th feature of the input matrix.

However, such parametric form with βj limits the capacity of GLM when the
unknown truth function takes a general and non-parametric form. This limitation
is overcome by the development of generalized additive models (GAM) [18]:

g(E(y)) = β +
p∑

j=1

fj (Xj) ≡ β + f(X). (2)

Here fj is the unknown truth function to be learned, i.e. the ‘effect’.
Recently, the neural additive model (NAM) [1] introduces a new member into

the GAM family, which applies sub-networks to learn fj effectively, making accu-
rate predictions while preserving the explainable power. Similar to regular neural
networks, NAM learns a non-parametric model (2) via its trainable parameters,
instead of the functional approximation used by the traditional GAM. This para-
metric formulation allows NAM to be trained efficiently by off-the-shelf optimiz-
ers such as Adam. In addition, NAM can leverage arbitrary network architecture
to approximate fj , hence fully exploiting the expressivity of deep learning.

Yet, theoretical results about NAM on some important questions are missing:
Does the convergence of NAM behave nicely? Does NAM guarantee to learn the
true additive model consistently, as sample size increases? How to modify NAM
such as to select features and whether the feature selection is accurate? Can we
expect each sub-network in NAM to recover each fj?

In this paper, we answer these questions in the affirmative. We study the
sparse NAM with specific group sparsity regularization, especially the Group
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Fig. 1. Architecture of NAM, with each sub-network (blue circle) being a group for
Group LASSO regularization in SNAM. Note that in multi-class, multi-label, and multi-
task problems, the last layer can have multiple neurons. (Color figure online)

LASSO [16,23], which reduces to NAM when the penalty is zero. Our contribu-
tions are as follows:

1. We propose an innately interpretable model – sparse neural additive model
(SNAM) – to empower NAM with feature selection. In particular, SNAM can
employ the Group LASSO penalty in a unique way to regularize each sub-
network’s parameters as one group. Note that we can easily extend to other
group sparsity within SNAM, such as the Group SLOPE.

2. We employ efficient optimizers, such as the subgradient and proximal methods
(see appendix), to train SNAM with provable convergence.

3. We establish an interesting connection between the LASSO and the SNAM
with Group LASSO regularization, showing that the LASSO is indeed a sub-
case of SNAM. Building on top of this, we rigorously derive the slow rate and
the support recovery of SNAM. We show that SNAM approximates the true
model, selects important features in a sample-efficient manner, and identifies
individual functions fj asymptotically.

4. We empirically validate our results and advocate the effectiveness of SNAM
via synthetic and real datasets . For example, SNAM can be 3× faster than
SPAM [31] (see Table 2) and save half of parameters in NAM, while preserving
comparable performance (see Table 5).

For theoretical analysis, we focus on the additive model

y =
p∑

j=1

fj (Xj) + ε (3)

where i.i.d. samples Xj ∼ Xj for j ∈ [p] where Xj is some distribution and
the noise ε ∼ SG(σ2) where SG means sub-Gaussian with variance σ2. For
algorithms and experiments, we generalize from (3) to GAM in (2).
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2 Additive Models in a Nutshell

Linear regression is one of the most classic model, on which various extensions
are based. One extension is the LASSO [37], a linear model that adds �1 penalty
to the linear model. This penalty not only empowers ordinary linear regression
with feature selection but also regularizes the model against overfitting. Another
extension is the GLM, which adds a link function to relate the linear model
with its response to work on more general problems (e.g. logistic regression for
classification). Note that GLM can combine with the �1 penalty to give sparse
logistic regression.

While GLMs are all additive and thus directly interpretable, GAMs further
improve the capacity of models by introducing the non-linearity, for instance, in
NAM [1] and Explainable Boosting Machines (EBM) [21,27]. In this work, we
focus on NAM, a state-of-the-art GAM that incorporates neural networks and
uses four types of regularization: dropout, weight decay (�2 penalty), output
penalty, and feature dropout. Unfortunately, all these types of regularization do
not enable feature selection for NAM.

Traditionally, one can only allow feature selection on GLMs (with �1 regu-
larization) or a few special GAMs, e.g. sparse additive model (SPAM by [31],
restated in the appendix). As introduced in this paper, SNAM is a new mem-
ber of GAM with feature selection. In addition, SNAM is the only GAM that
is parametric (i.e. containing parameters that are trainable by gradient meth-
ods) besides GLMs: traditionally additive models are learned via the ‘backfitting
algorithm’1 [8], while neural networks are learned via gradient methods.

LASSO ⊆ GLM ⊆ NAM ⊆ SNAM ⊆ GAM

One drawback of the backfitting algorithm is that the computation time will
increase linearly with the number of features. This is due to the asynchronous
or sequential estimation for each feature and a lack of theoretical understanding
from the convergence viewpoint. The other drawback is the heavy memory com-
plexity when executing the ‘smoothing’ function (usually some smooth kernel
splines) on large sample size. In fact, SNAM can out-speed SPAM by 3 times in
Table 2 on synthetic datasets, and SPAM runs out of memory on all real datasets
considered here. We give a brief summary of additive models in Table 12.

3 SNAM: Model and Optimization

3.1 Model and Linearization Regimes

To analyze SNAM under the regularization, for the j-th sub-network, we write
the trainable parameters of as Θj (visualized in Fig. 1 by the blue circle) and

1 The backfitting algorithm can be recovered from SPAM algorithm (see appendix)
when λ = 0.

2 In ‘Non-param truth’ column of Table 1, Yes/No means whether a model works
without assuming that the truth is parametric.
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Table 1. Summary of additive (interpretable) models.

Models Non-linear model Non-param truth Parametric model Feature selection

LASSO No No Yes Yes

GLM No No Yes Yes

EBM Yes Yes No No

NAM Yes Yes Yes No

SPAM Yes Yes No Yes

SNAM Yes Yes Yes Yes

the output as hj . Then we write the SNAM output as

h(X,Θ) =
∑

j
hj(Xj ,Θj) + β

With these notations in place, we can learn the model via the following SNAM
optimization problem with some group sparsity regularization and an arbitrary
loss L:

min
Θ ,β

L(
y,

∑
j
hj(Xj ,Θj) + β

)
+ GroupSparsity({Θj}). (4)

Notably, the group structure defined on sub-networks is the key to feature selec-
tion in SNAM: it explicitly penalizes Θj so that the entries in Θj are either all
non-zero or all zero. The latter case happens when λ is large, resulting in the
j-th feature to be not selected as hj = 0.

In fact, if each sub-network has only a single parameter βj and no hidden
layers at all, then the Group LASSO penalty is equivalent to the LASSO penalty:
‖βj‖2 = |βj |. Therefore, we view LASSO as the simplest version of SNAM with
Group LASSO regularization. This connection leads to the theoretical findings
in this work, since we will analyze the linearization of SNAM.

A long line of research that linearizes the neural networks can be catego-
rized into two main regimes: the neural tangent kernel (NTK) and the random
feature (RF). The NTK regime linearizes the network under the ‘lazy training’
constraint, where Θ(t) ≈ Θ(0) during entire training process, by applying a
first-order Taylor expansion at Θ(0). This lazy training phenomenon is usually
guaranteed using the extremely (even infinitely) wide neural networks, and with-
out any regularization3 [2,4,11,14,19,42,45]. Such limitation renders the NTK
analysis invalid for SNAM.

The other branch of work uses the RF regime [17,24,30,43] to linearize the
neural network by fixing the weights in all hidden layers after initialization,
and only training the output layer’s weights. Mathematically, we decompose
Θj = [wj ,θj ]. We denote wj as the weights of all hidden layers (green in Fig. 1)

3 Unfortunately, Θ(t) will be pushed away from its initialization Θ(0) towards zero
even under weak regularization, breaking the lazy training assumption [13,15].
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and θj ∈ R
m as the weights in the output layer (red in Fig. 1). Then we can

rewrite the output of SNAM as

h(X,w,θ) =
∑

j
hj(Xj ,wj ,θj) + β =

∑
j
gj(Xj ,wj)θj + β (5)

in which θ := [θ1, · · · ,θp],w := [w1, · · · ,wp], and the feature map gj : R → R
m

is the forward propagation of the j-th sub-network until the output layer.
In this RF regime, SNAM is linear in trainable parameters θ (though non-

linear in input X) and is indeed a kernel regression, a topic with rich theoretical
understanding.

3.2 Group Sparsity and Optimization Problems

It is well-known that group sparsity allows all parameters in the same group to
be simultaneously non-zero or zero. One popular choice is the Group LASSO,
with which the SNAM problem becomes

min
Θ ,β

L(
y,

∑
j
hj(Xj ,Θj) + β

)
+ λ

∑
j
‖Θj‖2. (6)

For another example, we may consider the Group SLOPE:

min
Θ ,β

L(
y,

∑
j
hj(Xj ,Θj) + β

)
+

∑
j
λj‖Θ‖2,(j), (7)

where the penalty is a decreasing vector (λ1, · · · , λp) and ‖Θ‖2(j) denotes the
j-th largest element in {‖Θ1‖2, · · · , ‖Θp‖2}. We demonstrate other choices of
group sparsity in the appendix. In what follows, we focus on SNAM with the
Group LASSO.

3.3 Random Feature SNAM

We study the RF neural network as a sub-class of SNAM, with two desirable
benefits: (i) we do not restrict to weak (infinitesimal) regularization as in [41];
(ii) we do not need neural networks to be wide. For the ease of presentation, we
omit the output layer bias β:

hRF(X,θ) =
∑p

j=1
hRF

j (Xj ,θj) =
∑p

j=1
Gjθj

where the random features Gj := gj(Xj ,w(0)) ∈ R
n×m. Therefore, the corre-

sponding optimization for the RF network is

θ̂
RF

:= argminθL(y,Gθ) + λ
∑

j
‖θj‖2 (8)

where G := [G1, · · · ,Gp] is the concatenation of Gj .
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3.4 Convergence of SNAM and RF

Algorithmically speaking, the general SNAM (4) can be efficiently optimized by
existing optimizers, e.g. the subgradient methods [5,7,34,36] and the proximal
gradient descent (ProxGD) [20,26,29] (see appendix for details). In fact, we can
show that the subgradient descent and ProxGD both provably find the minimizer
of SNAM (4) and its RF variant (8).

Denoting Θ to denote all trainable parameters in SNAM and Θj as those in
the j-th sub-network, we claim both subgradient descent and ProxGD have the
same gradient flow [29, Section 4.2]:

dΘ

dt
= −∂(L(y, h(X, Θ)) + λ

∑
j ‖Θj‖2)

∂Θ

Let multiply ∂Θ
∂t

�
on the left and integrate over time,

∫ ∞

0

∥∥∥∥
dΘ

dt

∥∥∥∥
2

2

dt =
∫ 0

∞

d(L(t) + λ
∑

j ‖Θj(t)‖2)
dt

dt ≤ L(0) + λ
∑

j
‖Θj(0)‖2.

Since the integral is increasing in time but upper bounded, we obtain that
dΘ
dt → 0 and thus dL

dt → 0, i.e. L converges to the minimum. The convergence
result implies the trainability of SNAMs (and NAMs as a by-product when
λ = 0) in practice.

Henceforth, we focus on the RF SNAM minimizer θ̂
RF

in (3) and drop the
super-script ‘RF’ for clearer presentation.

4 Non-Asymptotic Analysis of SNAM

In this section, we show that SNAM can approximate the truth model well on
training set and achieve exact support recovery with finite number of samples.

We study the primal problem

θ̂ := argminθ

1
2
‖y −

∑
j
Gjθj‖22 + λ

∑
j
‖θj‖2 (9)

and equivalently the dual problem

θ̂ := argminθ :
∑

j ‖θj‖2≤μ

1
2
‖y −

∑
j
Gjθj‖22 (10)

We point out that although the analysis of SNAM is similar to that of LASSO
at high level, our analysis is technically more involved and requires novel tools,
due to the fact that the true model (3) is non-parametric (unlike the LASSO
whose true model is parametric).
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4.1 Slow Rate with Group LASSO Penalty

Similar to the analysis of slow rate for the LASSO [40], our analysis needs SNAM
to overfit the training data under the low-dimensional G regime.

Assumption 1 (Overfitting of SNAM). Denoting the truth fj := fj(Xj),
we assume there exists μ such that

1
n

‖y −
∑

j
Gj θ̂j‖22 ≤ 1

n
‖y −

∑
j
fj‖22 =

1
n

‖ε‖22.
To guarantee a unique solution of SNAM, we further assume that the SNAM
feature map G has full rank.

Assumption 2 (Full rank of feature map). G ∈ R
n×M has full column rank

M and thus G�G ∈ R
M×M is invertible.

Here M is the sum of numbers of neurons at the last hidden layer of each sub-
network4. Our first result is the slow rate of the SNAM convergence h(X, θ̂) →
f(X) as n → ∞. We highlight the definition of estimation error ‖f(X) −
h(X, θ̂)‖2/n, which is different from the prediction error ‖y − h(X, θ̂)‖2/n.

Theorem 1. Under Assumption 1 and Assumption 2, supposing |fj | is upper
bounded by constant cj and noise ε ∼ SG(σ2), then with probability at least
1 − δ1 − δ2, we have for θ̂ in (10),

1

n
‖

∑
j
(fj − Gj θ̂j)‖22 ≤ 2σ√

n

( ∑
j

cj√
δ2

+ μmax
j

√
Egj(Xj ,wj(0))2

√
2 log(mj/δ1)

)

where mj is the width of output layer in the j-th sub-network and μ is the penalty
coefficient.

We refer the interested readers to our appendix for the proof. In fact, we may
further relax our assumption on the noise distribution in the true model (3), at
the cost of a strictly worse bound for any δ1.

Corollary 1. Under Assumption 1 and Assumption 2, supposing |fj | is upper
bounded by constant cj and noise has mean(ε) = 0,Var(ε) = σ2, then with
probability at least 1 − δ1 − δ2, we have for θ̂ in (10),

1
n

‖
∑

j
(fj − Gj θ̂j)‖22 ≤ 2σ√

n

(
∑

j

cj√
δ2

+ μmax
j

√
Egj(Xj ,wj(0))2

√
mj/δ1

)

The proof only needs slight modification by leveraging the Kolmogorov inequality
instead of the maximal sub-Gaussian inequality in Theorem 1. In both Theorem
1 and Corollary 1, the MSE 1

n‖∑
j(fj − Gj θ̂j)‖22 converges to zero with rate

1/
√

n as n → ∞. We note that the convergence rate of SNAM has the same
order as that of LASSO, but SNAM requires two probability quantities δ1, δ2
due to the non-parametric true model (3), whereas the LASSO only needs δ1.
4 When all sub-networks have the same architecture, we write M = mp where the last

hidden layer width m. More generally, suppose the j-th sub-network has last hidde
layer width mj , then M =

∑
j mj .
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4.2 Exact Support Recovery

There has been a long line of research on the support recovery, particularly on the
parametric models such as the LASSO [12,38,40], where the support is defined
on the parameters, e.g. supp(β̂) = {j : β̂j �= 0}, supp(β) = {j : βj �= 0}, and the
regularization is also defined on the parameters via λ‖β̂‖1. For non-parametric
models like SPAM, the support is instead defined on the functions

S = supp(f) = {j : fj �= 0},

and the regularization is on the output function {hj}. In contrast, our SNAM
sets the sparse regularization on the parameters {θj}, similar to LASSO. This
explicit regularization allows us to borrow from the rich results of traditional
support recovery for the LASSO and extend them to SNAM.

First, we assume that an insignificant feature (j �∈ S) is small when regressing
on the true features.

Assumption 3 (Mutual incoherence). For some γ > 0, we have
∥∥∥

(
G�

S GS

)−1
G�

S Gj

∥∥∥
2

≤ 1 − γ, for j /∈ S (11)

where GS is the concatenation of Gj for all j ∈ S.

Next, we assume the regularization is not too large to omit significant fea-
tures.

Assumption 4 (Maximum regularization). The Group LASSO penalty
coefficient λ in (9) is small enough so that the following solution is dense

θ̃S := argminθS

1
2
‖y −

∑
j∈S

Gjθj‖22 + λ
∑

j∈S
‖θj‖2 (12)

We define the support of any prediction function h(·; θ̂) in two equivalent ways:
one on the function and the other on the parameters,

supp(h) ≡ {j : hj �= 0} ≡ {j : ‖θ̂j‖2 �= 0}.

We prove in the appendix that, with proper Group LASSO regularization, the
SNAM recovers the true supp(f) exactly.

Theorem 2. Under Assumption 2, Assumption 3 and Assumption 4, then

λ > maxj �∈S ‖G�
j ‖∞‖y‖∞/γ

guarantees that the SNAM solution θ̂ in (9) has the exact support recovery, i.e.
supp(h) = supp(f).

5 Asymptotic Analysis of SNAM

In this section, we study the asymptotic consistency of SNAM and hence indicate
its good generalization behavior. Our results build on top of the asymptotic zero
loss between the ground truth and the prediction on training data, given by the
slow rate in Theorem 1. The proofs can be found in the appendix.
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5.1 Consistency

We show in Theorem 3 that the SNAM hn, when trained on n samples, converges
to the unknown true model f in a probability measure. In other words, large
amount of data promises that SNAM as a whole function can learn the truth.

Theorem 3. Under the assumptions in Theorem 1, we have the convergence in
probability measure:

limn→∞ ρ({x ∈ X : |f(x) − hn(x)| ≥ ε}) = 0

for arbitrarily small ε > 0. Here ρ is the probability measure of X , the joint
distribution of data X. In words, the prediction hn converges to the truth f .

5.2 Effect Identifiability

Another more difficult challenge in the generalized additive models is the iden-
tifiability of individual effects, in the sense that we want to have hj → fj for
all j ∈ [p]. Notice that since the identifiability is a stronger property than the
consistency, we need to assume more about the feature distribution Xj . We show
that SNAM is capable of identifying the effects in Theorem 4.

Theorem 4 (Effect Identifiability). Assuming hn → f in probability mea-
sure of X as n → ∞, if Xj is independent of X−j, then limn→∞ hn,j(x) converges
to fj(x) in probability up to a constant.

6 Experiments

In this section, we conduct multiple experiments on both synthetic and real
datasets. we emphasize that here SNAM is not RF SNAM, i.e. we train all
parameters in sub-networks. All experiments are conducted with one Tesla P100
GPU. We use MSE loss for regression, cross-entropy (CE) loss for classification,
and wall-clock time for all tasks. Furthermore, we compare SNAM to other
possibly sparse interpretable methods: NAM, �1 linear support vector machine
(SVM), LASSO and SPAM [31]. Experiment details such as data pre-processing,
model architecture and hyperparamters are listed in the appendix5.

6.1 Synthetic Datasets

To validate our statistical analysis on SNAM, i.e. the feature selection (or support
recovery), the estimation consistency and the effect identifiability, we experiment
on synthetic datasets. We emphasize that it is necessary to work with synthetic
data instead of real-world ones, since we need access to the truth fj .

5 Code is available at https://github.com/ShiyunXu/SNAM.git.

https://github.com/ShiyunXu/SNAM.git
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Data Generation. We generate a data matrix X ∈ R
3000×24 and denote the

j-th column of X as Xj . y is generated by the following additive model, for
regression and binary classification, respectively:

P(y = 1) = sigmoid(f1(X1) + · · · + f24(X24)).

where all fj are zero functions except

f1(x) = 2x2 tanhx, f2(x) = sin x cos x + x2

f3(x) = 20/(1 + e−5 sinx), f4(x) = 20 sin3 2x − 6 cos x + x2

Performance Measures. Denote the output of each sub-network as f̂j . To
illustrate the performance on the support recovery, we use precision and recall
to compare f̂j and truth fj . In particular, we use �2 norm of a sub-network’s
weights to indicate whether f̂j = 0.

We now introduce the identification error (iden. error),

min
cj∈R

‖f̂j(Xj) − fj(Xj) − cj‖22/n = ‖f̂j(Xj) − fj(Xj) − ĉj‖22/n

in which ĉj := 1
n

∑n
i=1(f̂j(Xij) − fj(Xij)). Notice that Corollary 4 claims the

convergence up to a constant ĉj .

Table 2. Performance of sparse inter-
pretable methods on synthetic regres-
sion.

�1 SVM LASSO SPAM SNAM

MSE loss 140.7 139.7 25.75 10.61

Precision 0.17 1.00 0.17 1.00

Recall 1.00 1.00 1.00 1.00

Iden. error 5.90 6.09 3.07 0.69

Time (sec) 0.005 0.007 152.1 48.52

#. Feature 24 4 4 4

#. Param 24 4 – 127201

Table 3. Performance of sparse inter-
pretable methods on synthetic classifica-
tion.

�1 SVM LASSO SPAM SNAM

CE loss 0.27 0.26 – 0.15

Test accuracy 73.2 74.2 – 94.1

Precision 0.57 0.67 – 1.00

Recall 1.00 1.00 – 1.00

Time (sec) 0.005 0.019 – 10.10

#. Feature 13 6 – 4

#. Param 13 6 – 128402

Fig. 2. Individual effect learned by
SNAM on synthetic regression. Blue dots
are prediction f̂j(Xj) and orange dots
are truth fj(Xj), with j = 1, · · · , 6.
(Color figure online)
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Results. In Table 2, for regression task, SNAM domintes existing sparse inter-
pretable methods in all measures. Especially, SNAM (which includes LASSO as
a sub-case) is the only method that achieves exact support recovery, obtaining
perfect precision and recall scores. When facing complicated target functions,
SNAM, as a non-linear model, significantly outperforms linear models like linear
SVM and LASSO, in terms of test loss and identification error. In contrast to
SPAM, another non-linear model that achieves low loss, SNAM outperforms in
both loss and efficiency, with a 3 times speed-up.

We further visualize the effects learned by SNAM in Fig. 2, demonstrating
the strong approximation offered by the neural networks, and leave those learned
by other interpretable methods in the appendix.

Similarly in Table 3, for classification task, SNAM again significantly outper-
forms existing sparse interpretable methods: roughly 20% higher accuracy and
33% higher precision. Here LASSO means �1 regularized logistic regression and
SPAM cannot perform the classification in original text [31].

6.2 California Housing Regression

Table 4. Performance of interpretable
methods on California Housing
dataset.

�1 SVM LASSO NAM SNAM

MSE loss 0.654 0.712 0.451 0.567
MAE loss 0.594 0.654 0.479 0.526

R2 score 0.501 0.457 0.696 0.645
Time (sec) 1.37 0.01 343 340
#. Feature 6 2 8 7
#. Param 6 2 42401 37101

California Housing [28] is a dataset for
studying the effect of community char-
acteristics on housing prices in Califor-
nia districts from 1990 U.S. census. The
task is to predict the median housing price
based on 20640 examples and 8 features.

In [1], a well-trained NAM deems
the median income, latitude and longi-
tude as the most significant features for
an accurate prediction. Reassuringly, our
SNAM concurs with the their conclusion
by selecting the same features (see appendix). Although the conclusion is the
same, we highlight a key difference between the approaches: while the authors in
[1] base their conclusion on the ad-hoc visual examination of the shape function
f̂j , our approach is based on a hypothesis testing: θj = 0 v.s. θj �= 0 where
θj is all parameters in a sub-network. We recognize a small decrease in the
loss as the cost of feature selection, when compared to NAM, but SNAM can
save 12.5% in the number of parameters (or memory). Additionally, SNAM still
outperforms other sparse interpretable methods. In fact, although SNAM takes
longer to achieve its optimal performance in Table 4, it only takes about 14 s to
outperform the optimal LASSO and SVM.
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6.3 COMPAS Classification

Table 5. Performance of interpretable
methods on COMPAS dataset.

�1 SVM LASSO NAM SNAM

CE loss 0.486 0.484 0.503 0.504

Test accuracy 75.3 75.4 75.3 75.6

AUC score 0.744 0.743 0.714 0.745

Time (sec) 0.106 0.175 27.5 27.4

#. Feature 13 12 13 5

#. Param 13 12 69552 26750

Fig. 3. Variation of effects learned by
SNAM on COMPAS dataset.

COMPAS is a widely used commer-
cial tool to predict the recidivism risk
based on defendants’ features and it
is known for its racial bias against the
black defendants. It has 6172 exam-
ples and 13 features6. The ProPub-
lica released the recidivism dataset
[3], that includes the characteristics
of defendants in Broward County,
Florida, and the predictions on reof-
fending by the COMPAS algorithm.

In Table 5, we notice that all
interpretable methods perform sim-
ilarly, and SNAM has the highest
AUC score between label and pre-
diction, even though it only contains
54% of NAM’s parameters. A closer
look at Fig. 3 describes the relations
between features and the variation
of effect, which is gap between the
minimum recidivism risk and the
maximum one among all individual
samples for a particular feature, i.e.
maxi f̂j(Xij) − mini f̂j(Xij). If the
variation of an effect is large, then
SNAM indicates the feature is significant. Indeed, the top 5 features selected by
SNAM are prior counts, ages, two year recidivism and whether the defendant is
African American. The last feature clearly demonstrates SNAM’s explanability
of the COMPAS algorithm’s racial bias. In short, the features selected by SNAM
are consistent with NAM’s selection based on shape functions (see more figures
in appendix).

6.4 Super-Conductivity Regression

We further experiment on the super-conductivity dataset from UCI repository,
aiming to predict the critical temperature of super-conductors based on physi-
cal quantities (e.g. atomic radius, mass, density...) and chemical formulae. We
highlight that the Super-conductivity is a high-dimensional dataset with 21263
samples and 131 features7, whereas all datasets in [1] have at most 30 features.

6 The data preprocessing follows https://github.com/propublica/compas-analysis.
7 The original dataset has 168 features. We remove the column material and all

columns with variance less than 5%.

https://github.com/propublica/compas-analysis
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Table 6. Performance of interpretable methods on super-conductivity dataset.

�1 SVM LASSO NAM SNAM

MSE loss 410.0 311.7 274.1 280.3

MAE loss 15.47 13.43 11.56 12.09

R2 score loss 0.654 0.731 0.787 0.775

Time (sec) 5.00 1.87 682 688

#. Feature 100 50 131 72

#. Param 100 50 6289 3457

We note that SNAM obtains similar performance as NAM and LASSO.
In addition, the sparsity in SNAM saves 45% number of parameters. In fact,
given that NAM gives the best performance, a practitioner can always choose
small penalty in SNAM in order to trade model efficiency for better performance
(Table 6).

7 Discussion

In this work, we propose the sparse neural additive model (SNAM) which applies
a specific Group LASSO regularization explicitly to NAM. On one hand, SNAM
is an interpretable deep learning model where the effect of each feature on the
output can be extracted. On the other hand, the Group LASSO regulariza-
tion empowers the network to select informative features, in the same way that
LASSO empowers the linear model. We develop theoretical analysis of the opti-
mization, the slow rate, the support recovery, the consistency of prediction, and
the effect identifiability. Additionally, our experiments demonstrate the advan-
tage of SNAM in memory and training efficiency, especially over non-regularized
NAM and existing regularized interpretable methods. However, the superiority
in performance usually comes at the price of longer training time than simpler
methods like LASSO.

For future directions, one may further extend SNAM’s theory to the fast con-
vergence rate [39] in sample size, or to the jointly trained SNAM in terms of time.
We believe the theoretical analysis and empirical evaluation can be explored for
a whole family of interesting SNAMs. For example, while SNAM with Group
LASSO penalty contains LASSO as sub-case, we can view SNAM with Group
SLOPE [9] penalty as extension of SLOPE [6]. Other possible extensions of elas-
tic net [47], adaptive LASSO [46], K-level SLOPE [10,44] are also possible with
SNAM (see appendix for examples).
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Ethical Statement. High-stake applications like healthcare, criminal records empow-

ered by deep learning raise people’s concern about algorithms’ liability, fairness, and

interpretability. Our method can help build a fair, trustworthy and explainable commu-

nity by seeking the reason behind machine learning predictions. Sometimes, the system

may predict upon discrimination without realizing it (such as the COMPAS algorithm).

Examining into each feature’s contribution to the outcome provides a possibility of

avoid learning with bias. Our method is useful especially in high dimensional datasets,

such as some medical tabular records. Hence, our paper has an important impact on

ethical machine learning. Yet, we emphasize that interpretable machine learning does

not automatically guarantee its trustworthiness: it can still make mistakes and bias

towards certain group, even though it can explain why it does so.
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Abstract. This paper proposes a new framework for learning a rule
ensemble model that is both accurate and interpretable. A rule ensemble is
an interpretable model based on the linear combination of weighted rules.
In practice, we often face the trade-off between the accuracy and inter-
pretability of rule ensembles. That is, a rule ensemble needs to include a
sufficiently large number of weighted rules to maintain its accuracy, which
harms its interpretability for human users. To avoid this trade-off and learn
an interpretable rule ensemble without degrading accuracy, we introduce a
new concept of interpretability, named local interpretability, which is eval-
uated by the total number of rules necessary to express individual predic-
tions made by the model, rather than to express the model itself. Then, we
propose a regularizer that promotes local interpretability and develop an
efficient algorithm for learning a rule ensemble with the proposed regular-
izer by coordinate descent with local search. Experimental results demon-
strated that our method learns rule ensembles that can explain individual
predictions with fewer rules than the existing methods, including RuleFit,
while maintaining comparable accuracy.

Keywords: Interpretability · Explainability · Rule ensemble

1 Introduction

In the applications of machine learning models to high-stake decision-making
such as loan approvals, interpretability has been recognized as an important ele-
ment [27,36,37]. One of the well-known interpretable models is a rule model,
including decision trees [16], rule lists [2], and rule sets [23]. Because rule models
are expressed using logical rules that are easy to understand, they can explain
how they make predictions in an interpretable manner by themselves. Such expla-
nation helps human users ensure transparency for their critical decision-making,
as well as discover new knowledge from data [12]. In this study, we focus on a
rule ensemble [15,42], which is a rule model based on the linear combination of
weighted rules. For a given input, a rule ensemble makes a prediction depending
on the sum of the weights corresponding to the rules that the input satisfies.

One of the main obstacles to learning rule ensembles is the trade-off between
accuracy and interpretability. While the interpretability of rule models has sev-
eral definitions depending on their forms and applications [9,24], a common
criterion for evaluating the interpretability of a model is the total number of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 360–377, 2023.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43418-1_22&domain=pdf
https://doi.org/10.1007/978-3-031-43418-1_22


Learning Locally Interpretable Rule Ensemble 361

rules required to express the model [12,22]. Due to the cognitive limitations
of human users, a model should consist of as few rules as possible, even if the
model belongs to the class of inherently interpretable models [23,36]. In prac-
tice, however, a rule ensemble requires a sufficiently large number of weighted
rules to maintain generalization performance [30]. Therefore, we often need to
compromise interpretability to maintain accuracy when learning rule ensembles.

In general, a major approach to addressing the accuracy-interpretability
trade-off is to make each individual prediction, rather than a model itself, inter-
pretable. For example, if we need to validate an undesired prediction result (e.g.,
high risk of default) made by a model, it is often sufficient to explain a reason
why the model outputs the prediction in an interpretable way, even if the model
consists of too many rules to interpret [6]. To extract an explanation for each
individual prediction from a learned model, several model-agnostic methods,
such as LIME and SHAP, have been proposed [26,32]. However, because most of
these methods construct explanations by locally approximating a model, recent
studies have pointed out the risk that their explanations are inconsistent with
the actual behavior of the model [17,36,45]. To avoid this risk and provide faith-
ful explanations, we need to explain each individual prediction with the rules
that the model actually uses to make the prediction, without approximation.

In this paper, we propose locally interpretable rule ensemble (LIRE), a new
framework for learning accurate and interpretable rule ensembles. While a num-
ber of weighted rules are required to maintain the accuracy of a rule ensemble
model, not all of them are required to make each individual prediction by the
model. More precisely, only the weighted rules that a given input satisfies are
required to express its prediction, and the other rules are not by the definition
of rule ensembles. This fact suggests a chance to learn a rule ensemble with a
sufficient number of weighted rules to maintain accuracy but that can express
individual predictions using a few weighted rules [36]. Motivated by this fact, we
aim to learn a rule ensemble that can explain individual predictions with as few
weighted rules as possible, which we refer to as local interpretability. To this end,
we introduce a regularizer that promotes local interpretability, and propose an
efficient algorithm for learning a rule ensemble with the proposed regularizer.

Our Contributions. Our contributions are summarized as follows:

– We introduce a new concept for evaluating the interpretability of rule ensem-
bles. Our concept, named local interpretability, is evaluated by the total num-
ber of weighted rules that are necessary to express each individual prediction
locally, rather than to express the entire model globally.

– We propose a regularizer that promotes the local interpretability of a rule
ensemble, and formulate a task of learning a locally interpretable rule ensem-
ble (LIRE) classifier. Then, we propose an efficient algorithm for learning a
LIRE classifier by coordinate descent with local search.

– We conducted experiments on real datasets to evaluate the efficacy of LIRE.
We confirmed that our method can learn rule ensembles that are more locally
interpretable than the existing methods such as RuleFit [15], while maintain-
ing accuracy and entire interpretability comparable to them.
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Table 1. Examples of an input vector x and rule ensemble classifiers on the Adult
dataset. The classifiers predict an input as “Income < $50K” if the sum of the weights
of the satisfied rules is greater than their intercept. In (b) and (c), rules that the input
x satisfies are highlighted in boldface.

(a) Input vector x with the label “Income < $50K”

Feature Value

Age 39

fnlwgt 120985

Education-Num 9

Capital-Gain 0

Capital-Loss 0

House-per-week 40

Workclass Private

Education HS-grad

Marital-Status Divorced

Occupation Other-service

Relationship Own-child

Race White

Sex Male

Country United-States

(b) RuleFit [15] (intercept: 0.0, test accuracy: 83.0%)

Rule Weight

Education-Num ≤ 12 & Capital-Gain ≤ 5119 1.006

Marital-Status �= Married-civ-spouse & Education �= Prof-school 0.644

Capital-Loss ≤ 1820 & Marital-Status �= Married-civ-spouse 0.411

Marital-Status �= Married-civ-spouse & Hours-per-week ≤ 44 0.312

Age > 31 & Sex = Male −0.191

Marital-Status �= Married-civ-spouse & Education �= Masters 0.050

Marital-Status = Married-civ-spouse & Education �= HS-grad −0.027

Hours-per-week > 43 & Marital-Status �= Never-married −0.014

(c) LIRE (ours, intercept: −1.637, test accuracy: 84.2%)

Rule Weight

Capital-Gain > 5119 −1.536

Relationship = Own-child & Hours-per-week ≤ 49 1.255

Capital-Loss > 1820 & Capital-Loss ≤ 1978 −1.245

Marital-Status = Married-civ-spouse −1.192

Hours-per-week ≤ 43 & Occupation = Other-service 0.906

Education-Num > 12 −0.801

Relationship �= Own-child & Capital-Gain > 5095 −0.661
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Table 1 presents a demonstration of our framework on the Adult dataset [21].
While Table 1a shows an example of an input vector x, Tables 1b and 1c present
examples of rule ensemble classifiers leaned by RuleFit [15] and our LIRE. In
Tables 1b and 1c, we denote the weighted rules that the input x satisfies in
boldface, and the average total number of them was 3.8 for RuleFit and 1.1 for
LIRE, respectively. Table 1 demonstrates that our LIRE (i) could make an accu-
rate prediction for x with fewer weighted rules than RuleFit, and (ii) achieved
the test accuracy comparable to RuleFit. These results suggest that our method
can learn a locally interpretable rule ensemble without degrading accuracy.

Notation. For a positive integer n ∈ N, we write [n] := {1, . . . , n}. For a
proposition ψ, I [ψ] denotes the indicator of ψ; that is, I [ψ] = 1 if ψ is true, and
I [ψ] = 0 if ψ is false. Throughout this paper, we consider a binary classification
problem as a prediction task. Note that our framework introduced later can also
be applied to regression problems. We denote input and output domains X ⊆ R

D

and Y = {−1,+1}, respectively. Let a tuple (x, y) of an input vector x ∈ X and
output label y ∈ Y be an example, and the set S = {(xn, yn)}N

n=1 be a sample
with N examples. We call a function h : X → Y a classifier. Let l : Y ×R → R≥0

be a loss function, such as the logistic loss, hinge loss, or exponential loss [28].

2 Rule Ensemble

A rule ensemble is a model consisting of a set of rules and their corresponding
weights [15]. Each rule is expressed as a form of a conjunction of features (e.g.,
“Age > 31 & Sex = Male” as shown in Table 1), and has a corresponding weight
value. Given an input x ∈ X , a rule ensemble makes a prediction depending on
the linear combination of the weighted rules that the input satisfies. For binary
classification, a rule ensemble classifier hα : X → Y is defined as

hα (x) := sgn
(∑M

m=1
αm · rm(x)

)
,

where rm : X → {0, 1} is a rule, αm ∈ R is a weight corresponding to rm, and
M ∈ N is the total number of rules. We denote the decision function fα : X → R

of hα by fα (x) :=
∑M

m=1 αm · rm(x), i.e., hα (x) = sgn (fα (x)).
To learn a rule ensemble hα from a given sample S, we first need to obtain a

set of rules R = {r1, . . . , rM} from S. However, it is computationally difficult to
enumerate all the candidate rules on X ⊆ R

D because their size grows exponen-
tially with D [19,29,42]. To avoid enumerating all of them, we need to efficiently
generate a subset of candidate rules that can improve the accuracy of hα .

Another challenge is to learn a sparse weight vector α = (α1, . . . , αM ) ∈ R
M .

By definition, a rule rm with αm = 0 does not contribute to the predictions of
a rule ensemble hα . While reducing the total number of the rules rm with non-
zero weights is essential to ensure the interpretability of hα , it often harms the
generalization performance of hα [30]. Therefore, we need to find a weight vector
α that is as sparse as possible while maintaining the accuracy of hα .
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Fig. 1. Examples of a decision tree and its decomposed rules R = {r1, r2, r3, r4}.

2.1 RuleFit

A popular practical framework for learning rule ensembles is RuleFit proposed
by Friedman and Popescu [15]. RuleFit consists of two steps; it first extracts
a set of candidate rules R from a learned ensemble of decision trees, and then
optimizes a sparse weight vector α through the �1-regularization.

Rule Extraction. Given a sample S, RuleFit first learns a tree ensemble model,
such as random forests [5] and gradient boosting decision trees [20], on S. It then
decomposes each decision tree of the ensemble into a set of rules and collects the
decomposed rules over the entire ensemble as R. Because there exist several fast
algorithms for learning tree ensemble models, we can efficiently obtain a set of
rules R that can improve the accuracy of a rule ensemble hα on S.

Figure 1 shows an example of a decision tree and its decomposed rules. By
collecting the branching conditions on the path between the root and each node
of the decision tree in Fig. 1a, we can obtain the set of rules shown in Fig. 1b. For
example, we can obtain the rule r3 from the node t3 by combining the conditions
x1 > 31 and x2 = 1 on the path between the root t0 and t3.

Weight Optimization. For a set of extracted rules R = {r1, . . . , rM}, we optimize
a weight vector α ∈ R

M on the sample S. Because the size of the extracted rules
M grows in proportion to the total number of leaves in the tree ensemble, we need
to keep α as sparse as possible to avoid overfitting and ensure interpretability.
To learn a sparse weight vector α, RuleFit uses the �1-regularization (i.e., the
Lasso penalty [39]). Specifically, RuleFit solves the following learning problem.

Problem 1 (RuleFit). For a given sample S = {(xn, yn)}N
n=1, set of M rules

R = {r1, . . . , rM}, and trade-off parameter γ ≥ 0, find an optimal solution
α∗ ∈ R

M to the following problem:

α∗ = arg minα∈RM L(α | S) + γ · Ω1(α),

where L(α | S) := 1
N

∑N
n=1 l(yn, fα (xn)) is the empirical risk on S, and

Ω1(α) := ‖α‖1 is the �1-regularization term that promotes the sparsity of α.

Note that we can efficiently solve Problem 1 using the existing algorithms
for learning generalized additive models with the �1-regularization when the loss
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function l is convex [14]. A common choice of the loss function l for a binary
classification task is the logistic loss l(y, fα (x)) = log(1 + e−y·fα (x)) [40,42].

3 Problem Formulation

This section presents our proposed framework, named Locally Interpretable Rule
Ensemble (LIRE). We introduce local interpretability, a new concept of inter-
pretability for rule ensembles that is evaluated by the total number of rules
required to express individual predictions, rather than the model itself. Then,
we propose a regularizer that promotes local interpretability, and formulate the
task of learning a rule ensemble with our local interpretability regularizer.

3.1 Local Interpretability of Rule Ensemble

In general, the interpretability of a rule ensemble hα is evaluated by the total
number of rules with non-zero weights [15,42]. Let supp(α) := {m ∈ [M ] | αm �=
0} be the set of rules with non-zero weights, which we call the support of hα .
By definition, a rule ensemble classifier hα can be expressed using only weighted
rules in the support, i.e., hα (x) = sgn(

∑
m∈supp(α) αm · rm(x)). To ensure inter-

pretability, the existing methods reduce the support size | supp(α)| by the �1-
regularization [39]. In practice, however, since there is a trade-off between the
support size of a rule ensemble and its generalization performance, we often need
to compromise interpretability to maintain accuracy [30].

On the other hand, not all of the rules with non-zero weights are used for
making the individual prediction hα (x) of each input x ∈ X . This is because a
rule rm with αm �= 0 but rm(x) = 0 does not contribute to the prediction result
hα (x) by the definition of rule ensembles. It suggests that we only need the rules
rm with αm �= 0 and rm(x) = 1 to express the individual prediction hα (x) for
a given input x. In some practical situations (e.g., loan approvals and medical
diagnoses), even if a model itself is too complex to interpret, it is often sufficient
to explain its individual predictions in an interpretable manner [6,36,44].

Motivated by the above facts, we introduce a new concept of interpretability
for a rule ensemble model from the perspective of its individual predictions
rather than the model itself. We focus on learning a rule ensemble that can
express individual predictions using a few rules with non-zero weights, which we
call local interpretability. To evaluate the local interpretability of a rule ensemble
hα , we define the local support of hα for an input x by

lsupp(α | x) := {m ∈ [M ] | αm �= 0 ∧ rm(x) = 1}.

By definition, the prediction hα (x) for x can be expressed using only weighted
rules in the local support, i.e., hα (x) = sgn(

∑
m∈lsupp(α |x) αm). To ensure local

interpretability, we aim to reduce the local support size | lsupp(α | x)| for each
x in a given sample S as much as possible.

To promote the local interpretability of a rule ensemble hα , we propose a
local interpretability regularizer. By definition, | lsupp(α | x)| ≤ | supp(α)| holds
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for any x ∈ X , which implies that reducing the support size | supp(α)| leads to a
decrease in the upper bound on the local support size | lsupp(α | x)|. However, we
need to avoid achieving local interpretability by reducing the support size since
it may harm the accuracy of hα . To control the local support size separately
from the support size, we define our local interpretability regularizer ΩL as

ΩL(α | S) :=
1
N

∑N

n=1

| lsupp(α | xn)|
| supp(α)| .

That is, we evaluate the ratio of the local support size | lsupp(α | x)| to the
support size | supp(α)| for each input x in a sample S and average them over
S. Minimizing our regularizer ΩL allows us to reduce the average local support
size | lsupp(α | x)| without directly constraining the support size | supp(α)|.

3.2 Locally Interpretable Rule Ensemble

We now formulate our problem of learning a locally interpretable rule ensemble
(LIRE) classifier. As with RuleFit [15], we assume that we have a set of rules R
by extracting them from a tree ensemble leaned on a given sample S in advance.
Then, we learn a weight vector α that minimizes the empirical risk L(α | S) =
1
N

∑N
n=1 l(yn, fα (xn)) on S with the regularizers on its interpretability.

Problem 2 (LIRE). For a given sample S = {(xn, yn)}N
n=1, set of M rules

R = {r1, . . . , rM}, and hyper-parameters γ, λ ≥ 0, find an optimal solution
α∗ ∈ R

M to the following problem:

α∗ = arg minα∈RM Gγ,λ(α | S) := L(α | S) + γ · ΩG(α) + λ · ΩL(α | S),

where ΩG(α) := | supp(α)| is the global interpretability regularizer, and ΩL(α |
S) = 1

N

∑N
n=1

| lsupp(α |xn)|
| supp(α)| is the local interpretability regularizer.

By solving Problem 2, we are expected to obtain an accurate rule ensemble
hα∗ whose local support size | lsupp(α | x)| is small on average. We can control
the strength of the global and local interpretability regularizers by tuning the
parameters γ and λ. Note that our global interpretability regularizer ΩG(α) is
equivalent to the �0-regularization term ‖α‖0, and the �1-regularization term
‖α‖1 used in RuleFit can be regarded as a convex relaxation of ‖α‖0 [39]. We
employ ΩG(α) to penalize the support size of α more directly than the �1-
regularization without degrading the generalization performance of hα [8,25].

4 Optimization

In this section, we propose a learning algorithm for a LIRE classifier. Because our
local interpretability regularizer ΩL is neither differentiable nor convex due to
its combinatorial nature, efficiently finding an exact optimal solution to Problem
2 is computationally challenging, even if the loss function l and the global inter-
pretability regularizer ΩG are differentiable and convex. To avoid this difficulty,
we propose to extend the existing fast algorithms for learning �0-regularized
generalized additive classifiers [8,25] to our learning problem.
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Algorithm 1. Coordinate descent algorithm with local search for learning LIRE.
Require: a sample S, a set of rules R = {r1, . . . , rM} extracted from a tree ensemble

learned on S in advance, trade-off parameters γ, λ ≥ 0, an initial weight vector
α(0) ∈ R

M , and a maximum number of iterations I ∈ N (e.g., I = 5000).
Ensure: a weight vector α(i).
1: for i = 1, 2, . . . , I do
2: α(i) ← α(i−1);
3: for m ∈ supp(α(i)) do

4: α
(i)
m ← arg minαm∈R Gγ,λ(α

(i)
−m + αm · em | S); � α

(i)
−m := α(i) − α

(i)
m · em

5: if α
(i)
m = 0 then

6: break; � Delete m
7: end if
8: for m′ ∈ [M ] \ supp(α(i)) do

9: α∗
m′ ← arg minαm′ ∈R Gγ,λ(α

(i)
−m + αm′ · em′ | S);

10: if Gγ,λ(α
(i)
−m + α∗

m′ · em′ | S) < Gγ,λ(α(i) | S) then

11: α(i) ← α(i) − α
(i)
m · em + α∗

m′ · em′ ; � Delete m and insert m′

12: break;
13: end if
14: end for
15: if α

(i)
m = 0 then

16: break;
17: end if
18: end for
19: if α(i) = α(i−1) then
20: break;
21: else
22: while not convergence do � Minimize Gγ,λ with γ = λ = 0
23: for m ∈ supp(α(i)) do

24: α
(i)
m ← arg minαm∈R L(α

(i)
−m + αm · em | S);

25: end for
26: end while
27: end if
28: end for

4.1 Learning Algorithm

Algorithm 1 presents an algorithm for solving Problem 2. Our algorithm is based
on a coordinate descent algorithm with local search proposed by Liu et al. [8,25].
Given an initial weight vector α(0), which can be efficiently obtained in practice
by solving Problem 1, we iteratively update it until the update converges or the
number of iterations reaches a given maximum number I ∈ N. Each iteration
i ∈ [I] consists of the following steps to update the current weight vector α(i):

Step 1. For each rule m ∈ supp(α(i)) in the current support, we update its
weight α

(i)
m so that our learning objective function Gγ,λ is minimized with

respect to the coordinate αm (line 4). If the weight α
(i)
m is updated to 0, then

we delete m from the support and go to Step 3.
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Step 2. For each rule m ∈ supp(α(i)), we attempt to replace m with another
rule m′ ∈ [M ] \ supp(α(i)) outside the support (line 9). For efficiency, when
we find a rule m′ that improves the objective value, we immediately delete
m by setting its weight to 0 and add m′ to the support with a weight α∗

m′ .
Step 3. If the support of α(i) is changed from that of α(i−1), we optimize the

weight of each rule in supp(α(i)) so that the empirical risk L is minimized
(line 24), and go to the next iteration i + 1.

4.2 Analytical Solution to Coordinate Update

In lines 4, 9, and 24 of Algorithm 1, we need to update the weight of each rule m
so that our learning objective Gγ,λ is minimized with respect to the coordinate
αm. We show that we can obtain an analytical solution to this coordinate update
problem if we employ the exponential loss l(y, fα (x)) = e−y·fα (x) as the loss
function l in Gγ,λ. As with the previous study on the �0-regularized classifier [25],
our idea is based on the technique of AdaBoost [13], which iteratively updates
the weight of each base learner with an analytical solution that minimizes the
exponential loss [28]. In Theorem 1, we extend the technique of AdaBoost to
obtain an analytical solution to our coordinate update problem with Gγ,λ.

Theorem 1. For a weight vector α ∈ R
M and a rule m ∈ [M ] with αm = 0,

we consider the coordinate update problem that is formulated as follows:

α∗
m = arg min

α′
m∈R

Gγ,λ(α + α′
m · em | S),

where em = (em,1, . . . , em,M ) ∈ {0, 1}M is a vector with em,m = 1 and em,m′ = 0
for all m′ ∈ [M ] \ {m}. If the loss function l in the objective function Gγ,λ is
the exponential loss l(y, fα (x)) = e−y·fα (x), then we have

α∗
m =

{
0 if ε−

m ∈ [ 12 − Bm, 1
2 + Bm],

1
2 ln 1−ε−

m

ε−
m

otherwise,

where ε−
m =

1
N

∑
n∈[N]:yn·rm(x n)=−1 l(yn,fα(xn))

εm
, εm = 1

N

∑
n∈[N ]:rm(xn)=1 l(yn, fα

(xn)), Bm =
√

Cm·(2·εm−Cm)

2·εm
, Cm = γ + λ · pm−ΩL(α |S)

1+| supp(α)| , and pm = 1
N

∑N
n=1

rm(xn).

Theorem 1 implies that a rule m outside the current support does not improve
the objective value if ε−

m ∈ [ 12 −Bm, 1
2 +Bm]; otherwise, we can update its weight

as α∗
m = 1

2 ln 1−ε−
m

ε−
m

. By Theorem 1, we can solve the coordinate update problem
in Algorithm 1 analytically. Our proof of Theorem 1 is shown in Appendix [18].

In our experiments, we employed the exponential loss as l for learning LIRE
classifiers. In addition to the existence of an analytical solution, another advan-
tage of the exponential loss is that we can efficiently compute the objective value
of the updated weight vector α + α∗

m · em by simple mathematical operations.
This is mainly because we can update the empirical risk L in our learning objec-
tive Gγ,λ by multiplying each loss term l(yn, fα (xn)) by e−yn·α∗

m·rm(xn) if l is
the exponential loss [28]. Note that the exponential loss is known to perform
well similar to the other popular loss functions, such as the logistic loss [25].
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Fig. 2. Experimental results on the accuracy-interpretability trade-off analysis.

5 Experiments

To investigate the performance of our LIRE, we conducted numerical experi-
ments on real datasets. All the code was implemented in Python 3.7 with scikit-
learn 1.0.2 and is available at https://github.com/kelicht/lire. All the experi-
ments were conducted on Ubuntu 20.04 with Intel Xeon E-2274G 4.0 GHz CPU
and 32 GB memory.

Our experimental evaluation answers the following questions: (1) How is the
trade-off between the accuracy and interpretability of LIRE compared to Rule-
Fit? (2) How does our local interpretability regularizer affect the accuracy and
interpretability of rule ensembles? (3) How is the performance of LIRE com-
pared to the baselines on the benchmark datasets? Owing to page limitations,
the complete settings and results (e.g., dataset details, hyper-parameter tuning,
other accuracy criteria, and statistical tests) are shown in Appendix [18].

5.1 Accuracy-Interpretability Trade-Off

First, we examine the trade-off between the accuracy and interpretability of
our LIRE compared to RuleFit. We used the Adult dataset (N = 32561,D =
108) [21] and conducted 10-fold cross-validation (CV). In each fold, we trained
a random forest (RF) with 100 decision trees and obtained M = 1220.3 rules on
average as R. For interpretability, each decision tree is trained with a maximum
depth of 3; that is, the length of each rule is less than or equal to 3. Then,
we trained rule ensembles by RuleFit and our LIRE and measured their test
accuracy, support size (#Support), and average local support size on the test
set (#LocalSupport). To obtain models with different support sizes, we trained
multiple models by varying the hyper-parameter γ. For LIRE, we set λ = 1.0.

Figure 2 shows the results, where the left (resp. right) figure presents the scat-
ter plot between the test accuracy and support size (resp. local support size).
From Fig. 2, we can see that LIRE (1) attained a similar trade-off between accu-
racy and support size to RuleFit, and (2) achieved lower local support size than
RuleFit without degrading accuracy. These results suggest that our LIRE could
obtain more locally interpretable rule ensembles than RuleFit while maintaining
similar accuracy and support size. Thus, we have confirmed that our method
can realize local interpretability without compromising accuracy.

https://github.com/kelicht/lire
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Fig. 3. Experimental results on the sensitivity of the trade-off parameter λ.

5.2 Effect of Local Interpretability Regularizer

Next, we analyze the effect of our local interpretability regularizer ΩL on rule
ensembles by varying the hyper-parameter λ. As in the previous experiment, we
used the Adult dataset and conducted 10-fold CV. We trained rule ensembles by
varying λ, and measured their average accuracy, support size, and local support
size. To control the support size, we set γ to three different values.

Figure 3 shows the average accuracy, support size, and local support size for
each λ. For γ ∈ {0.0005, 0.001}, we could reduce the local support size without
significantly degrading accuracy by increasing λ, which indicates that we could
obtain accurate and locally interpretable rule ensembles. Furthermore, we can
see that the support size also decreased for large λ while maintaining accuracy.
In contrast, for γ = 0.005, the average accuracy decreased when λ > 1.0. This
result suggests that our local interpretability regularizer ΩL may harm accuracy
when γ is large, i.e., the support size is small. Thus, to maintain accuracy with
ΩL, we need to keep the support size larger to some extent by setting γ to be
smaller. These observations give us insight into the choice of λ and γ in practice.

5.3 Performance Comparison

Finally, we evaluate the performance of our LIRE on benchmark datasets in
comparison with the existing methods. We used five datasets: three datasets
are Adult, Bank, and Heart from the UCI repository [21], and two datasets are
FICO [11] and COMPAS [3]. In addition to RuleFit, we compared LIRE with
the generalized linear rule models (GLRM) [42], another existing method for
learning rule ensembles by column generation. We also employed three complex
models as baselines: RF [5], LightGBM [20], and KernelSVM. In each fold, we
tuned the hyper-parameters of each method through hold-out validation.

Figure 4 shows the test accuracy of each method in 10-fold CV. From Fig. 4,
we can see that LIRE achieved comparable accuracy to the other rule ensembles,
as well as complex models, regardless of the datasets. Figure 5 shows the results
on the support size, local support size, and support ratio, which is defined as
the ratio of #LocalSupport to #Support for each rule ensemble. We can see
that LIRE stably achieved lower local support sizes and support ratios than
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Fig. 4. Experimental results on the test accuracy in 10-fold cross-validation.

RuleFit and GLRM. Furthermore, LIRE also achieved lower support sizes than
RuleFit while maintaining similar accuracy, which may be caused by the effect
of our global interpretability regularizer ΩG, i.e., �0-regularization. These results
indicate that our LIRE achieved local interpretability while maintaining not only
accuracy but also support size comparable to the baselines. Therefore, we have
confirmed that we can learn more locally interpretable rule ensembles than the
baselines without degrading accuracy in the benchmark datasets.

Regarding the computational time shown in Appendix [18], LIRE was slower
than the baselines because its objective Gγ,λ includes regularizers that have com-
binatorial nature. For example, the average computation time of LIRE, RuleFit,
and GLRM on the Adult was 148.5, 9.658, and 75.93 seconds, respectively.
However, Figs. 4 and 5 indicate that LIRE achieved higher local interpretability
than the baselines without degrading accuracy within a few minutes, even for
the dataset with N > 30000 and the size of candidate rules with M > 1000.
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Fig. 5. Experimental results on the support size in 10-fold cross-validation.

6 Related Work

Globally Interpretable Models. This paper mainly relates to the communi-
ties of interpretable machine learning [37]. With the emerging trend of leverag-
ing machine learning models in various high-stakes decision-making tasks, inter-
pretable models, such as sparse linear models [8,25,40] and rule models [2,7,
16,23,43], have attracted increasing attention in recent years. Rule ensembles,
also known as generalized linear rule models, are one of the popular rule models
based on the linear combination of weighted rules [4,10,15,19,29,30,42].

In general, rule ensembles have a trade-off between their accuracy and inter-
pretability. To achieve good generalization, rule ensembles often need to include
a sufficiently large number of weighted rules [30]. However, increasing the total
number of weighted rules degrades the interpretability of a model because it
makes the entire model hard for human users to understand [9,12,24,36]. To
address this trade-off, most of the existing methods focus on achieving accuracy
with as few weighted rules as possible through �1-regularization [10,15,19,29,42].

Our contribution is to propose another approach for addressing the accuracy-
interpretability trade-off of rule ensembles. We introduced a new concept of
interpretability for a rule ensemble model, named local interpretability, focusing
on its individual predictions rather than the model itself. Our concept has a
similar spirit to the falling rule lists [41] and locally sparse neural networks [44]
that can explain individual predictions in an interpretable manner, and is help-
ful in some practical situations where we need to explain undesired predictions
for individual users, such as loan approvals and medical diagnoses [6,36,46]. We
also empirically confirmed that we could learn more locally interpretable mod-
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els than the existing methods while achieving comparable accuracy. Note that
our framework can be combined with the existing practical techniques of rule
ensembles, such as stabilization [4] and compression [30] of weighted rules.

Local Explanation Methods. Our approach is inspired by the recent methods
that extract local explanations of the individual predictions made by a learned
model. These methods provide local explanations in a post-hoc manner by locally
approximating the decision boundary of a model by the linear models [26,32]
or rule sets [33,38]. To improve the quality of local explanations, some papers
have proposed to regularize a model during its training so that we can obtain
better local explanations in terms of their local approximation fidelity [31] or
consistency with domain knowledge [34,35]. Our proposed method also regular-
izes a rule ensemble for the quality of local explanations, i.e., the total number
of weighted rules used for making each individual prediction, during its training.

While several post-hoc local explanation methods have been proposed, recent
studies pointed out the issue of their faithfulness to an underlying model [17,45].
Most of the existing methods have a risk that their explanations are inconsistent
with the actual behavior of the model because they generate explanations by
local approximation [1,36]. In contrast to them, the local explanations provided
by our method are faithful to the model since they consist of the weighted rules
included in the model actually and they are provided without approximation.

7 Conclusion

In this paper, we proposed a new framework for learning rule ensembles, named
locally interpretable rule ensemble (LIRE), that simultaneously achieves accu-
racy and interpretability. We introduced a new criterion of interpretability,
named local interpretability, as the total number of rules that are necessary
to explain individual predictions made by the model rather than to explain
the model itself. Then, we proposed a regularizer that promotes the local inter-
pretability of a rule ensemble, and developed an efficient learning algorithm with
the regularizer by coordinate descent with local search. By experiments, we con-
firmed that our method learns more locally interpretable rule ensembles than
the existing methods, such as RuleFit, while attaining comparable accuracy.

Limitations and Future Work. There are several future directions to improve
our LIRE. First, a theoretical analysis of the convergence property of Algorithm
1 is essential to developing a more efficient one [8]. We also need to analyze
the sensitivity of the heyper-parameters λ and γ in more detail to decide their
default values. Second, it is important to conduct user studies to evaluate our
local interpretability in real applications [9,22]. Finally, extending our local inter-
pretability to other rule models, such as decision trees, is interesting for future
work [46].
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Ethical Statement

Existing Assets

All datasets used in Sect. 5 are publicly available and do not contain any identi-
fiable information or offensive content. As they are accompanied by appropriate
citations in the main body, see the corresponding references for more details.
Scikit-learn 1.0.21 is publicly available under the BSD-3-Clause license. All the
scripts and datasets used in our experiments are available in our GitHub repos-
itory at https://github.com/kelicht/lire.

Potential Impacts

Positive Impacts. Our proposed method, named locally interpretable rule
ensemble (LIRE), is a new framework for learning rule ensemble models. Our
LIRE can explain its individual predictions with a few weighted logical rules, i.e.,
in a transparent manner for human users. Therefore, our LIRE helps decision-
makers to validate the prediction results made by machine learning models and
ensure the transparency of their decision results in critical tasks, such as loan
approvals, medical diagnoses, and judicial decisions [36,37].

Negative Impacts. Because our method provides explanations of its individ-
ual predictions in a transparent manner, one might use the output to extract
sensitive information from the training dataset. Note, however, that such unin-
tended use can occur not only with our method but also with other interpretable
models. One possible way to mitigate this risk is to check whether the features in
a dataset used to construct the weighted rules might reveal sensitive information
before training the model on the dataset and deploying it publicly.

Limitations

In the real applications of our LIRE, there might exist three limitations. First,
as mentioned in our experiments, the computational time of LIRE was certainly
longer than those of the baselines. To overcome this limitation, we need to ana-
lyze the convergence property of our learning algorithm and develop a more
efficient one. Second, since LIRE has two hyper-parameters, λ and γ, users need
to determine these values depending on the dataset by themselves, which may
incur additional computational costs. Finally, the effectiveness of our local inter-
pretability in real situations has not yet been verified. We plan to conduct user
studies to evaluate the usefulness of our concept for human users and analyze
how much local support size is acceptable for humans [9,22].
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Abstract. Exemplar-based explainable artificial intelligence (XAI)
aims at creating human understanding about the behaviour of an AI sys-
tem, usually a machine learning model, through examples. The advantage
of this approach is that the human creates their own explanation in their
own internal language. However, what examples should be chosen? Exist-
ing frameworks fall short in capturing all the elements that contribute to
this process. In this paper, we propose a comprehensive XAI framework
based on machine teaching. The traditional trade-off between the fidelity
and the complexity of the explanation is transformed here into a trade-
off between the complexity of the examples and the fidelity the human
achieves about the behaviour of the ML system to be explained. We anal-
yse a concept class of Boolean functions that is learned by a convolutional
neural network classifier over a dataset of images of possibly rotated and
resized letters. We assume the human learner has a strong prior (Kar-
naugh maps over Boolean functions). Our explanation procedure then
behaves like a machine teaching session optimising the trade-off between
examples and fidelity. We include an experimental evaluation and several
human studies where we analyse the capacity of teaching humans these
Boolean function by means of the explanatory examples generated by our
framework. We explore the effect of telling the essential features to the
human and the priors, and see that the identification is more successful
than by randomly sampling the examples.

1 Introduction

In the field of eXplainable AI (XAI), there are multiple ways to explain humans
how an AI system works, one of them being example-based XAI [16,21,24],
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where the XAI system aims to find examples showing how the machine learn-
ing system acts in different situations. Machine teaching is the research area of
actively selecting an optimal (e.g., minimal) set of examples so that a learner
can identify a given concept or model [27]. The goal is for the teacher to find
the smallest training set—known as the teaching or witness set—such that, a
learning algorithm, when given the teaching set as an input, produces a tar-
get concept. In this work, we propose a framework based on machine teaching
techniques where the XAI system (the teacher) provides explanatory examples
to humans (the learners). The target concept is (a part of) the black-box AI
system that needs explanation. The machine teaching algorithm must find a
small set of labelled examples that will allow the human to build their own
model of the AI system and thereby arrive at an explanation of the target con-
cept [17,19]. We demonstrate the validity of our proposal by including some
results of an experimental evaluation where we evaluate the results of teaching
a black-box model to humans. Specifically, the black box to explain is an artifi-
cial neural network learned from images generated by Boolean expressions. We
choose Boolean functions because the notions of prototype, centroid, anchors or
boundary examples are more elusive in discrete concept classes like this, but we
also use neural networks that might use some other features. We analyse the
effect of giving humans information about how the examples were chosen and
indications about the relevant features. The results show that our framework
can generate explanatory examples useful to teach humans Boolean functions,
better than sampling examples at random.

The paper is structured as follows. In Sect. 2 we review part of the literature
related to XAI and machine teaching. Section 3 describes the framework we
developed to generate explanatory witness sets. We instantiate that method for
explaining neural network classifiers of images representing Boolean concepts in
Sect. 4. Section 5 describes the experiments and human studies, and discusses
the results. Finally, Sect. 6 closes the paper with conclusions and future work.

2 Machine Teaching for XAI

Explainable AI (XAI) is an active research field aiming at explaining the decisions
of AI systems [16]. Machine learning is a key component of many AI systems, and
therefore XAI usually focuses on explaining machine learning models [7,22].

Explainable AI must usually face several trade-offs, such as the tension
between fidelity (level of coincidence between the predicted or understood
behaviour of the system and the actual behaviour of the model) and com-
prehensibility (how much effort it takes for the human to understand) [5]. In
general, making useful explanations among these tensions requires a great deal
of abstraction, additionally modelling machine behaviour [20] in a way that is
comprehensible to humans.

XAI approaches are divided into two families. In the first one, the goal is to
extract an abstract representation of the AI system to serve as an explanation to
a human. An example of this approach is extracting comprehensible rules from
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models [3]. In the second family, the goal is to use examples such that humans
can infer their explanation themselves, known as exemplar-based explanations.
An example of this approach is using anchors or partial examples [21].

Machine teaching [26] is a research field that is sometimes considered as
an inverse problem to machine learning. In machine teaching the examples are
chosen wisely by a teacher to teach a concept to the learner. Figure 1 shows
a situation where the teacher has the concept of reversing a list. The teacher
could try to explain the concept, but the languages employed by the learner
and teacher might not be the same. In this situation, as happens with humans
frequently, a few examples may be more effective. In the image, the teacher sends
a couple of input-output pairs to the learner, thinking that this would be useful
for the learner to build and identify the concept.

Fig. 1. Machine teaching example. The teacher tries to teach the concept of the reverse
of a string. The teacher selects two examples carefully and shows them to the learner:
the input string abcd being mapped into dcba, and the input string aaabbb being mapped
into bbbaaa. The learner must infer the concept from only these two examples.

Mainly, machine teaching has been used to comprehend and depict how
humans teach. An example is the analysis conducted by [12], which examines
the teaching of 1D concepts (intervals) to machines, comparing a machine teach-
ing environment with a curriculum learning environment. In both instances, the
question is whether humans provide examples at the boundaries to assist the
learner in replicating these boundaries or if they provide examples in clear areas
so that the user can interpolate, as outlined by [1].

Our focus lies in machine teaching for the purpose of explaining concepts to
humans [8]. In certain models, the teacher can interact with the learner by posing
questions (e.g., [15]). On the other hand, some methods have attempted to expand
the machine teaching framework by using examples to achieve explainable AI. A
few proposals stray from the traditional machine teaching approach and instead
utilize well-selected demonstrations in inverse reinforcement learning [9], or in the
Cooperative Inverse Reinforcement Learning (CIRL) framework [6].

Yang et al. [25] evaluated the effectiveness of example-based explanations for
AI using Bayesian Teaching, with a focus on high sensitivity and high specificity,
and we will compare our findings to theirs. Another approach to teaching for
XAI is the decomposition of the learner’s hypothesis into an attention function
and a decision function, as proposed by Chen et al. [2]. Ouyang [18] presents an
algorithm for the Bayesian inference of regular expressions using examples. The
teaching paradigm proposed is also linked to how humans communicate and how
the speaker chooses the appropriate word based on their listener.
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3 A MT Framework to Generate Explanatory Teaching
Sets

In machine teaching, the teacher T is viewed as a function from concepts to sets
of labelled examples, with T (θ) = S denoting the labelled examples S the teacher
employs to teach concept θ. Likewise, the learner L is viewed as a function from
sets of labelled examples to concepts, and we require that the concept guessed by
the learner is compatible with the given examples S, denoted L(S) |= S. Correct
teaching is achieved if L(T (θ)) = θ, i.e. the guessed concept is indeed the one
the teacher had in mind. To achieve an efficient teaching protocol we employ
simplicity β on concepts and δ on example sets (Occam’s razor), as in [23]. β
is shared by learner and teacher, and δ is used to prioritise simple witness set.
When applying this to XAI the concept θAI can be the entire AI model to be
explained or some particular substructure. To build our XAI system we employ
i) an machine learning algorithm LM modelling the human learner LH with its
simplicity prior β on guessed concepts, ii) a simplicity prior δ on example sets,
and iii) a loss function λ giving a penalty for deviations of the guess θM from
the intended θAI .

We propose a parameterised framework to generate explanatory examples
from a black-box model θAI . In the framework, we explore the trade-off between
fidelity (squared error of the guessed model compared to the black-box model)
and teaching complexity (measured as the complexity of the set of labelled exam-
ples used as a teaching set) [14,24]. The framework is defined as:

T (θAI) = argmin
S:θAI |=S

{δ(S) + μ · λ(θAI , θM ) : LM (S) = θM} (1)

LM (S) = argmin
θM :θM |=S

{β(θM )}

In these equations T is a teacher, aiming to teach a concept θAI to a human
learner LH , by finding a teaching set S such that LH(S) = θAI . To achieve
automation and increase iteration speed a model LM of LH is used, and the
teacher will therefore aim for T (θAI) = S s.t. LM (S) = θAI . The fidelity func-
tion becomes 1−λ and it measures how closely the guessed concept θM matches
the concept θAI , while the factor μ allows us to balance the influence of com-
plexity (δ) and fidelity (1 − λ). In this work, we present an implementation1 of
Eq. 1 tested on a machine learning model trained on images generated by basic
Boolean functions.

4 Obtaining Explanatory Examples from a Neural
Network

In this section we discuss how the framework presented in the previous section
is applied to a black-box model represented by a neural network learned from
images generated by basic Boolean functions.
1 https://github.com/BrigtHaavardstun/ExplainableAI.

https://github.com/BrigtHaavardstun/ExplainableAI
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4.1 The Black-Box Model θAI

For the experimental setting, we implemented our own θAI , with the task of
learning a Boolean function on four variables, φ(A,B,C,D). Determining the
subjective difficulty of learning Boolean functions has been addressed in the
literature, see e.g. [4]. The input to θAI will be a bitmap containing a subset of
letters from the alphabet Σ = {A,B,C,D}, with the letters present being the
variables set to True. The bitmaps thus represent an example, with letters being
rotated and scaled and placed randomly. This gives us the possibility of extensive
training data for our AI. The output space of θAI is {0, 1}. For instance, with
the concept φ = (A∧B)∨ (C ∧D), we label an example 1 if φ evaluates to True,
and 0 if φ evaluates to False.

We chose a Convolutional Neural Network (CNN) [13], as a common tech-
nique for images, while at the same time not interpretable by themselves, making
them a good choice for generating our θAI . We implemented a CNN with 8 layers
in Python using Keras and TensorFlow.

4.2 The Model of the Human LM

For simplicity, our model LM of the human learner will not be given bitmaps as
examples. Instead, it takes as input the letters present in each image. We thus
hypothesise that the human will pay attention to the letters present in the image
and disregard other information such as rotation, size and position.

The hypothesis class of LM will consist of all Boolean functions over the 4-
letter alphabet. Then, given a teaching set like S = {(AC, 0), (AD, 0), (BD, 0),
(AB, 1), (BC, 1), (CD, 1)}, we must decide how LM will act. We assume a human
constructs something like a partial truth table, in this case with 3 rows out of
24 = 16 rows total filled with True, 3 rows filled with False, and 10 rows filled
with Don’t-Cares (x). Applying Occam’s razor, we need to define the function
β, to choose the Boolean function that is most simple and adheres to these
constraints. A commonly accepted answer is the use of Karnaugh maps [11].

We use disjunctive normal form (DNF) which mimics human reasoning. To
verify a positive instance you need only to confirm one clause, whereas to confirm
a negative instance you always need to check all clauses. The resource-heavy
task of confirming a negative compared to a positive is somewhat similar to how
humans are poor at negations [10]. For each teaching set the Karnaugh map
technique can find many possible DNFs, and in the spirit of K-map minimization
we use the following scheme to pick the simplest. The DNFs are sorted in order
by fewest clauses, and to break ties we compare clauses starting from the simplest
one, using the criteria 1) fewest variables, 2) fewest negations, 3) lexicographic
order. This defines β and gives us a unique Boolean formula in DNF form for
each teaching set.

4.3 The Fidelity Function 1 − λ

When we want to compare θAI and θM , we need to view the former as an
approximation to some Boolean function, but also being affected by the loca-
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tion, rotation, etc., of the letter. Consequently, for each subset of letters (logical
example), we estimate the percentage of images containing exactly these letters
that θAI evaluates to True on new images, based on the full training set. We
get values like the top row in Table 1. We observe that θAI predicts some letter
groups the same and is more undecided on other letter combinations.

Table 1. Top row shows the percentage of bitmaps on letters for that column for which
θAI evaluates to True. Bottom row shows the truth table of θM = (A ∧ B) ∨ (C ∧ ¬A),
and λ(θAI , θM ) = 0.2222

16
≈ 0.0139 is the MSE of the difference of all 16 columns, giving

fidelity 0.9861.

Symbol ∅ A B C D AB AC AD BC BD CD ABC ABD ACD BCD ABCD

θAI predicts 0.00 0.00 0.00 0.95 0.00 0.99 0.02 0.00 0.63 0.02 0.91 1.00 1.00 0.04 0.74 1.00

θM evaluates 0 0 0 1 0 1 0 0 1 0 1 1 1 0 1 1

To evaluate how well the θM , returned by the learner as the Boolean formula
minimizing β, matches θAI , we use its truth table as in the bottom row of
Table 1. We then compare the two rows (for θAI and θM ) using Mean Square
Error (MSE) to get λ and fidelity 1 − λ.

We have experimented with various definitions for the complexity function,
to punish large and complicated teaching sets S. The chosen δ is a simple squared
sum of the number of variables present in each example, plus 0.1 for the empty
set (corresponding to setting no variable to True). We thus keep low the total
number of variables in all examples while simultaneously putting a high cost on
a single large example. Note that the δ values are typically much higher than
the λ values, so in our first set of experiments we set the multiplicative factor
μ = 800 when computing the aggregated score δ(S) + μ · λ(θAI , θM ).

4.4 The Teacher T

The goal of the teacher is to find a teaching set explaining θAI , by iterating
over potential teaching sets. For each teaching set S, we compute LM (S) = θM

as described earlier, and the aggregate score δ(S) + μ · λ(θAI , θM ). During the
iteration we retain the best aggregate score. For these experiments the iteration
is an exhaustive search.

5 Experimental Evaluation

Given the previous setting we performed a set of experiments using different
concepts and parameters to analyse the effect of several elements in the machine
teaching process on explaining the behaviour of various AI models. In particular,
we played with AI models trained on different sized training sets, which approx-
imate the original Boolean function to different levels of accuracy. Depending on
how well the AI is approximated by a Boolean function the trade-off parameter
μ between fidelity (1 − λ) and teaching complexity (δ) has different effects.
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5.1 Generation of Teaching Sets

5.1.1 Fixed μ for Varying Models. We trained nine different ΘAI models
with differently sized data sets. In this first experiment, all models are trained
with the ground truth φ = (A ∧ B) ∨ C and the alphabet Σ = {A,B,C}. The
data set sizes used in the experiment are: {10, 50, 100, 500, 1000, 2000, 5000,
10000, 50000}. Accordingly, we denote the different models: {AI10, AI50, AI100,
AI500, AI1000, AI2000, AI5000, AI10000, AI50000}.

In Table 2 we show several results. In the first row we see the expected result
that the accuracy of the models wrt the original concept φ increases as more
training examples were given to the neural network. In the next rows we show the
Boolean expression that best approximates the model, with its associated highest
possible fidelity (1 − λ) over all Boolean functions. We see that the language of
Boolean functions obtains a perfect match for the case of AI10 (because the
underlying concept is very simple, always predicting True, which is a Boolean
function) and almost perfect for AI10000 and AI50000 (because the number of
training examples leads to a concept that is very close to φ). Note that also in
other cases the most accurate Boolean function is φ (from AI2000 and up).

Table 2. Several ΘAI models AIt trained for size t of training examples for φ =
AB + C = (A ∧ B) ∨ C. We first show accuracy with respect to φ. The next two rows
show the closest Boolean expression (AB+C from AI2000 and on) and its fidelity value
1 − λ. Then we do teaching with μ = 800, and show the Boolean concept taught by
the system, the teaching set and its complexity, the fidelity and aggregate score.

AIs AI10 AI50 AI100 AI500 AI1000 AI2000 AI5000 AI10000 AI50000

Accuracy

AB+C

62.50 72.85 78.38 81.01 88.47 91.42 94.74 98.72 99.36

Boolean with

highest 1 − λ

Always

True

A+B+C A+B+C AB+

AC+BC

AB+

AC+BC

AB+C AB+C AB+C AB+C

Highest 1− λ 1 0.927 0.9578 0.9226 0.9843 0.9752 0.9936 0.9994 0.9999

Model

taught θM

Always

True

A+B+C A+B+C A+C AB+

AC+BC

AB+C AB+C AB+C AB+C

Teaching Set

S

{(∅,1)} {(∅,0),
(A,1),

(B,1),

(C,1)}

{(∅,0),
(A,1),

(B,1),

(C,1)}

{(∅,0),
(A,1),

(C,1)}

{(A,0),

(AB,1),

(AC,1),

(B,0),

(BC,1),

(C,0)}

{(A,0),

(AB,1),

(B,0),

(C,1)}

{(A,0),

(AB,1),

(B,0),

(C,1)}

{(A,0),

(AB,1),

(B,0),

(C,1)}

{(A,0),

(AB,1),

(B,0),

(C,1)}

δ(S) 0.1 3.1 3.1 2.1 15 7 7 7 7

1 −
λ(AIx, θM )

1 0.927 0.9578 0.9179 0.9843 0.9752 0.9936 0.9994 0.9999

δ + 800λ 0.1 61.52 36.71 67.82 27.63 26.84 12.17 7.49 7.09

Now let us look at the next few rows showing results for the teaching frame-
work when run with the chosen parameter μ = 800. First we show the Boolean
concept θM that is actually taught by the system and note that it is almost
always equal to the Boolean concept with highest fidelity (1 − λ) value in the
2nd row. The only exception is AI500 where the trade-off between δ and λ favours
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the Boolean concept A ∨ C instead of (A ∧ B) ∨ (A ∧ C) ∨ (B ∧ C) because the
teaching set for the former is much simpler (δ = 2.1) than the teaching set for
the latter (δ = 15 as can be seen under AI1000). The next rows show the teaching
set employed, its δ value, the fidelity value and the aggregate score.

There are three clear cases in the table (AI10, AI10000 and AI50000) where
a simple teaching set allows the teacher to convey a concept to the learner
that very closely captures the model. But there are other cases, such as AI1000
and AI2000, where the situation is less clear. For AI1000 the fidelity is not bad
(1 − λ = 1 − 0.0157 = 0.9843) but the complexity of teaching becomes high
(δ = 15) so even if a sufficiently accurate concept can be taught this is at the
cost of a higher effort from the learner. For AI2000 we see that this cost is reduced
but the fidelity is worse (1 − λ = 1 − 0.0248 = 0.9752).

5.1.2 Varying μ for a Single Model. In a second experiment we trained a
ΘAI model on a data set of size 350 for φ = (A ∧ B) ∨ (C ∧ D) = AB + CD on
4 variables/letters. The accuracy was 78.25% and the closest Boolean function,
with a fidelity value 1 − λ of 1 − 0.06 = 0.94, turned out to be ABC + ABD +
ACD + BCD, which can be interpreted as “True if and only if at least 3 letters
present”. To investigate the trade-off between fidelity and complexity, teaching
was done with varying values of μ, see left column in Table 3. We see that as μ
increases more emphasis is put on fidelity at expense of complexity. Note that at
μ = 3200 the fidelity is as good as possible (i.e. highest possible 1 − λ) since the
teaching set at μ = 3200 is optimal for that optimal θM so increasing μ will have
no effect. Of course, this comes at the expense of a high complexity. An option
worth exploring is to take the characteristics of the human user into account
when deciding on the fidelity vs complexity trade-off, e.g., having a high value
of μ for an expert and a low value for a non-expert.

Table 3. Results for a single AI model where the closest Boolean function turned out
to be ABC+ABD+ACD+BCD. Teaching was done with varying values of μ, see left
column. As μ increases more emphasis is put on lower fidelity 1 − λ = 1 − λ(θAI , θM )
at expense of higher teaching complexity δ.

Range μ Model taught θM 1 − λ δ Teaching set

16 A 0.812 1.1 {(∅, 0),(A,1)}
160–960 AC+BD 0.9119 12 {(A,0),(B,0),(C,0),(D,0),(AC,1),(BD,1)}
1120–1840 AC+BCD+AD 0.9282 30 {(A,0),(AC,1),(AD,1),(BC,0),(BD,0),(CD,0)}
1920–2400 AC+ABD+BCD 0.9344 42 {(AC,1),(AB,0),(AD,0),(BC,0),(BD,0),(CD,0),

(ABD,1),(BCD,1)}
3200–∞ ABC+ABD+ ACD+BCD 0.94 60 {(AB,0),(AC,0),(AD,0),(BC,0),(BD,0),(CD,0),

(ABC,1),(ABD,1),(ACD,1),(BCD,1)}

This second experiment also shows that it is not difficult to determine when
the language used for the explanation leads to low fidelity and/or complex expla-
nations. Actually, in this case, since the function captured by the AI model does
not have a clean Boolean concept, we can detect that teaching will either lead to
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low fidelity or complex explanation (or both). In sum, the use of the complex-
ity of the teaching set in the trade-off is not only the right choice when doing
example-based XAI but it also leads to the same insights as when the complexity
of the concept is taken into account.

5.2 Different Hypothesis Spaces

This section will examine the effects of different hypothesis spaces (representa-
tion languages) between the AI model, the ground truth, the model of the learner
LM and the actual human learner LH . In our exemplar-based explanation sys-
tem, we added letter rotations, letter resizing and letter location as cognitive
noise and extra features, so that we have more confounders, and motivated by
these spurious variations the neural network will have error with respect to the
ground truth. This makes things more realistic, with the neural network creating
patterns that are not fully captured by LM . A neural network trained on images
can in principle model functions over all possible images creating an enormous
hypothesis space Hpix. On the other hand, the ground truth labelling function
is on a small set of features, i.e. the presence or absence of k letters, giving the
small hypothesis space Hpk , with p = {0, 1} indicating the two possibilities of
present or absent. When the actual human learner LH is given a set of labelled
images from the example space Hpix, they will create a rule based on the features
of the images they consider relevant.

Our exemplar-based explanation system has a focus on the simplicity of
examples, and so far this has been with respect to the δ function. But sim-
plicity also comes into play when generating images with certain letters present.
The simplest images contain letters that all have the same size, with no rotation
and with uniform placement, and these can be used as the simplified examples
most compatible with the smaller example space Hpk . The research question we
want to address with the following experiment is whether using such simplified
examples helps align the hypothesis spaces.

The experiment will compare the options for aligning the hypothesis spaces,
by three groups that are given the teaching sets in different formats

– Group I: Use original images.
– Group II: Use simplified images, without irrelevant features.
– Group III: Use original images, but alert learners to essential features

We created a 2AFC (two-alternative forced choice) survey. Participants were
shown a teaching set of carefully selected images and the (binary) classification
of these images into Box 1 or Box 2 (True/False). They were then shown a test
set of unclassified images and tasked to classify each image into one either Box 1
or Box 2. In Fig. 2, we display how these tasks were presented to the participants.

The teaching sets were selected according to the system presented in the
earlier sections. The test sets were randomly selected with the restriction that
exactly one image should contain the same letter combination as one in the
teaching set.
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Fig. 2. Participants in group II were presented with this screen when tested on the
formula φ3 (C or both A and B). Note the teaching set for Box 1 (True) and Box
2 (False) have images without the noise (rotation, resizing and relocation) found in
the five images of the Test Set. For Groups I and III also the teaching set had noise.
For group III the following text was displayed prominently: “NB: Size, placement and
rotation do not matter. Focus on present/absent letters.”

In total, we trained six AI models (called ‘robots’ in the survey) to be tested.
All of them were trained to a high degree of accuracy. Each robot was trained
on a different Boolean expression φ.

We asked each participant to classify five test instances for each Boolean
expression φ. The participant’s answer to the ith test is denoted p(φ, i). The cor-
rect answer to each test is given by φ(i). To calculate a participant’s score for a
single Boolean expression, we use the following formula: p(φ) = 1

6

∑6
i=1[p(φ, i) =

φ(i)] where: p(φ, i) = φ(i) is 1 if the participant’s answer is correct and 0 oth-
erwise. We then calculate the score of the jth participant across all Boolean
expressions as follows: pj = 1

6

∑6
i=1 p(φi). Here, p(φi) represents the partici-

pant’s score for the ith Boolean expression.
In total, we had 42 voluntary participants, who were master students, doc-

toral students or faculty in informatics, none of whom received compensation.
The participants were presented with the survey and freely choose to participate.
The participants were randomly assigned to the groups, with 12 participants in
group I, 17 in group II, and 13 in group III.

The average scores for Groups I, II, and III were 0.564, 0.664, and 0.732,
respectively. Furthermore, we observed that group III had the highest average
score on 5 out 6 test instances. Though the results are not conclusive due to the
small sample size2, we decided to move on with option III, as we know that the
teacher should do something to align the hypothesis spaces of LM and LH to
achieve efficient learning. Next, we look at the quality of the teaching sets, by
comparing our teacher to a teacher randomly selecting teaching sets of similar
complexity, with both presenting the teaching sets as group III.

2 We conducted t-tests for all pairs of groups to test whether means differ statistically
significantly and got p-values 0.0297, 0.0013, and 0.0747 for pairs (I, II), (I, III)
and (II, III), respectively.
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5.3 Compare to Teaching Sets Chosen Randomly

In this section, we discuss a second survey where we compare the teaching sets
given by our exemplar-based explanation system (the smart teacher) to a system
where the teaching sets are chosen randomly but correctly labelled and without
repetitions (the random teacher).

To make the comparison of the random teacher and smart teacher fair, both
will present their teaching sets as in group III. For a given Boolean formula, we
first find the teaching set SS used by the smart teacher, and then we ensure that
the random teaching set SR has a complexity (δ∗-value3) close to SS (i.e. within
some ±ε additive difference) by choosing SR as follows, while making sure that
no letter combination is repeated in SR:

1. while δ(SR) < δ(SS) − ε → add a random new image to SR

2. if δ(SS) − ε ≤ δ(SR) ≤ δ(SS) + ε → use SR

3. if δ(SS) + ε < δ(SR) then set SR = ∅ and restart from 1.

To avoid bias from the previous survey, we changed most Boolean expres-
sions for the new survey. They were (again) chosen with a variation in terms of
expected difficulty, see Table 4. The formulas used can be found in Table 4.

Table 4. Boolean expressions used in the second survey.

Nr Prior LH Short description Boolean expression

φ1 High Less Than Two Letters (¬A ∧ ¬B ∧ ¬D) ∨ (¬B ∧ ¬C ∧ ¬D)∨
(¬A ∧ ¬C ∧ ¬D) ∨ (¬A ∧ ¬B ∧ ¬C)

φ2 Medium A or both B and D (B ∧ D) ∨ A

φ3 Medium B or D B ∨ D

φ4 High Exactly One Letter (A∧¬B∧¬C∧¬D)∨(¬A∧B∧¬C∧¬D)∨
(¬A∧¬B ∧C ∧¬D)∨ (¬A∧¬B ∧¬C ∧D)

φ5 Medium No D ¬D

Both groups GS given smart teaching sets and GR given random teaching
sets will be shown the same test sets, and we now discuss how to generate the
testing sets. When generating testing sets, we want them to be fair with regards
to both teaching sets SS and SR so that none of them get an unfair advantage.
Define l(S) to be the set of letter combinations in the teaching set S, and define
X to be the set of all images. We generate test sets for SS and SR by choosing
images from X as follows, while ensuring that each letter combination appears
at most once:

1. As long as there are new letter combinations in l(X)/(l(SR) ∪ l(SS)), choose
such an image at random.

2. Otherwise, fill the test set with images from the set of letter combinations in
l(SR) ∩ l(SS), chosen randomly

3 We use δ∗ = Number of present letters.
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We select a test set of size five by the above protocol, for each Boolean
expression, see Table 6. We will thus be able to make a fair comparison between
the random and smart teaching sets.

Table 5. Teaching sets used for GS on left and GR on right (B1=Box 1, B2=Box 2).

Nr Teaching set group GS δ∗(GS) Teaching set group GR

φ1 B1:{ A , B , C , D }
B2:{ AB , AC , AD , BC , BD , CD }

16 B1:{ ∅ , A , B , C }
B2:{ AC , ACD , AD , BCD , CD }

φ2 B1:{ A , BD } B2:{ B , D } 5 B1:{ A , AC } B2:{ B }
φ3 B1:{ B , D } B2:{ ∅ } 2.1 B1:{ D } B2:{ C }
φ4 B1:{ A , B , C , D }

B2:{ ∅ , AB , AC , AD , BC , BD , CD }
16.1 B1:{ A , B , C }

B2:{ AB , ABC , ABD , AD , BCD }
φ5 B1:{ ∅ } B2:{ D } 1.1 B1:{ ∅ } B2:{ BD }

Table 6. Test sets used for both GS and GR.

Nr Test set

φ1 { ABC , ABCD , ABD , C , AD }
φ2 { ABD , ACD , C , ∅ , AD }
φ3 { ABC , BD , ABCD , AB , ACD }
φ4 { ACD , ABCD , B , AD , C }
φ5 { AC , CD , A , ABC , BC }

5.4 Overall Results

We will now discuss the results of the second survey. In total, we had 56 partic-
ipants, none of them overlapping with the previous test. The participants were
students in a university-level informatics course. The participants were randomly
assigned into two groups, with 22 participants in group GS and 34 in group GR.

We start by looking at each group’s average score for each φi. The results
are shown in Fig. 3. Our initial observation is that the group GS has average
accuracy over all 5 Boolean expressions of 0.809 versus 0.699 for the group GR,
suggesting that the smart teaching sets have an advantage. This difference is
statistically significant (p = 0.00016 from t-test). There are two cases where GR

exhibits slightly higher average accuracy than GS , namely for φ1 and φ4. Notice
these concepts are the ones we classified to have high prior for LH in Table 4
and if we look at Table 5 we see these are also the concepts where our automatic
system generates teaching sets with large size (δ-value). When the system is
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Task Group GS Group GR GS + GR

φ1 0.882 0.924 0.908
φ2 0.954 0.759 0.836
φ3 0.827 0.547 0.657
φ4 0.873 0.888 0.882
φ5 0.509 0.376 0.428

Total 0.809 0.699 0.742

Fig. 3. The table shows average accuracy in Groups GS , GR and GS +GR, for each φi

and Total. The bar plot shows average accuracy in GS , GR for each φi.

aligned4, as with φ2 and φ3, our system achieves substantially higher accuracy
than the random teacher (Fig. 4).

Fig. 4. Boxplot showing results of the two survey groups, to the left teaching sets with
the exemplar-based explanation system, and to the right the random teaching sets.
There is a clear difference between the groups.

Table 7 gives information on the most common answers for each robot. The
most common answer vector of group GS is the correct one for 4 of the 5 φis,
while for GR it is the correct one for 3 of the 5.

5.4.1 Detailed Discussion of φ4 (Exactly One Letter in Box 1). Note
in Table 7 that for φ4 a full 85 % of the participants in GR had all answers
correct, whereas this drops to 64 % for group GS . We believe this is because
the smart teaching set happens to be compatible with the (wrong) concept ‘Odd
Number of Letters’. Thus when shown the test set containing ‘ACD’ almost a
third (7/22) of those thought with smart teaching set made a wrong choice,

4 We say that the system is aligned when the prior of LM is similar to the prior of
LH .
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Table 7. The most common answer for both groups. We show how correct the answer
is, with 1.0 being all 5 tests correct, and we also show how common it is.

Concept Most common

answer GS

Score [0..1] Fraction of

participants GS

Most common

answer GR

Score [0..1] Fraction of

participants GR

φ1 [2,2,2,1,2] 1.0 59% [2,2,2,1,2] 1.0 76%

φ2 [1,1,2,2,1] 1.0 82% [1,1,2,2,1] 1.0 44%

φ3 [1,1,1,1,1] 1.0 68% [2,1,1,2,1] 0.6 29%

φ4 [2,2,1,2,1] 1.0 64% [2,2,1,2,1] 1.0 85%

φ5 [2,2,2,2,2] 0.2 41% [2,2,2,2,2] 0.2 53%

while less than a tenth (3/34) of those taught with the random teaching set
selected the wrong box. The teaching sets are in Table 5. This is why we believe
the random teaching set is slightly better (accuracy 0.888 vs 0.873, see Fig. 3)
for formula φ4 where the procedure built on Karnaugh map used in our system
generates a very large smart teaching set.

We also asked participants for how they themselves would explain what they
thought each robot was doing. This information is useful to elucidate why the
smart teaching set does worse than the random teaching set on φ4.

In the group GS (the smart teaching set), 10 of the 22 subjects did not write
any explanation while 12 subjects had an explanation. 7 people answered wrong
for test ‘ACD’ and 3 of these had no explanation, whereas the other 4 confirm
our suspicion that they are focusing on odd/even numbers of letters.

In the group GR (the random teaching set) 27 subjects had an explanation.
3 people answered wrong for test ‘ACD’ and 2 of these had no explanation,
whereas the 3rd had an explanation that actually should have led the subject to
classify ‘ACD’ correctly.

6 Conclusions

The results of the paper are indeed promising and have the potential to advance
the field of explainable AI. Our proposed framework based on machine teach-
ing can effectively teach complex functions to humans using explanatory exam-
ples, with a clear advantage over choosing the examples randomly. These find-
ings demonstrate that machine teaching is a valid approach for exemplar-based
explainable AI, but also that the expectations on the features and the priors
of the humans is critical to get effective explanations from as few examples as
possible. As future work, we propose the study of LM models better aligned
with humans. Also, we are considering the use of teaching examples generated
by recent language models.
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Abstract. Counterfactual explanations have become a mainstay of the
XAI field. This particularly intuitive statement allows the user to under-
stand what small but necessary changes would have to be made to a
given situation in order to change a model prediction. The quality of a
counterfactual depends on several criteria: realism, actionability, valid-
ity, robustness, etc. In this paper, we are interested in the notion of
robustness of a counterfactual. More precisely, we focus on robustness
to counterfactual input changes. This form of robustness is particularly
challenging as it involves a trade-off between the robustness of the coun-
terfactual and the proximity with the example to explain. We propose
a new framework, CROCO, that generates robust counterfactuals while
managing effectively this trade-off, and guarantees the user a minimal
robustness. An empirical evaluation on tabular datasets confirms the
relevance and effectiveness of our approach.

Keywords: Counterfactual explanation · Robustness · Algorithmic
recourse

1 Introduction

The ever-increasing use of machine learning models in critical decision-making
contexts, such as health care, hiring processes or credit allocation, makes it essen-
tial to provide explanations for the individual decisions made by these models.
To this end, Wachter et al. proposed counterfactual explanation [22]. A coun-
terfactual is defined as the smallest modification of feature values that changes
the prediction of a model to a given output. The counterfactual can provide
actions (or recourse) for individuals to attain more desirable outcomes. This is
particularly important in areas where decisions made by algorithms can have
significant impacts on people’s lives such as finance, health care or criminal

Supplementary Information The online version contains supplementary material
available at https://doi.org/10.1007/978-3-031-43418-1 24.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 394–409, 2023.
https://doi.org/10.1007/978-3-031-43418-1_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43418-1_24&domain=pdf
https://doi.org/10.1007/978-3-031-43418-1_24
https://doi.org/10.1007/978-3-031-43418-1_24


Generating Robust Counterfactual Explanations 395

justice. Many methods have been proposed to generate counterfactuals, focus-
ing on some specific properties such as realism [7,14,20], actionability [16,19]
or sparsity [3,11,22]. According to Artelt et al. [1], many counterfactual gen-
eration methods are vulnerable to small changes, where even a minor change
in the value of a counterfactual feature can cause the counterfactual to have
a different outcome. Such a situation may arise for example in practical imple-
mentation of the counterfactual, due to various factors such as unexpected noise,
or adversarial manipulation. As an illustration, a counterfactual may suggest to
an individual to raise its salary by 200$ to obtain a credit, but in practice, the
salary is increased by 199$ or 201$, potentially resulting in a negative decision
(a rejected credit) regarding the decision model. This line of discussions falls
into the topic of robustness [4,9,15,21]. To address robustness in the context of
counterfactual explanation, Pawelcyk et al. [15] introduce the notion of recourse
invalidation rate which represents the probability of obtaining a counterfactual
with a different predicted class, when small changes (sampled from a noise distri-
bution) are applied to it. They presented an estimator of the recourse invalidation
rate in the context of Gaussian distributions, and also a framework (PROBE)
that guarantees the recourse invalidation rate to be no greater than a target
specified by the user. A limitation of their approach is that the satisfaction of
the user condition is dependent of the estimator quality, which means that in
practice, the recourse invalidation rate can be greater than the target fixed by
the user. Moreover, PROBE leads in practice to a poor trade-off management
between proximity and robustness i.e. the counterfactual is robust but far from
the example to explain. In this paper, we introduce a framework called CROCO
(Cost-efficient RObust COunterfactuals), which is based on a new minimization
problem inspired by PROBE [15]. Our framework introduces the novel concept
of soft recourse invalidation rate, as well as an estimator of it. It enables us
to derive an upper-bound for the recourse invalidation rate with almost certain
probability. This ensures that the user obtains a solution with a recourse invali-
dation rate lower than the predetermined target. An experimental evaluation on
different tabular datasets confirms these theoretical results, and shows that our
method better optimizes the two criteria of robustness and proximity.

2 Related Work

Since Wachter et al. seminal paper [22], a variety of counterfactual explana-
tion technics have been proposed. These methods seek to enhance the quality
of counterfactuals by incorporating additional properties, such as constraining
the counterfactual to support the data distribution in order to produce realistic
examples, freezing immutable features (such as race or gender), producing mul-
tiple counterfactuals at once, or even adding causality constraints. We refer the
readers to Guidotti et al. [6] for a detailed review about counterfactual expla-
nation properties and methods. The property of robustness has been studied
recently in the context of counterfactual explanations, where the validity of a
counterfactual is determined by its ability to maintain the same predicted class
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in the presence of changes. Mishra et al. [10] distinguish various types of robust-
ness:

Robustness to model change refers to the evolution of the validity of the
counterfactual explanation when machine learning models are re-trained or
when training parameters settings are slightly modified. Rawal et al. [17] have
demonstrated that state-of-the-art counterfactual generation methods have
the tendency to produce solutions that are not robust to model retraining.
To address this problem, Ferrario and Loi [5] proposed to use counterfac-
tual data augmentation every time machine learning models are retrained.
Upadhyay et al. [18] for their part developed an adversarial training objec-
tive that produces counterfactuals that are robust regarding changes in the
training data. More specifically, they evaluated the robustness on different
types of training data shift which are data correction shift, temporal shift,
and geospatial shift. However, the counterfactuals that are generated suffer
from a much higher cost of change regarding state-of-the art counterfactual
generation methods [15]. In the context of slightly changed training settings,
Black et al. [2] achieved robust counterfactual explanations with a regular-
ization method based upon a K-Lipschitz constant.

Robustness to input perturbations refers to how counterfactuals explana-
tions are sensitive to slight input changes. According to Dominguez-Olmedo
et al. [4], a counterfactual is said robust if small changes in the example to
explain result in valid counterfactuals. They proposed an optimization prob-
lem that applies to linear models and neural networks to generate robust
counterfactuals in this context. For Artelt et al. [1] robustness means that
two examples that are close, must result in two similar counterfactuals. To
address this issue they propose to solve an optimization problem that includes
a density constraint [1]. They empirically show that having a counterfactual
that lies in a dense area has the effect of improving the robustness. Laugel
et al. [8] pointed out that such a type of robustness issue cannot solely be
attributed to the explainer, but also arises from the decision boundary of the
classifier, thus increasing the problem complexity.

Robustness to counterfactual input changes refers to the ability of a coun-
terfactual explanation to remain valid when small feature changes are applied
(two similar counterfactuals should have the same predicted class). In this
context, Pawelcyk et al. [15] presented PROBE a framework to produce robust
counterfactuals that is based on an optimization problem. This framework
aims to find a trade-off between two criteria that are the recourse invalida-
tion rate and the proximity, i.e. the distance between the counterfactual and
the example to explain. From their side, Maragno et al. [9] introduced an
adversarial robust approach that generates counterfactuals that remain valid
in an uncertainty set, meaning that for a given example to explain, all the
solutions in the set are valid counterfactuals. This approach works for non-
differentiable model unlike PROBE. However there is no trade-off between
the recourse invalidation rate and the proximity as all the counterfactuals in
the uncertainty set are valid. In such a scenario, the robustness constraint
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cannot be relaxed, then allowing the generation of counterfactuals that are
far from the example to explain. Our approach, CROCO, is part of this cat-
egory of methods. It is inspired by the PROBE framework, and improves its
limitations. Indeed, the major criticism that we can make to PROBE is that
the guarantees in terms of robustness that it offers to the user are completely
dependent on the quality of their estimator (i.e. the guarantee is based on a
recourse invalidation rate approximation rather than the true recourse inval-
idation rate). Our method introduces a new optimization problem that is
proved to induce an almost-sure upper bound on the true recourse invalida-
tion rate. This leads to a significant improvement in the trade-off between
the robustness of the counterfactual and the proximity with the example to
explain.

3 Problem Statement

In this section, we define some notations related to the generation of counter-
factuals, and we formalize the robustness of counterfactual generation by intro-
ducing the notion of recourse invalidation rate.

3.1 Generation of Counterfactuals

We consider the generation of counterfactuals for a binary classifier. Let X ⊆ R
n

represents the n-dimensional feature space. A binary classifier is a function h :
X → Y where Y = {0, 1}. We assume that the classification is obtained from a
probabilistic prediction i.e. a function f : X → [0, 1] that returns p̂ which is the
predicted probability for the class 1. Then, the predicted class is the most likely
class according to p̂. For a given example x, h(x) = g ◦ f(x) where g : [0, 1] → Y
is a function that returns the predicted class from the probability vector. We
take g(u) = 1>t(u), where t is the decision threshold. 1>t(u) equals 1 if u > t
and 0 otherwise.

In this article, we do post-hoc counterfactual generation, meaning that f (and
thus h) are given. And for a given example to explain x ∈ X , whose decision
is h(x), we want to generate a counterfactual x̆ ∈ X . A counterfactual is a
new example close to the example to explain x, and with a different prediction,
i.e. h(x̆) �= h(x). If it is true that h (x̆) �= h (x), then x̆ is said to be valid.
A counterfactual x̆ is also seen as a change to apply to x: x̆ = x + δ where
δ ∈ R

n. Thus, a counterfactual is associated to a small change δ that modifies
the decision returned by h. Generating a counterfactual is basically solving the
following optimisation problem:

min
δ

� (f (x + δ) , 1 − h(x)) + λ ‖δ‖1 (1)

where � : [0, 1]2 �→ R
+ quantifies the distance between the predicted probability,

f (x̆), and 1 − h(x) that is the opposite of the predicted class for example x.
For instance, Wachter et al. suggested � as the L2 distance, so as to produce
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counterfactuals that are close to the desired decision [22]. The other term in the
optimization problem, constraints the change δ applied to the example x to be
small.

In what follows, we will focus specifically on the generation of counterfactuals
in the case of instances that have received a negative decision (which corresponds
to instances predicted as class 0). This choice has no limitation and is motivated
by the fact that the majority of robustness methods are defined in a recourse
context [15,17,18] where the goal is to provide explanations only for negatively
predicted instances. We will also assume that the classifier f is differentiable.

3.2 Recourse Invalidation Rate

In order to quantify the robustness of the counterfactual to an input perturba-
tion, the notion of recourse invalidation rate has been introduced by Pawelczyk
et al. [15].

Definition 1 (Recourse invalidation rate). The recourse invalidation rate
for a counterfactual x̆, of an example x predicted as class 0 can be expressed as:

Γ (x̆; pε) = Eε∼pε
[1 − h (x̆ + ε)]

where ε ∈ R
n is a random variable that follows a probability distribution pε.

Since h (x̆ + ε) ∈ {0, 1}, it ensues Γ(x̆; pε) ∈ [0, 1].

Assuming pε is centered, then pε defines a region around a counterfactual x̆
for similar counterfactuals x̆ + ε. Intuitively, Γ(x̆; pε) gives the rate of similar
counterfactuals that are not valid, i.e. that belong to class 0. Thus, the lower
Γ(x̆; pε), the more robust is the counterfactual. If Γ (x̆; pε) = 0, the counterfac-
tual is considered perfectly robust, given that all the perturbed counterfactuals
result in positive outcomes (i.e., there are all predicted as class 1). However, if
Γ (x̆; pε) = 1, the counterfactual is not at all considered robust, since no noisy
counterfactuals lead to positive outcomes (i.e., there are all predicted as class 0).

Figure 1 illustrates the intuition of the recourse invalidation rate. Γ(x̆; pε)
can be seen as the surface of the neighborhood that overlaps the region, split by
the decision frontier, on the side of the example. This neighborhood represents
the perturbations on the counterfactuals that we would like to accept without
changing its validity. The Figure also shows that finding a robust counterfactual
requires to make a trade-off between the robustness and the magnitude of the
change.

3.3 The PROBE Framework for Generating Robust Counterfactuals

Pawelczyk et al. [15] have developed a framework named PROBE that generates
robust counterfactuals regarding the recourse invalidation rate. It adapts the
minimization problem of Eq. 1 by adding a new term that enforces the recourse
invalidation rate to be under a target value Γt. This target value is chosen by the
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Fig. 1. Illustration of the recourse invalidation rate with a uniform distribution pε

(dashed-red circle). The recourse invalidation rate is figured out by the area of the
region in red. In (1) the counterfactual has a low robustness and is at a low distance
from the example. In (2) the counterfactual has a medium robustness and is at a
medium distance, and in (3) the counterfactual has a perfect robustness but is far
from the example (large distance). (Color figure online)

user. More formally, generating a counterfactual relies on solving the following
minimization problem:

min
δ

max [Γ (x + δ; pε) − Γt, 0] + � (f (x + δ) , 1 − h(x)) + λ ‖δ‖1 (2)

There are some difficulties with the additional constraint on recourse invalidation
rate. Indeed, the true value of Γ can not be evaluated in practice. Then, PROBE
proposes a Monte-Carlo estimator of Γ. This means that it is estimated by
computing the mean of a sample of perturbations in pε:

Γ̃ (x̆;K, pε) =
1
K

K∑

k=1

(1 − h (x̆ + εk)) (3)

However, Γ̃ is non-differentiable, because h(x) = g ◦ f(x) and g(u) = 1>t.
Then, it can not be part of a loss of an optimization problem. To overcome this
limitation, the authors proposed a first-order approximation of the true recourse
invalidation rate Γ in the context of a Gaussian distribution noise pε = N (0, σI),
named Γ̃PROBE.

Then, the optimization algorithm solves the problem in Eq. 2, replacing Γ
by Γ̃PROBE and stops when the approximation of recourse invalidation rate is
under the target value, i.e. when Γ̃PROBE( ˘x; pε) ≤ Γt.

Thus, for a given counterfactual x̆ returned by PROBE, the user is guaranteed
that Γ̃PROBE(x̆; pε) ≤ Γt. However, this means that the guarantee depends on
the quality of the estimator. Indeed, it is possible to generate a counterfactual
where Γ̃PROBE(x̆; pε) ≤ Γt ≤ Γ(x̆; pε) which would then violate the user-selected
guarantee. The intuition behind this situation is depicted in Fig. 2.



400 V. Guyomard et al.

Fig. 2. Illustration of the potential problem with PROBE. The red region illustrates the
true recourse invalidation rate (see Fig. 1) while the green region illustrates the approx-
imated recourse invalidation rate through the approximation of the red region. In this
case, the approximation under-estimates the red region and misleadingly encourages
finding a x̆ that would break the robustness constraint. (Color figure online)

To sum up, PROBE has two limitations: 1) It offers users a guarantee based
on the recourse invalidation rate approximation rather than the true recourse
invalidation rate; 2) the approximation applies only for Gaussian distribution of
counterfactual perturbation. This makes the approach not applicable to dataset
with categorical attributes.

Our contribution overcomes the first limitation by introducing a new estima-
tor that is proved to induce an almost-sure upper bound on the true recourse
invalidation rate. Furthermore, our approach is independent to the noise distri-
bution, thus enabling the use of various noise distributions.

4 Our Contribution

In this section, we present our method, named CROCO standing for Cost-efficient
RObust COunterfactuals. It improves the generation of robust counterfactuals
according to the recourse invalidation rate.

This method, inspired from PROBE, introduces a new robustness term to the
optimization problem presented in Eq. 1. This term is based on an upper-bound
of the recourse invalidation rate.

4.1 An Upper Bound of the Recourse Invalidation Rate

As it is not feasible to derive a closed-form expression of Γ without making any
assumption about the noise distribution, and given that Γ̃ is not differentiable,
our idea is to compute an upper-bound of Γ.

Let x̆ be a counterfactual for an example x ∈ X , then we define the soft
recourse invalidation rate, Θ(x̆) by:

Θ(x̆; pε) = Eε∼pε
[1 − f (x̆ + ε)] .

The Proposition 1 states that the soft recourse invalidation rate, Θ, induces an
upper-bound of the recourse invalidation rate, Γ.
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Proposition 1. 1 Let t ∈ [0, 1] be a decision threshold and x̆ be a counterfactual
for an example x ∈ X , an upper bound of the true recourse invalidation rate is
given by:

Γ (x̆; pε) ≤ Θ (x̆; pε)
(1 − t)

(4)

Similarly to Γ, Θ can not be evaluated directly. However, we can use the
following Monte-Carlo estimator, where K is the number of random samples:

Θ̃ (x̆;K, pε) =
1
K

K∑

k=1

(1 − f(x̆ + εk)) (5)

This quantity can be seen as the mean predicted probability for class 0, computed
on perturbed samples that are randomly drawn from the pε distribution. The
proposed estimator is close to the recourse invalidation rate estimation outlined
in Eq. 3, but it differs in that it is differentiable as a composition of differentiable
functions, thus can be included in an objective function.

Moreover, the Proposition 2 shows that our estimator, Θ̃, defines an almost-
sure upper bound of the true recourse invalidation rate. This means that m+Θ̃

1−t
has a high probability to be an upper-bound of Γ.

Proposition 2. Let t ∈ [0, 1] be a decision threshold, pε a noise distribution, x̆
be a counterfactual for an example x ∈ X , then an almost-sure upper-bound of
the recourse invalidation rate is given by:

P

(
Γ (x̆; pε) ≤ m + Θ̃ (x̆;K, pε)

1 − t

)
≥ 1 − exp

(−2m2K
)

(6)

where m > 0 and K is the number of random samples.

With a high number of random samples and a given value of m, the expo-
nential term of Proposition 2 can be arbitrarily small. Then for a given value of
our estimator Θ̃ (x̆;K, pε), we have almost surely that the true recourse invali-

dation rate will be in the worst case equals to
m + Θ̃ (x̆;K, pε)

1 − t
. It ensues that if

we enforce
m + Θ̃ (x̆;K, pε)

1 − t
to be lower than a given threshold Γ̄t, then we are

almost-sure that the true recourse invalidation rate is lower than Γ̄t, i.e. that
the counterfactual is more robust than the given threshold.

Note that m ∈ R>0 is a parameter that defines the tightness of the upper-
bound. The lower m, the better the upper-bound. In return, low m requires a
higher K (i.e. more computational resource) to keep the confidence in the bound.
Section A.2 in supplementary material provides a table to choose the values of
m and K with respect to the desired level of confidence.

1 All proofs are provided in Section A.1 of supplementary material.
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Algorithm 1. CROCO optimization for counterfactual generation
Input: x s.t. f(x) < t, f , λ > 0, α, Γ̄t > 0, K,pε

Output: x + δ
δ ← 0;
Compute Θ̃ (x + δ; K, pε)

while f(x + δ) < t and m+Θ̃(x+δ;K,pε)
1−t

> Γ̄t do
δ ← δ − α · ∇δLCROCO(x + δ; Θt, pε, λ) � From Eq. 8
Update Θ̃ (x + δ; K, pε)

end while
Return: x + δ

For instance, with K = 500 and m = 0.1, and t = 0.5, the inequation of the
Proposition 2 gives:

P

(
Γ (x̆) ≤ 0.2 + 2Θ̃ (x̆)

)
≥ 0.999 (7)

4.2 Generate Robust Counterfactuals

We propose a minimization problem for the generation of robust counterfactuals
according to the recourse invalidation rate.

Given a neighborhood distribution pε, a number of samples K, a tightness
value m > 0 and a target upper-bound Γ̄t, a counterfactual x̆ = x + δ is found
by minimizing the following objective function:

min
δ

(
Θ̃ (x + δ;K, pε) + m

1 − t
− Γ̄t

)2

︸ ︷︷ ︸
Robustness

+ � (f (x + δ) , 1 − h(x))︸ ︷︷ ︸
Validity

+ λ ‖δ‖1︸ ︷︷ ︸
Proximity

(8)

The last two terms implement the classical trade-off for counterfactual gen-
eration. Indeed, the second term pushes the counterfactual class toward a class
that differs from the example class (if h(x) = 0 then we want h(x̆) = 1), while the
last term minimizes the distance between the counterfactual and the example to
explain.

The first term encourages our new estimator to be close to a target value
Γ̄t, i.e. the target upper-bound of the recourse invalidation rate. This pushes to
choose a counterfactual that has an upper bound close to the objective.

Algorithm 1 describes the optimization process for CROCO. Gradient steps
are performed until the counterfactual predicted class is flipped (f (x + δ) ≥ t),
and the value of the upper-bound m+Θ̃(x+δ;K,pε)

1−t is below the target value Γ̄t.
CROCO has several benefits, it allows the user to generate counterfactuals

with almost surely a minimal robustness, and this agnostically to the noise dis-
tribution. Moreover, our optimization problem relies on an almost-sure upper
bound of the true recourse invalidation rate instead of relying on an approxima-
tion as Pawelcyk et al. did with PROBE [15]. Our intuition is that this will in
practice improve the trade-off between proximity and robustness.
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5 Experiments and Results

We have divided our experiments into two sections. After experimentally con-
firming that our approach preserves the validity of the counterfactuals, the pur-
pose of the first section is to demonstrate empirically that CROCO provides an
effective management of the trade-off between proximity and robustness in com-
parison to PROBE. In the second section, we demonstrate experimentally that
the counterfactuals returned by CROCO exhibits a lower degree of invalidation
with respect to the user-defined target than PROBE do.

First of all, we describe the datasets that we used for evaluation, along with
the metrics we employed as well as the predictive model details.

5.1 Experimental Setting

For a fair comparison, we used the CARLA library [13], which was also used for
evaluating PROBE. It contains three binary classification datasets: Adult, Give
Me Some Credit (GSC), and COMPAS. These datasets contain both numerical
and categorical features. Both numerical and categorical variables are used to
train the classifier, but the counterfactuals are generated by modifying only the
numerical variables. The proportion of categorical variables for each dataset are
respectively 3/7, 1/12 and 25/40. Additional details about these datasets are
available in the section A.4 of the supplementary material. For every dataset,
the classification model, f , is the fully connected neural network implemented
in the CARLA library2. It is composed of 50 hidden layers and ReLU activation
functions.

We used for evaluation the following metrics:

Validity A counterfactual x̆ of an example x is valid if the classification model
predicts different classes for x and x̆ [11,12]. Formally:

Validity =
{

0, if f(x̆) = f(x)
1, if f(x̆) �= f(x)

The validity measure lies in [0, 1]. The higher it is, the better.
Distance The distance is the L1 distance between an example, x and its coun-

terfactual, x̆ [11,22].

Distance = ‖x̆ − x‖1 = ‖δ‖1
A low value indicates fewer changes of features to apply to the original exam-
ple to obtain the counterfactual. As the distance decreases, the proximity
increases. In the context of counterfactual generation, we assume that the
lower the distance, the more actionable the counterfactual, the better.

2 Function carla.models.catalog.MLModelCatalog of the CARLA library.
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Fig. 3. Trade-off between recourse invalidation rate and distance with Gaussian dis-
tribution noises. Each column corresponds to a dataset and each line to a value of
σ2 ∈ {0.005, 0.01, 0.015, 0.02}. In each subplot the value of σ2 is fixed. Each point of a
curve corresponds to a mean recourse invalidation rate and a mean distance for a given
target, we have target ∈ {0.05, 0.10, 0.15, 0.2, 0.25, 0.3, 0.35}. The points are connected
by target order.

Recourse invalidation rate We used Γ̃ (see Eq. 3) to evaluate recourse invali-
dation rate, i.e. the robustness of the counterfactual. This value indicates the
risk to have an invalid counterfactual in case the counterfactual is slightly
changing wrt to the automatically recommended counterfactual. The lower,
the better.
The recourse invalidation rate makes the assumption of a neighborhood repre-
sented by a distribution, pε. CROCO makes no hypothesis on this distribution
but PROBE requires a Gaussian distribution. For the sake of fairness, we use
a centered Gaussian distribution with a parameterized variance σ for the two
methods.
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For each dataset, we run PROBE with σ2 ∈ {0.005, 0.01, 0.015, 0.02} and
Γt ∈ {0.05, 0.10, 0.15, 0.2, 0.25, 0.3, 0.35}. Regarding the setting of CROCO, we
choose K = 500, m = 0.1, t = 0.5. λ is found through an iterative procedure
that is described in section A.5.2 of supplementary material. For each dataset, we
run CROCO with the same parameters as PROBE: σ2 ∈ {0.005, 0.01, 0.015, 0.02}
and Γ̄t ∈ {0.05, 0.10, 0.15, 0.2, 0.25, 0.3, 0.35}.

We also include the approach of Wachter et al. [22] (referred to as Wachter)
in our experiment. This counterfactual generation method establishes a baseline
for recourse invalidation rate.

In our experiments, we generated 500 counterfactuals for each dataset and
each parameterized method. We collected their recourse invalidation rate, dis-
tance and validity, that are discussed in the following.

5.2 Comparisons Between PROBE and CROCO

In this section, the quality of the counterfactuals generated using CROCO,
PROBE and Watcher is compared.

First of all, Watcher and CROCO achieves a perfect validity for all datasets.
PROBE achieved a perfect validity on all datasets, except for two counterfactual
sets, that corresponds to the COMPAS dataset where σ2 = 0.005 and Γt = 0.3
and also the GSC dataset where σ2 = 0.02 and Γt = 0.05. As a consequence, in
the following, we focus the analysis on the trade-off between the distance and the
recourse invalidation rate. The section A.3.1 of the supplementary material con-
tains details regarding the validity obtained for each dataset, and counterfactual
sets that are generated.

Figure 3 compares Watcher, PROBE and CROCO regarding the distance and
recourse invalidation rate on the three different datasets. Each point of a given
curve corresponds to the mean recourse invalidation rate and the mean dis-
tance that is obtained from CROCO or PROBE by fixing a target value. Note
that Watcher has only one point as it has no recourse invalidation rate target
parameter. The standard-deviation values are provided in section A.3.2 of sup-
plementary material. Note that for a given curve, the points are linked by order
of increasing target value.

For the GSC dataset, CROCO achieves both smaller distances (higher prox-
imities) and lower recourse invalidation rates compared to PROBE, regardless
of the value of σ2. The same conclusion can be drawn for the COMPAS dataset,
except for σ2 = 0.005 where CROCO achieves smaller recourse invalidation rates
but at the cost of higher distances.

Regarding the Adult dataset, we observe that PROBE is unstable, as it can
produce solutions with higher recourse invalidation rate than the target fixed by
the user (where Γ̃ ≥ Γt). On the other hand, CROCO is stable and achieves both
smaller distances (higher proximities) and lower recourse invalidation rates. We
also noticed that on all the datasets, distance values increase when σ2 increased,
thus confirming the presence of a trade-off between the two quantities.

When solutions are closely clustered together in terms of mean distances,
both PROBE and CROCO exhibit similar standard deviation values. However,
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Fig. 4. Comparison between targeted recourse invalidation rate and recourse inval-
idation rate. Each column corresponds to a dataset and each line to a value of
σ2 ∈ {0.005, 0.01, 0.015, 0.02}. In each subplot, the value of σ2 is fixed. Each point
corresponds to a counterfactual, on the x-axis is presented the target recourse invali-
dation rate for the counterfactual, and on the y-axis the recourse invalidation rate that
is computed.

when solutions are more widely dispersed, PROBE tends to have higher stan-
dard deviation values compared to CROCO (see section A.3.2 of supplementary
material).
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We observed that for all datasets and values of σ2, PROBE and CROCO
outperform Wachter in terms of recourse invalidation rates. The only exception
is the Adult dataset when Γt = 0.35, where PROBE produces higher recourse
invalidation rates due to instability issues.

5.3 Target Invalidation Study

For each counterfactual that is obtained from PROBE or CROCO, we computed
the recourse invalidation rate and compared it with the targeted recourse inval-
idation rate.3 The results are provided in Fig. 4. The graphics figure out the
diagonal representing the exact match between the targeted and the recourse
invalidation rate. All points that are above this diagonal correspond to coun-
terfactuals that do not achieve the robustness requested by the user. We notice
that with PROBE, the recourse invalidation rates frequently exceed the target
fixed by the user. It illustrates that the approximation of Γ made by PROBE is
too loose. In contrast, for CROCO, the recourse invalidation rates are typically
lower, indicating that the user-specified target is less invalidated.

We computed the upper bound value derived in Proposition 2 for each coun-
terfactual obtained from CROCO.

Figure 5 of section A.3.3 of the material illustrates the evolution of the upper
bound value (m+Θ̃

1−t ) with regard to the recourse invalidation rate for different
values of σ2. Our analysis show that the theoretical bound is not violated. This
means that even in cases where CROCO failed to find a solution that matches
the user target (i.e., where m+Θ̃

1−t > Γ̄t), we can still provide the user a guarantee
on the true recourse invalidation rate. This guarantee is based on the value of Θ̃
that is obtained at the end of the optimization.

6 Conclusion

In this paper, we introduce CROCO, a novel framework for generating coun-
terfactuals that are robust to input changes. A robust method guarantees that
the slightly perturbed counterfactual is still valid. Our approach leverages a
new estimator that provides a theoretical guarantee on the true recourse inval-
idation rate of the generated counterfactuals. Through experiments comparing
CROCO to the state-of-the-art PROBE method, we demonstrate that our app-
roach achieves a better trade-off between recourse invalidation rate and prox-
imity, while also leading to less invalidation regarding the user-specified target.
While these initial results are promising, it is necessary to evaluate CROCO on a
larger number of datasets to confirm the robustness of the performance obtained.
Moving forward, we plan to extend the capabilities of CROCO by adapting it
to handle categorical variables. Since our approach is independent to the noise
distribution, it seems reasonably possible to generate robust counterfactuals for
data with both numerical and categorical variables. CROCO is implemented in
the CARLA framework and will be soon available for practical usage.
3 Watcher is not figured out as it does not set a target for recourse invalidation rate.
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Abstract. Factual consistency is one of the most important require-
ments when editing high quality documents. It is extremely impor-
tant for automatic text generation systems like summarization, question
answering, dialog modeling, and language modeling. Still, automated fac-
tual inconsistency detection is rather under-studied. Existing work has
focused on (a) finding fake news keeping a knowledge base in context, or
(b) detecting broad contradiction (as part of natural language inference
literature). However, there has been no work on detecting and explaining
types of factual inconsistencies in text, without any knowledge base in
context. In this paper, we leverage existing work in linguistics to formally
define five types of factual inconsistencies. Based on this categorization,
we contribute a novel dataset, FICLE (Factual Inconsistency CLassifica-
tion with Explanation), with ∼8K samples where each sample consists
of two sentences (claim and context) annotated with type and span of
inconsistency. When the inconsistency relates to an entity type, it is
labeled as well at two levels (coarse and fine-grained). Further, we lever-
age this dataset to train a pipeline of four neural models to predict incon-
sistency type with explanations, given a (claim, context) sentence pair.
Explanations include inconsistent claim fact triple, inconsistent context
span, inconsistent claim component, coarse and fine-grained inconsistent
entity types. The proposed system first predicts inconsistent spans from
claim and context; and then uses them to predict inconsistency types
and inconsistent entity types (when inconsistency is due to entities). We
experiment with multiple Transformer-based natural language classifica-
tion as well as generative models, and find that DeBERTa performs the
best. Our proposed methods provide a weighted F1 of ∼87% for incon-
sistency type classification across the five classes. We make the code and
dataset publicly available (https://github.com/blitzprecision/FICLE).
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1 Introduction

Although Transformer-based natural language generation models have been
shown to be state-of-the-art for several applications like summarization, dialogue
generation, question answering, table-to-text, and machine translation, they suf-
fer from several drawbacks of which hallucinatory and inconsistent generation
is the most critical [14]. Factual inconsistencies in generated text can lead to
confusion and a lack of clarity, make the text appear unreliable and untrustwor-
thy, and can create a sense of mistrust among readers. It can lead to inaccurate
conclusions and interpretations, and diminishes the overall quality of the text.
One approach to tackle this problem is to train robust neural language gener-
ation models which produce text with high fidelity and less hallucinations [14].
Another approach is to have human annotators post-check the generated text for
inconsistencies. Checking all generated output manually is not scalable. Hence,
automated factual inconsistency detection and explanations become crucial.

Fig. 1. Factual Inconsistency Classification with Explanation (FICLE) Example:
Inputs are claim and context. Outputs include inconsistency type and explanation
(inconsistent claim fact triple, inconsistent context span, inconsistent claim compo-
nent, coarse and fine-grained inconsistent entity types).

Accordingly, there have been several studies in the past which focus on detec-
tion of false or fake content. Fake content detection studies [8,31,35] typically
verify facts in claims with respect to an existing knowledge base. However,
keeping the knowledge base up-to-date (freshness and completeness) is difficult.
Accordingly, there have been other studies in the natural language inference
(or textual entailment) community [4,26,37] where the broad goal is to predict
entailment, contradiction or neither. More than a decade back, De Marneffe
et al. [9] proposed the problem of fine-grained contradiction detection, but (1)
they proposed a tiny dataset with 131 examples, (2) they did not propose any
learning method, and (3) they did not attempt explanations like localization of
inconsistency spans in claim and context.

Hence, in this paper, we propose the novel problem of factual inconsistency
classification with explanations (FICLE). Given a (claim, context) sentence pair,
our goal is to predict inconsistency type and explanation (inconsistent claim fact
triple, inconsistent context span, inconsistent claim component, coarse and fine-
grained inconsistent entity types). Figure 1 shows an example of the FICLE task.
Two recent studies are close to our work: e-SNLI [6] and TaxiNLI [15]. Unlike
detailed structured explanation (including inconsistency localization spans in
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Table 1. Comparison of FICLE with other datasets. #Samples indicates number of
contradictory/inconsistent samples (and not the size of full dataset).

Dataset #Samples Explanations #Classes Inconsistency localized?

Contradiction [9] 131 No 10 No

FEVER [32] 43107 No 1 No

e-SNLI [6] 189702 Yes 1 Yes

TaxiNLI [15] 3014 No 15 No

LIAR-PLUS [1] 5669 Yes 3 No

FICLE (Ours) 8055 Yes 5 Yes

both claim and context) from our proposed system, e-SNLI [6] contains only
an unstructured short sentence as an explanation. Unlike five types of inconsis-
tencies detected along with explanations by our proposed system, TaxiNLI [15]
provides a two-level categorization for the NLI task. Thus, TaxiNLI focuses on
NLI and not on inconsistencies specifically. Table 1 shows a comparison of our
dataset with other closely related datasets.

In this work, based on linguistic theories, we carefully devise a taxonomic cat-
egorization with five inconsistency types: simple, gradable, set-based, negation,
taxonomic relations. First, we obtain English (claim, context) sentence pairs
from the FEVER dataset [32] which have been labeled as contradiction. We
get them manually labeled with inconsistency types and other explanations (as
shown in Fig. 1 by four annotators. Overall, the dataset contains 8055 samples
labeled with five inconsistency types, 20 coarse inconsistent entity types and 60
fine-grained inconsistent entity types, whenever applicable.

We leverage the contributed dataset to train a pipeline of four neural models to
predict inconsistency type with explanations:M1,M2,M3 andM4. Given a (claim,
context) sentence pair, M1 predicts the inconsistent subject-relation-target fact
triple 〈S,R, T 〉 in the claim and also the inconsistent span in the context. M2 uses
M1’s outputs to predict the inconsistency type and the inconsistent component
(subject, relation or target) from the claim. M3 uses the inconsistent context-span
and inconsistent claim component to predict a coarse inconsistent entity type. M4

leverages both M3’s inputs and outputs to predict fine-grained inconsistent entity
type. Overall, the intuition behind this pipeline design is to first predict incon-
sistent spans from claim and context; and then use them to predict inconsistency
types and inconsistent entity types (when inconsistency is due to entities). Figure 3
shows the overall system architecture for FICLE.

We investigate effectiveness of multiple standard Transformer [34]-based nat-
ural language understanding (NLU) as well as natural language generation
(NLG) models as architectures for models M1, M2, M3 and M4. Specifically, we
experiment with models like BERT [10], RoBERTa [19] and DeBERTa [12] which
are popular for NLU tasks. We also experiment with T5 [27] and BART [18]
which are popular in the NLG community. DeBERTa seemed to outperform
other models for most of the sub-tasks. Our results show that while inconsis-
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tency type classification is relatively easy, accurately detecting context span is
still challenging.

Overall, in this work,we make the followingmain contributions. (1)We propose
anovel problemof factual inconsistencydetectionwith explanations given a (claim,
context) sentence pair. (2) We contribute a novel dataset, FICLE, manually anno-
tated with inconsistency type and five other forms of explanations. We make the
dataset publicly available1. (3) We experiment with standard Transformer-based
NLU and NLG models and propose a baseline pipeline for the FICLE task. (4) Our
proposed pipeline provides a weighted F1 of ∼87% for inconsistency type classifi-
cation; weighted F1 of ∼86% and ∼76% for coarse (20-class) and fine-grained (60-
class) inconsistent entity-type prediction respectively; and an IoU of ∼94% and
∼65% for claim and context span detection respectively.

2 Related Work

Factual Inconsistency in Natural Language Generations: Popular natu-
ral language generation models have been found to generate hallucinatory and
inconsistent text [14]. Krysinski et al. [16] and Cao et al. [7] found that around
30% of the summaries generated by state-of-the-art abstractive models were
factually inconsistent. There are other summarization studies also which report
factual inconsistency of generated summaries [22,23,25,36,39,41]. Similarly, sev-
eral studies have pointed out semantic inaccuracy as a major problem with
current natural language generation models for free-form text generation [5],
data-to-text [11], question-answering [20], dialogue modeling [13,24], machine
translation [40], and news generation [38]. Several statistical (like PARENT)
and model-based metrics have been proposed to quantify the level of hallucina-
tion. Multiple data-related methods and modeling and inference methods have
been proposed for mitigating hallucination [14], but their effectiveness is still
limited. Hence, automated factual inconsistency detection is critical.

Natural Language Inference: Natural language inference (NLI) is the task
of determining whether a hypothesis is true (entailment), false (contradiction),
or undetermined (neutral) given a premise. NLI is a fundamental problem in
natural language understanding and has many applications such as question
answering, information extraction, and text summarization. Approaches used
for NLI include earlier symbolic and statistical approaches to more recent deep
learning approaches [3]. There are several datasets and benchmarks for evaluat-
ing NLI models, such as the Stanford Natural Language Inference (SNLI) Cor-
pus [4], the Multi-Genre Natural Language Inference (MultiNLI) Corpus [37]
and Adversarial NLI [26]. FEVER [32] is another dataset on a related problem
of fact verification.

Recently there has been work on providing explanations along with the clas-
sification label for NLI. e-SNLI [6] provides a one-sentence explanation aiming to
answer the question: “Why is a pair of sentences in a relation of entailment, neu-
trality, or contradiction?” Annotators were also asked to highlight the words that

1 https://github.com/blitzprecision/FICLE.

https://github.com/blitzprecision/FICLE
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they considered essential for the label. NILE [17] is a two stage model built on
e-SNLI which first generates candidate explanations and then processes explana-
tions to infer the task label. Thorne et al. [33] evaluate LIME [28] and Anchor
explanations [29] to predict token annotations that explain the entailment rela-
tion in e-SNLI. LIAR-PLUS [1] contains political statements labeled as pants-fire,
false, mostly-false, half-true, mostly-true, and true. The context and explanation
is combined into a “extracted justification” paragraph in this dataset. Atanasova
et al. [2] experiment with LIAR-PLUS dataset and find that jointly generating
justification and predicting the class label together leads to best results.

There has also been work on detailed categorization beyond just the two
classes: contradiction and entailment. Contradiction [9] is a tiny dataset with
only 131 examples that provides a taxonomy of 10 contradiction types. Recently,
TaxiNLI [15] dataset has been proposed with 15 classes for detailed categoriza-
tion with the entailment and not the contradiction category. Continuing this
line of work, in this paper, we contribute a new dataset, FICLE, which asso-
ciates every (claim, context) sentence pair with (1) an inconsistency type (out
of five) and (2) detailed explanations (inconsistent span in claim and context,
inconsistent claim component, coarse and fine-grained inconsistent entity types).

3 Inconsistency Type Classification

Factual inconsistencies in text can occur because of a number of different sen-
tence constructions, some overt and others that are complex to discover even
manually. We design a taxonomy of five inconsistency types following non-
synonymous lexical relations classified by Saeed [30, p. 66–70]. The book men-
tions the following kinds of antonyms: simple, gradable, reverses, converses and
taxonomic sisters. To this taxonomy, we added two extra categories, negation
and set-based, to capture the FICLE’s complexity. Also, we expanded the defi-
nition of taxonomic sisters to more relations, and hence rename it to taxonomic
relations. Further, since we did not find many examples of reverses and converses
in our dataset, we merged them with the simple inconsistency category. Overall,
our FICLE dataset contains these five different inconsistency types.

– Simple: A simple contradiction is a direct contradiction, where the negative
of one implies the positive of the other in a pair like pass vs. fail. This also
includes actions/processes that can be reversed or have a reverse direction, like
come vs. go and fill vs. empty. Pairs with alternate viewpoints like employer
vs. employee and above vs. below are also included in this category.

– Gradable: Gradable contradictions include adjectival and relative contradic-
tions, where the positive of one, does not imply the negative of other in a pair
like hot vs. cold, least vs. most, or periods of time etc.

– Taxonomic relations: We include three kinds of relations in this type: (a) Pairs
at the same taxonomic level in the language like red vs. blue which are placed
parallel to each other under the English color adjectives hierarchy. (b) When
a pair has a more general word (hypernym) and another more specific word
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which includes the meaning of the first word in the pair (hyponym) like giraffe
(hypo) vs. animal (hyper). (c) Pairs with a part-whole relation like nose vs.
face and button vs shirt.

– Negation: This includes inconsistencies arising out of presence of explicit nega-
tion morphemes (e.g. not, except) or a finite verb negating an action (e.g. fail
to do X, incapable of X-ing) etc.

– Set-based: This includes inconsistent examples where an object contrasts with
a list that it is not a part of (e.g. cat vs. bee, ant, wasp).

4 The FICLE Dataset

4.1 Dataset Curation and Pre-processing

Our FICLE dataset is derived from the FEVER dataset [32] using the follow-
ing processing steps. FEVER (Fact Extraction and VERification) consists of
185,445 claims generated by altering sentences extracted from Wikipedia and
subsequently verified without knowledge of the sentence they were derived from.
Every sample in the FEVER dataset contains the claim sentence, evidence (or
context) sentence from a Wikipedia URL, a type label (‘supports’, ‘refutes’ or
‘not enough info’). Out of these, we leverage only the samples with ‘refutes’ label
to build our dataset.

We propose a linguistically enriched dataset to help detect inconsistencies
and explain them. To this end, the broad requirements are to locate where an
inconsistency is present between a claim and a context, and to have a classifica-
tion scheme for better explainability.

4.2 Annotation Details

To support detailed inconsistency explanations, we perform comprehensive anno-
tations for each sample in the FICLE dataset. The annotations were done in two
iterations. The first iteration focused on “syntactic oriented” annotations while
the second iteration focused on “semantic oriented” annotations. The annota-
tions were performed using the Label Studio annotation tool2 by a group of four

Table 2. Inconsistent Claim Fact Triple, Context Span and Claim Component exam-
ples for the context sentence “Prime Minister Narendra Modi enthusiastically hoisted
the Indian flag.” Subject, relation and target in the claim are shown in bold, italics
and underline respectively.

Inconsistent Claim Inconsistent Context Span Inconsistent Claim Component

Prime Minister Swami Vivekananda enthusiastically hoisted the Indian flag. Narendra Modi Subject-Head

President Narendra Modi enthusiastically hoisted the Indian flag. Prime Minister Subject-Modifier

Prime Minister Narendra Modi enthusiastically lowered the Indian flag. hoisted Relation-Head

Prime Minister Narendra Modi halfheartedly hoisted the Indian flag. enthusiastically Relation-Modifier

Prime Minister Narendra Modi enthusiastically hoisted the Indian culture. flag Target-Head

Prime Minister Narendra Modi enthusiastically hoisted the American flag. Indian Target-Modifier

2 https://labelstud.io/.

https://labelstud.io/
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Table 3. Inconsistency Type and Coarse/Fine-grained Inconsistent Entity Type exam-
ples. Inconsistent spans are marked in bold in both claim as well as context.
Claim Context Incon-sistency

Type
Coarse
Inconsistent
Entity Type

Fine-grained
Inconsistent
Entity Type

Kong: Skull Island is not a
reboot.

The film is a reboot of the
King Kong franchise and
serves as the second film in
Legendary’s MonsterVerse.

Negation enter-tainment brand

The Royal Tenenbaums only
stars Emma Stone.

The film stars Danny
Glover, Gene Hackman,
Anjelica Huston, Bill
Murray, Gwyneth
Paltrow, Ben Stiller,
Luke Wilson, and Owen
Wilson.

Set Based name musician

Lindsay Lohan began her
career as an adult fashion
model.

Lohan began her career as a
child fashion model when
she was three, and was later
featured on the soap opera
Another World for a year
when she was 10.

Simple time age

Karl Malone played the
shooting guard position.

He is considered one of the
best power forwards in
NBA history.

Taxonomic
Relation

profession sport

The Divergent Series:
Insurgent is based on the
third book in the Divergent
trilogy.

The Divergent Series:
Insurgent is a 2015 American
science fiction action film
directed by Robert
Schwentke, based on
Insurgent, the second book
in the Divergent trilogy by
Veronica Roth.

Gradable quantity ordinal

annotators (two of which are also authors). The annotators are well versed in
English and are Computer Science Bachelors students with a specialization in
computational linguistics, in the age group of 20–22 years. Detailed annotation
guidelines are in annotationGuidelines.pdf here (see footnote 1).

Syntactic Oriented Annotations: In this annotation stage, the judges labeled
the following syntactic fields per sample. Table 2 shows examples of each of these
fields. (1) Inconsistent Claim Fact Triple: A claim can contain multiple facts. The
annotators identified the fact that is inconsistent with the context. Further, the
annotators labeled the span of source (S), relation (R) and target (T) within
the claim fact. Sometimes, e.g., in case of an intransitive verb, the target was
empty. Further, for each of the S, R and T, the annotators also labeled head and
modifier separately. The head indicates the main noun (for S and T) or the verb
phrase (for R) while the modifier is phrase that serves to modify the meaning
of the noun or the verb. (2) Inconsistent Context Span: A span marked in the
context sentence which is inconsistent with the claim. (3) Inconsistent Claim
Component: This can take six possible values depending on the part of the claim
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fact triple that is inconsistent with the context: Subject-Head, Subject-Modifier,
Relation-Head, Relation-Modifier, Target-Head, Target-Modifier.

Semantic Oriented Annotations: In this annotation stage, the annotators
labeled the following semantic fields per sample. Table 3 shows examples of each
of these fields. (1) Inconsistency Type: Each sample is annotated with one of the
five inconsistency types as discussed in Sect. 3. (2) Coarse Inconsistent Entity
Type: When the inconsistency is because of an entity, the annotator also labeled
one of the 20 coarse types for the entity causing the inconsistency. The types
are action, animal, entertainment, gender, geography, identity, material, name,
nationality, organization, others, politics, profession, quantity, reality, relation-
ship, sentiment, sport, technology and time. (3) Fine-grained Inconsistent Entity
Type: Further, when the inconsistency is because of an entity, the annotator also
labeled one of the 60 fine-grained types for the entity causing the inconsistency.

For inconsistency entity type detection, the annotations were performed in
two iterations. In the first iteration, the annotators were allowed to annotate
the categories (both at coarse and fine-grained level) freely without any limited
category set. This was performed on 500 samples. The annotators then discussed
and de-duplicated the category names. Some rare categories were merged with
frequent ones. This led to a list of 20 coarse and 60 fine-grained entity types
(including “others”). In the second iteration, annotators were asked to choose
one of these categories. We measured inter-annotator agreement on 500 samples.
For source, relation, target and inconsistent context spans, the intersection over
union (IoU) was found to be 0.91, 0.83, 0.85 and 0.76 respectively. Further, the
Kappa score was found to be 0.78, 0.71 and 0.67 for the inconsistency type, coarse
inconsistent entity type and fine-grained inconsistent entity type respectively.

Fig. 2. Distribution of coarse inconsistent
entity types in FICLE.

Table 4. Minimum, average, and maxi-
mum size (words) of various fields aver-
aged across samples in FICLE dataset.

MinAvg Max

Claim 3 8.04 31

Context 5 30.73 138

Incon. Claim Source 1 2.29 9

Relation 1 2.17 18

Target 0 3.39 21

Incon. Context-Span 1 5.11 94

4.3 FICLE Dataset Statistics

The FICLE dataset consists of 8055 samples in English with five inconsistency
types. The distribution across the five types is as follows: Taxonomic Rela-
tions (4842), Negation (1630), Set Based (642), Gradable (526) and Simple
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Fig. 3. FICLE: System Architecture

(415). There are six possible inconsistent claim components with distribution
as follows: Target-Head (3960), Target-Modifier (1529), Relation-Head (951),
Relation-Modifier (1534), Source-Head (45), Source-Modifier (36). The dataset
contains 20 coarse inconsistent entity types as shown in Fig. 2. Further, these
are sub-divided into 60 fine-grained entity types. Table 4 shows average sizes of
various fields averaged across samples in the dataset. The dataset was divided
into train, valid and test splits in the ratio of 80:10:10.

5 Neural Methods for Factual Inconsistency Classification
with Explanations

We leverage the FICLE dataset to train models for factual inconsistency classifi-
cation with explanations. Specifically, given the claim and context sentence, our
system does predictions in the following stages: (A) Predict Inconsistent Claim
Fact Triple (S,R,T) and Inconsistent Context Span, (B) Predict Inconsistency
Type and Inconsistent Claim Component, (C) Predict Coarse and Fine-grained
Inconsistent Entity Type. Overall, the system architecture consists of a pipeline
of four neural models to predict inconsistency type with explanations: M1, M2,
M3 and M4, and is illustrated in Fig. 3. We discuss details of the three stages
and the pipeline in this section.

Model Architectures. We experiment with five pretrained models of which
two are natural language generation (NLG) models. Specifically, we finetune
Transformer [34] encoder based models like BERT [10], RoBERTa [19] and
DeBERTa [12]. We also use two NLG models: BART [18] and T5 [27] which
are popular in the NLG community.

BERT (Bidirectional Encoder Representations from Transformers) [10] essen-
tially is a transformer encoder with 12 layers, 12 attention heads and 768 dimen-
sions. We used the pre-trained model which has been trained on Books Corpus
and Wikipedia using the MLM (masked language model) and the next sentence
prediction (NSP) loss functions. RoBERTa [19] is a robustly optimized method
for pretraining natural language processing (NLP) systems that improves on
BERT. RoBERTa was trained with 160GB of text, trained for larger number of
iterations up to 500K with batch sizes of 8K and a larger byte-pair encoding
(BPE) vocabulary of 50K subword units, without NSP loss. DeBERTa [12] is
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trained using a special attention mechanism where content and position embed-
dings are disentangled. It also has an enhanced mask decoder which leverages
absolute word positions effectively. BART [18] is a denoising autoencoder for pre-
training sequence-to-sequence models. BART is trained by (1) corrupting text
with an arbitrary noising function, and (2) learning a model to reconstruct the
original text. T5 [27] is also a Transformer encoder-decoder model pretrained on
Colossal Clean Crawled Corpus, and models all NLP tasks in generative form.

When encoding input or output for these models, we prepend various
semantic units using special tokens like 〈claim〉, 〈context〉, 〈source〉, 〈relation〉,
〈target〉, 〈contextSpan〉, 〈claimComponent〉, 〈type〉, 〈coarseEntityType〉 and
〈fineEntityType〉. NLG models (BART and T5) generate the inconsistency type
and all explanations, and are trained using cross entropy loss. For NLU models
(BERT, RoBERTa, DeBERTa), we prepend input with a [CLS] token and use its
semantic representation from the last layer with a dense layer to predict incon-
sistency type, inconsistent claim component, and entity types with categorical
cross entropy loss. With NLU models, source, relation, target, and context span
are predicted using start and end token classifiers (using cross entropy loss) as
usually done in the question answering literature [10].

Stage A: Predict Inconsistent Spans
In this stage, we first train models to predict source, relation and target by
passing the claim sentence as input to the models. Further, to predict inconsis-
tent context span, we experiment with four different methods as follows. (1)
Structure-ignorant: The input is claim and context sentence. The aim is to
directly predict inconsistent context span ignoring the “source, relation, tar-
get” structure of the claim. (2) Two-step: First step takes claim and context
sentences as input, and predicts source, relation and target (SRT). Second step
augments source, relation and target to the input along with claim and context,
and predicts the inconsistent context span. (3) Multi-task: The input is claim
and context sentence. The goal is to jointly predict source, relation, target and
inconsistent context span. (4) Oracle-structure: The input is claim and context
sentence, and ground truth (source, relation and target). These are all used
together to predict inconsistent context span.

Stage B: Predict Inconsistency Type and Claim Component
This stage assumes that (1) SRT from claim and (2) inconsistent context span
have already been predicted. Thus, in this stage, the input is claim, context,
predicted SRT and predicted inconsistent context span. Using these inputs, to
predict inconsistency type and inconsistent claim component, we experiment
with three different methods as follows. (1) Individual: Predict inconsistency type
and inconsistent claim component separately. (2) Two-step: First step predicts
inconsistent claim component. Second step augments the predicted inconsistent
claim component to the input, and predicts inconsistency type. (3) Multi-task:
Jointly predict inconsistency type and inconsistent claim component in a multi-
task learning setup.
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Stage C: Predict Inconsistent Entity Types
To find inconsistent entity types, we build several models each of which take two
main inputs: inconsistent context span and the span from the claim correspond-
ing to the inconsistent claim component. We experiment with the following dif-
ferent models. (1) Individual: Predict coarse and fine-grained inconsistent entity
type separately. (2) Two-step: First step predicts coarse inconsistent entity type.
Second step augments the predicted coarse inconsistent entity type to the input,
and predicts fine-grained type.

Further, we also attempt to leverage semantics from entity class names.
Hence, we use the NLU models (BERT, RoBERTa, DeBERTa) to obtain embed-
dings for entity class names, and train NLU models to predict the class name
which is most similar to semantic representation (of the [CLS] token) of the
input. We use cosine embedding loss to train these models. Specifically, using
class (i.e., entity type) embeddings, we train the following models. Note that we
cannot train NLG models using class embeddings; thus we perform this exper-
iment using NLU models only. (1) Individual Embedding: Predict coarse and
fine-grained inconsistent entity type separately using entity type embeddings. (2)
Two-step Embedding: First step predicts coarse inconsistent entity type using
class embeddings. Second step augments the predicted coarse inconsistent entity
type to the input, and predicts fine-grained type using class embeddings. (3)
Two-step Mix: First step predicts coarse inconsistent entity type using class
embeddings. Second step augments the predicted coarse inconsistent entity type
to the input, and predicts fine-grained type using typical multi-class classification
without class embeddings.

After experimenting with various model choices for the three stages described
in this section, we find that the configuration described in Fig. 3 provides best
results. We also attempted other designs like (1) predicting all outputs (incon-
sistency type and all explanations) jointly as a 6-task setting using just claim
and context as input, (2) identifying claim component only as S, R or T rather
than heads versus modifiers. However, these alternate designs did not lead to
better results.

6 Experiments and Results

For prediction of spans like source, relation, target, and inconsistent context
span, we use exact match (EM) and intersection over union (IoU) metrics. EM
is a number from 0 to 1 that specifies the amount of overlap between the pre-
dicted and ground truth span in terms of tokens. If the characters of the model’s
prediction exactly match the characters of ground truth span, EM = 1, other-
wise EM = 0. Similarly, IoU measures intersection over union in terms of tokens.
For classification tasks like inconsistency type prediction as well as coarse and
fine-grained inconsistent entity type prediction, we use metrics like accuracy and
weighted F1.

Since factual inconsistency classification is a novel task, there are no existing
baseline methods to compare with.
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Table 5. Source, Relation and Target Prediction from Claim Sentence

Model Exact Match IoU

Source Relation Target Source Relation Target

BERT 0.919 0.840 0.877 0.934 0.876 0.895

RoBERTa 0.921 0.865 0.871 0.936 0.883 0.885

DeBERTa 0.918 0.857 0.864 0.932 0.874 0.893

BART 0.981 0.786 0.741 0.986 0.873 0.842

T5 0.983 0.816 0.765 0.988 0.945 0.894

Table 6. Inconsistent Context Span Prediction

Model Exact Match IoU

Structure-ignorant Two-step Oracle-structure Structure-ignorant Two-step Oracle-structure

BERT 0.483 0.499 0.519 0.561 0.541 0.589

RoBERTa 0.542 0.534 0.545 0.589 0.584 0.632

DeBERTa 0.538 0.540 0.569 0.591 0.587 0.637

BART 0.427 0.292 0.361 0.533 0.404 0.486

T5 0.396 0.301 0.352 0.517 0.416 0.499

Table 7. Joint Prediction of Source, Relation and Target Prediction from Claim Sen-
tence and Inconsistent Context Span using Multi-Task Setting

Model Exact Match IoU

Source Relation Target Context Span Source Relation Target Context Span

BERT 0.769 0.665 0.752 0.524 0.801 0.708 0.804 0.566

RoBERTa 0.759 0.686 0.780 0.572 0.828 0.745 0.836 0.617

DeBERTa 0.788 0.704 0.819 0.604 0.843 0.768 0.844 0.650

BART 0.973 0.816 0.836 0.501 0.979 0.874 0.895 0.549

T5 0.981 0.764 0.717 0.570 0.988 0.870 0.842 0.602

Source, Relation, Target and Inconsistent Context Span Prediction:
Table 5 shows results for source, relation and target prediction from claim sen-
tences. The table shows that T5 works best except for prediction of relation
and target using the exact match metric. Further, Table 6 shows that surpris-
ingly structure ignorant method is slightly better than the two-step method.
Oracle method with DeBERTa expectedly is the best. NLG models (BART and
T5) perform much worse compared to NLU models for context span prediction.
Lastly, we show results of jointly predicting source, relation, target and inconsis-
tent context span in Table 7. The table shows while T5 and BART are better at
predicting source, relation and target, DeBERTa is a clear winner in predicting
the inconsistent context span.
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Table 8. Inconsistency Type Prediction

Model Accuracy Weighted F1

Individual Two-step Multi-task Individual Two-step Multi-task

BERT 0.84 0.84 0.84 0.86 0.86 0.86

RoBERTa 0.85 0.85 0.86 0.86 0.86 0.87

DeBERTa 0.86 0.85 0.87 0.86 0.87 0.87

BART 0.57 0.60 0.73 0.59 0.64 0.74

T5 0.53 0.61 0.74 0.58 0.66 0.74

Table 9. Inconsistent Claim Component Prediction (6-class classification)

Model Accuracy Weighted F1

Individual Multi-task Individual Multi-task

BERT 0.83 0.88 0.83 0.88

RoBERTa 0.85 0.89 0.85 0.89

DeBERTa 0.88 0.89 0.89 0.89

BART 0.80 0.75 0.81 0.76

T5 0.81 0.75 0.81 0.75

Table 10. Coarse Inconsistent Entity Type Prediction. Note that embedding based
methods don’t work with NLG models.

Model Accuracy Weighted F1

Individual Individual Embedding Individual Individual Embedding

BERT 0.82 0.84 0.78 0.84

RoBERTa 0.83 0.86 0.80 0.85

DeBERTa 0.85 0.87 0.81 0.86

BART 0.73 - 0.71 -

T5 0.74 - 0.73 -

Inconsistency Type and Inconsistent Claim Component Prediction:
Tables 8 and 9 show the results for the inconsistency type and inconsistent claim
component prediction. Note that the two problems are 5-class and 6-class clas-
sification respectively. We observe that joint multi-task model outperforms the
other two methods. Also, DeBERTa is the best model across all settings. For this
best model, the F1 scores for the inconsistency types are as follows: Taxonomic
Relations (0.92), Negation (0.86), Set Based (0.65), Gradable (0.78) and Simple
(0.81).
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Table 11. Accuracy/Weighted F1 for Fine-grained Inconsistent Entity Type Predic-
tion. Note that embedding based methods do not work with NLG models.

Model Individual Two-step Individual Embedding Two-step Embedding Two-step Mix

BERT 0.65/0.59 0.74/0.71 0.64/0.62 0.72/0.70 0.75/0.71

RoBERTa 0.69/0.65 0.75/0.73 0.72/0.68 0.76/0.73 0.76/0.75

DeBERTa 0.70/0.67 0.77/0.74 0.73/0.70 0.76/0.73 0.78/0.76

BART 0.50/0.44 0.64/0.59 - - -

T5 0.56/0.48 0.67/0.62 - - -

Table 12. Confusion matrix for inconsistency type prediction. We observe a high
correlation between actual and predicted values, indicating our model is effective.

Predicted

Taxonomic Relations Negation Set Based Gradable Simple

Actual Taxonomic Relations 456 16 4 17 9

Negation 11 123 3 0 4

Set Based 17 4 22 1 1

Gradable 16 1 2 51 0

Simple 6 2 2 2 36

Inconsistent Entity Type Prediction: Tables 10 and 11 show accuracy and
weighted F1 for coarse and fine-grained inconsistent entity type prediction
respectively. We make the following observations from these tables: (1) DeBERTa
outperforms all other models for both the predictions. (2) For coarse inconsis-
tent entity type prediction, the embedding based approach works better than the
typical classification approach. This is because there are rich semantics in the
entity class names that are effectively leveraged by the embedding based app-
roach. (3) For fine-grained inconsistent entity type prediction, two-step method
is better than individual method both with and without embeddings. (4) The
two-step mix method where we use embeddings based method to predict coarse
inconsistent entity type and then usual 60-class classification for fine-grained
types performs the best.
Qualitative Analysis To further understand where our model goes wrong,
we show the confusion matrix for inconsistency type prediction for our best
model in Table 12. We observe that the model labels many set-based examples
as ‘taxonomic relations’ leading to poor F1 for the set-based class. In general
most of the confusion is between ‘taxonomic relations’ and other classes.

Amongst the coarse entity types, we found the F1 to be highest for time,
action, quantity, nationality and geography entity types, and lowest for animal,
relationship, gender, sentiment and technology entity types.

Further, for inconsistency spans in the context, we observe that the average
length of accurate predictions (3.16) is much smaller than inaccurate predictions
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(8.54), comparing the lengths of ground truth spans. Further, for inaccurate
predictions, we observe that as the length of the inconsistency span increases, the
coverage of ground truth tokens by the predicted tokens, decreases on an average.
Further, we categorized inaccurate span predictions into 4 buckets (additive,
reordered, changed and subtractive). Additive implies more terms compared to
ground truth, reordered means same terms but reordered, changed means some
new terms were generated by the model, and subtractive means misses out on
terms compared to ground truth. We found that ∼91 were of subtractive type,
indicating that our inconsistency span predictor model is too terse and can be
improved by reducing sampling probability for end of sequence token.

Hyper-parameters for Reproducibility: The experiments were run on a
machine with four GEFORCE RTX 2080 Ti GPUs. We used a batch size of 16
and the AdamW optimizer [21] and trained for 5 epochs for all models. We used
the following models: bert-base-uncased, roberta-base, microsoft/deberta-base,
facebook/bart-base, and t5-small. Learning rate was set to 1e-4 for BART and
T5, and to 1e-5 for other models. More details are available in the code1.

7 Conclusion and Future Work

In this paper, we investigated the problem of detecting and explaining types of
factual inconsistencies in text. We contributed a new dataset, FICLE, with ∼8K
samples with detailed inconsistency labels for (claim, context) pairs. We exper-
imented with multiple natural language understanding and generation models
towards the problem. We found that a pipeline of four models which predict
inconsistency spans in claim and context followed by inconsistency type pre-
diction and finally inconsistent entity type prediction works the best. Also, we
observed that DeBERTa led to the best results. In the future, we plan to extend
this work to multi-lingual scenarios. We also plan to extend this work to per-
form inconsistency detection and localization across multiple sentences given a
paragraph.

Ethical Statement. In this work, we derived a dataset from FEVER dataset3. Data

annotations in FEVER incorporate material from Wikipedia, which is licensed pursuant

to the Wikipedia Copyright Policy. These annotations are made available under the

license terms described on the applicable Wikipedia article pages, or, where Wikipedia

license terms are unavailable, under the Creative Commons Attribution-ShareAlike

License (version 3.0), available at this link: http://creativecommons.org/licenses/by-

sa/3.0/. Thus, we made use of the dataset in accordance with its appropriate usage

terms.

The FICLE dataset does not contain any personally identifiable information. Details of

the manual annotations are explained in Sect. 4 as well as in annotationGuidelines.pdf

at https://github.com/blitzprecision/FICLE.

3 https://fever.ai/dataset/fever.html.

http://creativecommons.org/licenses/by-sa/3.0/
http://creativecommons.org/licenses/by-sa/3.0/
https://github.com/blitzprecision/FICLE
https://fever.ai/dataset/fever.html
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Abstract. Existing methods for explainable artificial intelligence
(XAI), including popular feature importance measures such as SAGE,
are mostly restricted to the batch learning scenario. However, machine
learning is often applied in dynamic environments, where data arrives
continuously and learning must be done in an online manner. Therefore,
we propose iSAGE, a time- and memory-efficient incrementalization of
SAGE, which is able to react to changes in the model as well as to drift in
the data-generating process. We further provide efficient feature removal
methods that break (interventional) and retain (observational) feature
dependencies. Moreover, we formally analyze our explanation method
to show that iSAGE adheres to similar theoretical properties as SAGE.
Finally, we evaluate our approach in a thorough experimental analysis
based on well-established data sets and data streams with concept drift.

1 Introduction

If machine learning is used for high-stake decision-making, e.g., in healthcare [47]
or energy consumption analysis [21], models learned on data should be transpar-
ent and explainable. However, as the best performing models are often opaque
in nature, this is typically not the case. The field of explainable artificial intelli-
gence (XAI) addresses this problem by developing methods to uncover the inner
working of black box models and to make the input-output relationships rep-
resented by such models more understandable [2]. Notably, this includes global
feature importance (global FI) methods, which quantify the influence of individ-
ual input features on the model predictions, and seek to rank the features in
terms of their importance.

So far, XAI has mainly focused on static learning scenarios, where a sin-
gle model is learned from data in a batch mode. However, in modern machine
learning applications such as online credit risk scoring for financial services [12],
intrusion detection in networks [3], or sensor network analysis [4,15], data is
not static but coming in the form of a continuously evolving stream of data.
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Fig. 1. An incremental model is fitted on a data stream. Incrementally explaining this
model with iSAGE efficiently distributes the FI scores according to the model’s loss
evolving the user understanding of the model over time.

In applications of that kind, online algorithms are needed for learning in an incre-
mental mode, processing data in a sequential manner one by one. Incremental
learning should not only be time- and memory-efficient, but must also account
for possible changes in the underlying data distribution, which is referred to as
concept drift. Such drift may occur in different forms and for different reasons,
e.g., as a change of energy consumption patterns or hospital admission criteria
due to pandemic-induced lockdowns [16].

In dynamic scenarios, where models are constantly evolving and reacting to
their changing environment, static explanations do no longer suffice. To effec-
tively monitor dynamic models, explanations need to be updated in real-time,
keeping pace with the evolving models. As illustrated in Fig. 1, in this work,
we compute global FI in an incremental manner, thereby also addressing the
challenge of drifting data distributions, where batch methods are likely to yield
wrong explanations (cf. Figure 7 in Appendix C).

Providing an incremental global FI method comes with various challenges,
not only conceptually and algorithmically, but also computationally, especially
because the computation of many FI measures is already prohibitive in the batch
setting.

Contribution. We take a first step towards efficient explanations for changing
models on data streams and contribute:

– iSAGE ; a model-agnostic global FI algorithm that provides time- and
memory- efficient incremental estimates of SAGE values and is able to react
to changes in the model and concept drift.

– interventional and observational iSAGE ; two conceptual approaches to define
SAGE values that extend on the existing discussion of appropriate feature
removal techniques with an efficient incremental algorithm.

– open source implementation; a well-tested and general implementation of our
algorithms that integrates into the River [38] Python framework.1

1 iSAGE is implemented in iXAI at https://github.com/mmschlk/iXAI.

https://github.com/mmschlk/iXAI
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Related Work. Global FI is an active part of XAI research, and various methods
have been proposed [13]. Model-specific methods were developed based on the
magnitude of weights for linear models and neural networks (NNs) [23,28], as
well as split heuristics for tree-based models [25]. Another common approach
to global FI is to aggregate local explanations, such as model-agnostic LIME
[42] and SHAP [36] or NN specific methods [6,44–46,51]. Permutation Feature
Importance (PFI) [7] is a well-established model-agnostic, global FI method with
various extensions [8,33,37]. SAGE is based on the Shapley value [43], similar
to SHAP [36] and LossSHAP [35] and overcomes computational limitations of
aggregating local SHAP explanations. Retricting a model to compute FI is done
either by retaining (observational) or breaking (interventional) feature depen-
dencies, where it was shown that both methods generate different explanations
and the choice should depend on the application [1,11,19].

Traditionally, XAI focuses on the batch learning scenario. However, recently
more methods that natively support incremental, dynamic learning environments
are proposed. For instance, online feature selection methods compute FI period-
ically [5,50]. Haug et al. [26] propose a concept drift detection algorithm based
on clusterings and changes in SHAP’s base value. A model-specific approach
for tree-based models is measuring the mean decrease in impurity (MDI) [9,22].
In the notion of explaining change [39], iPFI [20] is a related model-agnostic
approach that computes the traditional PFI [7] in an incremental manner. To
efficiently restrict the model [14], we rely on geometric sampling [20] (interven-
tional) and a combination of the conditional subgroup approach [37] and the
TreeSHAP [35] methodology (observational).

Existing online FI methods are either model-specific or interpretation of the
resulting feature importance scores is unintuitive, emphasizing the need for incre-
mental variants of Shapley-based explanations, such as SAGE.

2 Shapley Additive Global Importance (SAGE)

Many feature importance techniques have been proposed in recent years [14],
where each method allows to assess an importance ranking of the features. How-
ever, interpreting the exact scores and quantifying the difference between the
importance of features remains unintuitive in many cases. Shapley-based expla-
nations have attracted a lot of attention due to their unique mathematical prop-
erties, in particular the efficiency condition that ensures that the sum of these
values over all features equals a specified model property, referred to as model
behavior [14]. SHapley Additive Global Importance (SAGE) [13] is a well-known
Shapley-based explanation technique that quantifies global FI as the contribu-
tion of individual features to the model’s loss. SAGE is further a model-agnostic
method that only relies on model evaluations and does not make any assumption
about the inherent structure. In the following, we distinguish between the SAGE
values φ, a statistical concept to define Shapley-based global FI, and the SAGE
estimator φ̂SAGE, an efficient approximator of the SAGE values. For a model
f : X → Y, the SAGE values φ(i) for every feature i ∈ D are constructed, such
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that the sum is equal to the expected improvement in loss over using the mean
prediction ȳ := EX [f(X)], i.e.

ν(D) := EY [�(ȳ, Y )]
︸ ︷︷ ︸

no feature information

−E(X,Y ) [�(f(X), Y )]
︸ ︷︷ ︸

with feature information

=
∑

i∈D

φ(i),

where � is a suitable loss (e.g., cross-entropy for classification, absolute error for
regression, or kendall tau for rankings) and (X,Y ) refers to the joint distribution
of the data-generating random variables X and Y . The quantity ν(D) is viewed
as the improvement in loss, if all features D are known to the model. It is then
also natural to define ν(∅) = 0, i.e. the improvement in loss is expected to be
zero, if no features are known to the model. To quantify the importance of single
features, the expected improvement in loss, if only a subset S ⊂ D of features
is known, is introduced. To restrict this loss, the model is restricted to a subset
of features S ⊂ D, by randomizing the features in D \ S. In the following, we
write f(x) = f(x(S), x(S̄)) to distinguish the features of x in S, x(S), and the
features of x in S̄ := D \ S, x(S̄). To randomize the features in S̄, we introduce
the notation f(x, S) with a set S ⊂ D and the observational approach [13,36]

fobs(x, S) := E

[

f(x(S),X(S̄)) | X(S) = x(S)
]

and the interventional approach [11,30]

f int(x, S) := E

[

f(x(S),X(S̄))
]

.

The essential difference between the two approaches is that f int breaks the depen-
dence between the features in S and S̄. The observational and interventional
approach are also referred to as on-manifold and off-manifold explanation [19],
or conditional and marginal expectation [30], respectively. While f int is easy
to approximate using the marginal distribution of the observed data points,
approaches using fobs rely on further assumptions on the conditional distribu-
tion [1,36]. SAGE values are introduced using the observational approach but
the SAGE algorithm relies on the interventional approach for approximation, i.e.
assuming feature independence [13]. It was shown that both approaches yield
significantly different explanations, if features are correlated [11,19,30]. We thus
propose an algorithm for each approach and leave the choice of explanation to
the practitioner, as it was concluded that this choice depends on the application
scenario [11]. We define the restricted improvement in loss as

ν(S) := EY [�(ȳ, Y )] − E(X,Y ) [�(f(X,S), Y )] for f ∈ {f int, fobs}.

Then, ν : P(D) → R defines a function over the powerset P(D). The SAGE
values [13] are then defined as the Shapley value [43] of ν, i.e. the fair attribution
of ν(D) to individual features given its axiomatic propoerties.

Definition 1 (SAGE values [13]). The SAGE values are defined as

φ(i) :=
∑

S⊂D\{i}

1
d

(

d − 1
|S|

)−1

[ν(S ∪ {i}) − ν(S)] .
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We refer to the interventional and observational SAGE values, if f int and fobs

are used for f in ν, respectively.

Due to the exponential complexity of the Shapley value, the SAGE estimator
uses a Monte-Carlo approximation [10] based on the representation

φ(i) =
1
d!

∑

π∈SD

ν(u+
i (π)) − ν(u−

i (π)) = Eπ∼unif(SD)[ν(u+
i (π)) − ν(u−

i (π))],

where SD is the set of permutations over D and u+
i (π) and u−

i (π) refer to the set
of indices preceding feature i in π, in- and exclusively i. Plugging in the definition
of ν and using Monte-Carlo estimation, the SAGE estimator is constructed.

Definition 2 (SAGE Estimator [13]). Given data points (xn, yn)n=1,...,N and
permutations (π)n=1,...,N ∼ unif(SD) the SAGE estimator is defined as

φ̂SAGE(i) :=
1
N

N
∑

n=1

�(f̂(xn, u−
i (πn)), yn) − �(f̂(xn, u+

i (πn), yn)),

with f̂(x, ∅) := 1
N

∑N
n=1 f(xn) and f̂(x, S) := 1

M

∑M
m=1 f(x(S), x̃

(S̄)
m ) for ∅ �=

S ⊂ D with x̃m sampled uniformly from x1, . . . , xN .

The mean prediction f̂(x, ∅) thereby differs to ensure that the SAGE val-
ues sum to the improvement in loss. For each permutation πn and observation
(xn, yn), the SAGE estimator can be efficiently computed by iterating through
the permutation and evaluating ν on the preceding elements [10,13]. The per-
mutation sampling approach ensures that the efficiency condition of the Shapley
value is maintained and thus the SAGE estimates sum approximately to ν(D).
In contrast to other global FI measures, where interpretation of the scores are
unintuitive, SAGE yields a meaningful axiomatic interpretation.

3 Incremental Global Feature Importance

In the following, we consider a data stream, where at time t the observations
(x0, y0), . . . , (xt, yt) have been observed. On this data stream, a model ft is
incrementally learned over time by updating ft → ft+1 using the observation
(xt, yt). [4,34] Our goal is to estimate the (time-dependent) SAGE values φt

alongside the incremental learning process using minimal resources. In particular,
in an online learning scenario, where the model is constantly adapting, huge
changes in global FI scores can occur, as has been observed by Haug et al. [26]
and Fumagalli et al. [20]. To guarantee the reliability of the learned models, it
is crucial to understand these global FI scores over time. The main challenge in
estimating the SAGE values in an online learning scenario is that the model ft

and the data-generating random variables (Xt, Yt) change over time and access
to observations to compute f̂t is limited.
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While the SAGE estimator provides efficient estimates of static SAGE values
for a given dataset, it does not react properly to changes in the model or concept
drift. In Appendix C, we show an example (Fig. 7) which illustrates that the
SAGE estimator yields wrong importance scores if the underlying distribution or
model is not static. Furthermore, computing the SAGE estimator repeatedly in
an incremental setting on a data stream quickly becomes infeasible. As a remedy,
we propose incremental SAGE (iSAGE), an incremental estimator, which reacts
to changing distributions and is able to explain dynamic, time-dependant models.
To compare iSAGE in an incremental learning setting, we first propose Sliding
Window SAGE (SW-SAGE), a time-sensitive baseline estimator that repeatedly
computes the SAGE estimator on a sliding window.

Sliding Window SAGE (SW-SAGE). A naive approach of approximating SAGE
values in an incremental manner is by repeated calculations within a sliding
window (SW), which we denote as SW-SAGE. Applying SW-SAGE, necessi-
tates storing all historical observations (xt, yt) for the last w (window length)
observations, and recomputing the SAGE estimator from scratch based on the
most up-to-date model ft. The main computational effort of SW-SAGE stems
from evaluating the model ft and, thus, scales linearly with w. The size w of
the window has a profound effect on the resulting SAGE estimates. Choosing a
large value for w, may increase the quality of the estimated SAGE values, but
can also lead to wrong importance scores, as the window may contain outdated
observations. Vice versa, a window size too small leads to a high variance.

3.1 Incremental SAGE (iSAGE)

The high computational effort and the inability to reuse past results, because of
the dynamic nature of ft, strictly limits SW-SAGE in many scenarios, further
discussed in Sect. 4.1. As a result, we now propose a time- and memory-efficient
variant of SW-SAGE, which we refer to as incremental SAGE (iSAGE). The
iSAGE algorithm computes the (time-dependent) SAGE values φt at time t
and is able to react to changes in the model and concept drift, while updating
its estimates efficiently in an incremental fashion with minimal computational
effort. At each time step, we observe a sample (xt, yt) from the data stream,
and our goal is to update the estimate using the current model ft. We sample
πt ∼ unif(SD) to compute the marginal contribution for i ∈ D as

Δt(i) :=�(f̂t(xt, u
−
i (πt)), yt) − �(f̂t(xt, u

+
i (πt)), yt),

where f̂t(x, S) is a time-sensitive approximation of the restricted model, further
discussed in Sect. 3.2. These computations are then averaged over time, which
yields the iSAGE estimator, outlined in Algorithm 1.

Definition 3 (iSAGE). The iSAGE estimator is recursively defined as

iSAGE: φ̂t(i) = (1 − α) · φ̂t−1(i) + α · Δt(i),

where α > 0 and computation starts at 0 < t0 < t with φ̂t0−1(i) := 0.
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Algorithm 1. Incremental SAGE (iSAGE)
Require: stream {xt, yt}∞

t=1, feature indices D = {1, . . . , d}, model ft, loss function
�, and inner samples m

1: Initialize φ̂1 ← 0, φ̂2 ← 0, . . . , φ̂d ← 0, and smoothed mean prediction y∅ ← 0
2: for all (xt, yt) ∈ stream do
3: Sample π, a permutation of D
4: S ← ∅
5: y∅ ← (1 − α) · y∅ + α · f(xt) {Udpate mean prediction}
6: lossPrev ← �(y∅, yt) {Compute mean prediction loss}
7: for j = 1 to d do {Iterate over π}
8: S ← S ∪ {π[j]}
9: y ← 0

10: for k = 1 to m do {Marginalize prediction with S}
11: Sample x

(S̄)
k ∼ Q

(x,S)
t {interventional (Appendix, Algorithm 2) or observa-

tional (Appendix, Algorithm 3)}
12: y ← y + ft(x

(S)
t , x

(S̄)
k )

13: end for
14: ȳ ← y

m

15: loss ← �(ȳ, yt)
16: Δ ← lossPrev − loss
17: φ̂π[j] ← (1 − α) · φπ[j] + α · Δ
18: lossPrev ← loss
19: end for
20: end for
21: return φ1, φ2, . . . , φd

The iSAGE estimator, thus, approximates φt by exponentially smoothing
previous SAGE estimates, as E[Δt(i)] = φt(i). In the static batch setting, the
SAGE estimator computes the restricted model ft(x, S) by sampling uniformly
from observations in the dataset. However, when ft is incrementally updated
in the data stream setting, access to previous observations is limited as obser-
vations are discarded after the incremental update of the model. Furthermore,
the distribution of previous observations might change over time, so recently
observed samples should be preferred. We thus present two sampling strategies
to implement the observational and interventional approach incrementally.

3.2 Incremental Feature Removal Strategies

As mentioned in Sect. 2, SAGE is defined using the observational approach,
which is then approximated by the interventional approach, i.e. sampling from
the marginal distribution and assuming feature independence. Clearly, this con-
stitutes a strong assumption that is rarely satisfied in practice. Instead, we sam-
ple from the marginal distribution to compute interventional iSAGE and propose
a novel approach to compute observational iSAGE, by approximating the condi-
tional distribution. This aligns with [11], where it is claimed that the choices of
feature removal is dependent on the application scenario. For both approaches
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we now provide a time- and memory-efficient incremental sampling approach by
maintaining time-dependent reservoirs to estimate f(x, S).

Definition 4 (Estimator for f(x, S)). At time t, we define for ∅ �= S ⊂ D

f̂t(x, S) :=
1
M

M
∑

m=1

ft(x(S), x̃(S̄)
m ) with x1, . . . , xM ∼ Q

(x,S)
t ,

where S̄ := D \ S and Q
(x,S)
t is a sampling distribution over features in S̄.

Further, f̂t(x, ∅) := (1 − α)ft−1(x, ∅) + αft(xt) and f̂t0−1(x, ∅) := 0.

The interventional approach breaks the feature dependency and thus Q
(x,S)
t

does not depend on the location x, whereas for the observational Q(x,S)
t does

depend on both, the location x as well as the subset S. We now describe incre-
mental sampling algorithms to sample from Q

(x,S) for either approach.

Interventional iSAGE. The interventional approach in the incremental learn-
ing setting is defined as f int

t (x, S) := E

[

ft(x(S),X
(S̄)
t )

]

. The batch SAGE algo-
rithm samples uniformly from all observations from the given dataset. In an
incremental learning scenario, this approach has significant drawbacks. First,
access to previous observations is limited, as storing observations may be infea-
sible for the whole data stream. Second, the distribution of Xt may change over
time, and it is, thus, beneficial to favor recent observations over older data points.
The geometric sampling strategy, proposed by Fumagalli et al. [20], accounts for
both of these challenges. Geometric sampling maintains one reservoir of length
L, that is updated at each time step with an incoming data point by uniformly
replacing a data point from the reservoir. Then, at each time step, observations
x̃m are uniformly chosen from the reservoir. The geometric sampling strategy
(fully initialized at time step L := t0) thus chooses a previous observation from
time r at time s with probability L−1(1 − L−1)s−r−1 for r ≥ L, which clearly
favors more recent observations.

The complete procedure is given in the appendix (Algorithm 2). At any time
t, geometric reservoir sampling requires a storage space of O(L) data points. It
has been shown that the geometric sampling procedure is favorable in scenarios
with concept drift compared to memory-efficient uniform sampling approaches,
such as general reservoir sampling [20].

Observational iSAGE. The interventional approach can generate unrealistic
observations when features are highly correlated, resulting in out-of-distribution
evaluations of the model. When understanding causal relationships, it might
be inappropriate to evaluate the model outside the data manifold [11], and we
thus propose an alternative approach that can incorporate feature dependence
in the incremental sampling process. The observational approach in the incre-
mental setting is defined as fobs

t (x, S) := E

[

ft(x(S),X
(S̄)
t ) | X

(S)
t = x(S)

]

. While
observing data points xt, we train for every feature i ∈ D an incremental deci-
sion tree that aims at predicting x

(i)
t given the remaining feature values x

(D\{i})
t .
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We then traverse the incremental decision tree using the input xt and maintain
a reservoir of length L at each leaf node, using the geometric sampling strategy
described above, i.e. uniformly replacing an observation in the leaf’s reservoir.
This yields a reservoir of length L at every leaf node of the incremental decision
tree, where both, the decision tree as well as the reservoir change over time. We
propose to use a Hoeffding Adaptive Tree (HAT), a popular incremental decision
tree [29], to adaptively maintain the structure. The approach can be viewed as
an incremental variant of the conditional subgroup approach [37].

Given a subset S ⊂ D and an observation xt, we obtain the values of x̃
(S̄)
m

separately for each feature j ∈ S̄. Using xt, we traverse the HAT and at every
decision node that splits on a feature in S̄, we randomly split according to the
split ratio of previous observed inputs, a statistic that is inherently available for
a HAT. From the reservoir at the resulting leaf node, we then uniformly sample
values for x̃

(j)
m and repeat this process for every feature j ∈ S̄ until we obtain all

values for x̃
(S̄)
m . This methodology parallels the TreeSHAP approach of traversing

decision trees for absent features, referred to as path dependent TreeSHAP [35].
Notably, our approach allows to extend the conditional subgroup approach to
an arbitrary feature subset S ⊂ D while maintaining only one decision tree
per feature and further extends the approach to an incremental setting. The
observational approach via HAT has a space complexity of O(d · TR · L) where
R refers to the HATs’ maximum tree depth, T is the maximum number of tree
splits, and L is the size of the reservoir at each leaf node.

3.3 Approximation Guarantees for Static Environments

We presented iSAGE as a time- and memory-efficient algorithm to estimate
SAGE values over time incrementally. In contrast to the SAGE estimator, iSAGE
reacts to changes in the model as well as concept drift, which we demonstrate
empirically in Sect. 4. Analyzing iSAGE theoretically in an incremental learn-
ing scenario would require strong assumptions on the data-generating random
variables (Xt, Yt) and the approximation quality of the learned model ft, as the
iid assumption in general is not fulfilled. Instead, we now show theoretically
that iSAGE has similar properties as the SAGE estimator in a static learning
environment. In the following, we assume that f ≡ ft is a constant model and
(X,Y ) ≡ (Xt, Yt) a stationary data generating process. We further assume that
Q

(x,S)
t is the true marginal (interventional) or conditional (observational) distri-

bution and that samples are drawn iid, similar to Covert et al. [13].

Theorem 1. For iSAGE φ̂t(i) → φt(i) for M → ∞ and t → ∞.

Theorem 1 shows that iSAGE converges to the SAGE values. Further, the
variance is controlled by α.

Theorem 2. The variance of iSAGE is controlled by α, i.e. V[φ̂t(i)] = O(α).

Lastly, we show that iSAGE does not differ much from the SAGE estimator.
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Theorem 3. Given the SAGE estimator φ̂SAGE
t (i) computed at time t over all

previously observed data points, it holds for iSAGE with M → ∞, α = 1
t and

every ε > (1 − α)t−t0+1 that P
(

|φ̂t(i) − φ̂SAGE
t (i)| > ε

)

= O(1t ).

While iSAGE admits similar properties as the SAGE estimator in a static
environment, we showcase in our experiments that iSAGE is able to efficiently
react to model changes and concept drift in an incremental learning setting.

4 Experiments

We now utilize iSAGE in multiple experimental settings. In Sect. 4.1, we show
how iSAGE can be efficiently applied in dynamic environments with concept
drift. In Sect. 4.2, we construct a synthetic ground-truth scneario for a data
stream with concept drift and show that iSAGE is able to efficiently recover
the SAGE values. In Sect. 4.3, we illustrate the difference of interventional and
observational iSAGE, which yield profoundly different explanations. In Sect. 4.4,
we show that iSAGE leads to the same results as the SAGE estimator in a
static environment validating our theoretical results. As our iSAGE explanation
technique is inherently model-agnostic, we train and evaluate our method on
different incremental and batch models.2

4.1 iSAGE in Dynamic Environments with Concept Drift

In this experiment, we demonstrate the explanatory capabilities of iSAGE in a
dynamic learning scenario with concept drift. We illustrate how iSAGE uncovers
hidden changes in black box incremental models applied in real-world incremen-
tal learning scenarios where models are updated with every new observation. We
compare iSAGE with incremental permutation feature importance (iPFI) [20],
which is up to our knowledge, the only model-agnostic explanation method that
can be applied in an incremental learning setting. For additional experiments
and a comparison with the mean decrease in impurity (MDI) for tree-based
models [22], we refer to the supplement material (cf., D.3). Figure 2 explains the
incremental learning procedure for an ARF classifier on the elec2 data stream.
Both methods detect similar feature importance rankings with varying abso-
lute values. In contrast to iPFI, iSAGE explanations sum to the time-dependent
difference in model loss over the loss using the mean prediction, due to the effi-
ciency axiom of the Shapley value, which naturally increases interpretability of
the method. Both methods accurately detect the model changes caused by con-
cept drift in elec2 [24]. The concept drift, which stems from the vicprice feature
not having any values in the first ≈ 20k observations, would be obfuscated by
solely plotting the model performance without any online explanations.
2 All model implementations are based on scikit-learn [41], River [38], and
torch [40]. The data sets and streams are retrieved from OpenML [17]
and River. All supplement materials and the appendix can be found at
https://github.com/mmschlk/iSAGE-An-Incremental-Version-of-SAGE-for-Online-
Explanation-on-Data-Streams.

https://github.com/mmschlk/iSAGE-An-Incremental-Version-of-SAGE-for-Online-Explanation-on-Data-Streams
https://github.com/mmschlk/iSAGE-An-Incremental-Version-of-SAGE-for-Online-Explanation-on-Data-Streams
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Fig. 2. iSAGE and iPFI of an ARF on elec2 (left) and iSAGE for an incrementally
fitted autoencoder for fault detection based on the reconstruction loss (right).

As an illustrative example, we conduct an experiment to show how online
SAGE values can detect sensor faults in online sensor networks, which constitutes
a challenging predictive maintenance problem [15,48]. Similar to Hinder et al.
[27], we simulate sensor network data of water pressures including sensor faults
(vertical lines in Fig. 2 denote the time points) via the L-Town [49] simulation
tool [32] and explain online learning models. We incrementally fit3 and explain
a NN autoencoder on the sensor readings. Figure 2 shows how the autoencoder’s
reconstruction error is distributed onto the individual senor values by iSAGE.
Notably, the faulty sensor can easily be identified through inspection of the
iSAGE values after the sensor faulted.

4.2 Approximation Quality with Synthetic Ground-Truths

We compare iSAGE to the inefficient baseline SW-SAGE, as well as synthetic
ground-truth (GT) values estimated using the SAGE estimator. Conducting GT
experiments in an incremental learning setting where models change with every
new observation is computationally prohibitive. Moreover, it is not defined what
constitutes a GT online explanation for real-world data streams with hidden
drifts. We construct a data stream that consists of multiple sub-streams, each
with different classification functions, i.e. inducing sudden concept drift when
sub-streams are switched. Within each substream, we maintain a static pre-
trained model with a pre-computed (constant) GT explanation. We observe how
differently parameterized SW-SAGE and iSAGE estimators approximate the
pre-computed GT values, see Fig. 3, and measure the approximation quality
in terms of MSE and MAE. We repeat the complete experimental setup 20

3 We update the autoencoder with each new data point using a single gradient update
(batch size of 1). For more details on the setup, please see Appendix D.3.
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Fig. 3. iSAGE (solid), SW-SAGE (dotted) and GT (dashed) values for an example GT
stream. SW-SAGE is computed with a stride of 100 (0.05 · w) resulting in an overhead
20 times higher than iSAGE.

times for each frequency scenario and summarize the resulting approximation
errors (MSE) in Table 1 and Fig. 3. Independently of the substantially increased
computational overhead (up to 20 times), SW-SAGE’s approximation quality is
substantially worse compared to iSAGE. In some scenarios, SW-SAGE reaches
the GT values faster than iSAGE. Yet, in the important phases of change, SW-
SAGE’ estimates are substantially worse than iSAGE’s (see Fig. 10 for a detailed
view). This is a result from SW-SAGE attributing equal weight to outdated
observations after a concept drift and the current model ft classifying the samples
differently than before. Yet, iSAGE smoothly transitions between the concepts.

4.3 Interventional and Observational iSAGE

In the presence of dependent variables, the choice of an interventional or obser-
vational approach has a profound effect on the SAGE values. In this experiment,
we compare both approaches using the efficient incremental algorithms presented
in Sect. 3.2. An ARF model is trained and explained on the synthetic agrawal
data stream. The synthetic classification function is defined in Appendix D.3. In

Table 1. Approximation quality of iSAGE (incc) and SW-SAGE (SWc) on synthetic
GT data streams for 20 iterations (c denotes the factor of additional model evaluations
compared to iSAGE). The complete results are given in Table 2.

scenario high middle low

size (w) 500 1 000 500 1 000 500 1 000

MSE(σ) inc1 .034 (.021) .038 (.022) .027 (.023) .027 (.026) .015 (.012) .013 (.009)

SW20 .283 (.262) .420 (.360) .191 (.271) .320 (.487) .049 (.043) .078 (.081)

SW1 .248 (.198) .462 (.413) .183 (.200) .399 (.792) .061 (.067) .080 (.079)
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Fig. 4. Interventional and observational
iSAGE for an ARF on an agrawal stream
showcasing profoundly different scores.

Fig. 5. SAGE values (median in red) per
feature of the california dataset for SAGE
and interventional iSAGE. (Color figure
online)

this stream the Xcommission feature (Xcom.) directly depends on Xsalary. When-
ever the salary of an applicant exceeds 75k, no commission is given (Xcom. = 0),
and otherwise the commission is uniformly distributed (Xcom. ∼ U(10k, 75k)).
Figure 4 showcases how interventional and observational iSAGE differ.

No significant importance is distributed to the Xcom. feature, if observational
iSAGE is used, as the information present in Xcom. can be fully recovered by
the observational approach based on Xsalary. The importance is distributed onto
the remaining two important features Xsalary and Xage. However, when interven-
tional iSAGE is used, the importance is also distributed to Xcom., as the model
is evaluated outside the data manifold. The unrealistic feature values uncover
that the incremental model has picked up on the transient relationship between
the target values and the feature Xcom..

4.4 iSAGE and SAGE in Static Environments

We consider a static learning scenario, in which we compare interventional
iSAGE with Covert et al. [13]’s original SAGE approach for well-established
benchmark batch datasets. The models are pre-trained and then explained. We
apply Gradient Boosting Trees [18], LightGBM models [31], and NNs. The orig-
inal SAGE explanations are directly computed from the batch datasets. iSAGE
experiences the datasets as a randomly shuffled data stream where the model
is not updated incrementally. We run this explanation procedure 20 times and
illustrate the SAGE values on the california example dataset in Fig. 5 (more
datasets in Section D.3). Figure 5 shows that iSAGE approximates SAGE in the
static setting on average with a higher variance. The higher variance is a direct
result of the iSAGE having no access to future data points and the exponential
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smoothing mechanism controlled by α. iSAGE, thus, focuses more on recent sam-
ples, which is essential for non-stationary environments like incremental learning
under concept drift.

5 Conclusion and Future Work

We propose and analyze iSAGE, a novel and model-agnostic explanation proce-
dure to compute global FI in dynamic environments based on time-dependent
SAGE values. In contrast to the batch SAGE algorithm [13], iSAGE is able to effi-
ciently react to concept drift and changes in the model while scaling linearly with
the number of features in terms of runtime complexity. We further extend SAGE
with the observational and interventional SAGE values as distinctive objectives
and present efficient incremental iSAGE variants, that are able to estimate these
values over time and react to changes in the model and concept drift. In particu-
lar, we present an incremental approximation for the observational approach that
combines the conditional subgroup approach [37] and the TreeSHAP methodol-
ogy [35], which could also be used in a static learning environment to further
improve the SAGE algorithm. We empirically confirm profound differences in
both explanations depending on the choice of approach, which yields support-
ing arguments in the interventional and observational debate [11,19,30] that the
choice should depend on the application scenario [11]. In a static environment,
we prove that iSAGE has similar properties as SAGE and that both do not
differ significantly. We further illustrate the efficacy of incremental explanations
in multiple experiments on benchmark data sets and streams and conduct a
ground-truth comparison.

Still, approximating Shapley values remains a computationally challenging
problem. Moreover, this approach does not address the problem of incrementally
decomposing the interactions between features, which requires further investi-
gation. Finally, the interaction between human users and incrementally created
explanations derived from methods like iSAGE need to be vigorously evaluated
to identify further research opportunities.
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Ethical Statement. We propose iSAGE as a novel XAI method that enables expla-

nations for any incrementally trained and dynamic black-box model. This is a novel

research direction, which could lead to various use cases. Models, that could not

be evaluated before, because of computational restrictions can be investigated with

iSAGE. This enables high-performing models to be applied in various critical appli-

cation domains such as healthcare [47], energy consumption analysis [21], credit risk

scoring [12]. These application domains could greatly benefit from XAI methods such
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as iSAGE, since they can help in uncovering inherent biases or problems with fair-

ness. This could help with more targeted regulation and scrutinization of opaque, yet

high-performing, technologies than without explanations. On the other hand, improved

interpretability may also lead to an increased acceptance and exploitation of potentially

harmful applications using black box models.
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Abstract. The emergence of complex deep neural networks made it cru-
cial to employ interpretation methods for gaining insight into the ratio-
nale behind model predictions. However, recent studies have revealed
attacks on these interpretations, which aim to deceive users and sub-
vert the trustworthiness of the models. It is especially critical in medi-
cal systems, where interpretations are essential in explaining outcomes.
This paper presents the first interpretation attack on predictive mod-
els using sequential electronic health records (EHRs). Prior attempts
in image interpretation mainly utilized gradient-based methods, yet our
research shows that our attack can attain significant success on EHR
interpretations that do not rely on model gradients. We introduce metrics
compatible with EHR data to evaluate the attack’s success. Moreover,
our findings demonstrate that detection methods that have successfully
identified conventional adversarial examples are ineffective against our
attack. We then propose a defense method utilizing auto-encoders to de-
noise the data and improve the interpretations’ robustness. Our results
indicate that this de-noising method outperforms the widely used defense
method, SmoothGrad, which is based on adding noise to the data.

Keywords: Interpretation Models · Electornic Health Records
(EHR) · Adversarial Attack · Robustness · Autoencoder

1 Introduction

Machine learning algorithms, particularly deep neural networks, are widely used
in various real-world tasks. However, their inner workings are often seen as a
black box. Thus, interpretation methods are essential for explaining an algo-
rithm’s output, allowing users to understand how and why an algorithm arrived
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at a particular decision. Especially in sensitive applications such as medicine,
interpretations improve the system’s reliability and enable the discovery of new
biomarkers and important features for future decision-making processes. For
instance, Quellec et al. [15] use heatmaps to identify local patterns and demon-
strate which pixels in retinal fundus photographs are involved in the early signs
of retinal disease.

Adversarial examples [23] have been extensively studied in recent years as
a potential vulnerability of deep neural networks. Traditionally, they aim to
add a small perturbation to the input at inference time, causing the model
to classify it differently. With the increasing use of interpretation methods, a
new type of attack has emerged. These attacks focus on generating misleading
interpretations that deviate significantly from the true classifier interpretations,
leading to inaccurate conclusions about the importance of certain features or
rendering the interpretations unreliable [8].

Sequential electronic health records (EHR) are crucial data sources in the
medical field, containing discrete data of patients’ vital values and lab values
collected over time and across hospital visits. Due to the importance of these
data and their use in many classification based predictive models, recent efforts
have been made to enhance the interpretability of models trained on EHR data.
Despite the prevalence of interpretation attacks in image classification, to the
best of our knowledge, no interpretation attacks have been studied targeting
EHR-based models.

Conducting interpretation attacks on EHR data presents significant chal-
lenges due to the unique characteristics of the data. Firstly, for building inter-
pretable models using EHR data, models are designed to produce predictions
and interpretations simultaneously. In contrast, image interpretations are mostly
gradient-based and created via post-hoc approaches. Thus, manipulating the
EHR interpretations can easily alter the patient phenotype, consequently affect-
ing the predicted class.

Secondly, the structure of EHR data is vastly different from images. As a
result, the widely used L∞ norm based attacks in image domain are less mean-
ingful in the EHR domain since L∞ does not capture the distance between
the sequential data well (e.g., the temporal trends). Also, unlike images, EHR
data consist of multiple attributes, such as heart rate or temperature, whose
values are sequential and time-dependent. Therefore, moving across time and
attributes significantly influences the interpretations. Consequently, the crite-
ria used for assessing the image interpretation’s robustness on previous works
cannot be directly applied in the EHR domain.

This work proposes an interpretation attack on EHR data, utilizing specific
metrics suitable for this data type. We evaluate our attack against a power-
ful existing detection technique designed for conventional adversarial examples
on EHR data and demonstrate that the attack is not detectable. Furthermore,
we aim to make the EHR interpretations robust against the proposed attack.
We show that using an auto-encoder to de-noise the input is significantly more
effective than using noisy input, as in the state-of-the-art method SmoothGrad.
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The source code of our implementation is publicly available on GitHub1. We
summarize our contributions as follows:

– We propose an interpretation attack on EHR data. This attack is created
on top of an interpretable model, so the interpretations are closely tied to
the model’s predictions. It differs from previous attacks in the image domain,
which rely on gradient-based and post-hoc interpretation methods.

– We propose three metrics to assess the EHR interpretation attack. In the
previous works, top-K salient explanations between the clean and adversarial
images were used for evaluation. However, it is not suitable for EHR data.
Two of our evaluation metrics are alternatives to the top-K criteria, and the
third metric is based on the Wasserstein distance which better captures the
similarity between temporal data.

– We conduct experiments showing that the state-of-the-art detector RADAR,
which was designed to detect conventional EHR adversarial examples, are not
successful in detecting the proposed attack. We then explore the factors that
contribute to this attack evasion.

– Finally, we present a method to enhance the interpretations’ robustness and
reduce the attack strength. We employ an auto-encoder to boost the robust-
ness of our interpretations through a de-noising process. We show that out
approach outperforms SmoothGrad, which is commonly used in gradient-
based methods by averaging noisy data.

2 Related Work and Preliminaries

2.1 Attacks on Image Model’s Gradients

Post-hoc interpretability are a set of interpretation methods that seek to explain
the predictions of models without relying on their underlying mechanisms [11].
Gradient-based approaches are commonly used in image classification to extract
these explanations [17,19,20]. They result in a saliency map that explains the
output of the model (usually a convolutional neural network (CNN)) by visu-
alizing the areas of the input image that contribute the most to the network’s
output. However, saliency maps are less common in Recurrent Neural Networks
(RNN) since RNNs are typically used for sequential data such as time-series.

Recent research has shown that these methods are vulnerable to interpreta-
tion attacks, where small perturbations are deliberately crafted and added to
input images to distort the explanations [8]. These attacks primarily focus on
images as they rely on gradient-based techniques and face significant challenges
in other domains. Several techniques have been proposed to address this issue,
including adding randomness to the input called SmoothGrad [21,26], modifi-
cation of the model architecture [6], or altering the training process using regu-
larization or integrated gradients [3,7]. These approaches are highly dependent
on the architecture of image models and their gradients. Interpretation attacks

1 https://github.com/Emory-AIMS/EHR-Interpretation-Attack.
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in other domains including EHR have been relatively overlooked due to the dif-
ficulty in attacking against complex saliency maps and the lack of a definitive
interpretation benchmark.

2.2 Medical Attention-Based Models

Recent research in the medical field has focused on using the attention mecha-
nism to improve the interpretability and accuracy of predictions made using EHR
data [4,5]. The attention mechanism is an approach used in machine learning
models that assigns a weight to each input feature, indicating its relative impor-
tance to the model’s final decision. They generally use BERT models [10,16,18]
or multi-layer RNNs [9,12,13,25] as the baseline to obtain the attentions. BERT
models are mostly focused on binary medical codes and their pre-trained mod-
els are often not publicly available due to the sensitive nature of the medical
data used for their training. In this work, we use RETAIN [5] as a well-known
EHR attention-based RNN model. RETAIN can give interpretation on both
visit (temporal point) and attribute levels, and in contrast to other works, it
does not need access to extra meta data [9]. We then propose interpretation
attacks considering the structure of EHR data and also the intrinsic nature of
their non-post-hoc interpretable models.

3 Our Approach

In this section, we first describe the problem setting, then present our approach
to the interpretation attack on EHR models and elaborate the rationale behind
each objective loss term. We then improve the attack by incorporating dynamic
weighing to penalize the attack optimization process and reduce the detectability
by modifying the penalty term. We propose new metrics as the current evaluation
metrics are unsuitable for EHR data. Finally, we explore methods for defending
against the attack and demonstrate that de-noising is more effective than the
state-of-the-art method for improving the robustness of interpretations.

3.1 Problem Setting

EHR dataset is a set of clinical trajectories for patients where each trajec-
tory is a sequence of hospital or clinic visits, each visit corresponding to a
set of attributes/measurements [1]. For a given dataset with longitudinal EHR
data from N patients, we represent the clinical trajectory of patient n as X(n).
This trajectory is characterized by a sequence of tn hospital visits and can be
expressed as:

X(n) = [X1, X2, ..., Xtn ], (1)

where Xi ∈ Rd denotes the variables from d vital sign measurements and lab
events of the i-th visit made by patient n. Each xi,j shows j-th attribute in
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the i-th visit. We will exclude the superscript (n) in the subsequent sections to
simplify the presentation.

Given a neural network model f : R(t,d) → Rc where c is the number of possi-
ble classes, we denote the interpretation that is associated with the parameters of
function f as Φf : R(t,d) → R(t,d) in which every attribute in a specific visit gets
a score that shows its importance on the predicted outcome. Given a test input
X, the class and explanations of this input is determined by c∗ = arg maxc f(X)
and ω = Φf (X), respectively. In RETAIN [5], the impact of each input xi,k on
the final classification result is calculated using the two-level attention weights:

ωi,k = αiW (β � Wemb[:, k]) xi,k, (2)

where αi is the attention weight assigned to the i-th visit, βi is an attention
weight vector for all attributes and measurements xi,k of the i-th visit, W is the
output weight matrix, Wemb is the weight matrix at the embedding layer, and
the symbol � represents element-wise multiplication. ωi,k is the corresponding
contribution to the input xi,k. Therefore, we can obtain the contribution matrix
ω using all ωi,k.

3.2 Interpretation Attack Formulation

Given a patient record X, the goal is to find a new perturbed record ˜X that is
similar to the original record X both in input space and class predictions but
with distorted interpretations. The attack can either be targeted, where we try
to make the interpretations of ˜X closer to a new explanation ω†, or untargeted,
where we attempt to change the interpretations to be far from those of X. Here
we aim for a targeted one and formulate the interpretation adversarial attack by

min
˜X

α‖Φf ( ˜X) − ω†‖ + γ‖ ˜X − X‖1 + β(max{Logit( ˜X)i : i �= c∗} − Logit( ˜X)c∗)+

(3)
where (r)+ represents max(r, 0), c∗ is the predicted class of X, Logit is the out-
come of the neural network before the Softmax layer and ˜X is the adversarial
example resulting in misleading interpretations. α, β and γ are the coefficients
to balance the impact of the loss function terms. We will discuss each term one
by one:
1. Interpretation Loss: The first term ensures that the interpretations of ˜X
resemble the targeted interpretation ω†. This attack can be reformulated as an
untargeted attack by replacing the current term with −‖Φf ( ˜X)−Φf (X)‖. In the
case of the targeted attack, ω† can come from another set of interpretations with
different but still realistic phenotypes, such as the interpretations of a randomly-
selected patient, or patients’ average interpretations of a different class than the
X’s class c∗. Since this leads to a more realistic scenario we proceed with tar-
geted attacks.
2. Perturbation Loss: The second term aims to keep the adversarial pertur-
bations small. We optimize the perturbations using L1 norm rather than widely
used L2-norm or L∞-norm for images. L1 norm for adversarial attacks on EHR
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Algorithm 1: Interpretation Attack on EHR
Function: MINIMIZE-ATTACK-LOSS(.) : returns X and the corresponding

Y by minimizing Eq. 3
Input: initial clean sample (Xclean, Yclean), initial coefficients (αinit, βinit) in

Eq. 3, number of iterations T, the maximum possible β value βtreshold

and the number of extra steps for penalizing stepsextra
Initialize: α, β = αinit, βinit; X0, Y0 = Xclean, Yclean

1 for t ∈ {1, ..., T} do
2 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt−1,α,β)
3 if Yt �= Yclean then // Dynamically penalize the optimization

4 while Yt �= Yclean do
5 α, β = α/2, β × 2
6 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt,α,β)
7 if β > βthreshold then return Attack-failure

8 end
9 for se ∈ {1, ..., stepsextra} do

10 Xt, Yt = MINIMIZE-ATTACK-LOSS(Xt,α,β)
11 end
12 α, β = αinit, βinit

13 end

14 end
15 Return Xi from {X1, ..., XT } with Yi = Yclean and its interpretations have the

least distance to the target interpretations (i.e. min ‖Φf (Xi) − ω†‖)

data are more meaningful for several reasons. First, EHR data are sparse, where
many of the values are either zero or imputed and hence do not carry much
information. Second, unlike images, different medical attributes carry different
influences and weights on the output. Consequently, L1 norm is suitable to meet
both sparsity and heterogeneity of the EHR data [1,22].
3. Classification Loss: The third term aims to keep the class prediction
unchanged. Our interpretation method is non-post-hoc, so the predictions are
highly tied to the interpretations. Thus we need a more powerful function to
keep the class of ˜X unchanged. We employ the logits based function for this
purpose since it can be well optimized for manipulating the class predictions,
especially for non-linear objective f(x̃) = c∗ [2]. We will show in Sect. 3.4 that
it can be improved so that the output space Logit( ˜X) resembles Logit(X) and
hence helps the adversarial example remain undetectable.

3.3 Optimization with Dynamic Penalty

Equation 2 denotes how the parameters of the model, including weights and
attributions, are directly involved in the explanations of the input. We observed
that in some cases, the objective to change in interpretations might lead to a
different class label. Given that the interpretation attack is conducted using a
gradient descent algorithm, we use dynamic penalty for the interpretation and
classification loss terms for preventing the prediction change.
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Concretely, it involves adjusting the coefficient in Eq. 3 to prioritize the
objective of keeping the prediction label unchanged, i.e., incur a higher penalty
whenever encountering a label change in any iteration. We can achieve this by
decreasing α and increasing β by a factor (e.g., the factor is set to 2 in our
implementation) until the original class label is attained. We can then continue
using these coefficients for a few more steps to move away from the classification
boundaries. If this penalization process continues without successfully restoring
the original class, the algorithm is considered to have failed. Algorithm 1 outlines
the different components of the attack.

3.4 Minimizing Detectability

To carry out a stealthy attack, two aspects must be considered. The first is
to keep the perturbations in the input space minimum, while the second is to
maintain the integrity of the output space which includes the final class predic-
tions and their associated logits. The reason is that many state-of-the-art defense
methods for adversarial examples check changes both in the input feature space
and the output logits space [14,24]. So in order to minimize the detectability, it
is necessary to ensure that the logits do not change drastically during the attack.
We observed that as we repeatedly apply and remove the penalty according to
Algorithm 1, it causes the output space of the adversarial example to oscillate
near the classification boundaries. Consequently, while the final label is the same
as the original class, the logits do not resemble the original logits, nor does the
confidence level of the adversarial prediction. This difference in logits, which we
will refer to as output space, can be used to detect the attack.

To address this issue, we propose enhancing (3) by replacing the classifi-
cation loss with two different alternatives. First we use the Kullback-Leibler
divergence to directly compare the distribution of the original sample and adver-
sarial example logits in order to keep them similar. We denote this divergence
by KL ( Logit(X) || Logit( ˜X) ) (KL attack). Second, similar to the idea of
C&W conventional adversarial attacks [2], we use max ( max{Logit( ˜X)i : i �=
c∗} − Logit( ˜X)c∗ , −κ ) where κ is a positive adjustable value and maintains a
margin between the predicted logit and the second largest logit value to ensure
high confidence in the predicted class (Confident attack parameterized by
κ). Since the classifier is trained based on the clean examples’ manifold, it can
classify them with high confidence. So by ensuring high confidence predictions
for the adversarial examples, we can keep their logits similar to their original
counterparts.

3.5 Metrics for Evaluation

For conventional adversarial examples, attack success rate (ASR) is measured as
percentage of examples with flipped class labels. However, interpretation attacks
aim to alter the multi-dimensional interpretation vector, making it difficult to
establish a clear binary metric for measuring the success of the attack. In the
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Fig. 1. Interpretations of a patient’s EHR data for six attributes (RR, HR, K, SBP,
DBP, Temp) with heart failure at the final time-stamp. Interpretations of different
attributes can be compared with each other in each specific time stamp. Also each
attribute separately can be explored for its changes across time. The interpretations
for EHR data generally gain more importance as the time of disease onset approaches.

subsequent discussion, we will outline two particular aspects of EHR data that
must be taken into account when defining evaluation metrics.

In many application of EHR data, the interpretations may carry either pos-
itive or negative connotations, each with its unique significance. For example,
when predicting the likelihood of a specific disease, the use of a particular medica-
tion may negatively affect the prognosis and decrease the chance of disease onset.
For a clinician, the classifier’s explanation of such a drug is no less important
than the factors that indicate positive interpretations towards the prediction.

Another characteristic of EHR data is the heterogeneity and time sensitivity.
Unlike pixels in images, the diverse attributes in EHR data hold distinct mean-
ings, and clinician’s interpretation may differ for each attribute. Additionally,
the value of interpretations for clinicians is affected by the timing of attribute
collection. Clinicians attach more significance to the data points that are closer
to the disease onset. Figure 1 displays interpretations of some attributes calcu-
lated by RETAIN for predicting heart failure in a patient. Given these factors,
we propose three metrics to evaluate the sucess of the interpretation attack,
which consider the connotations of the interpretations, the attribute-level het-
erogeneity, and the visit-level time awareness.

Signed Top-K Intersection Size: According to Ghorbani et al. [8], in many
cases, when interpreting a model, the explanations of the most important fea-
tures are often of interest. In a gradient-based saliency map, the top-K features
are determined by their magnitudes. Here we involve the connotation of the
interpretations and assess the success of the attack by comparing the propor-
tion of top-K features with consistent signs before and after the attack. So if
A = {a1, ..., ak} and B = {b1, ..., bk} are the sets of the K largest absolute-value
dimensions of Φ( ˜X) and Φ(X) respectively, and C = A ∩ B, then we have

topK(C) = | {ci ∈ C : Φ( ˜X)ci ∗ Φ(X)ci > 0} |. (4)

Asymmetrical Signed Top-K Intersection Size: Since the EHR is sequen-
tial and time-sensitive, the importance of different attributes are comparable in
each timestamp that they are collected. To reflect that, we suggest a new met-
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ric that measures the top-K salient features in corresponding multivariate time
series at each time point and then aggregate them.

Also, we assign weight φi to each time to better attain the perspectives of
clinicians who may place greater emphasis on certain times. These weights can
be achieved by background knowledge (e.g., higher weight on certain time points
before the disease onset) or approximated by how the interpretable model weight
different times, e.g., by taking 100 random samples from the clean data and
summing up their interpretation values of all attributes at any given time. The
resulting values are averaged over all samples to derive the weight that should be
assigned to that specific time. For time ti ∈ {1, . . . , t}, we denote Ati = {ati

j }kj=1

and Bti = {btij }kj=1 as the sets of the K largest absolute-value dimensions of
Φ( ˜Xti) and Φ(Xti), respectively, and their intersectino as Cti = Ati ∩ Bti .

topK asym =
t

∑

i=1

φi ∗ topK(Ci). (5)

Wasserstein Distance: The Wasserstein distance measures the cost of moving
a variable mass and is well-suited for comparing changes in time series. Its ability
to capture perturbations has made it increasingly popular in the context of
adversarial examples. We use the Wasserstein distance to measure the changes
of contribution by each attribute as time series - since the modality of data is
different across different attributes as discussed before. The resulting distances
are then summed to obtain the final Wasserstein distance. Given attribute index
dj ∈ [d], we denote X

dj

[t] as the sequential values of a specific attribute, and Wass

as the Wasserstein distance. Then, we calculate the final distance as:

Wass dist =
d

∑

j=1

W1(Φ( ˜Xj
[t]), Φ(Xj

[t])). (6)

where W1 denotes 1-Wasserstein distance for one dimensional data.
To make Eqs. 4, 5 and 6 consistent with our targeted attack, we calculate

these relative metrics:

topKtargeted = topK(Φ( ˜Xi), ω
†
i )/topK(Φ( ˜Xi), Φ(Xi)); (7)

topK asymtargeted = topK asym(Φ( ˜Xi), ω
†
i )/topK asym(Φ( ˜Xi), Φ(Xi)); (8)

Wass disttargeted = Wass dist(Φ( ˜Xi), ω
†
i )/Wass dist(Φ( ˜Xi), Φ(Xi)). (9)

These three new metrics not only measure how the adversarial interpretations
are distant from the original ones, but also reflect how they resemble the target
interpretations ω†. The attacks with larger topKtargeted and topK asymtargeted,
and with smaller Wass disttargeted are more powerful. From now on, when we
mention these metrics, we are specifically referring to their targeted version.

3.6 Robustness

To provide robustness, we propose using a sequential auto-encoder to de-noise
the input data at inference time and recover the original information. A typi-
cal auto-encoder comprises an encoder that compresses the data into a smaller
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intermediate representation and a decoder that attempts to reconstruct the input
data from those embeddings. As the encoder and decoder process the data, the
output becomes de-noised. We train the auto-encoder on clean data so it learns
the normal manifold. As a result, at inference time, it can remove the noise that
caused the input data to become far from this manifold. We then utilize the
interpretations of the decoder’s output instead of those of the input. Our results
show that this approach leads to robust interpretations.

There are two reasons for this. Firstly, the EHR attack perturbations are
sparse and have a greater magnitude wherever the features have notable inter-
pretations. Therefore, the de-noiser can restore the original interpretations by
reducing the large sparse perturbations on the salient features. Secondly, inter-
pretation attacks differ from traditional adversarial examples in that they aim
to modify smoothly distributed, high-dimensional interpretations, especially in
EHR data. Once the de-noiser eliminates sudden, sparse perturbations, the inter-
pretations can be regained by relying on the information present in the surround-
ing neighborhood.

We compare our method with SmoothGrad, a known and strong defense
against interpretation attacks [21]. Although the attack in our case is gradient-
free, the idea of SmoothGrad is still applicable. It involves adding noise to the
data multiple times (usually 10 to 50) and averaging their contributions. How-
ever, this method is neither computationally efficient nor effectively provides
robustness against EHR attacks as we will show empirically.

4 Experiments

In this section, we will address these questions: 1) What is the effectiveness of
the attack in altering the interpretations while maintaining the classification
outcomes? 2) Can existing defense methods against adversarial examples detect
the interpretation attack? 3) How does the proposed de-noiser approach help
with the robustness?

Dataset. The MIMIC-III dataset is a collection of electronic health records from
thousands of patients in intensive care units. We use a dataset that was processed
by [22] for the binary task of mortality prediction, resulting in 3177 positive
samples and 30344 negative samples, each comprising 19 attributes across 48
timestamps including vital signs and lab events. Missing features were filled
using the average value across all timestamps, and outliers were removed and
imputed according to interquartile range criteria. Finally, each sequence was
truncated or padded to 48 h, and each feature was normalized using min-max
normalization. We use 80% of the data for training and the rest for testing.

Model Architecture and Parameters. Adversarial examples were generated
against RETAIN [5] as our target model, which includes an embedding layer of
size 128 and two GRU layers with 128 hidden units. The evaluation results of
the test data on the final trained model are AUROC = 0.92, AUPRC = 0.73,
F1Score = 0.57 and Accuracy = 0.86. We evaluate the detectability of the
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Fig. 2. The comparison of three interpretation attacks, which differ in their penalty
term, shown using three metrics. The desirable results are located in the hatched area.
A lower perturbation achieved by a smaller γ leads to better attack success, but may
also result in a higher detection rate.

interpretation attack using RADAR [24]. It is a robust detection method, specif-
ically developed for traditional EHR adversarial examples where the objective is
to change the class. This detector identifies adversarial examples through both
changes in input space and also output space relative to the normal manifold,
making it well-suited for our purposes. Finally to enhance the data robustness, we
de-noised data by the same auto-encoder architecture as that used in RADAR.

4.1 Attack Performance

Comparison of Attacks. We evaluate the attack performance based on three
different metrics introduced in Sect. 3.5. We compare the original attack (Eq. 3)
with two alternatives, the KL attack and the Confident attack, proposed in Sect.
3.4. In our experiments with the Confident attack, we set κ = 0.8, as it provides
a high level of undetectability. Our comparison is based on different values of
the coefficient γ in Eq. 3, which constrains the perturbation size. The higher
the value of γ, the more restricted the attack is in terms of its distance from
the original sample. Since the parameters α and β are dynamically adjusted by
Algorithm 1, we simply select their initial values as 1. Also based on a grid-search
we set T = 1000 and stepsextra = 10.

Figure 2 illustrates the results based on the three metrics (Eq. 7, 8, 9) from
left to right, respectively. The hatched area in each figure demonstrates the
most desirable results. For Fig. 2.a and b, a ratio of over 1 implies that the
interpretations are more similar to the targeted interpretations than the original
ones, and the larger the ratio, the better. Conversely, in Fig. 2.c, the opposite is
true, as this measurement employs a distance metric rather than the intersection
of salient features. Although the attacks are very similar, in the next section, we
will show the main difference lies in the stealthiness of each of these attacks.

Selection of K. Figure 3 demonstrates that how the selection of K in top-K
metrics (7 and 8) impacts our evaluation of the attack’s success when γ = 0. In
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Fig. 3. The comparison of different values of K in two metrics, top-K (a) and asym-
metrical top-K (b). The concentration of perturbations on the latest time-stamps (c)
confirms that small values of K are sufficient for evaluation.

metric 4 since K is calculated in each time and over a lower dimension than the
entire EHR data, we set the value of K to a lower number than in metric 8. As
expected, the value of K affects the degree of overlap between interpretations
before and after attack. Figure 3.c shows the average perturbations of all the
adversarial examples when γ is zero and there is no constraint on the input space.
The perturbations are concentrated on the latest time-stamps which hold the
most significant interpretations in the model and clinical environments. There-
fore, selecting a large K does not yield significant interpretations, particularly
since many interpretations that are distant from these timestamps have close
to zero. Consequently, considering large K results in overlapping interpretations
that do not offer meaningful insights into the attack’s success.

4.2 Attack Detectability

Figure 4 illustrates an example before and after the attack and their difference
for the confident attack with γ = 0.5. The attack causes sparse but strong per-
turbations, which lead the interpretations to shift from the original to the target
interpretations. As previously discussed, the low number of perturbations and
their sparsity make them undetectable in EHR data. By decreasing γ, the mag-
nitude and density of the perturbations become more flexible. Figure 5 illustrates
the interpretations of the original sample and its adversarial counterpart from
Fig. 4 as well as the target interpretations across the latest timestamps. Due to
space limitations, only three attributes are included in the figure. It reveals that
the sparse perturbation attack caused the adversarial interpretations to deviate
from their original values and align more closely with the target interpretations.

We evaluated RADAR to demonstrate whether our proposed interpreta-
tion attacks can be detected by existing defense methods against conventional
adversarial examples. RADAR exhibits a 100% detection rate for conventional
adversarial examples on RETAIN. Figure 6 presents the detection percentage of
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Fig. 4. An input space of a patient’s EHRs before (a), and after attack with γ = 5 (b),
and its additive perturbation (c). The perturbation is minimal and sparse.

Fig. 5. Comparison of Adversarial, original and target contributions (interpretations)
of three attributes of a patient’s EHR over time.

different interpretation attacks by RADAR which are significantly lower. As γ
increases, the perturbations become smaller, resulting in a decrease in the detec-
tion rate in input space. Additionally, considering the detection in output space,
when γ is small, the adversarial example has more flexibility during optimiza-
tion, allowing it to approach the classification decision boundary more closely
and activate the penalty process in Algorithm 1 more frequently. In Sect. 3.4,
we discussed how KL and confident attacks better maintain similarity between
the original and output space in such cases. However, for larger values of γ, the
original attack is less likely to trigger the penalty process and remains more
stealthy than the KL attack. Generally, the confident attack keeps the output
space less detectable and maintains a greater distance from the class boundary.

4.3 Robustness

In this part, we evaluate the effectiveness of the proposed auto-encoder (AE)
denoiser based defense method. We report the attack success rate of the attack
under the proposed defense method, and compare it with the attack without
defense, and the attack with the SmoothGrad defense. We select the confident
attack with κ = 0.8 and γ = 0.5 as the representative of successful attacks
with reasonably high success rate and low detection rate. For SmoothGrad, the
best results are reported based on selecting a noise level of 0.1 and calculating
the average over 50 samples, which is consistent with the result in paper [21].
Figure 7 displays a comparison of the median and quartile charts of the attack
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Fig. 6. Detection ratio of interpretation attacks using RADAR.

Fig. 7. Robustness of de-noising method vs. SmoothGrad based on three metrics. All
figures show the de-noising method outperforms SmoothGrad.

versus the robustness achieved through the de-noising method and SmoothGrad
for 100 samples. Smaller values for top-K and asymmetric top-K indicate bet-
ter robustness, whereas higher values for Wasserstein distance indicate better
robustness. As depicted, the de-noising method outperforms SmoothGrad in all
metrics.

5 Conclusion

This paper is the first study to develop and adapt interpretation attacks for EHR
models. We investigated various aspects of EHR data as well as interpretable
models designed specifically for EHR data. We presented interpretation attacks
on EHR models optimizing both attack success and detectability and evaluated
the attack using customized metrics that address EHR specifications. Our results
show that the attack not only can successfully alter the interpretations of the
model, but also can evade the detector RADAR, which is capable of detecting
100% of conventional adversarial examples. To counteract the attack, we pro-
posed a de-noiser defense and demonstrated that it improved the robustness and
outperformed existing method SmoothGrad. Future research can focus on modi-
fying EHR interpretable models to make them more robust, as well as exploring
data preprocessing, data augmentation, and adversarial training to enhance the
robustness of EHR models.
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Abstract. The Rashomon Effect describes the following phenomenon:
for a given dataset there may exist many models with equally good per-
formance but with different solution strategies. The Rashomon Effect has
implications for Explainable Machine Learning, especially for the com-
parability of explanations. We provide a unified view on three different
comparison scenarios and conduct a quantitative evaluation across dif-
ferent datasets, models, attribution methods, and metrics. We find that
hyperparameter-tuning plays a role and that metric selection matters.
Our results provide empirical support for previously anecdotal evidence
and exhibit challenges for both scientists and practitioners.

Keywords: Explainable ML · Interpretable ML · Attribution
Methods · Rashomon Effect · Disagreement Problem

1 Introduction

We demonstrate the impact of the Rashomon Effect when analyzing ML models.
The Rashomon Effect [8] describes the phenomenon that there may exist many
models within a hypothesis class which solve a dataset equally well. The set of
these models is referred to as the Rashomon Set [12,37]. From a data-centric
perspective this phenomenon is also called Predictive Multiplicity [23], meaning
that there exist many strategies to solve a task on a dataset. Other works use
Rashomon Sets to analyze and describe data [12,30]. Somewhat surprisingly, the
Rashomon Effect has not yet found wider attention in the Explainable Machine
Learning (XML) literature. Although a few works have observed the effect it
was only anecdotally or without referring to its proper name [14,20,35].

XML has recently become a very active area of research and numerous expla-
nation methods exist [1,9,24]. Many approaches explain black-box models in
a post-hoc manner by providing attribution scores [22,27] which assign each
input dimension a numerical value that represents this feature’s importance with
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respect to the model decision. Attribution scores are used to answer questions
such as “What feature was the most important in this input sample?” and have
been used to uncover spurious correlations in the data [29] and biased behavior
of models [21]. However, attribution scores are sometimes ambiguous and their
interpretation depends on the application context. It is hard to decide at what
magnitude a feature is still important, particularly, if magnitudes of attribution
scores can be sorted into an evenly descending order. It follows that the task
of comparing different attribution methods is a difficult problem. Several works
touch upon the problem of explanation comparison [5,7,19,26,35] from different
perspectives.

Our main contribution is an empirical analysis of one novel and two existing
perspectives, 1) demonstrating model-specific sensitivity regarding the hyper-
parameter choice for explanation methods, 2) comparison of different explana-
tions from the same attribution method on differently initialized but otherwise
identical model architectures [5,35] and 3) the disagreement between different
explanations applied to the same architecture and parameterization [19,26]. We
place these three perspectives into a unified framework to investigate how the
Rashomon Effect manifests itself in each situation. Our evaluation is conducted
on four datasets of entirely different nature, analyzing differences in models
explained by five popular attribution methods using both naive and established
human-centered similarity measures.1 Our results highlight the need to fine-tune
the hyperparameters of XML methods on a per-model basis. We do find empirical
support for the disagreement problem, meaning practitioners cannot expect con-
sistent explanations across methods. Further, the high solution diversity across
models hinders the use of XML as an epistemic tool.

Next, Sect. 2 discusses how we connect different parts of the literature for
our analysis. Section 3 describes the experimental setup in detail. Sections 4.1, 4.2
and 4.3 present results and discuss the three perspectives we analyze. Section 4.4
summarizes our main findings. Section 5 concludes.

2 Comparing Attribution Scores

Given a classifier and a datum, an attribution method assigns each input dimen-
sion a numerical value that represents this feature’s importance with respect to
the model decision. Hence, an attribution scoring depends on three variables:
1) the model, 2) the input sample, and 3) the attribution method. This distinc-
tion enables us to systematically investigate the consequences of the Rashomon
Effect on established and novel perspectives in XML in one framework. This
framework is the first to bring the different perspectives into a unifying picture
which we present in Table 1. Our main mode of comparison is centered around
comparing pairs of attribution scores. Hence, we assume that the scores belong
to the same sample from the same dataset. We investigate model- or attribution
method-dependent effects and do not consider the scenario where the data is the
same but both models and methods are different.
1 Our code is available at github.com/lamarr-xai-group/RashomonEffect.

https://github.com/lamarr-xai-group/RashomonEffect
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Table 1. We investigate the Rashomon Effect in Explainable Machine Learning for a
set of models and a set of attribution methods. Three interesting scenarios arise for a
fixed input-sample from a given dataset.

Same
Model

Same
Sample

Same Attr
Method Scenario Examples

1 1 1 Numerical Stability −
0 1 1 Solution Diversity [12,17,35]

1 1 0 Disagreement Problem [11,19,26]

Numerical Stability (111): In Sect. 4.1 we discuss the scenario where the
same model and same attribution method are applied to the same sample. This
perspective is relevant to non-deterministic explanation methods that can be
controlled by hyperparameters. We investigate whether there are model-specific
differences regarding optimal parameter choice and find that the hyperparame-
ter choice is significantly dependent on both the investigated model and dataset.
This suggests that blindly applying non-optimal hyperparameters can lead to
erroneous explanations and thus wrong takeaways in an application scenario.
This need for rigorous hyperparameter tuning is mostly overlooked in the liter-
ature.

Solution Diversity (011): We can compare how similar or dissimilar two
models are w.r.t. their solution strategies by comparing explanations that were
computed for each of them using the same attribution method. Comparing any
two models not only by one, but by the average difference on explanations
over several samples, will only be able to measure a difference, if two mod-
els consistently behave differently. This is a coarse, but sufficiently sensitive
measure. Using this measure as a basis, we provide a large quantitative view
of the Rashomon Effect itself, recently also observed in [35]. In Sect. 4.2, we
extend existing results by comparing substantially more models on additional
data domains and investigate how diverse the strategies of the models within
a Rashomon Set are. We observe very high diversity in most cases and discuss
practical implications for machine learning (ML) as an epistemic tool [28,39].

Disagreement Problem (110): Aiming to find the “right” explanation,
prior work compared different attribution methods applied to the same model
on the same sample. It was found that explanations of different attribution meth-
ods often differ significantly, which is now known as the Disagreement Problem
[5,11,13,15,16,19,26]. So far, the Disagreement Problem was only reported on
individual or a very small number of models. It has not been sufficiently explored
whether the disagreement actually is model-dependent, i.e., whether any pair of
attribution methods is consistently less similar than other pairs across models.
We investigate this question in Sect. 4.3. We provide quantitative support for
anecdotal observations from the literature and add practically relevant insights.

A fundamental question is which metric should be used to compare two
attribution scores. One possible approach is to use feature (dis-)agreement, i.e.



Empirical Evaluation of the Rashomon Effect 465

the overlap of the top-k “most important” features, which ML practitioners
indicated as a key measure for disagreement [19]. Along the same lines, ranking
correlation measures are used, such as Kendall’s τ [26]. Another option is to
base the comparison on typical distance measures, such as cosine similarity [7]
or Euclidean distance [11,25]. In previous studies, only one metric or metric type
has been considered. In this work, we provide a comparison of both Euclidean
and (dis-)agreement based measures.

3 Experimental Framework

Before we report our results we introduce the experimental setup. To emphasize
the extent of the Rashomon Effect we will remove randomness from the training
process with the exception of model initialization.

3.1 Datasets

For the comparison we chose four publicly available datasets. AG News [40], a
benchmark dataset for text classification with an average sentence length of 43
words. Three tabular datasets containing only real valued variables: Dry Bean
[18], a 16-dimensional multi-class dataset with 7 classes of dry beans, Breast Can-
cer Wisconsin (Diagnostic) [36], a classical dataset posing a binary classification
problem over 30 features, and Ionosphere [31], a binary classification problem
over 34 features based on radar signal returns. The amount of data available
with each dataset differs greatly. A random subset Xref was held out from each
dataset during training and later used for the computation of explanations. Xref

contains 300 samples for AG News, 1050 for Dry Bean, 114 for Breast Cancer
and 71 for Ionosphere.

3.2 Models: Architecture, Training and Selection

For the tabular datasets we use small, fully connected Feed-Forward Neural
Networks with ReLU activation functions. Models for Dry Bean, Breast Cancer
and Ionosphere use 3× 16, 16 and 8 neurons, respectively. For the AG News
dataset we use a Bi-LSTM model with 128 dimensions for each direction and a
fully connected output layer. We learn a 128 dimensional word embedding from
scratch. We use the softmax function as output activation in all models.

We trained 100 models on each tabular dataset and 20 models on AG News.
We fixed all random aspects of the model training except for the initialization
of the network parameters. Each model observed exactly the same amount of
data in the exact same order. All differences in model behavior will thus only
stem from the initialization. To build the final Rashomon Set for each dataset,
we choose all models with at most 5% difference in accuracy to the best model.
With the exception of the Ionosphere dataset, nearly all models are selected. We
present average model accuracy and average pairwise output similarity computed
with the Jensen-Shannon-Distance over Xref in Table 2. All models achieve a high
accuracy and are nearly indistinguishable by their output distributions.
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Table 2. Mean accuracy and mean pairwise Jensen-Shannon-Distance (JSD) of all
models over Xref . All models were selected to lie within 5% accuracy of the best model.
According to both metrics, all models perform nearly indistinguishably. JSD is bounded
to [0, 1].

AG News Dry Bean Breast Cancer Ionosphere

Mean accuracy on Xref 0.91 ± 0.01 0.89 ± 0.01 0.95 ± 0.01 0.86 ± 0.01

Mean JSD on Xref 0.0315 ± 0.004 0.0207 ± 0.004 0.0019 ± 0.001 0.0103 ± 0.007

3.3 Attribution Methods

We compare five attribution methods. From the family of gradient based meth-
ods we use Vanilla Grad (VG) [32], Smooth Grad (SG) [33], and Integrated
Gradient (IG) [34]. From the family of perturbation based methods we include
KernelSHAP (KS) [22] and LIME (LI) [27] for which we use the implementations
provided by Captum2. For IG, KS, and LI we use zero-baselines. SG samples
with a noise ratio of 10%. Hyperparameters that further impact approximation
behavior will be discussed in Sect. 4.1.

3.4 Model Dissimilarity Measures Based on Attribution Scores

We use the following formula to express the scenarios in Table 1:

D(fa, fb,X, φ1, φ2, d) =
1

|X|
∑

x∈X

d(φ1(fa, x), φ2(fb, x)) (1)

where fa, fb ∈ R are classifier functions from our Rashomon Set, X ⊆ Xref :
{x|x ∈ Xref ∧ arg max fa(x) = arg max fb(x)} is a subset of the reference set
where both classifiers agree on the label, φ1, φ2 ∈ Φ = {VG, SG, IG, KS, LI} are
the aforementioned attribution methods and d ∈ D = {Feature Disagreement,
Sign Disagreement, Euclid, Euclid-abs} are dissimilarity measures on attribution
scores that we introduce now.

Feature Disagreement considers only the k top features (indices of k features
of highest magnitude) from each of the two explanations and computes then the
fraction of common features between them. Sign Disagreement is a more strict
version of Feature Disagreement. It applies Feature Disagreement and then sub-
selects only the top features that also have the same sign in both explanations.
Euclid and Euclid-abs are the Euclidean distance and the Euclidean distance
over absolute values of two attribution scores. Analogously to [19], for the dis-
agreement measures we set k = 11 for AG News, k = 4 for Dry Bean, and k = 8
for both Breast Cancer and Ionosphere.

2 See project page at github.com/pytorch/captum.

https://github.com/pytorch/captum
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4 Examining the Rashomon Effect

We now present and discuss the experiments on numerical stability (Sect. 4.1),
the Rashomon Effect itself (Sect. 4.2) and the Disagreement Problem (Sect. 4.3).
Each section provides its own discussion.

4.1 Numerical Stability and the Rashomon Effect (111)

In this section we investigate the setting D(fa, fa,X = Xref , φ1, φ1,Euclid) to
analyze the numerical stability of all φ∗ w.r.t. differences of individual f∗.

Attribution methods often require to choose hyperparameters that control
approximation behavior. For IG this is the number of steps used to approximate
the integral. For SG, KS, and LI one has control over the number of samples
evaluated during computation. This allows to adjust the computation time but
if the parameter is too small, the resulting explanations may differ between two
computations. We investigate this approximation stability across many models:
Do explanations converge at the same hyperparameter for all models and if not,
how large are the differences between individual models?

On the AG News dataset for SG we evaluate sampling hyperparameters p ∈
[25, 50, 75, 100, 150], for IG, KS, and LI we evaluate p ∈ [25, 50, 100, 150, 300]. On
the tabular datasets we compute the approximation stability for p ∈ [25, 50, 75,
100, 125] for all methods. We quantify numerical stability in the following way:
We compute ten SG, KS, and LI explanations for each sample in Xref for each p.
Next, we compute the pairwise Euclidean distances between all ten explanations.
To obtain a stability score for one model, the average is taken across all samples
in Xref . As a final stability score we report the mean and standard deviation
of this score across all models. IG depends deterministically on the number of
steps in the integral, hence, we do not compute ten explanations per sample.
Instead, we compute the pairwise distance between explanations for the same
point obtained by pi and pi+1. To assess model dependent differences regarding
the optimal choice of p, we compute for each model the smallest pi in the set of
parameters, where pi+1 did not improve the average stability by a factor of two.

Results for all datasets are presented in Table 3. The rows that start with
SG, IG, KS, and LI report numerical stability for each method. The last row
(#) reports the accumulated number of models whose explanations are stable at
≤ p. The aggregated counts correspond to the attribution methods in the order
as they appear in the rows: SG, IG, KS, LI. Unsurprisingly, numerical stability
improves across all models with increasing p. At the same time, models clearly
respond differently to an increase in p. For SG the spread spans four values of p
on each dataset and the selected values for p can differ by a factor of up to three.
For IG there is no spread on the tabular datasets, but it has the largest spread
compared to any other method on AG News. For KS and LI the models mostly
split between two consecutive values. Note that KS displays conspicuously large
numerical instability for smaller p, even on the smaller tabular datasets. Default
parameters for KS and LI are set to 25 and 50 in Captum, which is insufficient
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Table 3. Explanation stability for sampling parameter p. We report mean±std across
all models and samples for each attribution method. The values for IG describe the
difference between using pi+1 instead of pi. The last row (#) accumulates the number
of models that converged at ≤ p for SG/IG/KS/LI.

25 50 75 100 150

SG 0.0062 ± 0.0028 0.0044 ± 0.0020 0.0036 ± 0.0016 0.0039 ± 0.0029 0.0027 ± 0.0013

25 50 100 150 300

IG 0.0734 ± 0.2740 0.0532 ± 0.2201 0.0412 ± 0.1389 0.0329 ± 0.1380 –

KS 6.48e4 ± 1.3e5 3.34e5 ± 4.94e5 6.39e6 ± 1.15e7 1.7121 ± 0.1655 0.9515 ± 0.0695

LI 0.0470 ± 0.0117 0.0330 ± 0.0079 0.0220 ± 0.0055 0.0175 ± 0.0045 0.0119 ± 0.0032

# −/1/ − /− 10/2/ − /1 18/18/ − /19 19/18/20/19 20/20/20/20

(a) AG News. Total number of models is 20. The set of evaluated parameters is different
from other datasets and different for SG from other methods.

25 50 75 100 125

SG 0.0005 ± 0.0003 0.0004 ± 0.0002 0.0003 ± 0.0002 0.0003 ± 0.0001 0.0003 ± 0.0001

IG 0.0002 ± 0.0001 0.0001 ± 0.0001 0.0001 ± 0.0000 0.0000 ± 0.0000 –

KS 0.6087 ± 0.1724 0.2936 ± 0.0576 0.2232 ± 0.0422 0.1872 ± 0.0350 0.1645 ± 0.0306

LI 0.1561 ± 0.0413 0.0956 ± 0.0272 0.0723 ± 0.0219 0.0596 ± 0.0190 0.0515 ± 0.0170

# −/ − / − /− 39/ − /73/96 62/99/99/99 87/99/99/99 99/99/99/99

(b) Beans. Total number of models is 99.

25 50 75 100 125

SG 0.0253 ± 0.0140 0.0181 ± 0.0099 0.0148 ± 0.0081 0.0128 ± 0.0070 0.0114 ± 0.0063

IG 0.0030 ± 0.0012 0.0013 ± 0.0006 0.0008 ± 0.0004 0.0006 ± 0.0003 –

KS 8.28e4 ± 1.67e5 0.4523 ± 0.0735 0.3036 ± 0.0402 0.2462 ± 0.0312 0.2126 ± 0.0265

LI 0.0506 ± 0.0152 0.0345 ± 0.0104 0.0279 ± 0.0085 0.0241 ± 0.0073 0.0215 ± 0.0065

# −/ − / − /− 28/ − / − /65 58/100/95/86 91/100/100/100 100/100/100/100

(c) Breastcancer. Total number of models is 100.

25 50 75 100 125

SG 0.0298 ± 0.0135 0.0209 ± 0.0095 0.0172 ± 0.0077 0.0148 ± 0.0066 0.0133 ± 0.0060

IG 0.0036 ± 0.0017 0.0017 ± 0.0008 0.0011 ± 0.0005 0.0009 ± 0.0004 –

KS 1.02e5 ± 2.06e5 1.81e3 ± 3.67e3 0.1990 ± 0.0279 0.1561 ± 0.0205 0.1325 ± 0.0169

LI 0.0995 ± 0.0239 0.0678 ± 0.0166 0.0547 ± 0.0136 0.0472 ± 0.0119 0.0423 ± 0.0107

# −/ − / − /− 13/ − / − /34 28/51/42/43 47/51/51/50 51/51/51/51

(d) Ionosphere. Total number of models is 51.

for a large number of models. For the remainder of the paper we use explanations
computed with the following p for all datasets: SG 100, IG 200, KS and LI 300.

Our results show that, for a rigorous workflow, hyperparameters need to be
tuned not only based on the dataset but, in fact, for each model individually.
Hence, choosing sensible default parameters is difficult. Providing implemen-
tations without default values or with very large values might be an option,
though impeding user-friendliness. This learning also impacts any down-stream
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use of explanations such as benchmarking methods to assess the fidelity of an
attribution method [3,4,10,11,17,38] or explanation methods that build atop
attributions to extract rules as explanations [2]. In those contexts, numerical
stability is a pre-requisite to obtain reliable results.

4.2 Solution Diversity Or: The Rashomon Effect as Seen
with Different Dissimilarity Measures (011)

In this section we investigate how the Rashomon Effect manifests under different
metrics over different attribution methods. In Table 2 we saw that the output
behavior of the models is extremely similar. We are now interested to see how
diverse the Rashomon Sets appear if we use the explanation based dissimilarity
measure defined above. For each dataset and all dissimilarity measures d ∈ D we
evaluate D(fa, fb,X, φ1, φ1, d) for all pairs of fa, fb ∈ R with fa �= fb. Because
all attribution scores are specific to the predicted class, we restrict X ⊆ Xref :
{x|x ∈ Xref ∧ arg max fa(x) = arg max fb(x)}.

The distances produced by Feature Disagreement and Sign Disagreement are
naturally bounded to the [0, 1] interval. The gradient based attribution scores lie
in a bounded range because we compute the gradient through the softmax out-
put. Attribution scores for KS and LI produced distances larger than 1 with
the two Euclidean metrics on all datasets. In those cases we normalize the
Euclidean distances to the range [0, 1] by dividing by the maximal distance
observed. Figure 1 visualizes the pairwise distances of all models as histograms.
The x-axis discretizes dissimilarities, the farther to the right the more dissimilar.
The y-axis is the number of distances in each bin.

Euclid and Euclid-abs overlap significantly in all cases except for IG and
SG on the Ionosphere dataset. The Disagreement measures diverge on AG News
and Dry Bean. Naturally, Sign Disagreement produces larger dissimilarity scores
than Feature Disagreement.

In most of the cases, the means of the disagreement based measures and the
Euclidean based measures lie relatively far apart. The exceptions are IG, KS,
and LI on AG News, as well as KS and LI on Dry Bean. This means that one
metric always measures significantly more differences than the other, but what
metric that is depends both on the dataset and method.

We see that with most attribution methods and metrics the Rashomon Sets
produce a large variety of distances across all models. This has strong impli-
cations for use cases where ML models, specifically (Deep) Neural Networks,
are used as epistemic tools to develop hypotheses about the data generation
process as it is becoming frequent practice in several disciplines [28,39]. The
variance in our results illustrates that the number of viable solution strategies
is extensively large, hence, discovering all possibilities is highly improbable in
cases where training a large number of models is infeasible. Methods such as
ROAR [17] (despite being developed for a different purpose) could be useful to
iteratively narrow down the search space but may still fail to uncover all possible
correlations. The Rashomon Effect also has implications in user-centered scenar-
ios. In cases where users interact with model explanations and expect a certain
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Fig. 1. Histograms over pairwise distances of all models according to Formula 1. Dis-
agreement metrics computed with k = 11, 4, 8, 8 for AG News, Beans, Breast Cancer,
and Ionosphere, respectively. In the bottom rows both disagreement metrics overlap
nearly exactly.

behavioral consistency over time, the deployment of a new model, even if per-
formance itself is very similar, would pose a risk to user trust. Depending on the
explanation method, the data domain, and the model, computing explanations
can be very costly. Storing explanations for later re-use as a way to mitigate
costs only works if the model stays the same.
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Table 4. Kendall rank correlation coefficient (τ) between rankings of attribution
method pairs. On average we observe a strong or very strong correlation, but the
standard deviation indicates that for some models the set of methods that (dis)agree
are very different compared to other models.

AG News Dry Bean Breastcancer Ionosphere

Feature Disagreement 0.67 ± 0.14 0.65 ± 0.26 0.66 ± 0.31 0.63 ± 0.28

Sign Disagreement 0.63 ± 0.10 0.57 ± 0.38 0.64 ± 0.37 0.73 ± 0.24

Euclidean 0.77 ± 0.29 0.69 ± 0.15 0.94 ± 0.12 0.95 ± 0.11

Euclidean-abs 0.79 ± 0.20 0.85 ± 0.15 0.81 ± 0.18 0.84 ± 0.14

In nearly all cases the human-oriented agreement metrics provide a very
different picture than the Euclidean distances. Without additional knowledge
about the suitability of a metric in a given context, practitioners should not rely
on either disagreement or Euclidean measure alone. Use cases like [7], that use
explanations to produce training signals for models, could benefit from exploring
both kinds of metrics separately or from mixing them in a curriculum.

4.3 The Rashomon Effect and the Disagreement Problem (110)

In this section we investigate the Rashomon Effect on the Disagreement Problem.
For all datasets and measures d ∈ D we compare D(fa, fa,X, φ1, φ2, d) over all
pairs (φ1, φ2) ∈ Φ × Φ with φ1 �= φ2. As before, X is the set of all samples in
Xref where the predictions of both models agree.

Existing literature on the Disagreement Problem compares disagreement of
method pairs for individual or very few models and only with the disagreement
measures [5,11,19,26]. These works report no consistent ranking between method
pairs, especially when the data complexity increases.

We now analyze whether we find quantitative support for those observations.
Additionally, we extend the analysis of the Disagreement Problem to include
results based on the Euclidean distances.

For each individual model we rank the ten possible method pairs from most
agreeing to most disagreeing. We calculate Kendall’s rank correlation coefficient
τ for all model pairs with a sufficiently small p-value (< 0.05). For the remaining
τ the mean and standard deviation across all models are reported in Table 4.

Two levels of correlation can be observed: 1) Stronger correlation � 0.8 for
Euclid on AG News, Euclid-abs on Dry Bean as well as both Euclidean based
metrics on Breast Cancer and Ionosphere. 2) A moderate correlation ≈ 0.65
for Feature Disagreement on all datasets with a lower standard deviation on
AG News. Sign Disagreement also falls in this range on all datasets but Dry
Bean, with a notably lower standard deviation on AG News compared to other
datasets. The lowest correlation (0.57) is produced by Sign Disagreement on Dry
Bean, showing the largest standard deviation (0.38) at the same time. The large
standard deviations suggest that a fair amount of models produces very different
rankings, particularly in the case of the disagreement based rankings.
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Fig. 2. Box plots of rankings over which pair of attribution methods disagrees most
or least for individual models on AG News (top) and Dry Bean (bottom). Higher rank
means larger disagreement. Plots on the left: Feature Disagreement Sign Disagreement,
plots on the right: Euclid-abs Euclid; Orange lines in each boxplot indicate the median.

Are lower correlations structural? I.e. is it always specific method pairs that
tend to swap ranks? We visualize the rank that each pairing occupies for every
model in the box plots in Fig. 2 and Fig. 3. The y-axis shows the rank, higher
rank meaning stronger disagreement relative to the other methods. Plots on the
left pair both disagreement based rankings (blue/ green) while plots on the right
show results for Euclidean based rankings (yellow/ red).

Generally, we can make the following observations about the Euclidean met-
rics: 1) For most explanation pairs, both Euclidean metrics show little to no
variance within each dataset, signifying agreement on the ranking of the respec-
tive explainability pair, but no consistent ranking across all datasets. 2) All three
tabular datasets agree for VG-SG being on rank one and VG-IG being on rank
two, both with no variance.

Looking at the results for the disagreement metrics for each dataset in detail,
we can see the following: AG News (Fig. 2) shows very stable rankings for both
Disagreement metrics for VG-{SG, IG, KS}. For Dry Bean (Fig. 2) across both
disagreement metrics, the median lies 8/20 times exactly on one of the quartiles
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Fig. 3. Box plots of rankings over which pair of attribution methods disagrees most or
least for individual models on Breast Cancer (top) and Ionosphere (bottom). Higher
rank means larger disagreement. Plots on the left: Feature Disagreement Sign Disagree-
ment, plots on the right: Euclid-abs Euclid; Orange lines in each boxplot indicate the
median.

which show no whisker. This means that 50% of the models agree on the respec-
tive ranking. This is interesting because at the same time VG-{SG, IG} span
nearly the whole ranking, meaning that all rankings in the fourth quartile assign
the maximum rank. The pairs SG-{IG, KS} seem to swap places but are other-
wise rather consistently placed in the lower middle of the ranking. Breast Cancer
(Fig. 3) shows stable rankings for VG-{KS, LI} with both disagreement metrics.
More interestingly, for VG-{SG, IG} the medians lie again on “whiskerless”-
quartiles and the ranking agrees with the one on Dry Bean (rank 2 for VG-SG
and rank 10 for VG-IG). In contrast to Dry Bean, here it is IG-LI and KS-LI
that place comparably stable towards the middle of the ranking. On Ionosphere
(Fig. 3 bottom) the plot shows smaller boxes compared to the other tasks. Taking
outliers into account, multiple pairings span the whole ranking for disagreement
based rankings. Ignoring outliers, there are five stable rankings for VG-{IG, SG,
KS, LI}, four of which are achieved with Sign Disagreement.
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We summarize our observations: We did not see a consistent ranking across
all datasets and metrics. Our results for the disagreement based metrics support
the observation from the literature that there is no consistent ranking among
method pairs. However, we do not observe that results on the more complex
AG News appear less correlated than for smaller tabular tasks. Our evaluation
of Euclidean based rankings shows them to be notably more stable than their
disagreement counterparts.

Interestingly, we cannot identify a single pair of methods that produces high
disagreement across all tasks and metrics consistently, but there are pairs of
methods for each dataset that consistently take mid-range rankings. Practition-
ers that seek diverse explanations would be recommended to start their search
with comparing VG-KS, SG-{IG, KS}, and KS-LI.

4.4 Summary

In the first scenario in Sect. 4.1 we evaluated how sensitive individual mod-
els are to hyperparameter choices for non-deterministic attribution methods.
Expectedly, a higher sampling rate always improves the numerical stability of
the approximations. However, we found stark differences between the individual
models, some requiring larger parameter values by a factor of up to twelve. This
has direct implications for scientists and developers using XML methods, as it
means that prior knowledge is not necessarily transferable between two mod-
els. Choosing default values is de facto impossible. Especially scenarios where
parameters have to be chosen as small as possible require rigorous testing.

After verifying the numerical stability of our explanations, in Sect. 4.2 we
assessed how the Rashomon Effect manifests itself on different datasets, depend-
ing on the different attribution methods and dissimilarity measures. We illus-
trated the solution diversity under different dissimilarity measures. We found
that gradient based attribution methods in conjunction with Euclidean metrics
showed smaller distances and low variance on the simpler tabular datasets. Dis-
agreement based dissimilarity measures produced high distances and variances
in nearly all cases. The distances are notably higher for Sign Disagreement com-
pared to Feature Disagreement in half of the cases. We saw a large spectrum
of distances for perturbation based methods in all cases. Our observation of
large magnitudes and high variances in the distances has implications for ML
as an epistemic tool. It illustrates how large the space of possible viable solu-
tion strategies is, indicating the need to develop informed search strategies in
the future [6], especially in complex or resource constrained scenarios. Also, the
histograms of Euclidean and disagreement-based measures rarely show overlap,
meaning practitioners will have to make context-specific choices on what type of
metric to use. In cases where model behavior is explained to users, deploying a
model update can lead to irritations as the explanations will likely change dras-
tically between any two models; using the computationally intensive KS or LI
seems to give the best chances to maintain somewhat consistent explanations.
Conversely to the use-case of ML as an epistemic tool, a possible direction of
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future work is the inverse search problem of finding a better performing model
that functions most similarly.

Investigating the Rashomon Effect on the Disagreement Problem in Sect. 4.3
revealed stark differences between results from the disagreement measures and
the Euclidean distances. Neither of the two metric types produced rankings
consistent across all datasets. Within tasks, the Euclidean metrics produced very
stable rankings while the disagreement measures only occasionally produced a
stable rank for a few pairs. Thus, our work provides quantitative support to the
observations in [11,19,26] that are based on a small number of models, only.
However, contrary to the literature, our results do not look more stable for
smaller models on tabular datasets than for the Bi-LSTM model on AG News.

5 Conclusion

We have quantitatively shown how the Rashomon Effect impacts the application
and interpretation of XML techniques and argue that it has to be taken into
account by the XML community in the future. Along the three variables 1) the
model, 2) the datum, and 3) the attribution method, we presented a structured
investigation of the Rashomon Effect from three perspectives within XML.

Our quantitative analysis on numerical stability showed models to have indi-
vidual sensitivity to hyperparameters of explanation methods. We have shown
that choosing the most efficient setting requires careful tuning not only to a
specific task or architecture, but in fact to every model instance individually, in
order to guarantee stable explanations. Assessing the Rashomon Effect itself by
measuring the diversity of solution strategies, we found that the solution space
appears extensive, especially under the disagreement metrics. This poses chal-
lenges to applications of ML as an epistemic tool, as well as use cases where
models are offered to consumers that expect consistent behavior. Our study of
the Disagreement Problem provides quantitative support for previously anec-
dotal evidence. No consistent ranking persists across all datasets and the only
option for practitioners that seek diverse explanations is trial and error. How-
ever, for each dataset individually we were able to identify a pair of methods
that consistently take mid-range ranks. Using those rankings to systematically
compare methods might yield insight into differences regarding what parts of
model behavior each method is sensitive to.
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importance. Hyperparameter choices have to be validated for each model individu-

ally. For model testing and validation procedures to be reliable they have to integrate

this knowledge. Our work demonstrated that it is unreasonable to expect an expla-

nation computed for one model, to be valid for another model, however similar their

performance otherwise may be. Re-using explanations from one model to give as an

explanation of behavior for another model is not possible and has to be avoided in

critical scenarios.
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Abstract. This work introduces interpretable regional descriptors, or
IRDs, for local, model-agnostic interpretations. IRDs are hyperboxes
that describe how an observation’s feature values can be changed with-
out affecting its prediction. They justify a prediction by providing a
set of “even if” arguments (semi-factual explanations), and they indi-
cate which features affect a prediction and whether pointwise biases or
implausibilities exist. A concrete use case shows that this is valuable for
both machine learning modelers and persons subject to a decision. We
formalize the search for IRDs as an optimization problem and introduce
a unifying framework for computing IRDs that covers desiderata, initial-
ization techniques, and a post-processing method. We show how existing
hyperbox methods can be adapted to fit into this unified framework. A
benchmark study compares the methods based on several quality mea-
sures and identifies two strategies to improve IRDs.

Keywords: Interpretability · Semi-factual explanations · Hyperboxes

1 Introduction

Supervised machine learning (ML) models are widely used due to their good
predictive performance, but they are often difficult to interpret due to their com-
plexity. Post-hoc interpretation methods from the field of interpretable machine
learning (IML) can help to draw conclusions about the inner processes of these
models: local methods explain individual predictions and global methods explain
the expected behavior of the model in general. Doshi-Velez and Kim [3] define
model interpretability as “the ability to explain or to present in understandable
terms to a human”. A topological form that satisfies this notion of interpretabil-
ity is a hyperbox. In this work, we investigate hyperboxes as local interpretations
that describe how the feature values of an observation can be changed without
affecting its prediction. We call these boxes interpretable regional descriptors
(IRDs). IRDs describe feature spaces by intervals for real-valued features and
subsets of possible classes for categorical features (see Table 1).
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Table 1. Credit dataset [4,10] example with 9 features, showing the values of a cus-
tomer with a moderate risk prediction. The IRD (generated by MaxBox & post-
processing (Sect. 4)) shows how all features could be changed simultaneously so that
the credit is still of moderate risk. B̄ shows how a single feature could be changed
(keeping the other features fixed, see Sect. 4.1). For features in the upper half, the IRD
covers the full observed value range (training data).

Feature Customer IRD B̄ (1-dim IRD) Range

sex female {female, male} {female, male} {female, male}
saving.accounts little {little, moderate

rich}
{little, moderate,
rich}

{little, moderate,
rich}

purpose car {car, radio/TV,
furniture, others}

{car, radio/TV,
furniture, others}

{car, radio/TV,
furniture, others}

age 22 [19, 22] [19, 75] [19, 75]

job skilled {skilled, highly
skilled}

{unskilled,
skilled, highly
skilled}

{unskilled,
skilled, highly
skilled}

housing rent {rent} {own, free, rent} {own, free, rent}
checking.account moderate {little, moderate} {little, moderate} {little, moderate,

rich}
credit.amount 4000 [4000, 5389] [2127, 8424] [276, 18424]

duration 30 [26, 33] [6, 44] [6, 72]

1.1 Motivating Example for the Use of IRDs

A customer applies for a credit of e4000 at a bank to buy a new car. She is
22 years old, skilled, lives in a rented accommodation, has few savings and a
moderate balance on her checking account. An ML model predicts whether the
credit is of low, moderate or high risk. Due to a moderate risk prediction, the
bank rejects the application. The IRD in Table 1 answers the question “to what
extent the feature or multiple features can be changed such that the prediction is
still in the moderate risk class”. From an IRD, multiple insights can be obtained.

First, IRDs offer a set of semi-factual explanations (SFEs) – also called a
fortiori arguments – to justify a decision in the form of “even if” statements
[23]. Compared to counterfactual explanations [31], SFEs reveal how feature
values can be changed without affecting the prediction. For these statements to
be convincing, domain knowledge is required, e.g., that higher balances in the
savings account, and that higher skilled jobs decrease the risk for a bank. Given
such knowledge, a multitude of SFEs can be derived from the IRD of Table 1
that (1) justify that a person is in the moderate risk class instead of the low risk
class (e.g., “even if you had moderate savings and become highly skilled, your
credit is still of moderate risk”)1, and that (2) justify that a person is not in the
high risk class (“even if you only have little balance in your checking account,
1 In contrast, a counterfactual would be “if you had rich savings and become highly

skilled, your credit would be a low risk”. Such statements are not covered by IRDs.



Interpretable Regional Descriptors 481

your credit would still be of moderate risk”). The latter represents a “safety
bound” if some of the features change towards the undesired, higher risk class
in the future.

Second, the interval width or cardinality of a feature in an IRD relative
to its entire feature space can indicate whether a feature affects a prediction
locally (under Theorems 1 and 2). For example, compared to credit amount or
duration, savings or purpose seem to have no local effect on the prediction since
the regional descriptor encompasses their entire observed feature ranges. These
insights also reveal what can be options to change a given prediction.2

Third, IRDs are tools for model auditing. If the insights from a box (e.g., an
SFE) agree with domain knowledge, users have more trust in the model, while
disagreement helps to reveal unintended pointwise biases or implausibilities of a
model. For example, an IRD that does not cover male customers might indicate
that the model classifies individuals differently based on gender.3 An IRD that
covers a credit amount of e300 and high balances in the checking account could
indicate an inaccurate model because such customers should pose only a low risk
to the bank. Other practical examples of IRDs shows Appendix A.4

1.2 Contributions

Our contributions are: 1) We introduce IRDs as a new class of local interpreta-
tions to describe regions in the feature space that do not affect the prediction
of an observation; 2) We formalize the search for IRDs as an optimization prob-
lem and develop desired properties of IRD methods; 3) We introduce a unify-
ing framework for computing IRDs including initialization and post-processing
methods; 4) We show how existing hyperbox methods from data mining or IML
can be adapted to fit into our unified framework; 5) We present a set of quality
measures and compare our derived methods accordingly in a benchmark study;
6) We provide an open-access repository with an R package for the implemented
approaches and the code for replicating the benchmark study.5

2 Methodology

Let f̂ : X → R be the prediction function of an ML model with X = X1×. . .×Xp

as a p dimensional feature space. For classification models, we consider a pre-
defined class of interest for which f̂ returns the predicted score or probability.

2.1 Formalizing the General Task for IRDs

Our goal is to find the largest hyperbox B covering a point of interest x′ ∈ X
where all data points in B have a sufficiently close prediction to f̂(x′). The
2 However, the concrete strategies can only reveal counterfactual explanations [31].
3 Note that if all genders are part of the box, it does not mean the model is fair.
4 https://github.com/slds-lmu/supplementary 2023 ird/blob/main/appendix.
5 https://github.com/slds-lmu/supplementary 2023 ird.

https://github.com/slds-lmu/supplementary_2023_ird/blob/main/appendix
https://github.com/slds-lmu/supplementary_2023_ird
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hyperbox B should have p dimensions B = B1 × ... × Bp

with Bj =
{{c|c ∈ Xj} categorical Xj

[lj , uj ] ⊆ Xj numeric Xj
,

consisting of intervals for numeric features and a subset of possible classes for cat-
egorical features. Xj reflects the value space of the jth feature Xj . In accordance
with Lemhadri et al. [22], a prediction is sufficiently close if it falls into a closeness
region, which is a user-defined prediction interval Y ′ = [f̂(x′) − εL, f̂(x′) + εH ]
with εL, εH ∈ R≥0.6 In the bank lending example, the closeness region should
cover all model predictions that lead to the moderate risk class, e.g., a predicted
probability of 30–60 % of defaulting, i.e., Y ′ = [0.3, 0.6]. To operationalize the
above goal, we need three measures [25,28]:

1. coverage(B) = P(x ∈ B|x ∈ X ), which measures how much a hyperbox covers
the entire feature space. Since, in practice, not all x ∈ X are observable, we
use an empirical approximation given data (xi)1≤i≤n with xi ∈ X

̂coverage(B) =
1
n

n∑
i=1

I(xi ∈ B). (1)

2. precision(B) = P(f̂(x) ∈ Y ′|x ∈ B), the fraction of points within a box B
whose predictions are inside Y ′. Again, we use an empirical approximation

̂precision(B) =
∑n

i=1 I(xi ∈ B ∧ f̂(xi) ∈ Y ′)∑n
i=1 I(xi ∈ B)

. (2)

3. an indicator of whether B covers x′

locality(B) = I(x′ ∈ B). (3)

The following operationalizes the search for an IRD [25]:7

arg max
B⊆X

( ̂coverage(B))

s.t. ̂precision(B) = 1 and locality(B) = 1.
(4)

Definition 1. A box is maximal if and only if no box could be added under full
precision, such that for all numeric Xj, it holds that (� xj ∈ Xj ∧ xj < lj :
precision(B ∪ [xj , lj ]) = 1) ∧ (� xj ∈ Xj ∧ xj > uj : precision(B ∪ [uj , xj ]) = 1),
and for all categorical Xj, it holds that (� xj ∈ Xj \ Bj : precision(B ∪ xj) = 1).

6 For classification models, Y ′ ⊂ [0, 1] must hold.
7 For this, we extended the optimization task of Ribeiro et al. [25] to target IRDs by

aiming for a precision of 1 and by including the locality constraint.
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A box B with maximum coverage satisfies this maximality property. We aim for
a maximal B, since B can then detect features that are not locally relevant for
a prediction f̂(x′). We prove the following in Appendix B.

Theorem 1. If B is maximal, Bj = [min(Xj),max(Xj)] holds for numeric
features Xj and Bj = Xj for categorical Xj that are not involved in model f̂ .

Similarly, we aim for homogeneous boxes B such that precision(B) = 1. Then,
B can detect features that are locally relevant for f̂(x′). We prove the following
in Appendix C.

Theorem 2. If precision(B) = 1, Bj ⊂ Xj holds for a feature that is locally
relevant for f̂(x′).

2.2 Desiderata for IRDs

In Sect. 3, we discuss related methods to generate B. The suitability of these
methods as IRD methods relies on whether they consider all objectives of Eq. (4)
and whether they satisfy the following desired properties for IRDs.

Interpretability. In order for B to be interpretable, we only consider methods
that return a single p-dimensional hyperbox. The hyperrectangular structure of
B allows for a natural interpretation, which is not the case for hyperellipsoids
or polytopes formed by halfspaces [22]. According to Eq. (4), B needs to cover
x′, which is the case if the following holds: ∀j ∈ {1, ..., p} : x′

j ∈ Bj .

Model-agnosticism. The definition of f̂ does not pose any restrictions on the
ML model or the feature space. Therefore, methods should be model-agnostic
such that they could explain both regression or classification models with various
feature types (binary, nominal, ordinal or continuous).

Sparsity Constraints. Eckstein et al. [5] proved that the optimization task for
the maximum box problem is NP-hard if the features defining the box are not
fixed. This also applies to the search for IRDs, which only additionally requires
x′ ∈ B. Since the search space for hyperboxes grows with the number of features,
it is infeasible to consider all potential solutions. Furthermore, the fact that IRDs
have as many dimensions as the dataset impedes their interpretability – the very
goal of IRDs in the first place. To reduce the number of features, methods should
be able to adhere to user-defined sparsity constraints such that for some features
Xj , Bj = x′

j . Section 7 discusses other solutions.

3 Related Work

The optimization task of Eq. (4) can be understood mathematically as finding
the preimage of prediction values ∈ Y ′ in the neighborhood of x′. Therefore,
IRDs can be seen as a subset of a level set for function values ∈ Y ′. Level set
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approximations often consist of points [7], and only a few approaches approx-
imate these via hyperboxes [32,33] (or other geometric forms). These methods
produce multiple boxes instead of one and do not require to contain x′. Hence,
they are not interpretable in our sense and, therefore, not useful to produce
IRDs.

In data mining, Eckstein et al. [5] proposed a maximum box (MaxBox) app-
roach for datasets with binary outcomes to find the largest homogeneous hyper-
box w.r.t. the positive class. Friedman and Fisher [11] derived the patient rule
induction method (PRIM) for seeking boxes in the feature space in which the
outcome mean is high. Both approaches do not require x′ to be in the box.

Table 2. Overview of approaches that search for hyperboxes in feature spaces.

Objectives Desiderata

Coverage Precision Locality Interpretable Agnostic Sparse

Level set methods

PBnB [32,33]
√ √ × × √ ×

Data mining

MaxBox [5]
√ √ × √ × ×

PRIM [11] × × × √ × ×
Post-hoc IML

Anchors [25]
√ √ √ √ × ×

MAIRE [28]
√ √ √ √ × ×

LORE [14–16] × × √ √ √ ×
Interpretable classifier

Column generation [1]
√ √ × × √ ×

As described earlier, IRDs may also be seen as a method to summarize a
multitude of SFEs. Most proposed methods for SFEs return only a single point
as an explanation [2,17,23]. In contrast, LORE by Guidotti et al. [14–16] returns
a set of SFEs using surrogate trees. Their approach reveals which feature values
are most important for deriving a prediction by following the path to the point of
interest. The reliability of such a surrogate tree depends on the assumption that
the tree can adequately replicate the underlying model, which may not always be
the case [27]. Furthermore, LORE does not directly target Eq. (4) because the
level of precision cannot be set [16] and homogeneous boxes are only possible
with overfitting/deep-grown trees. This limits its coverage (the box could be
larger than the terminal node (Figure S. 5 in the Appendix)) and makes this
approach computationally expensive [6,8]. Therefore, the tree structure is more
suitable for deriving SFEs when the underlying model is tree-based [9,29].

An IML method that utilizes hyperboxes is the Anchors approach [25]. The
returned hyperbox indicates how features must be fixed or anchored to prevent
a model from changing the classification of a data point. Anchors were originally
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proposed to aim for hyperboxes that also partly cover observations of other
classes; a precision of 0.95 is the default in its implementation [26]. Although
the precision can be changed to 1, Anchors are nevertheless not suitable for the
generation of IRDs due to their limited search space: Either the box boundary
of a feature is set to the full feature range observed in the data, or to the value
of x. This bears the risk of “overly specific anchors” with low coverage [25].
For larger coverage, features can be binned beforehand. However, no established
discretization technique for Anchors exists so far and the optimization procedure
underlying Anchors does not allow adaptions of the bins during optimization.

To overcome the discretization problem, Sharma et al. [28] proposed the
model-agnostic interpretable rule extraction (MAIRE) procedure. MAIRE finds
more optimal boundaries for continuous features via gradient-based optimiza-
tion. It still does not allow a more precise choice for categorical features; either
the box allows no changes to a feature or it covers all possible values of a feature.

Equation (4) also overlaps with the problem of deriving interpretable (surro-
gate) models using a combination of rules [12] or hyperboxes [18] that cover the
whole feature space (e.g., via column generation [1]). As such, the methods do
not focus on locality and are not interpretable in our sense.

Table 2 summarizes whether the addressed methods are suitable for gen-
erating IRDs. Overall, none of the methods satisfies all objectives of Eq. (4)
and desiderata from Sect. 2.2. Specifically, none of them addresses sparsity con-
straints, and only a few are model-agnostic. In Sect. 4.4, we modify MaxBox,
PRIM, and MAIRE such that they fulfill all of our requirements to transform
them into useful IRD methods. All other methods cannot be modified to the
required extent due to their underlying, irreplaceable optimization methods that
do not directly target Eq. (4) (LORE), target multiple boxes (PBnB) or have a
very limited search space. The latter applies in particular to Anchors. However,
the method serves as a baseline method for our benchmark study in Sect. 6.

4 Generating IRDs

We now present a unifying framework for generating IRDs, which consists of
four steps: restriction, selection, initialization, and optimization. Optionally, a
post-processing step can be conducted (Sect. 4.5).

4.1 Restriction of the Search Space

To restrict the initial search space for B, we propose a simple procedure to
find the largest local box B̄ of x′ such that B ⊆ B̄. For a continuous feature
Xj , we vary its value x′

j of x′ on an equidistant grid. Upper and lower bounds
of B̄j are set to the minimal changes in x′

j , yielding a prediction outside Y ′.
This approach is similar to individual conditional expectation (ICE) values [13].
For a categorical feature Xj , B̄j comprises all classes of Xj that still lead to a
prediction ∈ Y ′ after adapting x′

j of x′. If a user sets the sparsity constraint
that feature Xj is immutable, B̄j = x′

j must hold. We prove the following in
Appendix D.



486 S. Dandl et al.

Theorem 3. For any box B that solves the optimization problem of Eq. (4) it
holds that B ⊆ B̄.

4.2 Selection of the Underlying Dataset

All methods need a dataset X̄ consisting of x ∈ X as an input. This dataset is
used for evaluating (competing) boxes w.r.t. the empirical versions of coverage
and precision (Eq. (1) and Eq. (2)). For some methods, the dataset also offers
a set of potential box boundaries to be evaluated. A suitable dataset is the
training data. Since only instances ∈ B̄ are relevant (Theorem 3), we remove all
instances 	∈ B̄ from X̄. Consequently, xj = x′

j ∀x ∈ X̄ holds for all immutable
features Xj . More features and sparsity constraints increase the risk that X̄
is only sparsely populated around x′. Furthermore, training data may not be
readily available. Since we aim for IRDs that are faithful to the model and
not to the data-generating process (DGP), data can be artificially generated
by uniformly sampling from the admissible feature ranges of B̄. In Sect. 6, we
inspect how double-in-size sampled data8 within B̄ affects the quality of IRDs
and IRD methods compared to using training data.

4.3 Initialization of a Box

All methods require an initial box B as an input, which is either set to the largest
local box B̄ covering all X̄ or the smallest box possible, which only contains
x′. We define methods that start with the largest local box as top-down IRD
methods, and methods that start with the smallest box possible as bottom-up
methods.

4.4 Optimization of Box Boundaries

The last step comprises the optimization of the box boundaries. Top-down meth-
ods iteratively shrink the box boundaries of the largest local box to improve the
box’s precision (upholding that x′ ∈ B), while bottom-up methods iteratively
enlarge the box boundaries of the smallest box to improve the box’s coverage
(upholding the precision at 1). In this section, we describe the MaxBox, MAIRE,
and PRIM approaches and our extensions such that the methods optimize Eq. (4)
and fulfill the desiderata of Sect. 2.2. Pseudocodes and illustrations of the inner
workings of the extended approaches are given in Appendix E. All methods
receive as input a dataset X̄ and an initial box B.

MaxBox – Top-down Method. MaxBox was originally proposed for binary clas-
sification problems – with a positive and negative class. The method starts with
the largest box covering all data. A branch and bound (BnB) algorithm [21]
inspects the options to shrink the box to optimize its precision w.r.t. the posi-
tive class. The branching rule creates new boxes by bracketing out a sample x of
8 Double-in-size refers to the size of the training data, not of X̄.



Interpretable Regional Descriptors 487

the negative class, such that the box is shrunk to be either below or above the
values of x in at least one feature dimension (categorical features are one-hot
encoded). Estimates of the upper bound for the coverage of a box determine
which imprecise box is branched next, which sample is used for branching, and
which boxes are discarded because their upper bound does not exceed the cov-
erage of the current largest homogeneous box. If no boxes to shrink are left, the
largest homogeneous box is returned as an IRD.
Extensions. By labeling observations with predictions ∈ Y ′ as positive, the app-
roach becomes model-agnostic. Since the original algorithm does not consider
whether corresponding boxes still include x′, we adapted the approach to dis-
card boxes that do not contain x′ to guarantee locality.

PRIM – Top-down Method. The method originally aims for boxes with a high
average outcome. The procedure starts with a box that includes all points. In
the peeling phase, PRIM iteratively identifies a set of eligible subboxes (defined
by the α- and (1-α)-quantile for numeric features and each present category for
categorical features) and peels off the subbox that results in the highest average
outcome after exclusion. This step is repeated until the number of points included
in the box drops below a fraction of the total number of points. In the pasting
phase, the box is iteratively enlarged by adding the subbox that increases the
outcome mean the most. These subboxes consist of at least α observations with
the nearest lower or higher values in one dimension (numeric Xj) or with a new
category (categorical Xj).
Extensions. We adapted the approach to target Eq. (4): in each peeling itera-
tion, the subbox is excluded such that the resulting box has the highest precision
(coverage acts as a tiebreaker), and in each pasting iteration, the largest homoge-
neous subbox is added. If the precision and coverage are not sufficient to select a
best box for peeling or pasting, a subbox is randomly selected from the best ones.
Peeling stops as soon as the resulting box is homogeneous, while pasting stops
as soon as there exists no homogeneous box to add. Furthermore, only subboxes
that do not cover x′ are peeled. According to the authors’ recommendation, we
use α = 0.05 for the benchmark study (Sect. 6).

MAIRE – Bottom-up Method. The method starts with a box covering x′. In
each iteration, the box boundaries are adapted via ADAM [19] by optimizing
a differentiable approximation of the coverage measure. If the precision falls
below a certain threshold or x′ is not part of the box, the method additionally
optimizes a differentiable version of Eq. (2) and Eq. (3), respectively. MAIRE
stops after a specified number of iterations. In the end, the method returns the
largest homogeneous box over the iterations.
Extensions. The method requires 0–1-scaled features. To overcome the one-vs-all
issue for categorical features (Sect. 3), we one-hot-encode categorical features. We
implemented a convergence criterion for a fair comparison with the other (conver-
gent) approaches: we let MAIRE enlarge the box boundaries until the precision
falls below 1, then MAIRE is only allowed to run for another 100 iterations. The
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implementation for the experiments in Sect. 6 is based on the authors’ imple-
mentation [28] with the discussed modifications. The hyperparameters were set
according to the authors’ recommendations. We only set the precision threshold
to 1, rather than 0.95.

4.5 Post-processing

All methods described in the previous section determine box boundaries based
on a finite number of data points in X̄. The limited access carries the risk
that some regions of the feature space are not represented in X̄ and that the
boundaries of a generated B are suboptimal: There could be areas in B that
have predictions /∈ Y ′, or there could be adjacent areas outside of B that also
have predictions ∈ Y ′. To improve the box boundaries of a given box B, we
developed the following post-processing method using newly sampled data. The
procedure consists of peeling and pasting as PRIM.

First, the precision of B is measured based on newly sampled data. If ∃x ∈ B
with f̂(x) /∈ Y ′, subboxes with the lowest precision in proportion to their size
(according to newly sampled data within this subbox) are iteratively peeled. If all
subboxes to peel are homogeneous, peeling stops. In the subsequent pasting step,
the largest subboxes that proved to be homogeneous (according to newly sam-
pled data within this subbox) are added. If the best box cannot be determined
(because several boxes have the same precision and coverage), a subbox is ran-
domly chosen. The method has three hyperparameters: the number of samples
used for evaluation, the relative box size (in relation to the size of Xj) for peeling
or pasting boxes for continuous features, and a threshold for the minimum box
size. The latter acts as a stopping criterion for pasting. If no homogeneous sub-
box can be added, the relative box size to add for continuous features is halved
as long as the relative box size is not lower than the threshold. The pseudocode
of our method displays Appendix F.

Section 6 investigates whether our post-processing method improves IRDs.
For the experiments, we set the number of samples to evaluate boxes to 100, the
relative box size to 0.1, and the threshold for the minimum box size to 0.05.

5 Quality Measures

We now present a set of quality measures for generated IRDs and IRD methods.
These measures apply to a single instance x′ to be explained, where B is the
returned IRD of x′ of an IRD method G. The assessment requires evaluation
data E consisting of x ∈ X ; for the benchmark study in Sect. 6, we use training
data and new data uniformly sampled from B̄. Training data helps to assess
whether the methods use the training data appropriately during IRD generation
(e.g., precision should be 1), while a proliferated number of newly generated data
∈ B̄ leads to a more precise evaluation w.r.t. the model, not the DGP.

Locality. The IRD should cover x′. This property is fulfilled if locality(B) =
I(x′ ∈ B) equals 1.
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Coverage. Given two IRDs with equal precision, we prefer the one with higher
coverage (Eq. (1)). To evaluate the coverage, we use samples x ∈ E from the
connected convex level set L covering x′.

Definition 2. A data point x with f̂(x) ∈ Y ′ is part of L of x′ iff there exists a
path between x and x′ for which all intermediate points have a prediction ∈ Y ′.

Paths are identified via the identification algorithm of Kuratomi et al. [20],
details are given in Appendix G.

Precision. Given two IRDs with equal coverage, the IRD with higher precision
is preferred (Eq. (2)).

Maximality. A box should be maximal (Definition 1) based on x ∈ E.

No. of Calls. Lower number of calls to f̂ of an IRD method are preferred.9

Robustness. If we rerun method G on the same x′ and f̂ R times using the same
X̄, the produced IRDs B1, ..., BR should overlap with the originally produced
B, such that robustness(G) = min

k∈{1,...,R}

∑
x∈E I(x∈B∩Bk)∑
x∈E I(x∈B∪Bk)

has a high value.

6 Performance Evaluation

In a benchmark study, we address the following research questions (RQs):

1. How do MaxBox, MAIRE and PRIM perform against each other w.r.t. the
quality measures of Sect. 5 (training data as X̄, no post-processing)?

2. What effect do double-in-size sampled data originating from B̄ have on the
quality compared to using training data?

3. What effect does the post-processing (Sect. 4.5) have on the quality?

As a baseline method, we use the Anchors approach [25] with a precision of 1
and 20-quantile-based bins for numeric features (see Sect. 3 for details).

6.1 Setup

To answer the RQs, we utilize six datasets from the OpenML platform [30],
either with a binary, multi-class or continuous target variable. Table 3 summa-
rizes the datasets’ dimensions, target and feature types. For each dataset, five
data points were randomly sampled to be x′.10 On each of the datasets, four
models were trained: a hyperbox model, a logistic regression/multinomial/linear
9 We prefer this measure over computation time because it is independent of the

concrete implementation. We have made our best efforts to implement the methods
efficiently, but there is usually room for improvement.

10 These data points can also be excluded from the data before training a model.
However, our experiments showed the results for the RQs are almost the same.
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model (depending on the outcome), a neural network with one hidden layer,
and a random forest model. The number of trees for the random forest and
the neurons on the hidden layer were tuned (details are given in Appendix H).
The hyperbox model is derived from a classification and regression tree (CART)
model for each x′ individually. For a given x′, the post-processed model predicts
1 if a point falls in the same terminal node as x′ and 0 otherwise.11

Table 3. Overview of benchmark datasets.

Name OpenML ID Target type Rows Continuous Categorical

diabetes 37 binary 768 8 0

tic tac toe 50 binary 958 0 9

cmc 23 three-class 1473 2 7

vehicle 54 four-class 846 18 0

no2 886 regression 500 7 0

plasma retinol 511 regression 315 10 3

Fig. 1. Comparison of methods w.r.t. coverage and precision. Addendum L means that
for the coverage evaluation only training or sampled points within L are considered.
Each point in the boxplot reflects one IRD. Methods were either run or evaluated on
training data or uniformly sampled data from B̄, and with or without post-processing.
Higher values are better.

For classification models, the prediction function returns the probability of
the class with the highest probability for x. For binary targets, we set Y ′ =
[0.5, 1]. For regression and multi-class targets, Y ′ is set to [f̂(x) − δ, f̂(x) + δ]

11 The true hyperbox of the CART model might be larger than the terminal node-
induced hyperbox (see Figure S. 5 in the Appendix).
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with δ as the standard deviation of predictions f̂ of the training data. For multi-
class, the interval is additionally capped between 0 and 1. For each dataset,
model, and x′, we generate IRDs with MaxBox, PRIM, and MAIRE, as well as
Anchors – our baseline method. The hyperparameters of the methods were set
according to Sect. 4. The methods were either run on training or on uniformly
sampled data from B̄ (RQ 2), and either without or with post-processing (RQ
3). For the robustness evaluation, we repeated the experiments R = 5 times.

The methods and their generated IRDs were evaluated based on the perfor-
mance measures of Sect. 5 – either evaluated on the training data or 1000 new
instances sampled uniformly from B̄. We also compared the methods statistically
by conducting Wilcoxon rank-sum tests for the hypothesis that the distribution
of the coverage and precision values do not differ between two (IRD) methods
(RQ 1), for a method using training vs. sampled data (RQ 2), and for a method
without vs. with post-processing (RQ 3). The experiments were conducted on a
computer with a 2.60 GHz Intel(R) Xeon(R) processor, and 32 CPUs. Overall,
generating the boxes took 63 h spread over 20 CPUs. The five repetitions for the
robustness evaluation required another 316 h.

Table 4. Comparison of methods w.r.t. maximality and no. of calls to f̂ averaged
over all datasets, models and x′. Each method was run or evaluated on training data
or uniformly sampled data from B̄, and without (0) or with (1) post-processing. Higher
maximality and lower no. of calls are better.

Training data Sampled

Maxtraining Maxsampled No. calls to f̂ Maxtraining Maxsampled No. calls to f̂

0 1 0 1 0 1 0 1 0 1 0 1

MaxBox 0.60 0.42 0.06 0.41 184 55769 0.23 0.45 0.24 0.43 1621 37627

PRIM 0.42 0.37 0.18 0.39 184 46070 0.20 0.42 0.25 0.39 1621 42958

MAIRE 0.18 0.41 0.04 0.41 184 68126 0.06 0.41 0.11 0.35 1621 92976

Anchors 0.27 0.42 0.16 0.40 26402 94448 0.31 0.42 0.18 0.36 77818 129276

6.2 Results

Figure 1 compares the coverage and precision values of the methods visually.
Table 4 shows the frequency of fulfilling maximality and the number of calls to f̂
of the methods. The separate results for each dataset and model, the statistical
analysis, and the results of robustness are shown in Appendix I. We omitted the
results for the locality measure because all returned IRDs covered x′.
RQ 1 - Comparison of Methods. Without post-processing and training data as X̄
(first row, Fig. 1), MaxBox had the highest precision as evaluated on training and
newly sampled data. The IRDs of PRIM had on average the largest coverage,
but they also covered sampled data with predictions outside Y ′. Due to the
randomized choice of a subbox in the case of ties, PRIM is not robust according
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to our robustness metric. None of the methods outperformed the other methods
w.r.t. maximality. By design, MAIRE’s optimizer disregards the constraints on
the search space (B̄), resulting in precisions below 1 on training data. Overall,
all methods outperformed the baseline method Anchors according to coverage
and precision. While all other methods called f̂ |X̄| times, Anchors evaluates
column-wise permutations of the observed data.
RQ 2 - Training vs. Sampled Data. On average, double-in-size sampled data
originating from B̄ led to slightly higher coverage, precision and maximality
rates w.r.t. newly sampled data but not w.r.t. the training data. Due to the
increase in the size of X̄, more calls to f̂ were necessary.12

RQ 3 - Without vs. With Post-processing Post-processing increased the coverage
and precision of IRDs for all methods. The difference in the quality of IRDs
between the methods and between the underlying data scheme (training data vs.
sampled data) diminished. Quality enhancement comes at the cost of efficiency
and robustness; on average, post-processing resulted in 57,000 additional calls
to f̂ and the sampling of new data decreased the robustness. MAIRE required
on average the most post-processing iterations, followed by Anchors.

7 Conclusion, Limitations and Outlook

Conclusion. We introduced IRDs that describe regions in the feature space that
do not affect the prediction of an instance in the form of hyperboxes. These
hyperboxes provide a set of semi-factual explanations to justify a prediction, and
indicate which features affect a prediction and whether there might be pointwise
biases or implausibilities. We formalized the search for IRDs, and introduced
desiderata, a unifying framework and quality measures for IRD methods. We
discussed three existing hyperbox methods in detail and adapted them to search
for IRDs. The lack of a method “ruling it all” in the benchmark study empha-
sizes the need for a unifying framework comprising multiple methods. The study
also revealed that a larger, uniformly sampled dataset and our post-processing
method can further enhance the quality of IRDs (at the cost of efficiency).

Limitations. Our work offers potential for further research, e.g., on the sensi-
tivity of the methods’ hyperparameters, on the influence of sampling sizes, on
the methods’ robustness w.r.t. slight changes in x′ or the underlying data, and
if the hyperbox-based explanations adhere to human reasoning (user studies).
While we only considered low-dimensional datasets in the benchmark study,
for high-dimensional datasets we proposed two strategies to restrict the search
space: either by letting users decide which features can be changed and which
cannot (Sect. 2.2), or by deriving the largest local box B ⊂ B̄ based on ICE
curves (Sect. 4.1). Further research can explore: (1) the use of other IML meth-
ods, such as feature importance methods, to select features for which changes
are investigated (all other features are set to their admissible value range); (2)
12 The size decuples instead of doubles compared to the training data, because not all

training data are ∈ B̄ and, thus, not in X̄.
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the consideration of feature correlations or causal relations to generate IRDs,
which not only naturally restricts the search space but also makes the IRD
faithful to the DGP. While all presented methods are model-agnostic, we leave
investigations on image and text data to future research.

Outlook. We believe that our work can also be a starting point for investigations
on the application of IRDs in other fields, e.g., for hyperparameter (HP) tuning: if
a promising HP set for an ML model was identified by a tuning method, IRDs can
reveal its sensitivity and whether there are other equally good but more efficient
HP settings. IRDs might also identify high-fidelity regions for interpretable local
surrogate models, like LIME [24]. LIME approximates predictions of a black-
box model f̂(x) around an observation x′ using a (regularized) linear model
ĝ(x). Here, it might be useful to understand in which region B the linear model
approximates the black-box model (high-fidelity region); ĝ only provides valuable
insights in the region B around x′ where ∀x ∈ B : ĥ(x) := |f̂(x) − ĝ(x)| ≤ ε

for a user-defined ε > 0. With ĥ as the prediction model and Y ′ = [0, ε], IRD
methods might identify such high-fidelity regions B in an interpretable manner.
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Abstract. Counterfactual examples explain a prediction by highlight-
ing changes in an instance that flip the outcome of a classifier. This
paper proposes TIGTEC, an efficient and modular method for generat-
ing sparse, plausible and diverse counterfactual explanations for textual
data. TIGTEC is a text editing heuristic that targets and modifies words
with high contribution using local feature importance. A new attention-
based local feature importance is proposed. Counterfactual candidates
are generated and assessed with a cost function integrating a semantic
distance, while the solution space is efficiently explored in a beam search
fashion. The conducted experiments show the relevance of TIGTEC in
terms of success rate, sparsity, diversity and plausibility. This method
can be used in both model-specific or model-agnostic way, which makes
it very convenient for generating counterfactual explanations.

Keywords: XAI · NLP · Counterfactual examples · Local Feature
Importance · Attention

1 Introduction

The high level of performance in the field of natural language processing (NLP)
achieved by Transformer models [30] comes along with complex architectures.
The domain of eXplainable Artificial Intelligence (XAI) aims at understanding
and interpreting the predictions made by such complex systems [18]. Among the
main categories of XAI methods to explain the prediction of a given instance,
local feature importance [3] quantifies the impact of each feature on the con-
sidered outcome. Another family of XAI methods consists in explaining with
counterfactual examples (see [9] for a recent survey), defined as instances close
to the instance of interest but associated with another prediction.

This paper proposes a new method to generate counterfactual explanations
in the case of textual data, called Token Importance Guided TExt Counterfactu-
als (TIGTEC). For example, given a classifier that predicts film synopsis genre
and an instance of interest predicted to be a comedy, TIGTEC outputs several
slightly modified instances predicted to be horror synopses (see Fig. 1).

The main contributions of TIGTEC are as follows: (i) textual counterfactual
examples are generated by masking and replacing important words using local
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 496–512, 2023.
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Fig. 1. Example of sparse, plausible and diverse counterfactual examples generated
by TIGTEC for a film genre classifier that discriminates between horror and comedy
synopses. Here, the counterfactual generation goes from comedy to horror.

feature importance information, (ii) a new model-specific local feature impor-
tance method based on attention mechanisms [2] from Transformers is proposed,
(iii) a new cost function integrating textual semantic distance to preserve the ini-
tial content is introduced, (iv) the solution space is explored with a new tree search
policy based on beam search that leads to diversity in the generated explanations.
In this manner, TIGTEC bridges the gap between local feature importance, mask
language models, sentence embedding and counterfactual explanations. TIGTEC
can be applied to any NLP classifier in a model-specific or model-agnostic fashion,
depending on the local feature importance method employed.

This paper is organized as follows: we first introduce some basic principles of
XAI and the related work in Sect. 2. The architecture of TIGTEC is presented
in Sect. 3. Section 4 describes the performed experimental study and compare
TIGTEC to a competitor. Finally Sect. 5 concludes this paper by discussing the
results and future work.

2 Background and Related Work

We recall here some basic principles of XAI methods and existing counterfactual
generation methods in NLP.

2.1 XAI Background

Local Feature Importance. Let f : X → Y be a NLP classifier mapping an
input space X to an output space Y. Let x0 = [t1, ..., t|x0|] ∈ X be a sequence
of interest with f(x0) = y0. A local feature importance (or token importance
in NLP) operator g : X → R

|x0| explains the prediction through a vector
[z1, ..., z|x0|] where zi is the contribution of the i−th token. Two common local fea-
ture importance methods in NLP are Local Interpretable Model-agnostic Expla-
nations (LIME) [26] and SHapley Additive eXplanations (SHAP) [13]. These
methods have the advantage of being model-agnostic since they can be used
without any information about the model to explain.
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Counterfactual Explanation Counterfactual explanations aim to emphasize
what should be different in an input instance to change the outcome of a classifier.
Their interest in XAI has been established from a social science perspective [17].
The counterfactual example generation can be formalized as a constrained opti-
mization problem. For a given classifier f and an instance of interest x0, a
counterfactual example xcf must be close to x0 and is basically defined as:

xcf = argmin
z∈X

d(x0, z) s.t. f(z) �= f(x0) (1)

with d : X ×X → R a given distance operator measuring proximity. The counter-
factual explanation is then the difference between the generated counterfactual
example and the initial data point, xcf − x0.

Many additional desirable properties for counterfactual explanations have
been proposed [9,16] to ensure their informative nature that we summarize in
three categories. Sparsity measures the number of elements changed between the
instance of interest and the generated counterfactual example. It is defined as
the l0 norm of xcf −x. Plausibility encompasses a set of characteristics to ensure
that the counterfactual explanation is not out-of-distribution [11] while being
feasible [22]. Since several instances of explanation can be more informative than
a single one [20,28], diversity measures the extent to which the counterfactual
examples differ from each other.

2.2 Related Work

This section presents two categories of methods for generating textual counter-
factual examples.

Text Editing Heuristics. A first family of methods aims at addressing the
problem introduced in Eq. 1 by slightly modifying the input text to be explained
with heuristics.

Model specific methods depend structurally on the models they seek to
explain. CLOSS [8] focuses on the embedding space of the classifier to explain.
After generating counterfactual candidates through optimization in the latent
space, the most valuable ones are selected according to an estimation of Shap-
ley values. MiCE [27] iteratively masks parts of the initial text and performs
span infilling using a T5 [24] fine-tuned on the corpus of interest. This method
targets tokens with high predictive power using model-specific gradient attribu-
tion metrics. While the label flipping success rate of CLOSS and MiCE are high
and the counterfactual texts are plausible, the notions of semantic distance and
diversity are not addressed. We show in Sect. 3 how the TIGTEC approach that
we propose tackles these constraints.

Generating counterfactual examples shares similarities with generating adver-
sarial attacks, aiming to incorrectly flip the prediction by minimally editing the
initial text. Numerous heuristics have been proposed differing in constraints,
text transformation methods and search algorithms [19]. Contrary to counterfac-
tual explanations, adversarial attacks seek to fool intentionally a model without
explanatory purpose. Therefore, plausibility and sparsity are not addressed.
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Fig. 2. Illustration of the tree search policy with beam width = 2, mask div = 2,
strategy = evolutive, margin = 0.2. At each step, the beam width highest important
tokens are masked and replaced. The substitution token is selected considering the cost
function depending on the semantic similarity method s and the balancing parameter
α. Among the topk candidates, only mask div one are considered in the tree search.
A candidate is accepted if the prediction of the classifier changes and moves margin
away from the prediction threshold. Here, “I love this movie” is accepted. Since only
one counterfactual candidate was found out of two, the next iteration starts from the
nodes with the lowest cost value, here “I watch this movie”.

Text Generation with Large Language Models. A second category of
methods aims at generating counterfactual examples in NLP with large pre-
trained generative language models. A first approach [15] applies a Plug and Play
language model [6] methodology to generate text under the control of the clas-
sifier to explain. It consists in learning latent space perturbations from encoder-
decoder models such as BART [12] in order to flip the outcome. Polyjuice [31]
proposes to fine-tune a GPT-2 [23] model on a set of predefined tasks. It results
in a generative language model capable of performing negation, quantification,
insertion of tokens or sentiment flipping based on prompt engineering. Polyjuice
needs to be trained in a supervised way on ground truth counterfactual examples
in order to be able to generate the expected text. Therefore, the use of Polyjuice
to generate counterfactual examples is not generalizable since counterfactual
labels do not exist for all classification problems.

3 Proposed Approach: TIGTEC

This section describes the architecture of Token Importance Guided TExt Coun-
terfactuals (TIGTEC) by detailing its four components. The main idea is to
iteratively change tokens of the initial text by decreasing order of importance
instance to find a compromise between proximity to the initial instance and label
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flipping. This way, TIGTEC belongs to the text editing heuristics category of
counterfactual example generators in NLP.

3.1 TIGTEC Overview

TIGTEC is a 4-step iterative method illustrated in Fig. 2. Algorithm 1 describes
the generation and evaluation steps, Algorithm 2 summarizes the whole process.
The code is available online on a public repository1. TIGTEC takes as input a
classifier f and a text of interest x0 = [t1, ..., t|x0|].

Targeting. To modify the initial text to explain, tokens with highest impact
on prediction are targeted given their local importance. TIGTEC implements
two methods of local token importance and a random importance generator as
a baseline.

Generating. High importance tokens are masked and replaced, with a fine-
tuned or pretrained mask model. Various counterfactual candidates are then
generated.

Evaluating. The generated candidates are evaluated by a cost function that
balances the probability score of the target class and the semantic distance to
the initial instance. Candidates minimizing the cost function are considered valid
if they meet acceptability criteria.

Tree Search Policy. The lowest cost candidates are kept in memory and a new
iteration begins from the most promising one. The solution space is explored in
a beam search fashion until a stopping condition is reached.

As outlined in Fig. 2, the counterfactual search heuristic is a tree search
algorithm, in which each node corresponds to a counterfactual candidate, and
each edge is a token replacement. Therefore, the root of the tree corresponds
to the instance to explain, and the deeper a node is in the tree, the more it is
modified.

3.2 Targeting

The first step consists in identifying the most promising tokens to be replaced
in the initial instance to modify the outcome of the classifier f . We use token
importance metrics to focus on impacting tokens and efficiently guide the search
for counterfactual examples. In particular, we integrate the possibility of comput-
ing both model-agnostic (e.g. SHAP [13]) and model-specific token importance
metrics. We propose a new model-specific token-importance method based on
the attention coefficients when the classifier f is a Transformer. Token impor-
tance is computed by focusing on the attention of the last encoder layer related
to the classification token representing the context of the entire sequence. The
efficiency gain of this token importance method is shown in Sect. 4. If the informa-
tion provided by SHAP is rich, its computation time is high, whereas attention
coefficients are available at no cost under a model-specific paradigm.
1 https://github.com/milanbhan/tigtec.

https://github.com/milanbhan/tigtec
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Algorithm 1. Mask Language Inference (MLI)
Require: x = [t1, ..., tn] an input sequence
Require: f : X → Y = {1,2,...,k} a classifier
Require: i the input token to be masked
Require: M a BERT-like mask language model
Require: s, α, topk, mask_div
Ensure: x̂ = [x̂(1), ..., x̂(mask div)]
1: ti ← [MASK]
2: xmask ← [t1, ..., [MASK], ..., tn]
3: [t̂1, ..., t̂topk] = M(xmask) the topk most likely tokens
4: for j in {1,...,topk} do
5: x̂j = x[ti ← t̂j ]
6: Compute cost(x̂j) see Eq. 4
7: end for
8: Retrieve in x̂ the mask_div sequences with lowest cost
9: return x̂

TIGTEC is also defined by its strategy which can take two values. The
static strategy consists in fixing the token importance coefficients for the whole
search, whereas the evolutive strategy recomputes token importance at each
iteration. Since SHAP has a high computational cost, it is not recommended to
combine it with the evolutive strategy.

In order to consider several counterfactual candidates at each iteration, sev-
eral tokens can be targeted in parallel. The beam_width parameter allows to
control the number of tokens of highest importance to target at each step to
perform a beam search during the space exploration.

3.3 Generating

The second step of TIGTEC generates counterfactual candidates and corre-
sponds to the first part of the mask language inference (MLI) formally described
in Algorithm 1, from line 1 to 5. Once high importance tokens have been targeted
in the previous step, they are masked and replaced with a BERT-type [7] mask
language model denoted M. Mask language models enable to replace tokens
considering the context while keeping grammatical correctness and semantic rel-
evance. This step ensures the plausibility of the generated text. Such models take
a masked sequence [t1, ..., [MASK], ..., tn] as an input and output a probability
score distribution of all the tokens contained in the BERT-type vocabulary. The
mask model can be either pretrained or fine-tuned on the text corpus on which
the classifier f has been trained.

Since replacing a token with another with low plausibility can lead to out-
of-distribution texts, inaccurate prediction and grammatical errors, the number
of substitutes proposed by M is limited to topk. The higher topk, the more we
consider tokens with low contextual plausibility.
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Algorithm 2. TIGTEC: Token Importance Guided Counterfactual Text Generation

Require: f : X → Y a k-class classifier
Require: x0 = [t1, ..., tn] an input sequence of n tokens to be explained
Require: ytarget : target counterfactual class
Require: p : number of counterfactual examples to generate
Require: g, s, M, α, topk, beam_width, mask_div, strategy, margin, early stop
Ensure: xcf = [xcf

1 , ..., xcf
p ]

1: waiting_list = [(x0, cost(x0))] the priority queue of counterfactual candidates
sorted by increasing cost (see Eq. 4)

2: i ← 0 the number of evaluated texts
3: xcf ← []
4: Compute token importance [z1, ..., zn] = g(x0)
5: while len(xcf) < p and i < early stop do
6: parent_node ← waiting_list.pop() the candidate with the lowest cost (see Eq. 4)

7: [t(1), ..., t(n)] ← sort(parent_node) by decreasing importance order with respect
to strategy and g

8: for t in [t(1), ..., t(beam width)] do
9: i ← i + 1

10: [x1, ..., xmask div] = MLI(parent_node , f , t, M, topk, mask_div, s α) (see
Algorithm 1)

11: for x in [x1, ..., xmask div] do
12: if p(ytarget|x) ≥ 1

k
+ margin then

13: xcf.append(x)
14: else
15: waiting_list.push((x, cost(x))) keep in the waiting list rejected candi-

dates with their cost
16: end if
17: end for
18: end for
19: end while
20: return xcf

3.4 Evaluating

Once the topk candidates are generated, we build a cost function to evaluate
them. This evaluation step corresponds to line 6 in Algorithm 1. The cost func-
tion has to integrate the need to flip the outcome of the classifier f and the dis-
tance to the original instance as formalized in Eq. 1. In order to ensure semantic
relevance, we define a distance based on text embedding and cosine similarity
measures. Finally, conditions for the acceptability of counterfactual candidates
are introduced to ensure the reliability of the explanations.

Distance. The widely used Levenshtein distance and BLEU score [21] do not
integrate the notion of semantics. An alternative is to compare sentence embed-
dings in order to measure the similarity of representations in a latent space. Sen-
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tence embeddings have been introduced to numerically represent textual data
as real-value vectors, including Sentence Transformers [25]. Such networks have
been trained on large corpus of text covering various topics. This encoders are
compatible with a model-agnostic approach, as they do not require any prior
information about the classifier f .

Another text embedding approach can be used when the classifier f is a
BERT-like model and when the prediction is made through the classification
token. It consists in using the embedding of the classification token directly
from f . This embedding is however strongly related to the task of the classifier f .
Therefore, if the model has been trained for sentiment analysis, two texts with
the same associated sentiment will be considered similar, regardless of the topics
covered.

We derive the textual distance from the normalized scalar product of the two
embeddings: d : X × X → [0, 1] with:

ds(x, x′) =
1
2
(1 − s(x, x′)) (2)

s(x, x′) =
〈ex, e′

x〉
||ex||.||e′

x|| (3)

where ex is the embedding representation of input sequence x.

Cost. The cost function aims to represent the counterfactual optimization prob-
lem introduced in Eq. 1. We propose to integrate the probability score of the
target class to define the cost as:

cost(xcf, x0) = − (
p(ytarget|xcf) − αds(xcf, x0)

)
(4)

where ytarget is the target class and p(ytarget|xcf) represents the probability score
of belonging to the class ytarget given xcf from the classifier f. The probability
score is the information that guides the heuristic towards the target class. The
α coefficient enables for a balanced approach to the need to reach the target
class while remaining close to the initial point. The generated topk candidates
are evaluated with the cost function defined above.

Acceptability Criteria. A counterfactual candidate xcf is accepted if two
conditions are met:

f(xcf) = ytarget (5)

p(ytarget|xcf) ≥ 1
k

+ margin (6)

where k is the number of classes of the output space and margin ∈ [0, k−1
k ] the

regularization hyperparameter ensuring the certainty of the prediction of the
model f. We assume then that all the counterfactual examples must reach the
same target class. The closer margin is to its upper bound, the more polarized
the classifier prediction must be in order to satisfy the acceptability criterion,
and the stronger the constraint.
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3.5 Tree Search Policy

TIGTEC generates a set of diverse counterfactual examples. We address the
diversity constraint by considering the mask_div candidates with the lowest cost
function among the generated topk from Algorithm 1 and keep them in memory
in a priority queue (see line 15 in Algorithm 2). Therefore, we evaluate more
possibilities and aim to foster diversity in the counterfactual examples found by
TIGTEC. Once these candidates are stored in memory, the iterative exploration
step (Algorithm 2 from line 6 to 11) starts again, until a stopping condition is
reached. The stopping condition can either be to reach the target number of
counterfactual examples or to reach the maximum number of nodes in the tree
(see line 5 in Algorithm 2). The higher the maximum number of nodes, the longer
TIGTEC can search for counterfactual examples.

The candidate with the lowest cost is then selected from the priority queue
(see line 6 in Algorithm 2) in order to apply again the targeting, generation
and evaluation sequence. We call predecessor this previous candidate. Since we
evaluate several possibilities in parallel through beam search, Algorithm 1 is this
time applied to the beam_width tokens with the highest token importance within
the predecessor. From this perspective, the exploration approach enables to start
from a candidate that seemed less advantageous at a specific stage, but leads to
better results by going deeper into the tree. A tree search example is illustrated
in Fig. 2.

4 Experimental Analysis

This section presents the conducted experimental study and introduces five met-
rics to quantitatively assess the counterfactual examples generated by two dif-
ferent versions of TIGTEC and three comparable state-of-the-art competitors.

4.1 Evaluation Criteria

Considering the various objectives to be achieved, we propose a 5-metric evalua-
tion. Given an instance associated with p counterfactual examples, the evaluation
metrics are aggregated on average over the generated examples, except for diver-
sity. The same operation is performed on all the instances to be explained, and
the average metrics are finally computed.

Success Rate. Since TIGTEC does not guarantee to find counterfactual exam-
ples in all cases, the success rate (%S) is calculated.

Sparsity. For some methods we compare to, the lengths of the generated coun-
terfactual examples may differ from the initial instance. Therefore, sparsity (%T)
is measured assessed with word-based Levenshtein distance normalized by the
length of the sequence.

Proximity. We evaluate ex-post the semantic proximity between x0 and xcf

with cosine similarity (s) between Sentence Transformer embedding. This choice
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is justified by the wish to remain in a general framework that does not depend
on the classifier f and the task for which it has been trained. The library used
to import the Sentence Transformer is sentence_transformers and the model
backbone is paraphrase-MiniLM-L6-v2.

Plausibility. One approach to evaluate text plausibility is the perplexity score
[10]. This score can be computed based on the exponential average loss of a foun-
dation model like GPT-2. We calculate the ratio (ΔPPL) between the perplexity
of the initial text and its counterfactual examples to compare the quality of the
generated text with the original one. The library used to import the pretrained
GPT2 is transformers and the backbone is GPT2LMHeadModel.

Diversity. Based on the distance measure d, we define diversity (div) as in [20]
where divd = det(K) with Ki,j = 1

λ+d(xcf
i ,xcf

j )
and λ ∈ R a regularization weight

set to 1.

4.2 TIGTEC Agnostic and Specific Variants

Two different versions of TIGTEC are assessed. The first one is model-specific
with access to the corpus of interest. Attention coefficients guide the counterfac-
tual example search and a fine-tuned mask language model is used to mask and
replace important tokens. We call this version TIGTEC-specific.

The second version is model-agnostic without access to the corpus of interest.
SHAP is used to compute token importance and the mask language model is
only pre-trained. We call this second version TIGTEC-agnostic. Since SHAP
computational cost is high compared to attention, we use the static strategy
for the agnostic version of TIGTEC, whereas the evolutive strategy is used for
the specific one.

4.3 Datasets and Competitors

We apply TIGTEC-agnostic and -specific on two DistilBERT [29] binary clas-
sifiers. We limit our analysis to DistilBERT, since it achieves almost the same
level of performance as BERT, while being significantly lighter. TIGTEC could,
however, be applied to larger models, the methodology remaining the same. The
first classifier performs sentiment analysis on the IMDB dataset [14] containing
movie reviews. The second classifier is trained on movie genre classification on a
dataset of horror and comedy synopses from Kaggle2. More information about
the datasets and the performance of the classifiers are provided online3.

The two versions of TIGTEC are compared to Polyjuice [31], MiCE [27] and
CLOSS [8]. The objective of each version of TIGTEC is to generate three counter-
factual examples associated with an initial instance. We apply Polyjuice by gen-
erating three counterfactual examples for each instance to explain. As Polyjuice
2 https://www.kaggle.com/competitions/movie-genre-classification/overview.
3 See the documentation on the publicly available repository: https://github.com/

milanbhan/tigtec.

https://www.kaggle.com/competitions/movie-genre-classification/overview
https://github.com/milanbhan/tigtec
https://github.com/milanbhan/tigtec
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was trained to flip sentiment on IMDB with negation prompt, Polyjuice’s coun-
terfactual examples are generated in the same way. MiCE and CLOSS do not
address diversity, they only generate one counterfactual example per initial text.
We assess TIGTEC and Polyjuice performance by selecting the instance that
is semantically closest to the initial point among the 3 generated to compare
them to MiCE and CLOSS. We distinguish the results obtained with one and
three counterfactual examples by the notation TIGTEC1d and TIGTEC3d and
respectively Polyjuice1d and Polyjuice3d .

Each method is evaluated on the same 1000 texts from IMDB. The hyper-
parameters of TIGTEC are fixed at their optimal level as described in the next
section. TIGTEC-specific is also applied on the movie synopsis dataset from
Kaggle on 474 texts. Since movie genre classification is a more complex task, we
relax the hyperparameters by lowering the margin to 0.05 and alpha to 0.15.

4.4 Hyperparameter Setting

We optimize the nine hyperparameters presented in Sect. 3 with respect to suc-
cess rate, similarity, diversity and sparsity. The optimization is performed on
IMDB with the Optuna [1] library. The solution space is as follows:

– g ∈ {random, attention}, the input token importance method.
– M ∈ {Mft,Mpt} where Mft is a mask language model fine-tuned on the

corpus in which the classifier f has been trained. Mpt is a pretrained mask
language model without fine tuning phase.

– α ∈ [0, 1] the parameter balancing target probability and distance with the
initial point in the cost function

– topk ∈ {10, 11, ..., 100} the number of candidates considered during mask
inference

– beam_width ∈ {2, 3, ..., 6} the number of paths explored in parallel at each
iteration

– mask_div ∈ {1, 2, 3, ..., 4} the number of candidates kept in memory during a
tree search iteration

– strategy ∈ {static, evolutive} where static is the strategy consisting in com-
puting token importance only at the beginning of the counterfactual search.
The evolutive strategy consists in computing token importance at each itera-
tion.

– margin ∈ {0.05, 0.3} the probability score spread defining the acceptability
threshold of a counterfactual candidate

– s ∈ {sentence transformer,CLS embedding} the method used to compute the
semantic distance.

We perform the optimization over 100 iterations, with the objective to gener-
ate 3 counterfactual examples on 20 initial texts. An ablation study thoroughly
analyzes the sensibility to TIGTEC to its hyperparameters. For the other hyper-
parameters, beam_width = 4, mask_div = 4, topk = 50, margin = 0.15 and
α = 0.3 and Sentence Transformer embedding are reasonable. The maximum
number of nodes is set to 1000, which can lead to long searches for counterfac-
tual examples before TIGTEC stops.
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Table 1. TIGTEC evaluation on 2 datasets and comparison with competitors on
IMDB.

Dataset Method Success rate↑%S Similarity↑%s Sparsity ↓%T Plausibility ↓ Δ PPL Diversity ↑ div

IMDB Polyjuice1d 60.8 55.6 72.2 1.09 –

Polyjuice3d 29.6 53.5 74.4 2.16 0.088

MiCE 99.6 81.1 18.0 1.35 –

CLOSS 97.3 95.4 2.3 1.47 –

TIGTEC-specific1d 98.2 96.8 4.2 1.25 –

TIGTEC-specific3d 98.2 95.8 4.4 1.34 0.019

TIGTEC-agnostic1d 92.7 96.1 4.5 1.24 –

TIGTEC-agnostic3d 92.7 94.6 4.7 1.34 0.075

Movie genre TIGTEC-specific1d 88.4 91.7 8.8 1.42 –

TIGTEC-specific3d 88.4 89.8 9.0 1.38 0.120

4.5 Results

Global Results. Overall, TIGTEC-specific gives very good results on IMDB,
succeeding in more than 98% of the time in generating counterfactual examples
(Table 1). The counterfactual examples are sparse, plausible and highly similar to
their original instance. TIGTEC-agnostic succeeds less than the specific version,
with a success rate at circa 93%. Similarity, sparsity and plausibility are at the
same level as the specific version, while the counterfactual examples are more
diverse. The significant gap in success rates between the agnostic and the specific
versions of TIGTEC can be explained by the cumulative effect of the evolutive
strategy and the fine-tuned mask model compared to the static strategy and
the pretrained mask model. We detail these effects separately in the following
ablation study. While the movie genre classification task is more complex (see
online4 for classifier accuracy), TIGTEC manages to generate plausible counter-
factual examples close to the initial instance, with more diversity compared to
the sentiment analysis task.

Comparative Results. TIGTEC-specific succeeds more often than CLOSS
and Polyjuice, while remaining on average closer to the initial instance and being
more plausible. The success rate of Polyjuice is low, and the counterfactual exam-
ples differ from the original instances in terms of proximity and sparsity. This
result is due to the absence of label switching constraint and the independence
of the text generation process to the classifier.

MiCE succeeds more often to flip labels than any other counterfactual genera-
tor. While the text generated by MiCE is plausible, the counterfactual examples
differ strongly from the original instances in terms of semantic proximity and
sparsity. TIGTEC-specific succeeds in the same proportion as MiCE and pro-
duces much more sparse, similar and plausible counterfactual examples. The low
similarity of the counterfactual examples generated by MiCE can be explained
by the underlying T5 model used to generate text. Such encoder-decoder models

4 https://github.com/milanbhan/tigtec.

https://github.com/milanbhan/tigtec
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Table 2. Ablation study of token importance, exploration strategy and mask model.
With p as the p-value of the one-tailed t-test, *p < 10%, **p < 5%, ***p < 1%. Ref
stands for the reference modality.

Hyperparameter Success rate%
mean ± std

Similarity%

mean ± std

Sparsity%

mean ± std

Token importance random (ref.) 92.0 ± 14.0 91.4 ± 3.5 9.4 ± 3.0

attention 96.2* ± 7.0 95.0*** ± 1.7 4.2*** ± 1.1

SHAP 95.6* ± 7.2 95.0*** ± 1.5 4.4*** ± 1.4

Exploration strategy static (ref.) 93.6 ± 11.4 94.2 ± 2.9 5.9 ± 2.9

evolutive 95.4 ± 8.5 93.7 ± 2.9 5.8 ± 3.1

Mask model pretrained (ref.) 94.6 ± 10.5 93.3 ± 3.5 6.0 ± 3.5

fine-tuned 94.8 ± 9.2 94.4** ± 2.1 5.6 ± 2.6

perform mask span infilling by generating text whose meaning and length can
sharply change from the masked text.

TIGTEC-agnostic generates more similar, sparse and plausible counterfac-
tual texts than MiCE and Polyjuice. However, if the success rate of TIGTEC-
agnostic is high, it is lower than MiCE and CLOSS. Whether in its agnostic or
specific version, and with or without the diversity constraint, TIGTEC performs
well on all evaluation metrics. Finally, TIGTEC appears to be the best trade-off
in terms of success rate, proximity, sparsity, plausibility and diversity.

Ablation Study. This analysis comes from the data resulting from the hyper-
parameter optimization. We assess the sensitivity of TIGTEC to its hyperpa-
rameters through success rate, similarity and sparsity. Each comparison is made
with a one-tailed t-test to determine whether the mean of a first sample is lower
than the mean of a second one. We first evaluate the impact of hyperparame-
ters specific to the targeting and generating steps of TIGTEC in Table 2. We
compare the attention-based token importance and SHAP to a random base-
line. The evolutive exploration strategy is compared to the static one and the
contribution of the fine-tuned mask model is assessed with respect to the pre-
trained one. Attention-based token importance and SHAP give better results
both in terms of success rate, similarity and sparsity with statistical significance.
The fine-tuned mask model induces higher similarity with statistical significance.
While the evolutive strategy yields higher success rates on average, the results
are not statistically significant.

Besides, we focus on the hyperparameters specific to the exploration and tree
search step. The results for the beam_width and mask_div hyperparameters are
presented in Table 3. Each beam width is compared to the reference case where
beam_width= 2. Mask diversity is also analyzed with respect to the reference
case where mask_div= 1. The higher beam_width and mask_div, the higher the
similarity and sparsity. This results are statistically significant.
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Table 3. Ablation study of beam width and mask div. With p as the p-value of the one-
tailed t-test, *p < 10%, **p < 5%, ***p < 1%. Ref stands for the reference modality.

Hyperparameter Success rate %
mean ± std

Similarity %

mean ± std

Sparsity %

mean ± std

beam width 2 (ref.) 94.4 ± 11.3 92.9 ± 3.6 6.6 ± 3.4

3 96.6 ± 7.4 93.8 ± 2.7 5.8 ± 3.3

4 96.0 ± 7.8 94.5** ± 1.9 4.5* ± 1.4

5 90.2 ± 12.5 95.1** ± 1.7 5.6** ± 2.7

6 95.7 ± 6.5 95** ± 1.6 5.1** ± 2.6

mask div 1 (ref.) 97.0 ± 7.6 93.2 ± 3.1 6.7 ± 3.3

2 94.7 ± 10.7 94.3* ± 2.0 4.9* ± 2.0

3 90.6 ± 12.2 94.6* ± 1.9 5.5** ± 3.0

4 93.3 ± 9.0 94.4* ± 3.9 5.3* ± 3.3

5 Discussion

We have introduced TIGTEC, an efficient textual counterfactual explainer, gen-
erating sparse, plausible, content-preserving and diverse counterfactual examples
in an agnostic or specific fashion. Other NLP counterfactual generators strongly
depend on the classifier to explain or the text corpus on which it has been trained.
As matter of fact, CLOSS [8] generates counterfactual candidates by optimizing
in the latent space from the classifier. MiCE [27] uses gradient-based information
from the classifier to target important tokens, while modifying the initial instance
with a language model fine-tuned on the corpus of interest. Polyjuice [31] needs
to learn to generate counterfactual examples in a supervised way, which requires
ground-truth counterfactual data. The adaptability of TIGTEC to any type of
NLP classifier and the fact that it works in an agnostic way make it particularly
flexible.

The proposed framework is versatile and can work with any token importance
method. Since the high computational cost of SHAP can be limiting for large-
scale applications, other methods such as gradient-based attributions can be
used. Besides, the token importance sensitivity analysis highlighted that atten-
tion drives TIGTEC as well as SHAP in the search process in terms of success
rate, similarity and sparsity. This study therefore favors the interpretabiltiy of
self-attention as other recent work [4,5]. If the experimental study has been per-
formed on binary classifiers only, TIGTEC can also be extended to multi-class
classifiers by specifiny the target class.

Finally, the use of TIGTEC is not limited to BERT-like classifiers. Our pro-
posed framework can be adapted to any type of classifier as long as a token
importance method is given as input. For other NLP classifiers such as recur-
rent neural networks, SHAP or gradient-based methods could be used to target
impactful tokens. TIGTEC can also help in explaining machine learning models
such as boosted trees with LIME as token importance method.
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6 Conclusion and Future Work

This paper presents TIGTEC, a method for generating sparse, plausible and
diverse counterfactual explanations. The architecture of TIGTEC is modular
and can be adapted to any type of NLP model and to classification tasks of
various difficulties. TIGTEC can cover both model-agnostic and model-specific
cases, depending on the token importance method used to guide the search for
counterfactual examples.

A way of improvement of TIGTEC could be to cover more types of classifiers
as mentioned in the previous section. Other gradient-based token importance
methods could also be integrated to TIGTEC. Furthermore, diversity is only
implicitly addressed through the exploration strategy. We believe that diversity
could be improved by transcribing it into the cost function during the evaluation
step or sharpening the exploration strategy.

Finally, automatic evaluation of the counterfactual examples quality has its
limits. The metrics introduced above provide good indications of the performance
of TIGTEC, but they do not ensure human understanding. From this perspective,
human-grounded experiments would be more appropriate to assess the relevance
of the generated text and its explanatory quality.

Ethics Statement. Since the training data for mask language models, Sentence Trans-

formers and classifiers can be biased, there is a risk of generating harmful counterfac-

tual examples. One using TIGTEC to explain the predictions of one’s classifier must

be aware of these biases in order to stand back and analyze the produced results. On

the other hand, by generating unexpected counterfactual examples, we believe that

TIGTEC can be useful in detecting bias in the classifier it seeks to explain. Finally, as

any method based on deep learning, this method consumes energy, potentially emitting

greenhouse gases. It must be used with caution.
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links observed. Previous methods are limited to transductive scenarios,
where entities exist in the knowledge graphs, so they are unable to han-
dle unseen entities. Therefore, recent inductive methods utilize the sub-
graphs around unseen entities to obtain the semantics and predict links
inductively. However, in the few-shot setting, the sub-graphs are often
sparse and cannot provide meaningful inductive patterns. In this paper,
we propose a novel relational anonymous walk-guided neural process
for few-shot inductive link prediction on knowledge graphs, denoted as
RawNP. Specifically, we develop a neural process-based method to model
a flexible distribution over link prediction functions. This enables the
model to quickly adapt to new entities and estimate the uncertainty when
making predictions. To capture general inductive patterns, we present a
relational anonymous walk to extract a series of relational motifs from
few-shot observations. These motifs reveal the distinctive semantic pat-
terns on KGs that support inductive predictions. Extensive experiments
on typical benchmark datasets demonstrate that our model derives new
state-of-the-art performance.
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1 Introduction

Knowledge graphs (KGs) are structured representations of human knowledge,
where each link represents the fact in the format of a triple (head entity, relation,
tail entity). Recently, KGs have been widely used in various applications, such as
web search [21], community detection [20] and recommender systems [45]. How-
ever, the incompleteness of KGs [55] largely impairs their applications. Therefore,
many methods have been proposed to complete KGs by predicting the missing
links and they achieved impressive performances [2,25].

Despite the success, these traditional methods are often transductive, assum-
ing that all entities are seen during training. However, real-world KGs dynami-
cally evolve over time, with numerous unseen entities emerging every day [22,31].
In this case, transductive methods can hardly model the unseen entities, resulting
in an unsatisfactory performance for inductive link prediction. Moreover, unseen
entities usually have few links upon their arrival [47], thus providing insufficient
information to characterize themselves. Therefore, few-shot inductive link pre-
diction on KGs has recently attracted increasing attention [1,7,43]. As shown
in Fig. 1(a), given an unseen node u and its support set Cu with three observed
links (r1, r2, r3), few-shot inductive link prediction aims to predict possible links
rq with other entities eq in the query set Du.

Inspired by graph neural networks (GNNs) [40], recent studies utilize a sub-
graph around the unseen entity to predict links inductively [24,35,57]. The major
motivation behind these methods is that they try to capture the semantic pat-
terns from the graph topology that are agnostic to the target entity. The seman-
tic patterns on KGs are usually reflected as relational paths [44,52], and each
of them is a sequence of relations connecting the entities, as shown in Fig. 1(b).
Given the observations, an ideal pattern for inductive reasoning should be dis-
tinctive and can be matched during the inference. However, in the few-shot
setting, the sub-graphs are often sparse, making semantic features captured by
relational paths not general enough and meaningful for inductive link prediction
(Limitation 1). For example, as shown in Fig. 1(b), the three relational paths

Fig. 1. An illustration of few-shot inductive link prediction on knowledge graphs.
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(i.e., s1 ∼ s3) extracted from the support set are distinct, where different colors
denote different relations. They cannot provide any inductive and distinctive
patterns that can be matched by the relational path extracted from the query
set. Therefore, the patterns represented by relational paths cannot be used for
supporting the inductive link prediction.

Recently, several meta-learning-based methods have been proposed to tackle
the problem of few-shot learning. Meta-learning-based methods quickly adapt
to a new entity by updating the model parameters with a few examples [3,
57]. However, due to the limitation of data, the meta-learning-based methods
often suffer from overfitting [8] and out-of-distribution problems [13]. Meanwhile,
they fail to quantify the uncertainty in the predictions (Limitation 2), which is
essential for generating reliable predictions under few-shot scenarios [49,56].

To address the aforementioned limitations, we propose a relational
anonymous walk-guided neural process approach (RawNP) for few-shot induc-
tive link prediction on knowledge graphs. Specifically, we develop a framework
based on neural process (NP) [11] to address the challenges mentioned above in
few-shot learning. Unlike previous few-shot methods (e.g., meta-learning), NP is
based on the stochastic process that models the distribution over the functions
conditioned on limited data. Given a few links, we can readily obtain a predic-
tion function from the distribution that is specialized for the unseen entity. By
modeling the distribution, RawNP can also estimate the uncertainty of its predic-
tion and generate more reliable results (addressing Limitation 2). To capture
the representative patterns, we propose a novel relational anonymous walk to
extract a series of relational motifs (addressing Limitation 1). As shown in
Fig. 1(c), the three relational paths (i.e., s1 ∼ s3) in Fig. 1(b) can be represented
by one relational motif m, which can be used to guide the inductive predictions
by matching with the motif mq in the query set. The main contributions of our
work are summarized as follows:

– We propose a novel neural process approach for few-shot inductive link pre-
diction on knowledge graphs. To the best of our knowledge, this is the first
work of developing a neural process framework to solve this problem.

– We propose a novel relational anonymous walk to extract a series of rela-
tional motifs. The patterns revealed from these motifs are more general and
distinctive than the previous methods for inductive link prediction.

– We conduct extensive experiments on typical public datasets. Experimental
results show that RawNP outperforms existing baseline methods, which proves
the superiority of our method.

2 Related Work

Link Prediction on Knowledge Graphs. Link prediction on knowledge
graphs is an important task to complete the missing facts. Previous methods
mainly focus on the transductive setting, where all entities are seen during train-
ing [2,39,53]. Inspired by the inductive ability of GNNs [41], several methods
adopt the graph structure to predict links inductively [5,19]. For example, GraIL
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[35] extracts the enclosing sub-graph of a given triple to capture the topological
structure. CoMPILE [24] generates inductive representations by modeling the
relations in sub-graphs. To better consider the semantics in knowledge graphs,
SNRI [52] adopts relational paths within a sub-graph to provide inductive fea-
tures. However, the features captured by these methods are not general enough
to provide inductive bias for unseen entities, especially in the few-shot setting.
Meanwhile, there are several works [14,48] that apply anonymous random walk
on temporal graphs to extract temporal network motifs, thus keeping their meth-
ods fully inductive. However, they focus on node anonymization and cannot
handle complex relations in knowledge graphs.

Several meta-learning-based methods have been proposed for few-shot link
prediction. MetaR [6] adapts to unseen relations by a relation-meta learner and
updates the parameter by using the meta-learning framework. Meta-iKG [57]
utilizes local sub-graphs to transfer sub-graph-specific information and rapidly
learn transferable patterns via meta-learning. However, the meta-learning-based
methods are sensitive to the quality of given few-shot data and unable to estimate
the uncertainty of the model. GEN [1] meta-learns the unseen node embedding
for inductive inference and proposes a stochastic embedding layer to model the
uncertainty in the link prediction, which achieves state-of-the-art performance
among all baseline models.
Neural Process. Neural process (NP) [11], a new family of methods, opens up
a new door to dealing with limited data in machine learning [42]. Based on the
stochastic process, NP enables to model the distribution over functions given
limited observations and provides an uncertainty measure to the predictions. An
increasing number of researches focus on improving the expressiveness of the
vanilla NP model. For instance, Attentive Neural Process (ANP) [15] leverages
the self-attention mechanism to better capture the dependencies and model the
distribution. Sequential Neural Process (SNP) [32] introduces a recurrent neural
network (RNN) to capture temporal correlation for better generalization. NP has
already been applied in many tasks to address the challenge of data limitation,
such as recommender systems [18], node classification [4], and link prediction [17,
22]. This also demonstrates the great potential of NP in other machine learning
areas. Recently, NP-FKGC [23] applies normalizing flow-based NP to predict
the missing facts for few-shot relations. To the best of our knowledge, this is the
first work to apply the neural process to the few-shot inductive link prediction
on knowledge graphs.

3 Preliminary and Problem Definition

3.1 Neural Process

NP [11] marries the benefits of the stochastic process and neural networks to
model the distribution over functions f : X → Y with limited data, where X
and Y are feature space and label space, respectively. Specifically, the function f
is assumed to be parameterized by a high-dimensional random vector z, whose
distribution P (z|C) is conditioned on the context data C = {(xC , yC)} with x
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and y denoting feature and label of a data point accordingly. The P (z|C) is
empirically defined as a Gaussian distribution, which is modeled by an encoder
using the context data. By sampling a z from the distribution, NP can easily
obtain the function for a new prediction task. The prediction likelihood over the
target data D = {(xD, yD)} is calculated as

P (yD|xD, C) =
∫

z

P (yD|xD, z) P (z|C)dz, (1)

where P (yD|xD, z) is modeled by a decoder network. Since the actual distri-
bution of z is intractable, the training of NP can be achieved by amortized
variational inference [16]. The objective expressed by Eq. (1) can be optimized
by maximizing the evidence lower bound (ELBO), which is formulated as

log P (yD|xD, C) ≥ EQψ
(z|C,D) [log Pφ (yD|xD, z)] − KL (Qψ(z|C,D)‖Pθ(z|C)) ,

(2)
where θ and φ denote the parameters of encoder and decoder, respectively, and
Qψ(z|C,D) denotes the variational posterior of the latent variable z, approxi-
mated by another neural network with parameters ψ.

3.2 Problem Definition

A KG can be represented by a set of triples G = {(h, r, t) ⊆ E ×R×E}, where E
and R denote the set of existing entities and relations in KG respectively, h, t ∈ E
denote the head and tail entities and r ∈ R denotes the specific relations between
the entities. The few-shot inductive link prediction on KGs can be formulated
as follows:

Definition 1. Few-shot inductive link prediction on knowledge graphs.
Given a knowledge graph G and an unseen entity set Ẽ, where E ∩ Ẽ = ∅, we
assume that each unseen entity u ∈ Ẽ is associated with a K-shot support set
{(u, ri, ei)}K

i=1, where ei ∈ E ∪ Ẽ. For an unseen entity u, our task is to obtain a
function fu that predicts the other entity eq for each query q = (u, rq, ?) in the
query set {(u, rq, ?)}, where eq ∈ E ∪ Ẽ and rq is the given query relation.

In our paper, we propose a neural process-based framework for this task.
For each unseen entity u, we treat its support set as the context data Cu =
{(u, ri, ei)}K

i=1 and the query set as the target data Du = {(u, rq, ?)}.

4 Approach

In this section, we present our proposed model RawNP, which consists of three
major components: (1) a relational anonymous walk (RAW) to generate a series
of relational motifs for each entity and excavate distinctive semantic patterns;
(2) a RAW-guided neural process encoder to model the joint distribution over
link prediction functions on knowledge graphs and simultaneously estimate the
uncertainty for predictions; (3) an inductive neural process link predictor to infer
the inductive links given an unseen entity and its associated relation. The overall
framework of our proposed model is illustrated in Fig. 2.
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Fig. 2. The framework of our proposed model RawNP for few-shot inductive link pre-
diction on knowledge graphs.

4.1 Relational Anonymous Walk

The relational anonymous walk (RAW) is designed to capture the distinctive
semantic patterns on KGs, which better reveal the inductive identity and facili-
tate the link prediction. Previous methods capture the semantic patterns in the
sub-graphs around entities by using relational path [44,52], which is a sequence
of relations connecting the entities. Specifically, given a raw path in the knowl-
edge graphs: w = e0

r1−→ e1
r2−→ . . .

rl−→ el, the corresponding relational paths s is
the sequence of relations in the given path, i.e., s = {r1, r2, . . . , rl}. However, the
relational path is not general enough, as the combinations of relations explode
in KGs, making the patterns captured by relational paths not distinguishable.
To address this issue, we propose a relational anonymous walk to extract the
distinctive semantic patterns in the form of relational motifs. The process of
RAW is shown in Algorithm 1.

For each entity e in the triple (u, r, e) of the K-shot support set, we first
perform random walk [29] to sample a few l-step paths {wi = e

r1−→ e1
r2−→

. . .
rl−→ el}L

i=1 starting from e, where L denotes the number of walks. Then, we
could obtain the corresponding relational paths {si = {r1, r2, . . . , rl}}L

i=1, where
relations could be repeated in si. Later, we apply an anonymization operation
A(·) to each si by replacing the actual relations with their first positions in si.
This can be formulated as

mi =A(si) = {I(r1), I(r2), . . . , I(rl)}, (3)
I(rj) = min pos(rj , si), (4)

where pos(rj , si) ∈ [1, l] denotes the positions of rj in si. The anonymization
operation A(·) removes the relation identities and maps the relational paths into
a general semantic pattern defined as a relational motif mi. For example, as
shown in the bottom of Fig. 2, the two distinct relational paths s1 and s2 can be
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Algorithm 1: Relational anonymous walk (RAW)
Input: Knowledge graph G; unseen entity u; support triple (u, r, e) ∈ Cu; walks

number L; walks length l
Output: Relational motifs set Me

1 Initialize Me ← ∅;
2 for i=1 to L do
3 Sample a l-step path wi starting from e using random walk;
4 Obtain the corresponding relational path si;
5 Apply anonymization operation A(si) to extract the motif mi;
6 Add mi to Me;

7 end

anonymized to the same relational motif structure m. In this way, by checking
the set of relational motifs Me, we can find the distinctive features for inductive
link predictions.

To obtain the representation of patterns, we first encode each motif mi ∈ Me

by using a recurrent neural network (RNN) and aggregate them with a mean
pooling, which is formulated as

m′
i =RNN({fenc

(
I(rj)

)|I(rj) ∈ mi}), (5)

M ′
e =

1
|Me|

∑
mi∈Me

m′
i, (6)

where fenc is a multi-layer perceptron (MLP) mapping function.

4.2 RAW-Guided Neural Process Encoder

RAW-guided neural process encoder attempts to model the joint distribution
over the link prediction functions based on the context data (support set). It
first learns a low-dimension vector ci for each triple in the context data. Then, it
aggregates them into a global representation z, which defines the distribution as
N (μ(z), σ(z)). By sampling a z from the distribution, we can adaptively obtain
the prediction function fu.

For each triple (u, ri, ei) in the support set, we first adopt RAW to obtain
the pattern representation M ′

ei
to inject the inductive ability into fu. Since the

relational motifs ignore the identity information, we also obtain the represen-
tations of entity e′

i and relation r′
i from a pre-trained model, e.g., TransE [2].

For the unseen node u, we adopt an inductive relational graph neural network
(I-RGNN) to generate the representation by aggregating all the triples in its
support set, which is formulated as

u′ = ReLU(
1

|Cu|
∑

(u,ri,ei)∈Cu

Wri
r′
i + We′

i), (7)



522 Z. Zhao et al.

where Wri
denotes a relation-specific weight matrix and W is a weight matrix.

Through aggregating from associated triples in the support set, I-RGNN enables
the inductive generation of embeddings for unseen entities.

By incorporating the representations of u′, r′
i, e′

i, and M ′
ei

, ci is generated as
follows:

ci = MLP
(
u′ ‖r′

i‖e′
i‖ yi‖M ′

ei

)
, yi =

{
1, (u, ri, ei) ∈ Cu

0, (u, ri, ei) ∈ C−
u

, (8)

where we sample a set of negative samples C−
u by replacing the ei in Cu with the

other entities randomly, and yi is an indicator vector. ‖ represents concatenation
operations.

Then, we aggregate all the latent representations ci ∈ Cu ∪ C−
u to obtain a

global representation z and define the joint distribution over the link prediction
functions. The aggregator function must satisfy the condition of permutation-
invariant [11,38]. Therefore, we select the mean pooling function, which can be
formulated as

z =
1∣∣Cu ∪ C−

u

∣∣
∑

ci∈Cu∪C−
u

ci. (9)

The distribution P (z|Cu) is empirically considered as a Gaussian distribution
N (μ(z), σ(z)) parameterized by z [10,15], in which the mean μ(z) and variance
σ(z) are modeled by two neural networks:

hz = ReLU(MLP(z)), (10)
μ(z) = MLP(hz), (11)

σ(z) = 0.1 + 0.9 ∗ Sigmoid(MLP(hz)). (12)

Noticeably, N (μ(z), σ(z)) not only defines the distribution over functions, but
also estimates the uncertainty of the model. When the support set is limited,
the encoder could generate a distribution with a larger variance, which indicates
that the model is more uncertain to its predictions. We detailly analyze the
uncertainty captured by RawNP in Sect. 5.7.

4.3 Inductive Neural Process Link Predictor

The inductive neural process link predictor serves the decoder to realize the fu

modeled by N (μ(z), σ(z)). Given a query q = (u, rq, ?), fu tries to predict the
possible entity eq. The details are as follows:

In the predictor, we obtain the representations of entities and relations (i.e.,
u′, r′

q, e
′
q) with the same process in Sect. 4.2 and combine them with a sampled

z by following the paradigm of neural process, which is calculated as

Sample z ∼ N (μ(z), σ(z)), (13)

where each sample of z is regarded as a realization of the function from corre-
sponding stochastic process.
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Then, we use two independent MLPs to map z into the space of entities and
project u′ and e′

q into the hyper-planes defined by z via using an element-wise
addition, which can be formulated as

u′
z = u′ + MLPz

u(z), e′
z = e′

q + MLPz
e(z). (14)

For inductive prediction, we also obtain the relational motif representation
M ′

eq
produced by the relational anonymous walk introduced in Sect. 4.1. Simi-

larly, we inject this representation by another two MLPs, which are formulated
as

hu = u′
z + MLPM

u (M ′
eq

), he = e′
z + MLPM

e (M ′
eq

). (15)

Finally, we use a score function to measure the plausibility of triples, which
is formulated as

s (u, rq, eq) = ||hu + r′
q − he||. (16)

4.4 Optimization and Inference

Optimization. Given an unseen entity u and its support set Cu, our objective
is to infer the distribution P (z|Cu) from the context data that minimizes the
prediction loss on the target data log P (eq|u, rq, Cu). The optimization can be
achieved by maximizing the evidence lower bound (ELBO), as derived:

log P (eq|u, rq, Cu) =
∫

z

Q(z) log
P (eq, z|u, rq, Cu)

P (z|Cu)
, (17)

=
∫

z

Q(z) log
P (eq, z|u, rq, Cu)

Q(z)
+ KL (Q(z)‖P (z|Cu)) , (18)

≥
∫

z

Q(z) log
P (eq, z|u, rq, Cu)

Q(z)
, (19)

= EQ(z) log
P (eq, z|u, rq, Cu)

Q(z)
, (20)

= EQ(z)

[
log P (eq|u, rq, z) + log

P (z|Cu)
Q(z)

]
, (21)

= EQ(z) [log P (eq|u, rq, z)] − KL (Q(z)‖P (z|Cu)) , (22)

where Q(z) represents the true posterior distribution of z, which is intractable.
To address this problem, we approximate it with Q (z|Cu,Du) calculated by the
encoder during training. The detailed derivation of Eq. (22) can be found in the
Appendix.

We introduce the reparamterization trick for sampling z to support gradient
propagation, and then we estimate the expectation EQ(z) [log P (eq|u, rq, z)] via
the Monte-Carlo sampling as follows:

EQ(z) [log P (eq|u, rq, z)] � 1
T

T∑
t=1

log P
(
eq|u, rq, z

(t)
)

, (23)

z(t) = μ(z) + σ(z)ε(t), with ε(t) ∼ N (0, 1). (24)
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The likelihood term log P (eq|u, rq, z) is calculated by a widely-used margin
ranking loss as follows:

log P (eq|u, rq, z) = −
∑
q,q−

max
(
0, γ + s

(
q−) − s (q)

)
, (25)

where γ denotes a margin hyper-parameter, and q = (u, rq, eq) denotes the
ground truth triples, and q− denotes the negative triples by randomly corrupting
eq. By maximizing the likelihood, we aim to rank the scores of positive triples
higher than all other negative triples.

Inference. In the inference stage, given an unseen entity u, we generate
latent distribution P (z|Cu) by using its support set Cu. Then, we feed the sam-
pled z together with the embeddings of unseen entity u and its query relation
rq to the decoder and predict the possible entity eq for the target set Du. The
algorithms of the training and testing process can be found in the Appendix.

5 Experiment

5.1 Datasets and Evaluation

We conduct our experiments on two benchmark datasets: FB15k-237 [36] and
NELL-995 [50]. To support the inductive setting, we randomly filter a few
entities out of KGs as unseen entities. For FB15k-237 dataset, we first select
5000 entities whose related triples are between 10 to 100 and split them into
2,500/1,000/1,500 for training/validation/test. For NELL-995 dataset, we choose
3000 entities whose associated triples are between 7 to 100 and split them into
1,500/600/900 for training/validation/test. The splits are following the same
settings in GEN [1] and the statistics of two datasets can be found in Appendix.

In the evaluation stage, for a query triple (u, rq, ?), we construct the candidate
set by using all the possible entities in the KG. We obtain the rank of the correct
triples and report the results using the mean reciprocal rank (MRR) and the Top-
N hit ratio (Hits@N). The N is set to 1, 3, and 10 to directly compare with the
existing methods.

5.2 Baseline Models

We select a series of following baseline models for comparison, which can
be divided into three categories: (1) Traditional KGC methods, including
TransE [2], DistMult [53], ComplEx [37], RotatE [34]; (2) GNN-based meth-
ods, including R-GCN [30], MEAN [12], LAN [46]; (3) Few-shot inductive
methods, including GMatching [51], MetaR [6], FSRL [54], GEN [1]. Specifi-
cally, there are two versions of the GEN model: I-GEN, which does not consider
relations between unsees entities, and T-GEN which remedies the defect. More
details can be found in the Appendix. To avoid the re-implementation bias, we
directly use the existing SOTA results reported by GEN [1] in experiments.
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5.3 Implementation Details

We implement our model with PyTorch [28] and PyG [9] package and conduct
experiments on a single RTX 3090 GPU. The dimensions of entity and relation
embedding are set to 100. The length of random walk l in the relational motifs
extractor is set to 10, and the walk number L is set to 5. We set the learning rate
as 10−3, margin γ as 1, dropout rate as 0.3, and negative sample size as 32 and 64
in FB15k-237 and NELL-995, respectively. We use Adam as the optimizer. We
use the pre-trained model (e.g., TransE [2]) to initialize the embeddings of entity
and relation, which is fine-tuned during training. We set the embedding of unseen
entities as the zero vector. Finally, the best model used for testing is selected
according to the metric of MRR on the evaluation set. More detailed experiment
settings can be found in the Appendix. Code and appendix are available at
https://github.com/leapxcheng/RawNP.

5.4 Results and Analysis

We present the results of 1-shot and 3-shot link prediction on FB15k-237 and
NELL-995 in Table 1, where the best results are highlighted in bold. From the
results, we can see that our RawNP achieves the best performance against all
baseline models, demonstrating the superiority and effectiveness of our model.

Traditional KGC methods get the worst results. Because they cannot well
represent the emerging unseen entity and barely works under the inductive set-
ting. GNN-based methods achieve better performance as they consider the local
structure of the knowledge graph. Specifically, LAN uses the attention mecha-
nism to capture the semantics inherent in the knowledge graph, which achieves
the best performance among GNN-based methods. However, with the limitation
of the data (e.g., 1-shot), their performance drops quickly. Few-shot methods
focus on making predictions with limited data and they reach the second-best
results. They often adopt the framework of meta-learning to update the embed-
dings of new entities with their support triples. However, when the support set
is inaccurate and shares different distributions with the query set, the perfor-
mance of few-shot methods will be affected. Therefore, T-GEN introduces a
stochastic embedding layer to account for the uncertainty, which improves the
reliability of its predictions. In our method, we not only adopt the framework
of the neural process to quantify the uncertainty but also extract the relational
motifs to inject the inductive ability into our model, which outperforms all base-
line models. Compared with the 3-shot results, the improvement on the 1-shot
is relatively small. The possible reason is that the model is less certain about
its predictions given a single observation, which impairs the predictions. Detail
studies about uncertainty captured by RawNP can be found in Sect. 5.7.

In real-world settings, unseen entities emerge simultaneously. Therefore, we
also consider the prediction of links between two unseen entities, i.e., Unseen-
to-unseen link prediction. We illustrate the performance of our model RawNP in
Table 2, where it achieves comparable results to existing state-of-the-art meth-
ods. This demonstrates that RawNP is capable of inferring hidden relationships

https://github.com/leapxcheng/RawNP
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Table 1. The results of 1-shot and 3-shot link prediction on FB15k-237 and NELL-995.
The best results are highlighted in bold.

Model FB15k-237 NELL-995

MRR Hit@1 Hit@3 Hit@10 MRR Hit@1 Hit@3 Hit@10

1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S

TransE .071 .120 .023 .057 .086 .137 .159 .238 .071 .118 .037 .061 .079 .132 .129 .223

DistMult .059 .094 .034 .053 .064 .101 .103 .172 .075 .134 .045 .083 .083 .143 .131 .233

ComplEx .062 .104 .037 .058 .067 .114 .110 .188 .069 .124 .045 .077 .071 .134 .117 .213

RotatE .063 .115 .039 .069 .071 .131 .105 .200 .054 .112 .028 .060 .064 .131 .104 .209

R-GCN .099 .140 .056 .082 .104 .154 .181 .255 .112 .199 .074 .141 .119 .219 .184 .307

MEAN .105 .114 .052 .058 .109 .119 .207 .217 .158 .180 .107 .124 .173 .189 .263 .296

LAN .112 .112 .057 .055 .118 .119 .214 .218 .159 .172 .111 .116 .172 .181 .255 .286

GMatching .224 .238 .157 .168 .249 .263 .352 .372 .120 .139 .074 .092 .136 .151 .215 .235

MetaR .294 .316 .223 .235 .318 .341 .441 .492 .177 .213 .104 .145 .217 .247 .315 .352

FSRL .255 .259 .187 .186 .279 .281 .391 .404 .130 .161 .075 .106 .145 .181 .253 .275

I-GEN .348 .367 .270 .281 .382 .407 .504 .537 .278 .285 .206 .214 .313 .322 .416 .426

T-GEN .367 .382 .282 .289 .410 .430 .530 .565 .282 .291 .209 .217 .320 .333 .421 .433

RawNP .371 .409 .289 .323 .411 .453 .532 .575 .283 .314 .210 .243 .316 .352 .419 .452

Table 2. The seen-to-unseen and unseen-to-unseen results of 1-shot and 3-shot link
prediction on FB15k-237. Bold numbers denote the best results.

Model Seen-to-unseen Unseen-to-unseen

MRR Hit@10 MRR Hit@10

1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S

I-GEN .371 .391 .537 .571 .000 .000 .000 .000

T-GEN .379 .396 .550 .588 .185 .175 .220 .201

RawNP .383 .422 .549 .601 .204 .198 .221 .220

among unseen entities and confirms its inductive ability. The I-GEN model
ignores the relations between unseen entities, resulting in poor performance.

5.5 Ablation Study

To evaluate the effectiveness of relational anonymous walks (RAW) and neural
process (NP), we perform an ablation study by removing each component. The
experiment is conducted on the FB15k-237 dataset with a 3-shot support set, and
the results are shown in Fig. 3. From the results, we can see that all components
(i.e., RAW and NP) are helpful for improving the performance. By removing the
RAW, the model ignores the inductive semantic patterns bought by relational
motifs, which impairs the ability of inductive reasoning. Without the NP, the
model just obtains a deterministic function for the unseen entity, instead of
modeling the function distribution. Therefore, the model could suffer from the
overfitting problem and fail to generalize to more situations.
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Fig. 3. Ablation study on the FB15k-237 dataset.

Fig. 4. Parameter studies on walks
number L and walks length l.

Fig. 5. Uncertainty analysis under dif-
ferent K-shot support set.

5.6 Parameters Analysis

We study the impact of walks number L and walks length l in relational anony-
mous walks. The results are illustrated in Fig. 4. From the results, we can see
that the performance of RawNP improves as the walks number L increases. The
possible reason is that by increasing the walks number, the model could capture
more diverse relational motifs, and generate more representative patterns easily.
Nevertheless, too many walks could also extract many general patterns that are
not dedicated to the unseen entity. The performance of RawNP first increases and
then decreases as the walks length l reaches 10. When l is small, the path is too
short to represent meaningful patterns (e.g., 1-2-3-4). However, an over large
path length could contain redundant motifs that are also not helpful.

5.7 Uncertainty Analysis

The major advantage of RawNP is able to estimate the uncertainty in its predic-
tions. By using the neural process, we can obtain distribution of the prediction
function given the support set. The uncertainty of the model can be evaluated
by the entropy of z [26]. The higher the entropy, the more uncertain the model
is. We illustrate the Hit@1 under different K-shot support sets and calculate the
corresponding Entropy(z) by using [33], which are illustrated in Fig. 5.

From the results, we can see that with K increasing, the performance of
RawNP first improves. This indicates that RawNP could adaptively incorporate
new observations to enhance the distribution. Then entropy of z also supports
the claim. With more data in the support set, the Entropy(z) decreases, meaning
the model is more certain about its predictions. The performance of the model
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Fig. 6. The Top-3 relational motifs and corresponding occurrence numbers extracted
for entity 4192 in FB15k-237.

slightly decreases when K ≥ 4, which could be caused by the noise in the support
set. The Entropy(z) follows the same trend as the model performance. When
the model is more uncertain (i.e., larger entropy), the performance is also worse,
which indicates that RawNP enables estimating the uncertainty accurately.

5.8 Case Study of Relational Motif

In this section, we conduct a case study to illustrate the relational motifs cap-
tured by RawNP. We first select an unseen entity from FB15k-237, and we illus-
trate the Top-3 distinctive motifs extracted from its support set, positive triples
and negative triples, respectively in Fig. 6. From the results, we can see that the
relational motifs capture some general semantic patterns (e.g., 1-2-3-4), which
widely exist in all sets. However, we also easily find that the motifs from the
positive triples are more similar to the motifs from the support set, whereas the
motifs from the negative samples cannot match the motifs from the support set.
This indicates that RawNP could capture the distinguishable relational motifs of
the unseen entity for few-shot inductive link prediction. More detailed cases of
motif extraction can be found in the Appendix.

6 Conclusion

In this paper, we propose a novel relational anonymous walk-guided neural pro-
cess approach for few-shot inductive link prediction on knowledge graphs, named
RawNP. We first propose a neural process-based approach, which models the dis-
tribution over functions conditioned on few-shot observations. Then, we propose
a novel relational anonymous walk to extract relational motifs to capture general
semantic patterns. The comparison against other baseline models demonstrates
the superiority of our method. We plan to unify large language models (LLMs)
and knowledge graphs to improve the link prediction performance [27].
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Abstract. Due to its ability to incorporate and leverage time infor-
mation in relational data, Temporal Knowledge Graph (TKG) learning
has become an increasingly studied research field. To predict the future
based on TKG, researchers have presented innovative methods for Tem-
poral Knowledge Graph Forecasting. However, the experimental proce-
dures employed in this research area exhibit inconsistencies that signifi-
cantly impact empirical results, leading to distorted comparisons among
models. This paper focuses on the evaluation of TKG Forecasting mod-
els: We examine the evaluation settings commonly used in this research
area and highlight the issues that arise. To make different approaches
to TKG Forecasting more comparable, we propose a unified evaluation
protocol and apply it to re-evaluate state-of-the-art models on the most
commonly used datasets. Ultimately, we demonstrate the significant dif-
ference in results caused by different evaluation settings. We believe this
work provides a solid foundation for future evaluations of TKG Fore-
casting models, thereby contributing to advancing this growing research
area.

Keywords: Temporal Knowledge Graphs · Temporal Graphs ·
Temporal Knowledge Graph Forecasting

1 Introduction

Temporal Knowledge Graphs (TKG) are Knowledge Graphs (KG) where facts
occur, recur or evolve over time [28]. TKG can accommodate time-evolving multi-
relational data by extending facts with a timestamp to indicate that a triple is
valid at this timestamp [7]. The research field of TKG Forecasting, or TKG
Extrapolation, aims at predicting facts at future timesteps, based on the KG
history [26]. Recently, various methods have been proposed to advance the field
[7,8,12,16–18,26,30].
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Unfortunately, and despite the progress made so far in TKG Forecasting, var-
ious reported experimental settings show discrepancies: first, the existing models
are evaluated on scores computed with different filter settings; second, models
for single-step prediction that predict one step to the future are lumped together
with models for multi-step prediction that predict multiple steps to the future;
third, multiple versions of the same datasets exist. Last but not least, some mod-
els do use the information from the validation set for testing, whereas others do
not. These four issues can strongly influence the empirical results and signif-
icantly decrease comparability across works. As an example, the best results
in single-step setting are in average 6% better than the best results in multi-
step setting. Consequently, it is very difficult to understand existing methods’
strengths or weaknesses or to identify the currently best-performing method.

In this paper, we address the aforementioned issues in the evaluation of
TKG Forecasting models. We first provide an overview of existing models for
TKG Forecasting (Sect. 2). We then describe common evaluation settings and
compare those settings utilized in state-of-the-art approaches to highlight the
inconsistencies (Sect. 3). In this context, we explain the problems we discovered
for each setting. As it is essential to evaluate models in a consistent way, we
propose a unified evaluation protocol using reasonable and sound evaluation set-
tings (Sect. 4). We re-evaluate state-of-the-art models on this protocol and show
results for eight state-of-the-art models on five commonly used datasets (Sect. 5).
In addition, we provide insights into the influence of different setups on the result
scores. We hope to set a new standard for rigorous evaluations of new models in
this growing research field. Our contributions are:

1. A comprehensive discussion of evaluation settings and accompanying prob-
lems for TKG Forecasting.

2. The design of a unified evaluation protocol for TKG Forecasting from reason-
able evaluation settings.

3. An extensive re-evaluation of state-of-the-art models on a consistent eval-
uation protocol, showing results and insights on the influence of different
evaluation settings on these results.

Our work does not question the methods for TKG Forecasting developed by
individual researchers. Instead, it aims at giving a fresh view on the state of the
field as a whole and provides a solid basis for working on remaining problems.

2 Terminology and Related Work

2.1 Terminology

A TKG is formalized as a sequence of timestamped Knowledge Graphs, G =
(G1, G2, ..., Gt, ...). A timestamped KG Gt = {V,R, Et}, or KG snapshot,
describes the TKG at timestep t, with the set of entities V, the set of rela-
tions R, and the set of facts Et at discrete timestamp t. Facts Et are quadruples
(s, r, o, t), with s, o,∈ V, and r ∈ R, for example (Kamala Harris, visit, France,
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2021-11-10). Entity prediction for TKG Forecasting is the task of predicting the
missing object entity (s, r, ?, t+ k) and subject entity (?, r, o, t+ k) for a query,
with k ∈ N

+. [18]

2.2 Related Work on Temporal Knowledge Graph Forecasting

In recent years (2017–2022), researchers have proposed various methods for TKG
Forecasting:

Graph Neural Networks (GNNs): A large group of models leverages a GNN
[22,24] in combination with a sequential approach to integrate the structural
and sequential information. RE-Net [12] applies an autoregressive architecture.
It learns the temporal dependency from a sequence of graphs and the local struc-
tural dependency from the neighborhood. The occurrence of a fact is modeled
as a probability distribution conditioned on the temporal sequence of past snap-
shots. RE-Net can predict full graphs. RE-GCN [18] also models the sequence
of the Knowledge Graph snapshots recurrently. For this, it combines a convolu-
tional graph Neural Network with a sequential Neural Network model. Further,
RE-GCN introduces a static graph constraint to take into account additional
information like entity types. TANGO [8] bases on neural ordinary differential
equations to model the temporal sequences combined with a GNN to capture
the structural information. In addition, the authors introduce a stochastic jump
method to incorporate stochastic events, i.e., triples appearing or disappearing
over time. xERTE [7] bases on so-called temporal relational attention mech-
anisms. To answer a query, it extracts query-relevant subgraphs. Further, it
computes and propagates attention scores to identify the relevant evidence in
the subgraphs, using a modified time-aware version of a message passing. CEN
[16] integrates a Convolutional Neural Network which can handle evolutional
patterns of different lengths via a learning strategy that learns these evolutional
patterns from short to long. The model can learn in an online setting, meaning
that it is updated with historical facts during testing.

Reinforcement Learning: CluSTeR [17] introduces a two-step process: First, a
Reinforcement Learning agent, working with randomized beam strategy, searches
and induces clue paths related to a given query. Second, an adapted GNN and
sequence method models temporal information among the clues to find answers
to a query. TimeTraveler [26] leverages a Reinforcement Learning model based
on temporal paths. Starting from the query’s subject node, the agent traverses
outgoing edges across graph snapshots. For this, TimeTraveler samples actions
according to transition probabilities, which are based on dynamic embeddings
of the query, the path history, and the candidate actions. TimeTraveler uses a
time-shaped reward based on Dirichlet distribution [13]. The model is able to
predict in the inductive setting.

Rule-based Approaches: TLogic [20], a symbolic framework, learns so-called
temporal logic rules via temporal random walks, traversing edges through the
graph backward in time. TLogic applies the rules to events that happened prior
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to the query. For scoring the answer candidates, it takes into account the rules’
confidence as well as time differences.

Other: CyGNet [30] predicts future facts purely based on the appearance of his-
torical facts. For this, to answer a query, it first computes each entity’s embed-
ding vector. Further, using these embeddings, it computes entity probabilities by
combining predictions from a so-called "copy mode" that computes probabilities
for historical events based on the repetition of facts in history and a "generation
mode" that computes probabilities for every entity.

In our work, we analyze the evaluation discrepancies of the introduced models
and evaluate the models on a joint evaluation protocol.

In addition to the described methods, there are also approaches focusing on a
slightly different problem setting. We exclude these from our evaluation, but list
them below for completeness: Know-Evolve [28] and the Graph Hawkes Neural
Network (GHNN) [9] utilize temporal point processes to estimate conditional
probabilities of future facts in a continuous time setting. Unlike the other meth-
ods discussed in this section, Know-Evolve and GHNN allow scenarios where
no facts occur at the same timestamp [18]. Due to their distinct problem set-
ting, where continuous time is considered, these works are not included in our
evaluation.

2.3 Related Work on the Evaluation of Graph-Based Machine
Learning Models

When conducting empirical evaluations of Machine Learning algorithms, various
issues can arise [19]. Such problems have been reported and partially addressed
in various subfields, but in the following, we limit the discussion to works in the
field of Graph Machine Learning. [25] describe the shortcomings of evaluation
strategies for Graph Neural Network models for node classification. [5] focus on
graph classification, providing standard practices that should be avoided for a
fair comparison. Further, [23] and [27] describe shortcomings in the evaluation of
KG link prediction. [10] focus on the evaluation of models for TKG completion
(not Forecasting). Our work is the first to study evaluation problems for TKG
Forecasting.

3 Description of Evaluation Settings and Evaluation
Problems

In this chapter, we subsequently focus on evaluation settings for TKG Fore-
casting. In each subsection, we first describe a setting, and second, describe
problems that we have encountered in that setting. In addition, Table 1, pro-
vides an overview, showing the settings each model uses by default. We refer to
the respective parts of the table in each subsection. Further, the table contains
links to the published code for each model, if available.
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3.1 Filter Settings for Link Prediction Metrics

Researchers in TKG Forecasting evaluate the models on metrics known from
static link prediction, namely Mean Reciprocal Rank (MRR) and Hits@k, with
k = 1, 3, 10. There are three settings which have been introduced subsequently,
raw, static filter, and time-aware filter :

Raw: As introduced by [2], for each test triple (stest, rtest, otest), remove the
object (stest, rtest, ?), and compute the score that the model assigns for each
entity v ∈ V to be the object in that triple, where the set of all possible triples
(stest, rtest, v) is termed corrupted triples. Sort the scores in descending order,
and note the rank of the correct entity otest. Repeat this by removing the subject
(?, rtest, otest). The MRR is the mean of the reciprocal of these ranks across all
queries from the test set, and Hits@k is the proportion of correct entities ranked
in the top k.

Static Filter: To avoid counting higher ranks from other valid predictions as
errors and thus having flaws in the metrics, [1] propose to remove all triples
(except the triple of interest) that appear in the train, valid, and test set from
the list of corrupted triples.

Time-Aware Filter: [9] note that the static filter setting is inappropriate for tem-
poral link prediction because it filters out all triples that have ever appeared from
the list of corrupted triples, ignoring the time validity of facts. As a consequence,
it does not consider predictions of such triples as erroneous. For example, if there
is a test query (Barack Obama, visit, India, 2015-01-25) and if the train set con-
tains (Barack Obama, visit, Germany, 2013-01-18), the triple (Barack Obama,
visit, Germany) is filtered out for the test query according to the static filter
setting, even though it is not true for 2015-01-25 [7]. For this reason, numerous
works [7,8,16,17,20,26] apply the time-aware filter setting which only filters out
quadruples with the same timestamp as the test query. In the above example,
(Barack Obama, visit, Germany, t) would only be filtered out for the given test
query, if it had the timestamp t = 2015-01-25, and otherwise stay in the list of
corrupted triples.

Problem 1: Different Filter Settings. The works introduced in Sect. 2 do
present result scores with MRR and Hits@k using the above-described filter
settings. However, not all works report results on all filter settings, which is
a problem, as it decreases comparability across works. Further, as mentioned
above, the raw, and especially the static filter setting are not appropriate for
TKG Forecasting. The first part of Table 1 illustrates the filter settings that
each model reports.

3.2 Single-Step and Multi-step Prediction

Methods for Forecasting operate within two distinct prediction settings, single-
step and multi-step prediction. Single-step (or one-step) prediction means that
the model always forecasts the next timestep [4]. The ground truth facts are
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then fed before predicting the subsequent timestep. Multi-step prediction means
that the model forecasts more than one future time step [4]. More specifically,
the model predicts all timesteps from the test set, without seeing any ground
truth information in between. As described by [4], multi-step prediction is more
challenging, as the model can only leverage information from its own forecasts,
and uncertainty accumulates with an increasing number of forecasted timesteps.

Problem 2: Comparison of Multi-step and Single-Step Setting. The
models described in Sect. 2 run in different settings. Some can do single-step
prediction only, some can do multi-step prediction only, and some do both (see
Table 1, second part). Still, single-step models are compared to multi-step models
without drawing attention to the different setups. For example, TLogic [20] and
TANGO [8] (single-step) are compared to RE-Net [12] (multi-step), xERTE [7]
is compared to CyGNet [30], and CEN [16] is compared to CyGNet [30] and
RE-Net [12]. The second part of Table 1 shows each model’s prediction setting.

3.3 Datasets

Researchers in the domain of TKG Forecasting use the following datasets: Three
instances of ICEWS [3]: ICEWS05-15 [6], ICEWS14 [6], and ICEWS18 [11],
where the numbers mark the respective years; further, YAGO [21] and WIKI
[14], preprocessed according to [11], as well as GDELT [15]. Table 2 shows dataset
statistics for dataset version (a), as reported by [18].

Problem 3: Multiple Versions of the Same Dataset. The models described
in Sect. 2 report results on different versions of the same dataset. For instance,
three versions exist for ICEWS14. This hinders the comparability of results
across works, causing confusion and potential errors. The third part of Table 1
shows an overview of different versions of each dataset, describing each version
(marked with (a), (b), (c)) by the number of training triples. One version of the
ICEWS14 dataset (see Table 1, version (c)) is especially problematic, as it does
not contain a validation set. Instead, the test set is used for both validation and
testing. Thus, with this setting, the test set is leaked during training.

3.4 Train, Validation, and Test Set

Researchers in TKG Forecasting split each dataset D into a training Dtrain, val-
idation Dvalid, and test set Dtest. The model’s training is conducted on Dtrain,
not using information contained in Dvalid or Dtest. Dvalid can be used for mon-
itoring the training process, and selecting the best model (parameters) across
epochs. There are different options to use the validation set during testing:

(a) The model can leverage all information from Dtrain, but not from Dvalid, to
predict Dtest. This is consistent with the setting in link prediction for static
knowledge graphs.
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(b) The model can leverage all information from Dtrain and from Dvalid, to
predict Dtest. This means, if a model has to answer the query (s, r, ?, n)
during testing, all quadruples from Dtrain and Dvalid can be used. This is
consistent with the setting used in time-series Forecasting.

Problem 4: Usage of Validation set for Testing. For multi-step setting,
during testing, some models (CygNet, TLogic) do not use the information from
the validation set (option (a)), whereas others (RE-GCN, RE-Net) do use it
(option (b)), see the fourth part of Table 1. Not using the information from the
validation set leads to a significantly harder task, as the model needs to forecast
more steps in the future: Instead of starting to predict the next unknown timestep
t+1 for the first test set sample, the model needs to already predict the timestep
t+numvalid +1, with numvalid being the number of timesteps in the validation
set, as an information gap between training and testing.

3.5 Problem Summary

When putting all four problems together, a dramatic picture emerges: results
have been compared using different filter settings, prediction settings, dataset
versions, and dataset splits. Table 1 illustrates the scattered landscape of eval-
uation settings, where no two models have ever been evaluated on identical
settings. Without a uniform and standardized evaluation protocol, we will never
be able to gauge true progress in the field. Still, in existing work, the methods
are compared to each other, leading to confusion and inconsistencies.

4 A Unified Evaluation Protocol

To tackle the problems introduced in Sect. 3, it is essential to evaluate TKG
models in a consistent way. For this reason, we introduce a unified evaluation
protocol with clear and reproducible choices.1

Filter Settings: We report results on the time-aware filter setting. As explained
in Sect. 3.1, this setting avoids counting higher ranks from other valid predictions
as errors while taking into account time validity of facts.

Single-Step and Multi-step: While both settings are valid, the comparison
of results for different settings is not fair (see Sect. 3.2). The setting to be used
depends on the use case and on the methods’ capabilities. If the method can
predict in single- and multi-step, we re-evaluate it on both settings.

Datasets Versions: The same dataset versions should be used across works to
ensure comparability. We suggest using version (a) for each dataset (see Table 1).
We selected the dataset versions used by the authors of RE-GCN [18], mainly
because these are (among) the most commonly used versions across all works.
Table 2 shows dataset statistics.
1 The supplementary material also contains a checklist for benchmark experiments in

this field.
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Table 1. Methods and their experimental settings: Filter settings (Sect. 3.1), settings
for single- and multi-step prediction (Sect. 3.2), dataset versions ((a), (b), (c)) used
in papers (Sect. 3.3), and validation set usage (Sect. 3.4). We report dataset versions
by the number of quadruples in the training set. An entry � means that the model
reported results on the respective setting, and an entry - that it does not. An entry
args means, that the method provides the option to set this in the args of the code,
but does not report the results in the paper. An entry ? means that we cannot answer
this question, as the code is not publicly available.

Name RE-GCN RE-Net xERTE CyGNet TLogic TANGO Time Traveler CEN CluSTeR

Filter settings:
raw � � – – – � – – �
static – � – � – � – – –
time-aware – – � – � � � � �
Prediction settings:
single-step args partlya � – � � � �b ?
multi-step � � – � args – – – ?
Datasets:
ICEWS14
(a): 74845 � – – – – – – � �
(b): 63685 – – � – � – � – –
(c): 323895 w/o validc – � – � – � – – –
ICEWS18
(a): 373018 y � � � � � � � �
ICEWS05-15
(a): 368868 � – – – � – – – �
(b): 322958 – – � – – – � – –
(c): 369104 – – – – – � – – –
GDELT
(a): 1734399 � � � – – – – �
YAGO
(a): 161540 � � — � – � � – –
(b): 51205 – – � – – – – – –
WIKI
(a): 539286 � � – � – � � � –
Validation Set for Testing:
Use Valid � � � – – � � � ?
Reference [18] [12] [7] [30] [20] [8] [26] [16] [17]
Code Published �d �e �f �g �h �i �j �k –
a RE-NET published results for the datasets ICEWS18 and GDELT ([12], Table 2, RE-Net w. GT).
The published code does not provide the option to set this in the arguments.
b In addition to providing results for single-step setting, CEN has a so-called “online-setting”. This
means, that the model is re-fit after each test timestep before predicting the next timestep.
c This specific version of ICEWS14 comes without validation set. Instead, the test set is used for
validation.
d https://github.com/Lee-zix/RE-GCN
e https://github.com/INK-USC/RE-Net
f https://github.com/TemporalKGTeam/xERTE
g https://github.com/CunchaoZ/CyGNet
h https://github.com/liu-yushan/TLogic
i https://github.com/TemporalKGTeam/TANGO
j https://github.com/JHL-HUST/TITer/
k https://github.com/Lee-zix/CEN

Train, Validation, and Test Set Usage: We use the train, validation, and
test sets as described in Sect. 3.4, option (b), where the information from the

https://github.com/Lee-zix/RE-GCN
https://github.com/INK-USC/RE-Net
https://github.com/TemporalKGTeam/xERTE
https://github.com/CunchaoZ/CyGNet
https://github.com/liu-yushan/TLogic
https://github.com/TemporalKGTeam/TANGO
https://github.com/JHL-HUST/TITer/
https://github.com/Lee-zix/CEN
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validation set can be used for testing, to avoid time gaps between training and
testing. In addition, we make sure that the test set is never used for model
selection and the datasets are split based on ordered timestamps, whereas one
timestamp should not belong to two different sets.

Table 2. Dataset Statistics for dataset version (a), as reported by [18].

Dataset #Nodes #Rels #Train #Valid #Test Time Interval

ICEWS14 6869 230 74845 8514 7371 24 h
ICEWS18 23033 256 373018 45995 49545 24 h
ICEWS0515 10094 251 368868 46302 46159 24 h
GDELT 7691 240 1734399 238765 305241 15 min
YAGO 10623 10 161540 19523 20026 1 year
WIKI 12554 24 539286 67538 63110 1 year

5 Experiments

In the following, we show the results for eight models and five datasets2. The sup-
plementary material3 contains additional information on specific experimental
settings. Please find the source code with scripts for experiments and evaluation
at https://github.com/nec-research/TKG-Forecasting-Evaluation.

We run the experiments on a system with one Nvidia TITAN RTX (24 GB)
GPU, 512 GB Memory, and an Intel Xeon Silver 4208 CPU with 16 cores (32
threads).

To eliminate the four problems described in Sect. 3, we follow the evaluation
protocol from Sect. 4: We report results on time-aware filter settings for single-
step and multi-step settings, use the dataset versions (a), and report the results
with the validation set usage option (b). We show aggregated results (mean
MRR and Hits@k across all test samples) for the eight models for the datasets
GDELT, YAGO, WIKI, ICEWS14, and ICEWS18 in Table 3. The upper part
for each dataset contains results in multi-step setting, and the lower part in
single-step setting, where models with results for single-step prediction should
not be benchmarked against methods with results of multi-step prediction. We
mark the best result for each dataset for each setting in bold. In addition, for
the method CEN, we show results in online setting, where the model is updated
continually during testing. For completeness and comparability to related work,
the supplementary material reports results on raw and static filter settings. In
addition, the supplementary material contains tables with information on the
2 Because of memory and runtime issues for multiple models due to its large amount of

timestamps, and its similarity to the other ICEWS datasets, we excluded the dataset
ICEWS05-15. By running the script available in our GitHub repository, interested
readers can include this dataset.

3 Please find the supplementary material at https://github.com/nec-research/TKG-
Forecasting-Evaluation/blob/main/paper_supplementary_material.pdf.

https://github.com/nec-research/TKG-Forecasting-Evaluation
https://github.com/nec-research/TKG-Forecasting-Evaluation/blob/main/paper_supplementary_material.pdf
https://github.com/nec-research/TKG-Forecasting-Evaluation/blob/main/paper_supplementary_material.pdf
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Table 3. Experimental results for multi-step prediction, single-step prediction, and
single-step prediction in online setting (with model updates) with datasets GDELT,
YAGO, WIKI (top), and ICEWS14, ICEWS18 (bottom). Results for single-step pre-
diction should not be compared to results for multi-step prediction. We report mean
reciprocal rank (MRR), and Hits@k (H@k), with k = 1, 3, 10 in time-aware filter set-
ting. The best results for each setting are marked in bold.

multi-step setting (time filter)

GDELT YAGO WIKI

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

RE-GCN 19.64 12.47 20.85 33.62 75.40 71.75 77.67 81.70 62.72 59.48 64.89 67.87
RE-Net 19.71 12.48 20.90 33.93 58.21 53.44 61.31 66.26 49.47 47.21 50.70 53.04
CyGNet 19.08 11.88 20.29 33.07 69.02 61.38 74.29 83.42 58.26 52.51 62.41 67.56
TLogic 17.68 11.26 18.90 30.29 66.93 63.14 70.63 71.58 63.99 61.31 66.36 68.22

single-step setting (time filter)

GDELT YAGO WIKI

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

RE-GCN 19.75 12.51 21.02 33.88 82.20 78.72 84.24 88.48 78.65 74.75 81.71 84.68
xERTE 18.89 12.73 21.09 31.96 87.31 84.20 90.28 91.22 74.52 70.30 78.58 80.13
TLogic 19.77 12.23 21.67 35.62 76.49 74.02 78.91 79.17 82.29 78.62 86.04 87.01

TANGO 19.22 12.19 20.42 32.81 62.39 59.04 64.69 67.75 50.08 48.30 51.41 52.76
Timetraveler 20.23 14.14 22.18 31.17 87.72 84.55 90.87 91.20 78.65 75.15 82.03 83.05
CEN 20.43 12.98 21.81 35.04 82.72 78.81 85.24 89.35 79.29 75.51 82.37 84.91

online setting (single-step with model update) (time filter)

GDELT YAGO WIKI

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

CEN 21.73 13.80 23.51 37.30 83.96 80.08 86.73 90.24 79.82 75.88 83.14 85.47

multi-step setting (time filter)

ICEWS14 ICEWS18

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

RE-GCN 37.82 27.86 42.14 57.50 29.03 19.52 32.66 47.50

RE-Net 37.00 27.80 40.80 54.92 27.86 18.47 31.43 46.19
CyGNet 36.12 26.66 40.28 54.54 26.01 16.69 29.59 44.43
TLogic 35.48 26.54 39.59 53.11 24.01 15.59 27.23 41.20

single-step setting (time filter)

ICEWS14 ICEWS18

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

RE-GCN 42.11 31.36 47.33 62.66 32.58 22.37 36.78 52.56

xERTE 40.91 33.03 45.48 57.07 29.23 20.92 33.50 46.26
TLogic 42.53 33.20 47.61 60.29 29.59 20.42 33.60 48.05
TANGO 36.77 27.29 40.84 55.09 28.35 19.10 31.88 46.27
Timetraveler 40.83 31.90 45.43 57.59 29.13 21.29 32.54 43.92
CEN 41.80 31.85 46.59 60.87 31.50 21.69 35.40 50.69

online setting (single-step with model update) (time filter)

ICEWS14 ICEWS18

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

CEN 43.17 33.20 48.03 62.43 31.78 21.82 35.79 51.27
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Fig. 1. MRR (in %) over snapshots from test set (one snapshot is one timestamp) per
method. (a)-(d): Datasets ICEWS18 (a),(b) and WIKI (c),(d) for multi-step prediction
(left) and single-step prediction (right); (e): Using vs. not using the validation set during
testing for dataset WIKI; (f) Different filter settings for dataset GDELT.

reproducibility of the results that have been reported by the original works
[7,8,12,16,18,20,26,30]. Figure 1 shows the MRR for three selected datasets
(ICEWS18, WIKI, and GDELT) over test timestamps (snapshots) for different
evaluation settings. In the following, we will discuss important insights.
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Single-Step and Multi-step Setting: Table 3 shows the difference in scores
for single- vs. multi-step setting: Overall, scores for single-step setting are higher
than for multi-step setting. This is especially visible for the two models (TLogic
and RE-GCN) that run in both settings, but also true for the other results.
Figure 1(a)–(d) shows the MRR (in %) over snapshots in multi-step setting
(left) and single-step setting (right).4 The figure illustrates a contrasting trend
between multi-step prediction and single-step prediction with respect to MRR.
Specifically, the MRR for multi-step prediction exhibits a decreasing pattern
as the timestamps increase, whereas single-step prediction does not display a
similar decreasing trend. This is especially visible for the WIKI dataset in a
single-step setting, which displays an increasing tendency for the MRR with
increasing timestamps for the four best-performing methods. The results reflect
the statement from Sect. 3.2, that multi-step prediction is more challenging, and
uncertainty accumulates with increasing number of forecasted timesteps, as the
models can only leverage information from their own forecasts. Thus, bench-
marking models for multi-step prediction against single-step prediction is only
fair for the first timestamp.

Validation Set Usage: In Fig. 1(e), we show the MRR (in %) over snapshots
in multi-step setting for TLogic and CyGNet5, when using the validation set for
testing (Sect. 3.4, option (b)) vs. not using the validation set for testing (option
(a)) for the dataset WIKI.6 The figure displays a difference in MRR between the
two settings for each model, especially in the first two snapshots with a difference
in MRR of > 30 for TLogic. This difference is caused by the information gap
between the last training timestamp and the first testing timestamp. For the case
of WIKI, the number of timestamps in the validation set is numvalid = 11. The
difference decreases with increasing timestamps, because, due to the multi-step
setting, there is also a rising information gap when feeding the validation set.
Thus, using the information from the validation set for testing and avoiding the
information gap is crucial for fair comparison among models.

Filter Settings: Fig. 1(f) shows the MRR (in %) over snapshots in multi-step
setting, exemplary for CyGNet and RE-GCN for the dataset GDELT, computed
with raw, static, and time-aware filter setting, as described in Sect. 3.17. It reveals
a large difference in MRR for static filter setting, vs. raw setting or time-aware
filter setting, especially for CyGNet. This is also visible for aggregated results:
Where CyGNet does not have the highest MRR scores on any dataset for time-
aware filter settings (see Table 3), it has the highest MRR scores on all five
datasets in static filter setting (see supplementary material). The static filter
setting filters out all triples that have ever appeared from the corrupted triples,
4 The supplementary material shows results for ICEWS14, YAGO, and GDELT.
5 The two models that run per default in multi-step setting, validation set option (a)

from Sect. 3.4.
6 The supplementary material shows results for YAGO, GDELT, ICEWS14, and

ICEWS18.
7 The supplementary material shows results for YAGO, WIKI, ICEWS14, and

ICEWS18.
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ignoring the time validity, and does not count a prediction of these triples as
error. Thus, for a given query, if a model predicts entities that have appeared in
this triple at an earlier timestep, this will not be considered erroneous, even if the
predicted fact is not true in the timestep of question. The model will potentially
be assigned a higher static filter score than if it would predict previously unseen
facts. Thus, the static filter setting favors models that predict repeated facts.

To summarize, we can see that no model shows the best results across all
datasets. This evidence remarks the importance of fairly comparing models on
different benchmarks. We stressed the clear differences in result scores for single-
step and multi-step prediction. In addition, we pointed out that the usage of
the validation set during testing does lead to substantially higher test scores.
Further, we showed the significant influence of the filter setting used for score
computation.

Comparing Results of Original Papers and This Work: It is not straight-
forward to compare the results from this study with the results reported in
the original papers, when it comes to assessing the state-of-the-art method
due to several reasons. Firstly, there exist variations in the evaluation settings
and inconsistencies in the evaluations across different methods, as elaborated
in Sect. 3. Secondly, the original papers lack complete comparisons between all
methods, due to varying factors such as earlier or parallel publication times or
results reported only on subsets of datasets.

To illustrate the impact of our proposed evaluation protocol on the ranking of
compared methods, we show an example for CyGNet. The original paper reports
higher MRRs for CyGNet compared to RE-Net on the datasets ICEWS14,
ICEWS18, and GDELT, while lower MRRs on the datasets YAGO and WIKI.
However, when employing our evaluation protocol, CyGNet achieves higher
MRRs than RE-Net on YAGO and WIKI, but lower MRRs on all other datasets.
A plausible explanation for this disparity is the utilization of different filter set-
tings which, as highlighted in the preceding paragraph, notably influences the
obtained scores.

6 Conclusion

Summary: In this work, we examined the evaluation of TKG Forecasting
models. We uncovered and described inconsistencies that strongly influence the
experimental results and thus lead to distorted comparisons among models. To
address these problems, we formed a unified evaluation protocol from reasonable
evaluation settings and re-evaluated state-of-the-art methods. We illustrated the
importance of a consistent evaluation by showing the effect of different evalua-
tion settings on the results. Our work aims at establishing a unified evaluation
protocol, stimulating discussions on the evaluation, and raising the community’s
awareness of experimental issues, with the goal of advancing the research field
of TKG Forecasting.
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Limitation of this Study: Due to computational infeasibility, we could not
conduct multiple repeats for each experiment run8. Even with one repetition
per run, we experienced significant computation times for many models, e.g.,
multiple days to weeks for the dataset GDELT; thus, multiple repetitions per
model and dataset were not possible. Adding multiple repetitions to the eval-
uation would have further improved the robustness of our results, which are
nonetheless obtained under a unified and reproducible protocol.

Future Work: In future work, we aim to extend the proposed evaluation
protocol to: First, evaluate the full predicted graph for methods that can predict
full graphs (e.g., RE-Net), instead of exclusively focusing on link prediction.
This could be based on graph similarity or computing a percentage of correctly
predicted triples. Second, evaluate the change of the predicted graph snapshots
over time to analyze if the predictions evolve and if they are able to capture time
information. This could be done by comparing the predictions at different time
steps. Third, include more fine-grained evaluation to answer what properties the
models learned and what they did not. This could, for example, be done using
the framework KGxBoard [29], which breaks down the performance measure
over individual data subsets.

Acknowledgements. We warmly thank Federico Errica for his time and very valuable
feedback.

Ethical Statement. While TKG Forecasting has the potential to enable predictions
for complex and dynamic systems, we argue that inconsistencies in experimental pro-
cedures and evaluation settings can lead to distorted comparisons among models, and
ultimately, misinterpretation of results. Therefore, with our work, we want to highlight
the importance of transparency and reproducibility in scientific research, as well as the
importance of rigorous and reliable scientific practice. In this context we have identified
inconsistencies in evaluation settings and provided a unified evaluation protocol. We
ensure transparency by providing a URL to a GitHub repository containing our eval-
uation code. Within this repository, we use forked submodules to explicitly link to the
original assets. Additionally, we report the training details, such as hyperparameters,
in the supplementary material of our work.

While we have not focused on increasing the interpretability of individual mod-
els, we acknowledge the importance of explainability and interpretability in the field.
Therefore, we note that among the compared models, xERTE [7] and TLogic [20]
address some aspects of explainability and interpretability.

We did not evaluate the predictions of existing models on bias and fairness as it was
out of scope for this work. However, we recognize that it is essential to increase fairness
in the comparison of TKG Forecasting models. Therefore, we highlight inconsistencies
and provide a unified evaluation protocol to improve comparability and fairness for
existing models.

In terms of data collection and use, we used publicly available research datasets
for our evaluation. We did not use the data for profiling individuals, and it does not
contain offensive content. However, it is important to note that even publicly available

8 One experiment run: A one time training of a model with a given setting on a specific
dataset.
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data can be subject to privacy regulations, and we have taken measures to ensure that
our data usage complies with applicable laws and regulations.

As this study focuses purely on evaluation of existing models, it does not induce
direct risk. However, we recognize that TKG Forecasting models can have real-world
consequences, especially when applied in domains such as finance and healthcare.
Therefore, as the results in Sect. 5 show, we want to stress again that predictions
can be unreliable and incomplete, and that these limitations have to be acknowledged
when using them for decision making.
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Abstract. Temporal knowledge graph completion (TKGC) aims to pre-
dict the missing links among the entities in a temporal knowledge graph
(TKG). Most previous TKGC methods only consider predicting the miss-
ing links among the entities seen in the training set, while they are
unable to achieve great performance in link prediction concerning newly-
emerged unseen entities. Recently, a new task, i.e., TKG few-shot out-
of-graph (OOG) link prediction, is proposed, where TKGC models are
required to achieve great link prediction performance concerning newly-
emerged entities that only have few-shot observed examples. In this work,
we propose a TKGC method FITCARL that combines few-shot learning
with reinforcement learning to solve this task. In FITCARL, an agent
traverses through the whole TKG to search for the prediction answer. A
policy network is designed to guide the search process based on the tra-
versed path. To better address the data scarcity problem in the few-shot
setting, we introduce a module that computes the confidence of each can-
didate action and integrate it into the policy for action selection. We also
exploit the entity concept information with a novel concept regularizer
to boost model performance. Experimental results show that FITCARL
achieves stat-of-the-art performance on TKG few-shot OOG link predic-
tion. Code and supplementary appendices are provided (https://github.
com/ZifengDing/FITCARL/tree/main).

Keywords: Temporal knowledge graph · Few-shot learning

1 Introduction

Knowledge graphs (KGs) store knowledge by representing facts in the form of
triples, i.e., (s, r, o), where s and o are the subject and object entities, and r
denotes the relation between them. To further specify the time validity of the
facts, temporal knowledge graphs (TKGs) are introduced by using a quadruple

Z. Ding and J. Wu—Equal contribution.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 550–566, 2023.
https://doi.org/10.1007/978-3-031-43418-1_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43418-1_33&domain=pdf
https://github.com/ZifengDing/FITCARL/tree/main
https://github.com/ZifengDing/FITCARL/tree/main
https://doi.org/10.1007/978-3-031-43418-1_33


Few-Shot Inductive Learning on TKGs Using Confidence-Augmented RL 551

(s, r, o, t) to represent each fact, where t is the valid time of this fact. In this way,
TKGs are able to capture the ever-evolving knowledge over time. It has already
been extensively explored to use KGs and TKGs to assist downstream tasks,
e.g., question answering [12,27,45] and natural language generation [2,20].

Since TKGs are known to be incomplete [19], a large number of researches
focus on proposing methods to automatically complete TKGs, i.e., temporal
knowledge graph completion (TKGC). In traditional TKGC, models are given a
training set consisting of a TKG containing a finite set of entities during training,
and they are required to predict the missing links among the entities seen in the
training set. Most previous TKGC methods, e.g., [11,17,19,31], achieve great
success on traditional TKGC, however, they still have drawbacks. (1) Due to
the ever-evolving nature of world knowledge, new unseen entities always emerge
in a TKG and traditional TKGC methods fail to handle them. (2) Besides, in
real-world scenarios, newly-emerged entities are usually coupled with only a few
associated edges [13]. Traditional TKGC methods require a large number of
entity-related data examples to learn expressive entity representations, making
them hard to optimally represent newly-emerged entities. To this end, recently,
Ding et al. [13] propose the TKG few-shot out-of-graph (OOG) link prediction
(LP) task based on traditional TKGC, aiming to draw attention to studying
how to achieve better LP results regarding newly-emerged TKG entities.

In this work, we propose a TKGC method to improve few-shot inductive
learning over newly-emerged entities on TKGs using confidence-augmented rein-
forcement learning (FITCARL). FITCARL is developed to solve TKG few-shot
OOG LP [13]. It is a meta-learning based method trained with episodic training
[36]. For each unseen entity, FITCARL first employs a time-aware Transformer
[35] to adaptively learn its expressive representation. Then it starts from the
unseen entity and sequentially takes actions by transferring to other entities
according to the observed edges associated with the current entity, following
a policy parameterized by a learnable policy network. FITCARL traverses the
TKG for a fixed number of steps and stops at the entity that is expected to be the
LP answer. To better address the data scarcity problem in the few-shot setting,
we introduce a confidence learner that computes the confidence of each candi-
date action and integrate it into the policy for action selection. Following [13],
we also take advantage of the concept information presented in the temporal
knowledge bases (TKBs) and design a novel concept regularizer. We summa-
rize our contributions as follows: (1) This is the first work using reinforcement
learning-based method to reason over newly-emerged few-shot entities in TKGs
and solve the TKG few-shot OOG LP task. (2) We propose a time-aware Trans-
former using a time-aware positional encoding method to better utilize few-shot
information in learning representations of new-emerged entities. (3) We design
a novel confidence learner to alleviate the negative impact of the data scarcity
problem brought by the few-shot setting. (4) We propose a parameter-free con-
cept regularizer to utilize the concept information provided by the TKBs and it
demonstrates strong effectiveness. (5) FITCARL achieves state-of-the-art per-
formance on all datasets of TKG few-shot OOG LP and provides explainability.
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2 Related Work

2.1 Knowledge Graph and Temporal Knowledge Graph Completion

Knowledge graph completion (KGC) methods can be summarized into two types.
The first type of methods focuses on designing KG score functions that directly
compute the plausibility scores of KG triples [1,4,5,22,25,32,43]. Other KGC
methods are neural-based models [28,34]. Neural-based models are built by cou-
pling KG score functions with neural structures, e.g., graph neural network
(GNN). It is shown that neural structures make great contributions to enhancing
the performance of KGC methods. TKGC methods are developed by incorpo-
rating temporal reasoning techniques. A line of works aims to design time-aware
KG score functions that are able to process time information [7,19,23,26,42,44].
Another line of works employs neural structures to encode temporal information,
where some of them use recurrent neural structures, e.g., Transformer [35], to
model the temporal dependencies in TKGs [39], and others design time-aware
GNNs to achieve temporal reasoning by computing time-aware entity represen-
tations through aggregation [11,17]. Reinforcement learning (RL) has already
been used to reason TKGs, e.g., [21,30]. TITer [30] and CluSTeR [21] achieve
temporal path modeling with RL. However, they are traditional TKG reasoning
models and are not designed to deal with few-shot unseen entities1.

2.2 Inductive Learning on KGs and TKGs

In recent years, inductive learning on KGs and TKGs has gained increasing inter-
est. A series of works [8,10,24,29,40] focuses on learning strong inductive rep-
resentations of few-shot unseen relations using meta-learning-based approaches.
These methods achieve great effectiveness, however, they are unable to deal with
newly-emerged entities. Some works try to deal with unseen entities by induc-
tively transferring knowledge from seen to unseen entities with an auxiliary set
provided during inference [15,16,37]. Their performance highly depends on the
size of the auxiliary set. [13] shows that with a tiny auxiliary set, these meth-
ods cannot achieve ideal performance. Besides, these methods are developed
for static KGs, thus without temporal reasoning ability. On top of them, Baek
et al. [3] propose a more realistic task, i.e., KG few-shot OOG LP, aiming to
draw attention to better studying few-shot OOG entities. They propose a model
GEN that contains two GNNs and train it with a meta-learning framework to
adapt to the few-shot setting. Same as [15,16,37], GEN does not have a tem-
poral reasoning module, and therefore, it cannot reason TKGs. Ding et al. [13]
propose the TKG few-shot OOG LP task that generalizes [3] to the context of
TKGs. They develop a meta-learning-based model FILT that achieves temporal
reasoning with a time difference-based graph encoder and mines concept-aware
1 TITer can model unseen entities, but it is not designed for few-shot setting and

requires a substantial number of associated facts. Besides, both TITer and CluSTeR
are TKG forecasting methods, where models are asked to predict future links given
the past TKG information (different from TKGC, see Appendix B for discussion).
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information from the entity concepts specified in TKBs. Recently, another work
[38] proposes a task called few-shot TKG reasoning, aiming to ask TKG models
to predict future facts for newly-emerged few-shot entities. In few-shot TKG
reasoning, for each newly-emerged entity, TKG models are asked to predict the
unobserved associated links happening after the observed few-shot examples.
Such restriction is not imposed in TKG few-shot OOG LP, meaning that TKG
models should predict the unobserved links happening at any time along the
time axis. In our work, we only consider the task setting of TKG few-shot OOG
LP and do not consider the setting of [38].

3 Task Formulation and Preliminaries

3.1 TKG Few-Shot Out-of-Graph Link Prediction

Definition 1 (TKG Few-Shot OOG LP). Assume we have a background
TKG Gback = {(s, r, o, t)|s, o ∈ Eback, r ∈ R, t ∈ T } ⊆ Eback × R × Eback × T ,
where Eback, R, T denote a finite set of seen entities, relations and timestamps,
respectively. An unseen entity e′ is an entity e′ ∈ E ′ and E ′ ∩Eback = ∅. For each
e′ ∈ E ′, given K observed e′ associated TKG facts (e′, r, ẽ, t) (or (ẽ, r, e′, t)),
where ẽ ∈ (Eback ∪ E ′), r ∈ R, t ∈ T , TKG few-shot OOG LP asks models to
predict the missing entities of LP queries (e′, rq, ?, tq) (or (?, rq, e′, tq)) derived
from unobserved TKG facts containing e′ (rq ∈ R, tq ∈ T ). K is a small number
denoting shot size, e.g., 1 or 3.

Ding et al. [13] formulate TKG few-shot OOG LP into a meta-learning
problem and use episodic training [36] to train the model. For a TKG G ⊆
E × R × E × T , they split its entities into background (seen) entities Eback and
unseen entities E ′, where E ′ ∩Eback = ∅ and E = (Eback ∪E ′). A background TKG
Gback ⊆ Eback×R×Eback×T is constructed by including all the TKG facts that do
not contain unseen entities. Then, unseen entities E ′ are further split into three
non-overlapped groups E ′

meta-train, E ′
meta-valid and E ′

meta-test. The union of all the
facts associated to each group’s entities forms the corresponding meta-learning
set, e.g., the meta-training set Tmeta-train is formulated as {(e′, r, ẽ, t)|ẽ ∈ E , r ∈
R, e′ ∈ E ′

meta-train, t ∈ T }∪{(ẽ, r, e′, t)|ẽ ∈ E , r ∈ R, e′ ∈ E ′
meta-train, t ∈ T }. Ding

et al. ensure that there exists no link between every two of the meta-learning
sets. During meta-training, models are trained over a number of episodes, where
a training task T is sampled in each episode. For each task T , N unseen entities
ET are sampled from E ′

meta-train. For each e′ ∈ ET , K associated facts are sampled
to form a support set Supe′ = {(e′, ri, ẽi, ti) or (ẽi, ri, e′, ti)|ẽi ∈ (Eback ∪E ′), ri ∈
R, ti ∈ T }Ki=1, and the rest of its associated facts are taken as its query set
Quee′ = {(e′, ri, ẽi, ti) or (ẽi, ri, e′, ti)|ẽi ∈ (Eback ∪ E ′), ri ∈ R, ti ∈ T }Me′

i=K+1,
where Me′ denotes the number of e′’s associated facts. Models are asked to simul-
taneously perform LP over Quee′ for each e′ ∈ ET , given their Supe′ and Gback.
After meta-training, models are validated with a meta-validation set Tmeta-valid

and tested with a meta-test set Tmeta-test. In our work, we also train FITCARL in
the same way as [13] with episodic training on the same meta-learning problem.
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Fig. 1. Overview of FITCARL. To do prediction over the LP query q = (e′, rq, ?, tq),
FITCARL first learns he′ from a time-aware Transformer. It is then used in history
encoding (with GRU) and policy network. To search for the answer, FITCARL starts
from node (e′, tq). It goes to (e(l), t(l)), state s(l), at step l. It computes a policy using a
confidence-augmented policy network. Assume FITCARL selects action a1 in current
action space A(l) as the current action a(l). We compute a loss L(l)

q at step l, considering
a1’s probability in policy and reward R(s(l), a(l)), as well as an extra regularization

loss ηL(l)

KL|q computed by a concept regularizer. Please refer to Sect. 4.1, 4.2 and 4.3
for details.

3.2 Concepts for Temporal Knowledge Graph Entities

[13] extracts the concepts of TKG entities by exploring the associated TKBs.
Entity concepts describe the characteristics of entities. For example, in the Inte-
grated Crisis Early Warning System (ICEWS) database [6], the entity Air Force
(Canada) is described with the following concepts: Air Force, Military and Gov-
ernment. Ding et al. propose three ICEWS-based datasets for TKG few-shot
OOG LP and manage to couple every entity with its unique concepts. We use C
to denote all the concepts existing in a TKG and Ce to denote e’s concepts.

4 The Proposed FITCARL Model

Given the support set Supe′ = {(e′, ri, ẽi, ti) or (ẽi, ri, e′, ti)}Ki=1 of e′ ∈ E ′,
assume we want to predict the missing entity from the LP query q = (e′, rq, ?, tq)
derived from a query quadruple2 (e′, rq, ẽq, tq) ∈ Quee′ . To achieve this, FIT-
CARL first learns a representation he′ ∈ R

d (d is dimension size) for e′

(Sect. 4.1). Then it employs an RL agent that starts from the node (e′, tq) and
sequentially takes actions by traversing to other nodes (in the form of (entity,
timestamp)) following a policy (Sect. 4.2 and 4.3). After L traverse steps, the
agent is expected to stop at a target node containing ẽq. Figure 1 shows an
overview of FITCARL during training, showing how it computes loss L(l)

q at
step l.

2 For each query quadruple in the form of (ẽq, rq, e
′, tq), we derive its LP query as

(e′, r−1
q , ?, tq). r−1

q is rq’s inverse relation. The agent always starts from (e′, tq).
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4.1 Learning Unseen Entities with Time-Aware Transformer

We follow FILT [13] and use the entity and relation representations pre-trained
with ComplEx [32] for model initialization. Note that pre-training only considers
all the background TKG facts, i.e., Gback.

To learn he′ , we start from learning K separate meta-representations. Given
Supe′ , we transform every support quadruple whose form is (e′, ri, ẽi, ti) to
(ẽi, r−1

i , e′, ti), where r−1
i denotes the inverse relation3 of ri. Then we create

a temporal neighborhood Ne′ = {(ẽi, ri, ti)|(ẽi, ri, e′, ti) ∈ Supe′ or (e′, r−1
i ,

ẽi, ti) ∈ Supe′} for e′ based on Supe′ , where |Ne′ | = K. We compute a meta-
representation hi

e′ from each temporal neighbor (ẽi, ri, ti) as hi
e′ = f(hẽi‖hri),

where hri ∈ R
d is the representation of the relation ri and ‖ is the concatenation

operation.
We collect {hi

e′}Ki=1 and use a time-aware Transformer to compute a contextu-
alized representation he′ . We treat each temporal neighbor (ẽi, ri, ti) ∈ Ne′ as a
token and the corresponding meta-representation hi

e′ as its token representation.
We concatenate the classification ([CLS]) token with the temporal neighbors in
Ne′ as a sequence and input it into a Transformer, where the sequence length
is K + 1. The order of temporal neighbors is decided by the sampling order of
support quadruples.

To better utilize temporal information from temporal neighbors, we propose
a time-aware positional encoding method. For any two tokens u, v in the input
sequence, we compute the time difference tu − tv between their associated times-
tamps, and then map it into a time-difference representation htu−tv ∈ R

d,

htu−tv =

√
1
d
[cos(ω1(tu − tv) + φ1), ..., cos(ωd(tu − tv) + φd)]. (1)

ω1 to ωd and φ1 to φd are trainable parameters. The timestamp for each tem-
poral neighbor is ti and we set the timestamp of the [CLS] token to the query
timestamp tq since we would like to use the learned he′ to predict the LP query
happening at tq. The attention attu,v of any token v to token u in an attention
layer of our time-aware Transformer is written as

attu,v =
exp(αu,v)∑K+1

k=1 exp(αu,k)
,

αu,v =
1√
d
(WTrQhu)�(WTrKhv) + wPos

�htu−tv .

(2)

hu,hv ∈ R
d are the input representations of token u, v into this attention

layer. WTrQ,WTrK ∈ R
d×d are the weight matrices following original definition

in [35]. wPos ∈ R
d is a parameter that maps htu−tv to a scalar representing time-

aware relative position from token v to u. We use several attention layers and
also employ multi-head attention to increase model expressiveness. The output
representation of the [CLS] token from the last attention layer is taken as he′ .
Figure 2 illustrates how the time-aware Transformer learns he′ in the 3-shot case.
3 Both original and inverse relations are trained in pre-training.
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Fig. 2. Time-aware Transformer with one attention layer for learning unseen entity
representation in the 3-shot case.

4.2 Reinforcement Learning Framework

We formulate the RL process as a Markov Decision Process, and we introduce
its elements as follows. (1) States: Let S be a state space. A state is denoted
as s(l) = (e(l), t(l), e′, rq, tq) ∈ S. (e(l), t(l)) is the node that is visited by the
agent at step l and e′, rq, tq are taken from the LP query (e′, rq, ?, tq). The
agent starts from (e′, tq), and thus s(0) = (e′, tq, e′, rq, tq). (2) Actions: Let A
denote an action space and A(l) ⊂ A denotes the action space at step l. A(l) is
sampled from all the possible outgoing edges starting from (e(l), t(l)), i.e., {a =
(r, e, t)|(e(l), r, e, t) ∈ (Gback ∪

⋃
e′′∈ET

Supe′′), r ∈ R, e ∈ (Eback ∪ ET ), t ∈ T }.
We do sampling because if e(l) ∈ Eback, there probably exist lots of outgoing
edges in Gback. If we include all of them into A(l), they will lead to an excessive
consumption of memory and cause out-of-memory problem on hardware devices.
We sample A(l) in a time-adaptive manner. For each outgoing edge (r, e, t), we
compute a score wΔt

�htq−t, where wΔt ∈ R
d is a time modeling weight and

htq−t is the representation denoting the time difference tq − t. htq−t is computed
as in Eq. 1 with shared parameters. We rank the scores of outgoing edges in
descending order and take a fixed number of top-ranked edges as A(l). We also
include one self-loop action in each A(l) that makes the agent stay at the current
node. (3) Transition: A transition function δ is used to transfer from one state
to another, i.e., δ(s(l), a(l)) = s(l+1) = (e(l+1), t(l+1), e′, rq, tq), according to the
selected action a(l). (4) Rewards: We give the agent a reward at each step
of state transition and consider a cumulative reward for the whole searching
process. The reward of doing a candidate action a ∈ A(l) at step l is given
as R(s(l), a) = Sigmoid

(
θ −

∥∥hẽq − hea

∥∥
2

)
. θ is a hyperparameter adjusting the

range of reward. hea denotes the representation of entity ea selected in the action
a = (ra, ea, ta). ‖ · ‖2 is the L2 norm. The closer ea is to ẽq, the greater reward
the agent gets if it does action a.

4.3 Confidence-Augmented Policy Network

We design a confidence-augmented policy network that calculates the probability
distribution over all the candidate actions A(l) at the search step l, according
to the current state s(l), the search history hist(l) = ((e′, tq), r(1), (e(1), t(1)), ...,
r(l), (e(l), t(l))), and the confidence confa|q of each a ∈ A(l). During the search,
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we represent each visited node with a time-aware representation related to the
LP query q. For example, for the node (e(l), t(l)) visited at step l, we compute
its representation as h(e(l),t(l)) = he(l)‖htq−t(l) . htq−t(l) is computed as same in
Eq. 1 and parameters are shared.

Encoding Search History. The search history hist(l) is encoded as

hhist(l) = GRU
((
hr(l)‖h(e(l),t(l))

)
,hhist(l−1)

)
,

hhist(0) = GRU
((
hrdummy‖h(e′,tq)

)
,0

)
.

(3)

GRU is a gated recurrent unit [9]. hhist(0) ∈ R
3d is the initial hidden state

of GRU and hrdummy ∈ R
d is the representation of a dummy relation for GRU

initialization. h(e′,tq) is the time-aware representation of the starting node (e′, tq).

Confidence-Aware Action Scoring. We design a score function for com-
puting the probability of selecting each candidate action a ∈ A(l). Assume
a = (ra, ea, ta), where (e(l), ra, ea, ta) ∈ (Gback∪

⋃
e′′∈ET

Supe′′). We first compute
an attentional feature hhist(l),q|a that extracts the information highly-related to
action a from the visited search history hist(l) and the LP query q.

hhist(l),q|a = atthist(l),a · h̄hist(l) + attq,a · h̄q,

h̄hist(l) = W1
�hhist(l) , h̄q = W2

� (
hrq‖h(e′,tq)

)
.

(4)

W1,W2 ∈ R
2d×3d are two weight matrices. hrq is the representation of the query

relation rq. atthist(l),a and attq,a are two attentional weights that are defined as

atthist(l),a =
exp(φhist(l),a)

exp(φhist(l),a) + exp(φq,a)
, attq,a =

exp(φq,a)
exp(φhist(l),a) + exp(φq,a)

, (5)

where

φhist(l),a = h̄�
a h̄hist(l) + w�

Δthta−t(l) , φq,a = h̄�
a h̄q + w�

Δthta−tq ,

h̄a = W3
� (

hra‖h(ea,ta)

)
.

(6)

W3 ∈ R
2d×3d is a weight matrix. hra is the representation of ra. h(ea,ta) is

the time-aware representation of node (ea, ta) from action a. wΔt maps time
differences to a scalar indicating how temporally important is the action a to the
history and the query q. We take t(l) as search history’s timestamp because it is
the timestamp of the node where the search stops. Before considering confidence,
we compute a probability for each candidate action a ∈ A(l) at step l

P (a|s(l),hist(l)) =
exp(h̄�

a W4hhist(l),q|a)∑
a′∈A(l) exp(h̄�

a′W4hhist(l),q|a′)
, (7)

where W4 ∈ R
2d×2d is a weight matrix. The probability of each action a is

decided by its associated node (ea, ta) and the attentional feature hhist(l),q|a that
adaptively selects the information highly-related to a.
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In TKG few-shot OOG LP, only a small number of K edges associated to
each unseen entity are observed. This leads to an incomprehensive action space
A(0) at the start of search because our agent starts travelling from node (e′, tq)
and |A(0)| = K is extremely tiny. Besides, since there exist plenty of unseen
entities in ET , it is highly probable that the agent travels to the nodes with other
unseen entities during the search, causing it sequentially experience multiple tiny
action spaces. As the number of the experienced incomprehensive action spaces
increases, more noise will be introduced in history encoding. From Eqs. 4 to 7, we
show that we heavily rely on the search history for computing candidate action
probabilities. To address this problem, we design a confidence learner that learns
the confidence confa|q of each a ∈ A(l), independent of the search history. The
form of confidence learner is inspired by a KG score function TuckER [4].

confa|q =
exp(ψa|q)∑

a′∈A(l) exp(ψa′|q)
, where ψa|q = W ×1 h(e′,tq) ×2 hrq ×3 h(ea,ta).

(8)
W ∈ R

2d×d×2d is a learnable core tensor introduced in [4]. As defined in tucker
decomposition [33], ×1,×2,×3 are three operators indicating the tensor product
in three different modes (see [4,33] for detailed explanations). Equation 8 can
be interpreted as another action scoring process that is irrelevant to the search
history. If ψa|q is high, then it implies that choosing action a is sensible and
ea is likely to resemble the ground truth missing entity ẽq. Accordingly, the
candidate action a will be assigned a great confidence. In this way, we alleviate
the negative influence of cascaded noise introduced by multiple tiny action spaces
in the search history. The policy π(a|s(l)) at step l is defined as

π(a|s(l)) =
exp(P (a|s(l),hist(l)) · confa|q)∑

a′∈A(l) exp(P (a′|s(l),hist(l)) · confa′|q)
(9)

4.4 Concept Regularizer

In the background TKG Gback, the object entities of each relation conform to
a unique distribution. For each relation r ∈ R, we track all the TKG facts
containing r in Gback, and pick out all their object entities Er (Er ∈ Eback)
together with their concepts {Ce|e ∈ Er}. We sum up the number of appearances
nc of each concept c and compute a probability P (c|r) denoting how probable it
is to see c when we perform object prediction4 over the LP queries concerning r.
For example, for r, Er = {e1, e2} and Ce1 = {c1, c2}, Ce2 = {c2}. The probability
P (c1|r) = nc1/

∑
c∈C nc = 1/3, P (c2|r) = nc2/

∑
c∈C nc = 2/3. Assume we have

an LP query q = (e′, rq, ?, tq), and at search step l, we have an action probability
from policy π(a|s(l)) for each candidate action a ∈ A(l). We collect the concepts
Cea of ea in each action a and compute a concept-aware action probability

P (a|Cea , q) =
exp(

∑
c∈Cea

P (c|rq))∑
a′∈A(l) exp(

∑
c′∈Ce

a′
P (c′|rq))

(10)

4 All LP queries are transformed into object prediction in TKG few-shot OOG LP.
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Fig. 3. Concept regularizer. P (a1|Cea1
, q) = exp(0.3+0.1)/(exp(0.3+0.1)+exp(0.6)) =

0.45. P (a2|Cea2
, q) = exp(0.6)/(exp(0.3 + 0.1) + exp(0.6)) = 0.55.

We then compute the Kullback-Leibler (KL) divergence between P (a|Cea , q) and
π(a|s(l)) and minimize it during parameter optimization.

L(l)
KL|q =

∑
a∈A(l)

π(a|s(l)) log
(

π(a|s(l))
P (a|Cea , q)

)
. (11)

Note that rq ∈ R is observable in Gback. Gback is huge and contains a substantial
number of facts of rq. As stated in FILT [13], although we have only K associated
edges for each unseen entity e′, its concepts Ce′ is known. Our concept regularizer
enables a parameter-free approach to match the concept-aware action probability
P (a|Cea , q) with the action probability taken from the policy π(a|s(l)). It can be
taken as guiding the policy to conform to the distribution of rq’s objects’ concepts
observed in Gback. We illustrate our concept regularizer in Fig. 3.

4.5 Parameter Learning

Following [13], we train FITCARL with episodic training. In each episode, a
training task T is sampled, where we sample a Supe′ for every unseen entity
e′ ∈ E ′

meta-train (ET = E ′
meta-train) and calculate loss over Quee′ . For each LP

query q, we aim to maximize the cumulative reward along L steps of search. We
write our loss function (we minimize our loss) for each training task T as follows.

LT =
1∑

e′ |Quee′ |
∑
e′

∑
q∈Quee′

L−1∑
l=0

γlL(l)
q , L(l)

q = ηL(l)
KL|q − log(π(a(l)|s(l)))R(s(l), a(l)).

(12)
a(l) is the selected action at search step l. γl is the lth order of a discount factor
γ ∈ [0, 1). η is a hyperparameter deciding the magnitude of concept regulariza-
tion. We use Algorithm 1 in Appendix E to further illustrate our meta-training
process.

5 Experiments

We compare FITCARL with baselines on TKG few-shot OOG LP (Sect. 5.2). In
Sect. 5.3, we first do several ablation studies to study the effectiveness of different
model components. We then plot the performance over time to show FITCARL’s
robustness and present a case study to show FITCARL’s explainability and
the importance of learning confidence. We provide implementation details in
Appendix A.
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5.1 Experimental Setting

We do experiments on three datasets proposed in [13], i.e., ICEWS14-OOG,
ICEWS18-OOG and ICEWS0515-OOG. They contain the timestamped polit-
ical facts in 2014, 2018 and from 2005 to 2015, respectively. All of them are
constructed by taking the facts from the ICEWS [6] TKB. Dataset statistics
are shown in Table 1. We employ two evaluation metrics, i.e., mean reciprocal
rank (MRR) and Hits@1/3/10. We provide detailed definitions of both met-
rics in Appendix D. We use the filtered setting proposed in [5] for fairer eval-
uation. For baselines, we consider the following methods. (1) Two traditional
KGC methods, i.e., ComplEx [32] and BiQUE [14]. (2) Three traditional TKGC
methods, i.e., TNTComplEx [18], TeLM [41], and TeRo [42]. (3) Three induc-
tive KGC methods, i.e., MEAN [15], LAN [37], and GEN [3]. Among them,
only GEN is trained with a meta-learning framework. (4) Two inductive TKG
reasoning methods, including an inductive TKG forecasting method TITer [30],
and a meta-learning-based inductive TKGC method FILT [13] (FILT is the only
previous work developed to solve TKG few-shot OOG LP). We take the experi-
mental results of all baselines (except TITer) from [13]. Following [13], we train
TITer over all the TKG facts in Gback and Tmeta-train. We constrain TITer to only
observe support quadruples of each test entity in E ′

meta-test for inductive learning
during inference. All methods are tested over exactly the same test examples.

Table 1. Dataset statistics.

Dataset |E| |R| |T | |E ′
meta-train| |E ′

meta-valid| |E ′
meta-test| |Gback| |Tmeta-train| |Tmeta-valid| |Tmeta-test|

ICEWS14-OOG 7128 230 365 385 48 49 83448 5772 718 705

ICEWS18-OOG 23033 256 304 1268 160 158 444269 19291 2425 2373

ICEWS0515-OOG 10488 251 4017 647 80 82 448695 10115 1217 1228

5.2 Main Results

Table 2 shows the experimental results of TKG 1-shot/3-shot OOG LP. We
observe that traditional KGC and TKGC methods are beaten by inductive
learning methods. It is because traditional methods cannot handle unseen enti-
ties. Besides, we also find that meta-learning-based methods, i.e., GEN, FILT
and FITCARL, show better performance than other inductive learning meth-
ods. This is because meta-learning is more suitable for dealing with few-shot
learning problems. FITCARL shows superior performance over all metrics on all
datasets. It outperforms the previous stat-of-the-art FILT with a huge margin.
We attribute it to several reasons. (1) Unlike FILT that uses KG score func-
tion over all the entities for prediction, FITCARL is an RL-based method that
directly searches the predicted answer through their multi-hop temporal neigh-
borhood, making it better capture highly-related graph information through
time. (2) FITCARL takes advantage of its confidence learner. It helps to alleviate
the negative impact from the few-shot setting. (3) Concept regularizer serves as
a strong tool for exploiting concept-aware information in TKBs and adaptively
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guides FITCARL to learn a policy that conforms to the concept distribution
shown in Gback.

Table 2. Experimental results of TKG 1-shot and 3-shot OOG LP. Evaluation metrics
are MRR and Hits@1/3/10 (H@1/3/10). Best results are marked bold.

Datasets ICEWS14-OOG ICEWS18-OOG ICEWS0515-OOG

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

Model 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S

ComplEx .048 .046 .018 .014 .045 .046 .099 .089 .039 .044 .031 .026 .048 .042 .085 .093 .077 .076 .045 .048 .074 .071 .129 .120

BiQUE .039 .035 .015 .014 .041 .030 .073 .066 .029 .032 .022 .021 .033 .037 .064 .073 .075 .083 .044 .049 .072 .077 .130 .144

TNTComplEx .043 .044 .015 .016 .033 .042 .102 .096 .046 .048 .023 .026 .043 .044 .087 .082 .034 .037 .014 .012 .031 .036 .060 .071

TeLM .032 .035 .012 .009 .021 .023 .063 .077 .049 .019 .029 .001 .045 .013 .084 .054 .080 .072 .041 .034 .077 .072 .138 .151

TeRo .009 .010 .002 .002 .005 .002 .015 .020 .007 .006 .003 .001 .006 .003 .013 .006 .012 .023 .000 .010 .008 .017 .024 .040

MEAN .035 .144 .013 .054 .032 .145 .082 .339 .016 .101 .003 .014 .012 .114 .043 .283 .019 .148 .003 .039 .017 .175 .052 .384

LAN .168 .199 .050 .061 .199 .255 .421 .500 .077 .127 .018 .025 .067 .165 .199 .344 .171 .182 .081 .068 .180 .191 .367 .467

GEN .231 .234 .162 .155 .250 .284 .378 .389 .171 .216 .112 .137 .189 .252 .289 .351 .268 .322 .185 .231 .308 .362 .413 .507

TITer .144 .200 .105 .148 .163 .226 .228 .314 .064 .115 .038 .076 .075 .131 .011 .186 .115 .228 .080 .168 .130 .262 .173 .331

FILT .278 .321 .208 .240 .305 .357 .410 .475 .191 .266 .129 .187 .209 .298 .316 .417 .273 .370 .201 .299 .303 .391 .405 .516

FITCARL .418 .481 .284 .329 .522 .646 .681 .696 .297 .370 .156 .193 .386 .559 .584 .627 .345 .513 .202 .386 .482 .618 .732 .700

5.3 Further Analysis

Ablation Study. We conduct several ablation studies to study the effective-
ness of different model components. (A) Action Space Sampling Variants:
To prevent oversized action space A(l), we use a time-adaptive sampling method
(see Sect. 4.2). We show its effectiveness by switching it to random sample (abla-
tion A1) and time-proximity sample (ablation A2). In time-proximity sample, we
take a fixed number of outgoing edges temporally closest to the current node at
t(l) as A(l). We keep |A(l)| unchanged. (B) Removing Confidence Learner:
In ablation B, we remove the confidence learner. (C) Removing Concept
Regularizer: In ablation C, we remove concept regularizer. (D) Time-Aware
Transformer Variants: We remove the time-aware positional encoding method
by deleting the second term of Eq. 2. (E) Removing Temporal Reasoning
Modules: In ablation E, we study the importance of temporal reasoning. We
first combine ablation A1 and D, and then delete every term related to time
difference representations computed with Eq. 1. We create a model variant with-
out using any temporal information (see Appendix C for detailed setting). We
present the experimental results of ablation studies in Table 3. From ablation A1
and A2, we observe that time-adaptive sample is effective. We also see a great
performance drop in ablation B and C, indicating the strong importance of our
confidence learner and concept regularizer. We only do ablation D for 3-shot
model because in 1-shot case our model does not need to distinguish the impor-
tance of multiple support quadruples. We find that our time-aware positional
encoding makes great contribution. Finally, we observe that ablation E shows
poor performance (worse than A1 and D in most cases), implying that incorpo-
rating temporal information is essential for FITCARL to solve TKG few-shot
OOG LP.
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Table 3. Ablation study results. Best results are marked bold.

Datasets ICEWS14-OOG ICEWS18-OOG ICEWS0515-OOG

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

Model 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S 1-S 3-S

A1 .404 .418 .283 .287 .477 .494 .647 .667 .218 .260 .153 .167 .220 .296 .404 .471 .190 .401 .108 .289 .196 .467 .429 .624

A2 .264 .407 .241 .277 .287 .513 .288 .639 .242 .265 .126 .168 .337 .291 .444 .499 .261 .414 .200 .267 .298 .545 .387 .640

B .373 .379 .255 .284 .454 .425 .655 .564 .156 .258 .106 .191 .162 .271 .273 .398 .285 .411 .198 .336 .328 .442 .447 .567

C .379 .410 .265 .236 .489 .570 .667 .691 .275 .339 .153 .190 .346 .437 .531 .556 .223 .411 .130 .243 .318 .544 .397 .670

D – .438 – .262 – .626 – .676 – .257 – .160 – .280 – .500 – .438 – .262 – .610 – .672

E .270 .346 .042 .178 .480 .466 .644 .662 .155 .201 .012 .117 .197 .214 .543 .429 .176 .378 .047 .239 .194 .501 .506 .584

FITCARL .418 .481 .284 .329 .522 .646 .681 .696 .297 .370 .156 .193 .386 .559 .584 .627 .345 .513 .202 .386 .482 .618 .732 .700

Performance Over Time. To demonstrate the robustness of FITCARL, we
plot its MRR performance over prediction time (query time tq). We compare
FITCARL with two meta-learning-based strong baselines GEN and FILT. From
Figs. 4a to 4f, we find that our model can constantly outperform baselines. This
indicates that FITCARL improves LP performance for examples existing at
almost all timestamps, proving its robustness. GEN is not designed for TKG rea-
soning, and thus it cannot show optimal performance. Although FILT is designed
for TKG few-shot OOG LP, we show that our RL-based model is much stronger.

(a) ICEWS14-OOG 1-shot (b) ICEWS18-OOG 1-shot (c) ICEWS0515-OOG 1-shot

(d) ICEWS14-OOG 3-shot (e) ICEWS18-OOG 3-shot (f) ICEWS0515-OOG 3-shot

Fig. 4. Performance comparison among FITCARL, FILT and GEN over different query
time tq. Horizontal axis of each subfigure denotes how temporally faraway from the first
timestamp. We aggregate the performance of each month to one point in ICEWS14-
OOG and ICEWS18-OOG. A point for ICEWS0515-OOG denotes the aggregated per-
formance in each year.
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Case Study. We do a case study to show how FITCARL provides explainabil-
ity and how the confidence learner helps in reasoning. We ask 3-shot FITCARL
and its variant without the confidence learner (both trained on ICEWS14-OOG)
to predict the missing entity of the LP query (Future Movement, Express intent
to cooperate on intelligence, ?, 2014-11-12), where Future Movement is a newly-
emerged entity that is unseen during training and the answer to this LP query is
Miguel Ángel Rodŕıguez. We visualize a specific reasoning path of each model and
present them in Fig. 5. The relation Express intent to cooperate on intelligence
indicates a positive relationship between subject and object entities. FITCARL
performs a search with length L = 3, where it finds an entity Military Person-
nel (Nigeria) that is in a negative relationship with both Future Movement and
Miguel Ángel Rodŕıguez. FITCARL provides explanation by finding a reason-
ing path representing the proverb: The enemy of the enemy is my friend. For
FITCARL without confidence learner, we find that it can also provide similar
explanation by finding another entity that is also an enemy of Military Personnel
(Nigeria). However, it fails to find the ground truth answer because it neglects
the confidence of each action. The confidence learner assigns high probability to
the ground truth entity, leading to a correct prediction.

(a) FITCARL (b) FITCARL w.o. Confidence

Fig. 5. Case study reasoning path visualization. The entity marked in red are the
answer predicted by the model. w.o. means without. (Color figure online)

6 Conclusion

We present an RL-based TKGC method FITCARL to solve TKG few-shot OOG
LP, where models are asked to predict the links concerning newly-emerged enti-
ties that have only a few observed associated facts. FITCARL is a meta-learning-
based model trained with episodic training. It learns representations of newly-
emerged entities by using a time-aware Transformer. To further alleviate the
negative impact of the few-shot setting, a confidence learner is proposed to be
coupled with the policy network for making better decisions. A parameter-free
concept regularizer is also developed to better exploit concept-aware information
in TKBs. Experimental results show that FITCARL achieves a new state-of-the-
art and provides explainability.
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Abstract. A growing number of knowledge graph embedding models
exploit the characteristics of division algebras (e.g., R, C, H, and O) to
learn embeddings. Yet, recent empirical results suggest that the suitabil-
ity of algebras is contingent upon the knowledge graph being embedded.
In this work, we tackle the challenge of selecting the algebra within which
a given knowledge graph should be embedded by exploiting the fact
that Clifford algebras Clp,q generalize over R, C, H, and O. Our embed-
ding approach, Keci, is the first knowledge graph embedding model that
can parameterize the algebra within which it operates. With Keci, the
selection of an underlying algebra becomes a part of the learning pro-
cess. Specifically, Keci starts the training process by learning real-valued
embeddings for entities and relations in R

m = Clm0,0. At each mini-batch
update, Keci can steer the training process from Clmp,q to Clmp+1,q or
Clmp,q+1 by processing the training loss. In this way, Keci can decide
the algebra within which it operates in a data-driven fashion. Conse-
quently, Keci is a generalization of previous approaches such as Dist-
Mult, ComplEx, QuatE, and OMult. Our evaluation suggests that Keci
outperforms state-of-the-art embedding approaches on seven benchmark
datasets. We provide an open-source implementation of Keci, including
pre-trained models, training and evaluation scripts (https://github.com/
dice-group/dice-embeddings).

Keywords: Knowledge Graphs · Embeddings · Theory Unification

1 Introduction

A plethora of knowledge graph embedding (KGE) models have been developed
over the last decade [7,33,34]. Most KGE models map entities e ∈ E and rela-
tions r ∈ R found in a knowledge graph (KG) G ⊆ E × R × E to V, where V

is a d-dimensional vector space and d ∈ N\{0} [17]. This family of models is
currently one of the most popular means to make KGs amenable to vectorial
machine learning [33] and has been used in applications including drug dis-
covery, community detection, recommendation, question answering [3,14,15,34].
While early models (e.g., RESCAL [24], DistMult [37]) express embeddings in R

d

and perform well once tuned fittingly [28], later results suggest that embedding
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using the more complex division algebras C and H can achieve a superior link
prediction performance (measured in terms of hits at n, short h@n) [8,28,40,42].
This is at least partially due to the characteristics of (hyper)complex algebras
(e.g., C, H) being used to account for logical properties such as the symmetry,
asymmetry, and compositionality [30] of relations r found in the input data.
While recent works have continued improving the performance of KGE mod-
els by including ever more complex neural architectures atop division algebras
(see, e.g., ConvE [12], ConEx [9]), a fundamental assumption remains shared:
V is fixed for each approach. This assumption has the advantages of being con-
ducive to rapid implementation, execution and interpretation. However, its main
disadvantage is well illustrated by experimental results from recent works [28]:
The most adequate algebra for embedding a KG is contingent upon the data to
embed. This finding is corroborated by our experimental results (see Fig. 1).

The link between algebras and KGEs can be directly entailed from formal
treatments on embeddings. Consider ComplEx [32] embeddings for example.
When a KG does not contain triples with an anti-symmetric relation (e.g., the
bornIn or hasChild relations), embedding into C instead of R is of no advan-
tage. On the contrary, the space and time requirements of an approach based on
C are double that of an approach based on R (see Sect. 4). Similar insights can be
derived for the division algebras H and O (see, e.g., QuatE [42] and ConvO [8]).
Our goal therefore is to find a hypothesis space, i.e., a suitable algebra underlying
V that is rich enough to embed the input knowledge graph, yet simple enough to
ensure reliable generalization over unseen data. We implement this goal by pre-
senting Keci. Our approach exploits the fact that Clifford Algebras Clp,q (see
Sect. 2.1 for an overview) generalize over common division algebras and aims
to find a suitable algebra for a particular dataset in a data-driven fashion. We
conceived of two ways to find a suitable algebra: (1) Consider p and q as two new
hyperparameters to find a suitable Clp,q or (2) scale the imaginary dimensions
of Clp,q according to the training loss. While finding a suitable Clp,q via (1) is
computationally expensive as it requires multiple training phases, (2) is concep-
tually simpler. Keci is hence based on (2), and uses the cross-entropy training
loss to decide whether it should increase the number of imaginary dimensions
of the division algebra within which it operates. This process can be equated
with starting the learning process in a small hypothesis space (e.g., R = Cl0,0)
and steering the learning process towards a larger hypothesis space as required.
Our experiments on seven benchmark datasets (WN18RR, FB15K-237, YAGO3-
10, NELL-995-h25, NELL-995-h50, NELL-995-h75, UMLS, and KINSHIP) sug-
gest that Keci outperforms DistMult, ComplEx, QMult and OMult across all
datasets and benchmark metrics (MRR, Hit@1,Hit@3, and Hit@10).

2 Preliminaries and Notation

2.1 Clifford Algebras

A Clifford algebra Clp,q(R) is an associative algebra (i.e., additions and mul-
tiplications are associative) generated by the p + q orthonormal basis elements
e1, . . . , ep+q for which the following relations hold:
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e2
i = +1 for 1 ≤ i ≤ p , (1)

e2
j = −1 for p < j ≤ p + q , (2)

eiej = −ejei for i �= j . (3)

The lowest-dimensional Clifford algebra Cl0,0(R) is a zero-dimensional alge-
bra with vector space V that is spanned by the basis element {1}. Hence, Cl0,0(R)
is algebra-isomorphic to R. Analogously, Cl0,1(R) is equivalent to C, and Cl0,2(R)
is equivalent to H [5,16]. In fact, the spaces used by a large portion of the state-
of-the-art KGE models are (sub-) algebras of some Clp,q(R) (see Sect. 3 and
Table 1).

2.2 Knowledge Graphs

A KG represents structured collections of assertions describing the world [17].
Formally, a KG is often defined as a set of triples G := {(h, r, t) ∈ E × R × E},
where E and R stand for a set of entities and a set of relations, respectively [1,2,
12]. Each triple (h, r, t) ∈ G represents an assertion based on two entities h, t ∈ E
and a relation r ∈ R. A relation r is symmetric iff (h, r, t) ⇐⇒ (t, r, h) holds.
Analogously, r is anti-symmetric iff (h, r, t) ∈ G ⇒ (t, r, h) �∈ G for all h �= t.
Most publicly available KGs contain missing and erroneous assertions [17]. These
triples can be inferred from an existing set of triples by means of designing
logical rules or learning continuous vector representations via knowledge graph
embedding models [22].

2.3 Knowledge Graph Embeddings

Most KGE models learn continuous vector representations tailored towards
link prediction [6,17]. They are often defined as parameterized scoring func-
tions φΘ : E × R × E �→ R, where Θ denotes parameters and often comprise
entity embeddings E ∈ V

|E|×de , relation embeddings R ∈ V
|R|×dr , and addi-

tional parameters (e.g., affine transformations, batch normalizations, convolu-
tions) [1,8]. Since de = dr holds for many models including models reported
in Table 1, we will use d to signify the number of real parameters used for the
embedding of an entity or relation Given (h, r, t) ∈ E × R × E , the prediction
ŷ := φΘ(h, r, t) signals the likelihood of (h, r, t) being true [12,33,41]. Since G
contains only assertions that are assumed to be true, assertions assumed to be
false are often generated by applying the negative sampling, 1vsAll or Kvsall
training strategies [28]. Throughout this paper, we will denote embeddings with
bold fonts, i.e., the embedding of h will be denoted h. Moreover, we use ◦ and
· to denote an element-wise vector multiplication and an inner product in V,
respectively.

3 Related Work

In the last decade, a plethora of KGE models have been successfully applied
to tackle various tasks, including link prediction, class expression learning, drug
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discovery among many others [3,11,12,25,28,33,38,39]. Most KGE models are
designed to operate in a pre-determined vector space V based on a normed
division algebra to learn embeddings for entities and relations tailored towards
predicting missing links. Most of these models can be unified under a feature com-
position operator followed by an approximation operator in a respective division
algebra. Given a triple (h, r, t), most KGE models φΘ : E × R × E �→ R com-
putes a triple score via linear operations (e.g., element-wise multiplications or
additions) on h, r, and t [4,8,32,37,40,42].

3.1 Inner Product vs Distance

A large portion of the existing KGE approaches can be regarded as instances of
one of two paradigms. RESCAL [24], DistMult [37], ComplEx [32], ComplEx-
N3 [19], QuatE, OctonionE [42], QMult, and OMult [8] can be unified under the
inner product paradigm, where an inner product is used as an approximation
operator in a preselected vector space V. TransE [4], TransH [35], TransR [20],
CTransR [20], TransD [18], TransO [40], and RotatE [29] can be regarded as
belonging to the distance paradigm, where a distance (e.g., the Euclidean dis-
tance) is used as an approximation operator in a selected vector space V. Given
a triple (h, r, t), all aforementioned models apply element-wise multiplication or
addition to obtain a composite representation of the head entity embedding h
and the relation embedding r in V. A scalar real-valued prediction ŷ := φΘ(h, r, t)
is obtained via an inner product or a distance between a resulting composite rep-
resentation and the tail entity embedding t.

Table 1. State-of-the-art embedding approaches and algebras used for embeddings

Models Vector Space ⊆ Clp,q(R)

TransE, DistMult, RESCAL R Cl0,0

ComplEx, RotatE, ConEx C Cl0,1

QuatE, QMult, DensE H Cl0,2

OMult, OctonionE O Cl1,3

To obtain a more expressive composite representation of h and r, various
KGE models (e.g., HolE [23], ConvE [12], HypER [1], ConvKB [21], ConEx [9],
ConvQ [8], ConvO [8] and AcrE [27]) apply 1D or 2D convolutions followed
by an non-linear affine transformation as a feature composition operator. These
convolution-based models aim to learn a complex composite representation of h
and r that is ideally approximately equal to t, while maintaining a parameter
efficiency.

3.2 Selecting V

The vector space V can encode useful prior knowledge that enable KGE models
to infer missing triples. For instance, given a triple (h, r, t), DistMult computes
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a triple score via (h ◦ r) · t, where h, r, t ∈ R
d, ◦ denotes the element-wise vector

multiplication, and · stands for the inner product in V = R. This formulation
leads DistMult to enjoy the linear time and space complexity of multiplication
and inner product in R. However, although DistMult can accurately infer missing
triples with symmetric relations, missing triples with anti-symmetric relations
cannot be accurately inferred. To alleviate this shortcoming and retain param-
eter and computational efficiency, ComplEx extends DistMult into C, where ◦
denotes the element-wise complex vector multiplication and · is a Hermitian inner
product. Since this inner product in C is symmetric in Re(·) and anti-symmetric
in Im(·), triples with anti-symmetric relations can be accurately predicted [31].

Overall, recent empirical results suggest that the suitability of an algebra
is contingent upon the input KG that is to be embedded. For instance, Com-
plEx outperforms DistMult by absolute 0.5% and 2.2% MRR scores on FB15K-
237 and WN18RR, respectively, provided that the models are well tuned and
d = 256 [28]. On the other hand, a recent work shows that DistMult outperforms
ComplEx by 2.1% absolute MRR on FB15K-237, while ComplEx outperforms
DistMult by 2.4% and 0.5% absolute MRR on WN18RR and YAGO3-10, respec-
tively. Note that in this experiment, DistMult operates on R

100 and ComplEx on
C

50 [9].1 Similarly, another recent work suggests that in a low-dimensional setting
with d = 32, DistMult outperforms ComplEx by 3.5% and 3.2% absolute MRR
on FB15K-238 and NELL-995-h100, respectively, while ComplEx outperforms
DistMult by 3.6% absolute MRR score on WN18RR [13]. Another recent clini-
cal study pertaining to drug discovery with d = 200 shows that the recall@200
performance of ComplEx is 5.7% higher than the performance of DistMult [25].
Many other recent works–including [9,13,25,28]–indicate similar dependencies
of the suitability of an algebra on the input KG. On the application side, studies
such as Bonner et al. [3] show that determining the selection criteria of a partic-
ular KGE model over another real datasets is a viable question. They highlight
the importance of understanding the properties of such models w.r.t. the input
dataset to improve drug discovery efforts.

We argue that the selection of the algebra underlying the vector space V

within which a KGE model learns embeddings for a given KGE can be a part
of the learning problem. In Sect. 4, we introduce the first KGE model that does
not only learn embeddings for entities and relations but also a suitable algebra
for V by means of a dimension scaling technique.

4 Methodology

4.1 Clifford Embeddings

Given a triple (h, r, t) ∈ G, let h, r, t ∈ Clp,q(Rm) denote three multi-vectors
representing embeddings of the head entity h, the relation r and the tail entity
t, respectively. We defined the multivector h as
1 Note that the two models have the same complexity w.r.t. the number of real num-

bers necessary to represent the final embeddings as every element of C is encoded
via two real numbers.
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h = h0 +
p∑

i=1

hiei +
p+q∑

j=p+1

hjej , (4)

where h(·) ∈ R
m with m = �d/(p + q + 1)�. The vectors r and t are defined

analogously. Hence, every embedding vector can be represented by at most d
real numbers. The Clifford multiplication of h and r is given by

h ◦ r =h0r0 +
p∑

i=1

h0riei +
p+q∑

j=p+1

h0rjej (5)

+
p∑

i=1

hir0ei +
p∑

i=1

p∑

k=1

hirkeiek +
p∑

i=1

p+q∑

j=p+1

hirjeiej (6)

+
p+q∑

j=p+1

hjr0ej +
p+q∑

j=p+1

p∑

i=1

hjriejei +
p+q∑

j=p+1

p+q∑

k=p+1

hjrkejek. (7)

Grouping the terms using the bases and applying the Clifford algebra bases
rules (see Sect. 2.1) simplifies the above expression to

h ◦ r = σ0 + σp + σq + σp,p + σq,q + σp,q, (8)

where σ(.) are defined as

σ0 =h0r0 +
p∑

i=1

hiri −
p+q∑

j=p+1

hjrj , (9)

σp =
p∑

i=1

(h0ri + hir0)ei, (10)

σq =
p+q∑

j=p+1

(h0rj + hjr0)ej , (11)

σp,p =
p−1∑

i=1

p∑

k=i+1

(hirk − hkri)eiek, (12)

σq,q =
p+q−1∑

j=1

p+q∑

k=j+1

(hjrk − hkrj)ejek, (13)

σp,q =
p∑

i=1

p+q∑

j=p+1

(hirj − hjri)eiej . (14)

4.2 Scoring Function Based on Inner Product

Given a triple (h, r, t) and the respective multi-vector embeddings of h, r, t ∈
Clp,q(Rm), Keci’s scoring function is given by

Keci(h, r, t)p,q = (h ◦ r) · t, (15)
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where · denotes the inner product between two multi-vectors in Clp,q(Rm). Dis-
tributing the components of t simplifies to

Keci(h, r, t)p,q =h0r0t0 +
p∑

i=1

(hirit0) −
p+q∑

j=p+1

(hjrjt0) (16)

+
p∑

i=1

(h0riti + hir0ti)ei (17)

+
p+q∑

j=p+1

(h0rjtj + r0hjtj)ej (18)

+σp,p + σq,q + σp,q. (19)

Therefore, Keci can be classified as a knowledge graph embedding model using
element-wise multiplication as a feature composition operator and the inner
product as an approximation operator. Hence, Keci is akin to DistMult, Com-
plEx, QMult and OMult depending on p and q. More specifically, selecting
p = q = 0 leads Keci(h, r, t)0,0 to generalize to DistMult:

Keci(h, r, t)p,q = h0 ◦ r0 · t0 = 〈Re(h),Re(r),Re(t)〉, (20)

where h, r, t ∈ Cl0,0(Rd), hence, h0, r0, t0 ∈ R
m=d. Similarly, selecting p =

0 ∧ q = 1 leads to Keci(h, r, t)0,1, which is equivalent to ComplEx.

Keci(h, r, t)p,q = h ◦ r · t = 〈Re(h),Re(r),Re(t)〉 (21)
+ 〈Re(h), Im(r), Im(t)〉 (22)
+ 〈Im(h),Re(r), Im(t)〉 (23)
− 〈Im(h), Im(r),Re(t)〉, (24)

where h, r, t ∈ C
d
2 . This clearly shows that the triple score computed by Keci

does not only depend on learned embeddings of h, r, t but also parameterization
of an algebra.

4.3 Learning to Scale Dimensions in Clp,q(R)

Remember that we argue that the selection of the vector space within which a
KGE operates should be a part of the learning problem. Hence, instead of fixing
p and q for Keci, we argue that Keci should be endowed with the capability of
selecting a particular subspace of Clp,q to operate in.

We propose to learn coefficients α1, . . . αp+q for the orthonormal bases
e1, . . . ep+q of Clp,q(R), where αi ∈ R. Entity embeddings and relation embed-
dings are now of the forms
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hα = h0 +
p∑

i=1

hiαiei +
p+q∑

j=p+1

hjαjej , and (25)

rα = r0 +
p∑

i=1

riαiei +
p+q∑

j=p+1

rjαjej , (26)

where αi, αj ∈ R are trainable coefficients for each base vectors. Initializing
α1, . . . , αp+q = 0 leads Keci to start the training process as DistMult in R

m,
where m = �d/(p+ q +1)�. Hence, for a given (h, r, t), a triple score is computed
as

hα ◦ hα · tα = h0 ◦ r0 · t0, (27)

where the valued represented along e1, ep+q are scaled down to 0. During train-
ing, α1, . . . , αp+q can be updated iteratively on the basis of the training loss.
More specifically, let L denote the cross-entropy loss function that is defined as

L(y, ŷ) = −ylog(ŷ) − (1 − y)log(1 − ŷ), (28)

where y denotes a binary label of a given triple (h, r, t) and ŷ = σ(φΘ(h, r, t))
denotes a prediction obtained via the logistic sigmoid function (σ(x) = 1

1+e−x ).
Moreover, let dL

dαi
denote the derivative of L w.r.t. αi on a single data point

(h, r, t). Therefore, a coefficient αi is updated on the bases of hi and ri,
dL

dhiαi
hi + dL

driαi
ri. In the mini-batch training setting, αi is updated with a batch

of respective terms. Consequently, updating αi in the negative direction of the
gradients assists to decrease the loss further. Hence, Keci can learn to select a
particular subspace of Clp,q that is more favorable to decrease the training loss.

5 Experiments

5.1 Datasets

We used the benchmark datasets UMLS, KINSHIP, NELL-995 h25, NELL-
995 h50, NELL-995 h100, FB15K-237, and YAGO3-10 for the link predic-
tion problem. An overview of the datasets is provided in Table 2. UMLS
describes relationships between medical entities and their relationships, e.g.,
immunologic factor, disrupts, and cell. KINSHIP describes the 25 differ-
ent kinship relations of the Alyawarra tribe and UMLS describes 135 medical
entities via 46 relations describing [30]. FB15K-237 and YAGO3-10 are subsets
of Freebase and YAGO [12]. They contain information about a general domain,
e.g., Stephen Hawking, and Copley Medal. The Never-Ending Language Learn-
ing datasets NELL-995 h25, NELL-995 h50, and NELL-995 h100 are designed
to evaluate multi-hop reasoning capabilities [36].
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Table 2. An overview of datasets in terms of number of entities, number of relations,
and node degrees in the train split along with the number of triples in each split of the
dataset.

Dataset |E| |R| |GTrain| |GValidation| |GTest|
UMLS 135 46 5,216 652 661

KINSHIP 104 25 8,544 1,068 1,074

NELL-995 h100 22,411 43 50,314 3,763 3,746

NELL-995 h50 34,667 86 72,767 5,440 5,393

NELL-995 h25 70,145 172 122,618 9,194 9,187

FB15K-237 14,541 237 272,115 17,535 20,466

YAGO3-10 123,182 37 1,079,040 5,000 5,000

5.2 Experimental Setup and Optimization

Throughout our experiments, we use the cross-entropy loss function to train
each knowledge graph embedding model. We evaluated the link prediction per-
formance of models with benchmark metrics (filtered MRR, Hits@1,Hits@3, and
Hits@10). We did not used any regularization technique (e.g., dropout technique
or L2 regularization) as we report the training and validation performance of each
model on each dataset. Throughout our experiments, each entity and relation is
represented with 32-dimensional real valued vector across datasets and models
as in [6,13]. Hence, DistMult, ComplEx, QMult, and OMult learn embeddings
in R

32,C16,H8, and O
4, respectively. Consequently, all models have the same

number of parameters. We report the training, validation and test results to
prove a finer-grained overview of performance across datasets and models. We
use the Adam optimizer with 0.1 learning rate and train each model for 256
epochs with the batch size of 1024. The implementation of Keci can be found
in the dice-embedding framework [10]. Therein, we also provided the pre-trained
models2.

6 Results

6.1 Exhaustive Search

The goal of our first series of experiments was to verify that the performance of
Keci is contingent upon different values for p and q. Hence, we did not perform
any dimension scaling and tried all combinations of p ≤ 4 and q ≤ 4. Note
that we only kept one copy of (p, q) pairs for each equivalent class of Clp,q. For
example, Cl1,1 is isomorphic to Cl0,2.

Figure 1 shows the MRR trajectories of Keci with different (p, q) pairs on the
UMLS and KINSHIP benchmark datasets. At the end of each training epoch,
the MRR performances on the training and validation splits was registered and
2 https://github.com/dice-group/dice-embeddings#pre-trained-models.

https://github.com/dice-group/dice-embeddings#pre-trained-models
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is reported. These results corroborate our hypothesis: The link prediction per-
formance substantially vary depending on the selection of algebras. For instance,
Keci performs well with Cl0,1 and Cl4,3 on both datasets, whereas Keci per-
forms poorly with Cl0,0 and Cl3,0. Figure 1 also shows that Cl0,0, Cl0,1, Cl3,4

greatly suffer from overfitting, whereas this is not observed for Cl4,3.

Fig. 1. MRR performance of Keci with different p and q for Clp,q.

Depending on the selection of Clp,q, Keci can greatly benefit from the early
stopping technique on UMLS, e.g., terminating the training after observing con-
secutive decreases in the validation performance [26]. For instance, although
Keci with Cl0,1 reaches its peak generalization performance around 50–75
epochs, training longer decreases its generalization performance. Yet, a possi-
ble overfitting is not observed for any configuration on KINSHIP.

6.2 Comparison with Other Approaches

Tables 3, 4, 5 report the link prediction results on WN18RR, FB15K-237,
YAGO3-10, NELL-995-h25, NELL-995-h50, and NELL-995-h75, respectively.
We report the link prediction performance of models on the training, validation,
and test splits of the respective dataset to allow for a fine-grained performance
analysis, e.g., by allowing for overfitting/underfitting to be detected. Keci is
trained with the dimension scaling technique (elucidated in Sect. 4.3). Overall,
our results corroborates our hypothesis: the suitability of algebras is contin-
gent upon the dataset that is to be embedded. For instance, although DistMult
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reaches the second best performance on FB15K-237, YAGO3-10, and WN18RR,
DistMult performs poorly on NELL-995-h25, UMLS, and KINSHIP. Similarly,
although QMult outperforms DistMult, ComplEx, and OMult on FB15K-237,
QMult performs poorly on NELL-995-h25, NELL-995-h50, and KINSHIP. Note
that all models have the same number of parameters, i.e., DistMult, ComplEx,
QMult, OMult, and Keci operate in R

d,Cd/2,Hd/4
O

d/4, and Clp,q(Rm). Note
that each baseline model applies an element-wise vector multiplication followed
by an inner product in a respectively fixed algebra, whereas Keci begins the
search in R = Cl0,0 and updates the coefficients of the p + q base vectors based
on the training loss further as elucidated in Sect. 4.3.

Table 3. Link prediction results on FB15K-237, YAGO3-10 and WN18RR. All models
have the same number of parameters. Each entity and relation is represented with 32-
dimensional real valued vector. Each sequence of three rows for a model report the
model performance on the training, validation and test datasets. Bold and underlined
results indicate the best results and second best results.

Models FB15K-237 YAGO3-10 WN18RR

MRR @1 @3 @10 MRR @1 @3 @10 MRR @1 @3 @10

DistMult 0.365 0.259 0.412 0.573 0.644 0.564 0.691 0.794 0.932 0.885 0.978 0.993

0.212 0.140 0.236 0.355 0.252 0.182 0.275 0.385 0.353 0.342 0.357 0.372

0.213 0.141 0.235 0.351 0.247 0.174 0.278 0.382 0.351 0.340 0.353 0.371

ComplEx 0.336 0.237 0.379 0.534 0.623 0.543 0.669 0.773 0.906 0.879 0.927 0.948

0.196 0.128 0.214 0.332 0.227 0.158 0.249 0.364 0.308 0.277 0.326 0.359

0.197 0.129 0.218 0.333 0.230 0.156 0.257 0.373 0.313 0.282 0.331 0.364

QMult 0.338 0.238 0.381 0.537 0.471 0.382 0.516 0.642 0.996 0.996 0.996 0.997

0.210 0.143 0.229 0.343 0.176 0.113 0.195 0.300 0.313 0.278 0.337 0.366

0.207 0.139 0.226 0.341 0.179 0.112 0.202 0.309 0.308 0.274 0.332 0.361

OMult 0.323 0.226 0.362 0.517 0.429 0.334 0.479 0.610 0.977 0.971 0.982 0.988

0.195 0.131 0.210 0.327 0.160 0.099 0.177 0.282 0.298 0.269 0.314 0.353

0.192 0.127 0.206 0.325 0.163 0.100 0.181 0.288 0.295 0.263 0.314 0.353

Keci 0.496 0.390 0.551 0.699 0.664 0.579 0.718 0.821 0.967 0.952 0.982 0.989

0.268 0.191 0.291 0.421 0.260 0.180 0.293 0.414 0.357 0.343 0.365 0.379

0.262 0.185 0.286 0.419 0.265 0.187 0.295 0.414 0.354 0.341 0.359 0.377

Table 3 show that Keci finds a suitable subspace of Clp,q that leads to better
training, validation and test performances across datasets. Keci outperforms all
models in all metrics on FB15K-237 and YAGO3-10. Although Keci starts the
training process as DistMult, Keci finds a subspace of Clp,q that fits the train-
ing data better. For instance, Keci outperforms DistMult by 13.1% absolute
difference in MRR on the training split of FB15K-237. Surprisingly, although
Keci and QMult reach similar performances on the training split of WN18RR,
Keci generalizes better than QMult on WN18RR. This may indicate that learn-
ing coefficients for each imaginary dimension of Clp,q acts as a regularizer. We
also observe that as the size of the underlying algebras grows, the performance
of a respective model decreases on FB15K-237 and YAGO3-10, e.g., DistMult
and ComplEx outperform QMult and OMult in all metrics on FB15K-237 and
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YAGO3-10. Hence, as the size of the algebra grows, increasing the embedding
size d may be beneficial depending on the input dataset Similarly observation is
also reported in [13]. Table 3 also show that all models greatly suffer from over-
fitting on all datasets, particularly, on WN18RR. This highlights the importance
of applying regularization.

Tables 4 and 5 show that Keci generalizes better than all baselines on NELL,
UMLS, and KINSHIP benchmark datasets. Keci outperforms all baselines mod-
els on NELL-005-h25 in all metrics, while baselines reach better training perfor-
mance on the other NELL datasets.

Table 4. Link prediction results on NELL-995-h25, NELL-995-h50, and NELL-995-
h75. All models have the same number of parameters. Each entity and relation is
represented with 32-dimensional real valued vector. Each three rows for a model report
performance on the training, validation and test datasets. Bold and underlined results
indicate the best results and second best results.

Models NELL-995-h25 NELL-995-h50 NELL-995-h75

MRR @1 @3 @10 MRR @1 @3 @10 MRR @1 @3 @10

DistMult 0.683 0.614 0.725 0.808 0.890 0.840 0.930 0.972 0.929 0.893 0.958 0.984

0.144 0.101 0.157 0.227 0.170 0.117 0.191 0.275 0.166 0.115 0.180 0.272

0.140 0.097 0.155 0.224 0.178 0.124 0.197 0.282 0.164 0.112 0.179 0.266

ComplEx 0.854 0.804 0.890 0.939 0.968 0.951 0.982 0.992 0.820 0.750 0.877 0.936

0.165 0.113 0.182 0.265 0.142 0.090 0.157 0.246 0.138 0.093 0.153 0.223

0.163 0.112 0.180 0.266 0.150 0.098 0.165 0.252 0.135 0.094 0.146 0.217

QMult 0.518 0.450 0.555 0.641 0.667 0.580 0.729 0.823 0.943 0.914 0.972 0.987

0.113 0.079 0.123 0.179 0.118 0.075 0.134 0.198 0.145 0.094 0.158 0.249

0.113 0.076 0.125 0.181 0.125 0.081 0.140 0.208 0.152 0.103 0.165 0.246

OMult 0.513 0.446 0.548 0.638 0.710 0.630 0.761 0.859 0.663 0.565 0.736 0.832

0.109 0.072 0.119 0.181 0.155 0.102 0.170 0.262 0.109 0.071 0.118 0.179

0.110 0.075 0.121 0.178 0.161 0.107 0.179 0.266 0.110 0.073 0.120 0.177

Keci 0.882 0.831 0.926 0.963 0.587 0.493 0.648 0.758 0.760 0.674 0.823 0.909

0.207 0.152 0.229 0.314 0.227 0.162 0.256 0.354 0.225 0.158 0.253 0.356

0.205 0.152 0.224 0.310 0.227 0.161 0.254 0.355 0.216 0.152 0.242 0.341

Table 5 shows that Keci outperforms all baselines in all metrics. ComplEx
and QMult outperform Keci on the training split of UMLS in 4 metrics, whereas
Keci outperform them considerably (up to absolute 15% in MRR). Importantly,
although DistMult and Keci reaches similar performance in the training split
in terms of MRR performance (e.g., 2% absolute difference in MRR), Keci gen-
eralizes considerably better than DisMult (e.g., circa 25% absolute difference in
MRR). This is an important result as it implies that although Keci starts the
search in R as DistMult does, Keci finds coefficients for base vectors that leads
to an improvement in the generalization. We observe that although ComplEx,
QMult and OMult reach on-par link prediction performance on the training
dataset of UMLS, this observation cannot be made on KINSHIP. OMult per-
forms worse than ComplEx, QMult on the training, validation and test splits of
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Table 5. Link prediction results on UMLS and KINSHIP. All models have the same
number of parameters. Each entity and relation is represented with 32-dimensional
real valued vector. Each three rows per model report performance on the training,
validation and test datasets, respectively. Bold and underlined results indicate the best
results and second best results.

Models UMLS KINSHIP

MRR @1 @3 @10 MRR @1 @3 @10

DistMult 0.924 0.887 0.950 0.993 0.657 0.525 0.734 0.938

0.607 0.471 0.679 0.883 0.511 0.349 0.589 0.874

0.605 0.469 0.673 0.896 0.520 0.357 0.601 0.888

ComplEx 0.996 0.992 1.000 1.000 0.887 0.818 0.952 0.991

0.686 0.536 0.801 0.941 0.751 0.627 0.851 0.962

0.702 0.557 0.813 0.942 0.738 0.614 0.834 0.964

QMult 0.994 0.990 0.999 1.000 0.854 0.772 0.926 0.985

0.716 0.596 0.807 0.938 0.712 0.575 0.815 0.949

0.722 0.590 0.816 0.952 0.726 0.597 0.823 0.958

OMult 0.988 0.977 0.999 1.000 0.765 0.658 0.846 0.955

0.716 0.587 0.810 0.942 0.626 0.481 0.726 0.917

0.722 0.585 0.836 0.952 0.641 0.497 0.738 0.921

Keci 0.940 0.900 0.976 0.993 0.887 0.823 0.943 0.988

0.854 0.775 0.919 0.973 0.768 0.648 0.867 0.970

0.850 0.768 0.917 0.976 0.764 0.644 0.855 0.974

KINSHIP. This again corroborates our hypothesis that the selection of the alge-
bra within which a knowledge graph embedding model operates has a tangible
impact in the link prediction performance.

7 Conclusion

We introduced the first knowledge graph embedding model–Keci–that can
parameterize the algebra within which embeddings for entities and relation are
learned. With Keci, the selection of an underlying algebra can be performed in
a data-driven fashion. Our extensive experiments on seven benchmark datasets
suggest that this ability leads Keci to outperform state-of-the-art models in all
metrics. Importantly, our results also show that Learning to scale embedding
dimensions makes Keci more robust against overfitting.
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Abstract. Antonym detection is a vital task in NLP systems. Pattern-
based methods, typical solutions for this, recognize semantic relation-
ships between words using given patterns but have limited performance.
Distributed word embeddings often struggle to distinguish antonyms
from synonyms because their representations rely on local co-occurrences
in similar contexts. Combining the ambiguity of Chinese and the contra-
dictory nature of antonyms, antonym detection faces unique challenges.
In this paper, we propose a word-sememe graph to integrate relationships
between sememes and Chinese words, organized as a 4-partite graph. We
design a heuristic sememe relevance computation as a supplementary
measure and develop a relation inference scheme using related sememes
as taxonomic information to leverage the relational transitivity. The 4-
partite graph can be extended based on this scheme. We introduce the
Relation Discriminated Learning based on Sememe Attention (RDLSA)
model, employing three attention strategies on sememes to learn flexi-
ble entity representations. Antonym relations are detected using a Link
Prediction approach with these embeddings. Our method demonstrates
superior performance in Triple Classification and Chinese Antonym
Detection compared to the baselines. Experimental results show reduced
ambiguity and improved antonym detection using linguistic sememes. A
quantitative ablation analysis further confirms our scheme’s effectiveness
in capturing antonyms.

Keywords: Chinese antonym detection · Link prediction · Knowledge
graph representation · Word-sememe graph

1 Introduction

Relation Classification focuses on separating word pairs into synonyms,
antonyms, and hypernyms. Among them, Antonym Detection is one of the most
challenging subtasks and is also a key problem in linguistics which has great
significance for knowledge discovery and application to many NLP tasks, such
as Sentiment Analysis [9], Text Entailment [5], and Machine Translation [28].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 583–600, 2023.
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Generally, appearances of words in synonyms and antonyms follow some pat-
terns (e.g., “X or Y” and “X and Y”). Thus, one straightforward way is to extract
word pairs according to the given patterns. For example, Lin [15] identified syn-
onyms and antonyms among distributionally large corpus of plain text based
on some fixed patterns in English. Nguyen [21] proposed AntSynNET, which
encodes simple paths in parse trees using LSTM [11] to train a classifier for
antonym detection. However, pattern-based methods are prone to low recall [26]
and rely heavily on external resources.

Since words with similar distributions tend to be relevant in meaning,
distribution-based methods are becoming popular recently. They can find out
target synonyms and antonyms in large corpora and rarely rely on external lex-
icon resources [1]. Nevertheless, distributed word embeddings based on contex-
tual co-occurrence cannot distinguish between relatedness and similarity because
antonyms usually have similar context. Thus, the mining of negative correlations,
i.e., antonymous relations, requires a combination of additional knowledge.

Compared with English, Chinese language has more ambiguity due to its
multi-layer structure, rich semantic elements, and evolving consensus senses,
which exacerbates ambiguity [4,18]. Previous works on Chinese Relation Clas-
sification focused on semantic opposites using Chinese-specific patterns, such
as Chinese four-character patterns antonym compounds [34], universal quantifi-
cation [43], and sizige [37]. Several works aimed to improve the performance
of Antonym Detection using more features [45], external linguistic knowledge
bases [14], or more complex model [29]. However, pattern-based Chinese antonym
extraction is limited by outdated and formal corpora [14,37], and methods based
on Chinese word embeddings also suffer from confusion between relatedness and
similarity for detecting antonyms.

Fig. 1. Illustration of overall architecture

To address these problems on Chinese Antonym Detection, we introduce
sememe to make implicit features explicit and propose a word-sememe lay-
ered knowledge graph. It can be modeled as a 4-partite graph which integrates
sememes, words, their relations such as synonym and antonym (Fig. 1). We
extract synonym and antonym triples from linguistic corpora and the Internet
resources to instantiate the graph. The relations in word-sememe graph often
carry properties that can improve integrity, such as reflexivity, symmetry, and
transitivity. We then design a framework with some schemes for utilizing rela-
tional properties, as shown in Fig. 1. The contributions of our approach are
summarized as follows:
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Relation Inference. Synonymous and antonymous relations have transitiv-
ity and reflexivity properties. So, we develop a relation inference scheme with
sememe relevance computation. The heuristic sememe relevance computation
method aims to evaluate relevance between sememes based on the synonyms
and antonyms of word-sememe graph. This method can help refine the graph
and emphasize the direct connections between sememes. Guided by sememe rel-
evance, relation inference that combines above-mentioned relational properties
and supervision from sememe relevance can derive more potential and reliable
relations by eliminating transitivity paths [8] with ambiguities.

Relation Discriminated Learning. To model symmetry and discriminate
synonyms and antonyms, we also employ a knowledge graph embedding model
to encode entities for semantic computation and discovering new antonyms with
a distributed-based scheme. Specifically, we utilize three sememe-based attention
strategies for building sememe space to obtain semantic separation and disam-
biguation for entities. By mapping entities vector to the sememe vector space
dynamically, we can discriminate similar or opposing features.

Extensive Experiments. We evaluate our approach on Triple Classification
and Chinese Antonym Detection, and results show our model can effectively
distinguish between synonyms and antonyms. As we know, it is the first attempt
to detect antonyms using the dynamic embedding with sememes motivated by
Link Prediction on attributed graph [40]. Experimental results and ablation
analysis show that our model can achieve significant performance and exactly
capture the underlying antonymous relations1

2 Word-Sememe Graph-Centric Antonym Detection

Each word is composed of one or more sememes which are the finest semantic
unit in Chinese [42]. Synonyms and antonyms share some sememes, making it
crucial to identify these shared aspects for Antonym Detection. Furthermore,
synonymous and antonymous relations are symmetric, reflexive, and transitive,
complicating their discrimination and utilization.

In the following, we introduce a word-sememe graph which describes relation-
ships between words and sememes. By this way, it makes the implicit meanings
of words explicit and helps addressing the serious 1-N and N -N issues. Based on
word-sememe graph, we design a relation inference scheme that leverages tran-
sitivity. Then, an embedding learning model based on the graph employs the
attention strategies to address the problems incurred when detecting antonyms.

2.1 Word-Sememe Graph

Sememes are capable of conveying specific aspects of words. Antonyms and syn-
onyms can be represented as two instances composed of sememe sets in a par-
ticular context. Mathematically, antonyms (synonyms) are opposite (same or
1 Code and data: https://github.com/CGCL-codes/RDLSA.

https://github.com/CGCL-codes/RDLSA
https://github.com/CGCL-codes/RDLSA


586 Z. Zhang et al.

similar) in some salient dimensions (sememes), while highly correlated in other
dimensions. Discriminating their relationships requires calculating the semantic
distance of word vectors, but the implicit dimensions make this inefficient and
error-prone. However, the word-sememe graph can clarify these dimensions for
antonym and synonym detection.

The graph in Fig. 1 describes relationships between words and sememes,
with sets W and S representing words and sememes. Triples are denoted as
(w, composed of, s), (w1, syn/ant, w2). Figure 1 shows the 4-partite graph, with
potential relationships between sememes and entities are gathered by the seman-
tic flows represented by arrows (line 1-8). Salient dimensions are linguistically
clear, providing a foundation for word-sememe graph-centric antonym detection.

We build the initial graph by extracting sememes from openHowNet [24]2.
New relations can be inferred in Sect. 2.3 with sememe relevance (Sect. 2.2) using
the synonyms and antonyms in word-sememe graph. Finally, we can obtain more
relationships via distribution representations learned from Sect. 2.4.

2.2 Heuristic Sememe Relevance Computation

Sememe relevance refers to a sememe pair’s contribution to the establishment of
synonyms or antonyms. We primarily examine three features to evaluate this con-
tribution, encompassing the morphological and semantic properties of sememe
pairs and their informational popularity.

First, we consider the similarity of sememe strings, characterized by the Jaro-
Winkler Distance3 ls. Second, we assess the angle cs between sememes vectors,
also referred to as cosine similarity. These two features are intrinsically connected
as local variables. The third feature is evaluated globally, specifically the variant
TF-IDF values of sememe pairs. We employ this feature to represent its preva-
lence in the knowledge graph to prevent the widespread sememe from obscuring
the discovery of triples. The variant TF-IDF value gs is computed as follow:

g(si, sj) =
2 ∗ t(si) ∗ t(sj)
t(si) + t(sj)

where t(s) = tf(s) ∗ idf(s) =
freq(s)

|Sc| ∗ log
|E|

|Ess| + 1

(1)

here freq(s) is the frequency of sememe s in sememes of entity c (constant equal
to 1), and Sc represents the set of sememes of entity c. E is the set of all entities,
and Es represents the set of entities containing the sememe s.

Taking into account both local and global factors, we define the notion of
sememe relevance ds, i.e., the similarity of sememes from different synonyms
and antonyms. For two sememe s1, s2, their similarity is calculated as follow:

ds = αls + β |cs| + σgs

= α JW (s1, s2) + β |Cosine (vs1 ,vs2)| + σg(si, sj)
(2)

2 https://github.com/thunlp/OpenHowNet
3 https://en.wikipedia.org/wiki/Jaro-Winkler distance

https://github.com/thunlp/OpenHowNet
https://en.wikipedia.org/wiki/Jaro-Winkler_distance
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here α, β, and σ are the parameters that adjust the weights of the three features.
We can ensure that the score accurately reflects the degree of relevance between
sememes, regardless of whether they are synonyms or antonyms.

We cross-combine the sememes corresponding to existing synonyms and
antonyms as positive examples for training. Then, we extract negative examples
from combinations of sememes of two Chinese entities in charKG (the dataset
built in Sect. 3.1), in descending order of the distance. These sememe pairs si

& sj and their features ls, cs, gs are input into XGBoost Regressor, with the
sememe relevance as the optimization goal, achieving reliable learning for α, β,
and σ.

Algorithm 1: Relation Inference
Input : Two Triples (A, rel1, B), (A, rel2, C);
Output : (B, rel, C) establishment or False;

1 Sc1 , Sc2 ← ∅;max1, max2 ← 0;Smax1 , Smax2 ← ∅;

2 foreach s0 in A.sememes do
3 foreach s1 in B.sememes do
4 if ds(s0, s1) > θ1 then
5 add s0, s1 into Sc1 ;

6 else if ds(s0, s1) > max1 then
7 max1 ← ds(s0, s1) and Smax1 ← (s0, s1);

8 foreach s2 in C.sememes do
9 if ds(s0, s2) > θ2 then

10 add s0, s2 into Sc2 ;

11 else if ds(s0, s2) > max2 then
12 max2 ← ds(s0, s2) and Smax2 ← (s0, s2);

13 if Sci
== ∅ then

14 Sci
← Smaxi

15 if Sc1 ∩ Sc2 == ∅ then
16 return False
17 else
18 return Generated rel by rel1 and rel2;

2.3 Proximal Pattern-Based Relation Inference

Synonymous and antonymous relations have transitivity or reflexive transitivity
properties. Two synonymous pairs sharing common entity, can infer new synony-
mous relation using transitivity (Eq. 3), while antonym pairs sharing common
entity can generate synonymous relation according to reflexive transitivity. (akin
to “two negatives make a positive”, Eq. 4). Furthermore, synonym and antonym
triples with common entity can create new antonymous relations (Eq. 5):

(A, syn,B) ∧ (B, syn,C) → (A, syn,C) (3)

(A, ant,B) ∧ (B, ant,C) → (A, syn,C) (4)

(A, syn,B) ∧ (B, ant,C) → (A, ant,C) (5)

here A,B,C are entities, syn and ant refer to synonymy and antonymy, respec-
tively. However, these inferences face challenges due to polysemy, as the synonym
and antonym triples may focus on different semantic aspects.
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To tackle this, we develop a relation inference scheme on word-sememe graph.
Specifically, this method applies the transitivity and reflexivity of synonyms and
antonyms to provide inference direction, and uses the correlation of sememe to
exclude interference items to achieve a proximal pattern-based (i.e., considering
transitivity) relation inference scheme as shown in Algorithm 1. Note that, we
implement this approach using only one-hop extensions to attenuate the noise
caused by multiple-hops error superposition. Based on these, inferences in Eqs. 3,
4, and 5 are established under relevant and reliable sememes.

(a) RDLSA (b) Char - Sememe (c) Sememe - Sememe

Fig. 2. Illustration of RDLSA and attention schemes

2.4 Knowledge Representation Learning via Attention on Sememe

The above relation inference can discover simple relations. Discovering more
complex relations relies on distributed representation method on word-sememe
graph. Since synonymous and antonymous relations have symmetry and transi-
tive properties etc., it limits the performance improvement of existing embedding
methods (e.g. TransE, TransX, and RotatE) on Antonym Detection.

TransE struggles with 1-N , N -N problems due to its representation of head
entities and semantic symmetry. As Eq. 6 shows, the head entity tends to force
different tail entities have similar representations for the same relation.

h + r − t1 = ε1
h + r − t2 = ε2

}
⇒ t2 − t1 = ε1 − ε2 (6)

Because of semantic symmetry in syn and ant relations, the head and tail
can be interchanged. TransX tends to learn zero vectors for the relation repre-
sentations as Eq. 7 shows:

gr,1(h) + r − gr,2(t) = ε1
gr,2(t) + r − gr,1(h) = ε2

}
⇒ 2r = ε1 + ε2 (7)

here gr,i() represents a matrix multiplication concerning relation r. RotatE [31]
models synonyms as 0◦ rotations and antonyms as 180◦ when learning relations
in complex vector space for symmetry. RotatE tends to cluster an entity’s syn-
onyms around itself and maximally away from antonyms. It inevitably overlooks
the 1-N and N-N problems within these two clusters, as indicated by Eq. 8:
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h ◦ r − t1 = ε1
h ◦ r − t2 = ε2

}
⇒ t2 − t1 = ε1 − ε2 (8)

To address these issues, we propose Relation Discriminated Learning based
on Sememe Attention (RDLSA), inspired by SE [30], TransD [12], and TKRL
[36]. To better represent antonyms, we follow two assumptions from [38]: (a)
Antonyms tend to be related in multiple dimensions due to co-occurrence-based
learning, but differ in some salient dimensions; (b) In the entire distributional
semantic space, the salient dimensions of different antonyms will significantly
differ due to their specific polar oppositeness [28,43].

Here, we modify the role of r in the scoring function based on the inten-
sity and symmetry of the relation. We treat r as a deciding factor for scoring
functions, where syn corresponds to − and ant corresponds to + in Eq. 9. This
distinction aligns with linguistic rules.

fsyn(h, t) = ‖sh ◦ h ± st ◦ t‖ (9)

To comply with the mathematical assumptions, we introduce a sememe
mutual attention mechanism, enabling dynamic entity mapping and empha-
sizing salient dimensional differences in entity representations. We design two
attention strategies: (1) internal Char-Sememe (CS) attention, determining a
sememe’s weight by calculating its attention with the corresponding entity; (2)
external Sememe-Sememe (SS) attention, obtaining the maximum attention of
a sememe with all the sememes of another entity.

For CS, a sememe si gets its attention score from the entity as:

βei =
exp (e · si)∑

sj∈Se
exp (e · sj)

(10)

here e ∈ h, t are entities in a triple and Se indicates the set of sememes of entity
e. βei represents the attention score of i -th sememe in Se. Bold face e is the
vectors of entity e and sj indicates the vector of j-th sememe ∈ Se.

For SS, the attention score of the sememe si of the entity e can be calculated
with the sememes of another entity ê:

βei = max
sj

(
ds(si, sj) exp (si · sj)∑

sj∈Sê
exp (si · sj)

) (11)

here Sê indicates the set of sememes of entity ê. ds is defined in Sect. 2.2.
Then all the weighted sememes are stacked into a mapping vector (Eq. 12),

and the corresponding entities are dynamically mapped to the new sememe space
through Hadmard (or element-wise) product for the scoring function, Eq. 9.

sh =
∑

i∈|Sh|
βhi

si, st =
∑

j∈|St|
βtjsj (12)

Additionally, we provide a simplified strategy of averaging sememe vectors
(Avg, in Fig. 1) as projection vectors to verify the feasibility of the sememe
attentions. Specifically, we modify Eq. 12 by set βhi

and βtj to 1
|Sh| and 1

|St| .
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2.5 Training

The training of feature weight parameters for sememe relevance resembles the
method used in [44]. We insert the inferred triples to the training dataset after
deduplication, enhancing the integration of transitivity. Initially, we assign pre-
trained embeddings to each entity. We similarly initialize sememes to ensure
the semantic association of entities to sememes [42]. These embeddings are then
adopted in the trained model in Fig. 2 for fine-tuning.

We denote the overall synonym-antonym knowledge graph as G , with triples
represented as (h, r, t). Following the optimization scheme in TransE [3], we
combine our scoring function to generate an overall optimization objective:

L =
∑

(h,r,t)∈Gg

∑
(h′,r′,t′)∈Gc

[γ + fr (h, t) − fr (h′, t′)]+ (13)

Gg represents golden triples of antonyms and synonyms in the knowl-
edge graph, while Gc represents corrupted negative triples. For a golden triple
(h, r, t) ∈ Gg, we randomly replace the head (tail) to obtain the corresponding
negative triple (h′, r , t′). Our goal is to minimize the loss as much as possible to
extract synonymous and antonymous information comprehensively, while there
are far more synonyms than antonyms. To address this data imbalance, we use
a hyper-parameter δ to control the sampling ratio of synonyms and antonyms.

3 Experiments

We evaluate our framework on Triple Classification and Antonym Detection.
Furthermore, we conduct an ablation analysis to demonstrate the significant
interpretability and efficiency of our models.

3.1 Datasets Construction

We collect basic synonym and antonym triples from various linguistic cor-
pora and Internet resources such as Github4, Baidu Encyclopedia5, and Wik-
tionary6. Then, we annotate sememes [6] (Sect. 2.1) for entities in Character
Synonyms-Antonyms Knowledge Graph (namely, charKG, a subinstance of the
word-sememe graph for characters, can circumvent the low reliability and out-of-
vocabulary issues associated with antonym words in the lexicon). However, since
Chinese characters have a limited number and multiple meanings, we extend the
original 19178 triples by exploiting the transitivity and trans-transitivity with
relation inference (Sect. 2.3), resulting in 8808 new triples. We review and inte-
grate the qualified triples into charKG.

4 https://github.com/chatopera/Synonyms
5 https://dict.baidu.com/
6 https://zh.m.wiktionary.org/wiki/

https://github.com/chatopera/Synonyms
https://dict.baidu.com/
https://zh.m.wiktionary.org/wiki/
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In addition to the dataset, charKG, we choose Zdic7 as a complementary
test dataset source in closed-world scenarios (named HanDian). We eliminate
the triples repeated with the training set and get 132 test antonym triples.

3.2 Experimental Settings

Baseline Models. We choose models from Knowledge Graph Representation
(KRL) and models migrated from other frameworks as baselines. For KRL mod-
els, we select TransE [3], TransR [16], TransD [12], RESCAL [23], DistMult [39],
and ComplEx [32] as baselines. We also train embeddings using the RotatE [31]
model. These models’ training and testing are based on OpenKE [10]. Also, we
train advanced HopfE [2] alone. Additionally, we fine-tune RoBERTa, a Chi-
nese pre-trained language model [17], on Triple Classification. For pattern-based
models, we use an Internet dictionary approach based on Baidu’s dictionary for
semantic relation classification [14]. We search for antonyms online and compare
them to the given character set.

Hyper-parameters and Training Setting. We unify all representations in
a 300-dimensional space, use a margin parameter γ of 0.2 in Eq. 13, and initial-
ize character and sememe vectors with existing embeddings [25]. We optimize
embeddings using Adaptive Moment Estimation (Adam) with a learning rate of
10−5. For baselines, we adopt their best-performing configurations. We set δ as
3:1 after maximizing prediction accuracy in the validation set.

Table 1. Experimental results of Antonym Detection and Triple Classification

charKG HanDian

hit@1 hit@3 hit@10 MRR MR TC (%) hit@1 hit@3 hit@10 MRR MR TC (%)

Word2vec - - - 0.0006 4191 18.50 - - - 0.0003 4317 9.09

TransE - 0.0833 0.1574 0.0568 668 62.03 - 0.1705 0.2689 0.1090 298 79.55

TransH - 0.0556 0.0741 0.0250 1558 61.11 - 0.0341 0.0758 0.0280 1247 62.12

TransR - 0.0556 0.0926 0.0384 1629 61.11 - 0.4545 0.6098 0.2434 526 78.79

TransD - 0.0463 0.1296 0.0404 1898 57.41 - 0.1401 0.3409 0.1085 686 74.62

RESCAL 0.0278 0.0463 0.0556 0.0395 1859 55.56 0.0341 0.0530 0.0682 0.0494 1419 63.64

DistMult 0.0555 0.1111 0.2407 0.1129 1079 68.52 0.5606 0.6515 0.6931 0.6149 369 81.81

ComplEx 0.0463 0.0741 0.1296 0.0745 1243 62.04 0.5379 0.6174 0.6364 0.5809 471 80.30

RotatE 0.0463 0.1667 0.2963 0.1279 613 70.37 0.5341 0.6364 0.6515 0.5883 296 79.55

HopfE 0.2045 0.2992 0.3864 0.2698 518 - 0.5189 0.6174 0.6553 0.5743 312 -

RoBERTa - - - 0.064 656 70.4 0.0227 0.0455 0.0909 0.0514 356 85.6

Internet-Dict - - - - - 59.26 - - - - - 80.30

RDLSA (Avg) 0.1019 0.1481 0.2593 0.1458 389 90.74 0.2424 0.3409 0.4242 0.3071 243 94.72

RDLSA (CS) 0.0926 0.1296 0.2222 0.1388 388 90.74 0.2462 0.3333 0.4205 0.3105 235 95.62

RDLSA (SS) 0.0926 0.1574 0.25 0.1458 364 91.32 0.2652 0.3674 0.4583 0.3345 189 96.34

7 https://www.zdic.net/

https://www.zdic.net/
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3.3 Triple Classification

Evaluation Datasets and Protocol. We divide the triples into train, valid,
and test datasets in an 8:1:1 ratio. For triple (h, ant, t), we create a corrupted
negative triple (h′, ant, t′) by randomly replacing the head or tail. We represent
entities using learned character embeddings and compute scores for both triples.
If the golden triple scores below the corrupted triple, we classify it as positive;
otherwise, negative.

Experimental Results. From ‘TC (%)’ results in Table 1, RDLSA outper-
forms all baselines on both datasets. TransX models struggle to distinguish syn-
onym and antonym relations due to symmetry and 1-N , N -N problems. TransH,
TransR, and TransD even perform worse than TransE on both datasets. Mapping
entities to the relation vector space does not improve classification performance.

RESCAL, DistMult, ComplEx, RotatE perform better than TransX except
RESCAL. RotatE shows significant performances on charKG, while DistMult
obtains the best score among baselines for 3 metrics on HanDian. However, their
accuracy is still lower than RDLSA due to lack of discrimination for relations.

Character embeddings from word2vec struggle to compute salient opposi-
tions between antonyms, as they can not distinguish semantic relatedness, sim-
ilarity, and opposites [27]. RoBERTa, after fine-tuning, can effectively identify
many relations of triples, particularly for HanDian in the closed-world setting.
Internet-Dict performs well on HanDian but not on charKG from the open world,
reflecting its closed-world nature. In summary, RDLSA outperforms these meth-
ods, showing its ability to exploit potential antonymous relations overlooked by
co-occurrence or structure-based embeddings and linguistic dictionaries.

3.4 Antonym Detection

Evaluation Datasets and Protocol. We use the same test dataset as in Triple
Classification, which focuses on detecting opposites. Given an antonym triple
(h, ant, t), we compute scores for head (tail) representations and all characters,
then sort them. The ranks indicate performance, and we calculate MR, MRR,
and Hit@1, Hit@3, and Hit@10 metrics.

Experimental Results. Table 1 summarizes Antonym Detection results for
baselines and RDLSA, with the best results shown in bold. In charKG, RDLSA
outperforms most baselines on most metrics, demonstrating its excellent ability
to capture antonym semantics and perform well on weaker salient opposition
dataset (chatKG). This advantage is amplified in the closed-world HanDian,
which contains stronger salient oppositions. Overall, our model effectively high-
lights salient oppositions.

TransX ’s MRs indicate that structure-based models have limited success in
capturing oppositional salience. The MRs of TransX, mostly miss the hit@1, are
insufficient for Antonym Detection. The semantic models are consistent with the
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Triple Classification results in charKG, and DistMult shows significant improve-
ment in HanDian. ComplEx also improves in HanDian compared to charKG, but
the increase is smaller than other semantic models (e.g., DistMult). In particular,
RotatE and HopfE keep competitive performance in two datasets and highest
hit@10 on charKG for RotatE, and HopfE obtains surprising results on charKG’s
hit@X and MMR metrics. However, they fit some noise so that they underper-
form on MR. RoBERTa is good at classification, but it is hard to measure the
degree of antonymy which reflected by the weak hit@X performance.

Both experiments show that the semantic models are mostly better at han-
dling potential semantics than the structure-based models. We argue that the
semantic model is resistant to symmetry since factorization or bilinear function
focus more on head and tail entities [32] instead of relation.

3.5 Ablation Analysis

Accuracy for Different Part-Of-Speech. We examine the difference in accu-
racy between triples of different POS (Part-Of-Speech) in Triple Classification.
We first compute the POS distribution for the whole test dataset and then show
the POS accuracy in Fig. 3.

(a) charKG (b) HanDian (c) charKG (d) HanDian

Fig. 3. Frequency & Acc - POS, Frequency & Acc - Sememe Num

To ensure readability, the ‘Accuracy’ displayed for each POS in Fig. 3 is calcu-
lated by multiplying the accuracy by the corresponding frequency. To minimize
the impact of noise, we take the data of top 10 POS to visualize. The results
indicate that verbs, nouns, and adjectives are the most frequent. In charKG,
the highest percentage of verbs has 89.8% accuracy; followed by nouns with
85% accuracy. Adjectives, while less frequent, exhibit a remarkable accuracy
of 100%. In HanDian, adjectives have the highest frequency with 94.7% accu-
racy, while verbs and nouns have 95.7% and 89.2% accuracy respectively. The
analysis results of various POSs suggest that adjectives possess a clearer oppo-
sitional semantic representation, leading to improved performance on datasets
with a higher proportion of adjectives. This conclusion aligns with the observed
performance of models on the two datasets.
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Accuracy for Different Sememe Number. We count the frequencies of
characters corresponding to different numbers of sememe and their accuracies,
and display the overall distribution in Fig. 3(c) and (d).

Generally, an inverse relationship between the number of sememes and
accuracy can be observed. In charKG, characters with 1 to 7 sememes com-
prise 77.55% of the knowledge graph. Within this range, characters with fewer
sememes tend to perform worse, a trend consistent with HanDian. The aver-
age accuracy for characters with fewer sememes is 88.89% in CharKG (93.59%
for HanDian), while characters with more sememes have an average accuracy
of 94.29% in CharKG (96.70% for HanDian). This demonstrates that a larger
number of sememes enables the model to learn more discriminative embeddings.

Role of the Inferred Triples. The pattern-based scheme extends the knowl-
edge graph, charKG, by providing discovered triples. These triples are added
to the training dataset to enhance the data after removing duplicates in test
datasets. We compare the performance of the dataset before and after enhance-
ment to demonstrate the effectiveness of the pattern-based scheme in supporting
the distribution-based scheme.

As shown in the Fig. 4(a), our models all benefit from the extended triples on
Triple Classification. On the Antonym Detection task, our models suffer some
weakening in Handian, while making improvements in charKG. Overall, the ben-
efits of relation inference are substantial.

(a) Role of the inferred triples (b) Performance on Text Classification

Fig. 4. Results of Antonym Detection and Text Classification

3.6 Applications

Improving Performance in Downstream Task. Text Classification is a
typical downstream task used to test the effect of a well-trained embedding.
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Here we use the Fudan8, THUCNews9, TouTiao10 datasets and verify whether
our embedding can achieve competitive performances on downstream tasks. An
entry in these datasets consists of a sentence and the category it belongs to.
Based on these datasets, we implement a CNN-based text classifier and use
a 3:1:1 ratio to divide the original dataset into training, testing, and validation
datasets. We select some models that can be trained for character representation
(CBOW [20], CWE [4], JWE [41], 4CWE [13]), as well as TransE [3], to compare
as our baseline model.

We conduct five rounds of experiments and calculate the mean and standard
deviation to illustrate the results. In Fig. 4(b), our model performs well on the
three datasets. On THU, RDLSA(Avg) outperforms the best baseline, 4CWE,
by 0.57%. On Fudan, RDLSA(CS) achieves a 0.19% advantage over JWE. On
TouTiao, RDLSA(SS) obtains a competitive result that is only slightly inferior
to 4CWE by 0.05% and beats the other baselines.

Enhancing Sentiment Lexicon Based on CharKG. Building on relation
inference, we find two levels of opposition: character and sememe. Using charKG,
we simply infer the relation between sememes by their internal characters based
on Sect. 2.2 and combine Algorithm 1 to verify the semantic relation of exist-
ing word pairs in HowNet [6] according to their sememes. Sememe-based word
antonym derivation is linguistically applicable in various scenarios. For example,
enhancing sentiment lexicons can improve sentiment classification performance.

We develop enhanced sentiment lexicons on BosonNLP and HowNet Senti-
ment Lexicons11. In BosonNLP, positive words score positively and the more
positive the word the higher the score, and the opposite is true for negative
words. HowNet Sentiment Lexicons divides sentiment words into two types (i.e.,
1 for positive words and -1 for negative words) and provides 6 lexicons of differ-
ently weighted adverbs.

(a) F1 (b) Accuracy (c) Positive Acc (d) Negative Acc

Fig. 5. Performance of the original and enhanced dictionaries on different datasets

8 http://www.nlpir.org/wordpress/download/tc-corpus-answer.rar
9 http://thuctc.thunlp.org/

10 https://github.com/aceimnorstuvwxz/TouTiao-text-classfication-dataset
11 https://www.heywhale.com/

http://www.nlpir.org/wordpress/download/tc-corpus-answer.rar
http://thuctc.thunlp.org/
https://github.com/aceimnorstuvwxz/TouTiao-text-classfication-dataset
https://www.heywhale.com/
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We evaluate the enhancement of the two sentiment lexicons on 5 datasets12.
Specifically, we insert new content into sentiment lexicons taking the same score
for synonyms and negative values for antonyms, and then we test the feasibility
on the datasets using two lexicons before and after the enhancement. It is clear
that the classification of negative sentiment texts is greatly enhanced (Fig. 5(d)),
while the accuracy of positive texts maintains a similar level (Fig. 5(c)). In sum-
mary, sentiment classification based on the sentiment lexicon benefits from the
new lexicon content (Fig. 5(a) and (b)), i.e., the product of our Antonym Detec-
tion extends the sentiment lexicon effectively and improves the ability to identify
negative texts.

4 Related Works

4.1 Synonym-Antonym Discrimination

Pattern-Based Approach. Lin [15] utilized fixed patterns (e.g., “X and Y”)
to identify semantically incompatible word pairs in English. Similarly, Wang [34]
searched the CCL corpus for Chinese four-character phrases (e.g., a+X+b+!X).
Zhang [43] extracted antonym pairs of nouns, adjectives, and verbs in Chinese
universal quantification word classes, while Wu [37] identified antonym pairs in
Chinese sizige using 379 four-character patterns.

Distribution-Based Approach. Nguyen [22] trained word embeddings to
decouple synonyms and antonyms by adjusting weights of salient and irrelevant
features. Dou [7] used the SkipGram model to train antonym-sensitive embed-
dings. Li [14] integrated Chinese word embedding and linguistic knowledge into
a classification system. Xie [38] employed a mixture-of-experts framework with
a divide-and-conquer strategy to learns specialties of different dimensions.

4.2 Knowledge Graph Representation

We introduce three categories of KG representation related to this paper.

Structure-Based Models. TransE [3] projects entities and relations into vector
space using h+r = t. TransH [35] maps relations to relation-specific hyperplanes
based on TransE. TransR [16] models entities and relations in separate spaces,
and TransD [12] uses a dynamic mapping matrix to achieve improvements.

Semantic Models. RESCAL [23] treats relations as matrices and learns rela-
tions through tensor factorization. DistMult [39] captures compositional seman-
tics via matrix multiplication. ComplEx [32] uses complex numbers to handle
symmetries and antisymmetries. HopfE [2] aims to achieve interpretability of
inferred relations in the four-dimensional space.

Other Models. TransC [19] differentiates between concepts and instances and
utilizes spheres vectors for representation. Wang [33] proposed a novel regularizer
to encourage entities with similar semantics to have similar embeddings.
12

https://drive.google.com/drive/folders/1qpLb-52DDEiYDmvpnlYgVfKbRlf428Mq?usp=sharing

https://drive.google.com/drive/folders/1qpLb-52DDEiYDmvpnlYgVfKbRlf428Mq?usp=sharing


Exploring Word-Sememe Graph-Centric Chinese Antonym Detection 597

5 Conclusion and Future Works

In this paper, we pay attention to the synonymy and antonymy in Chinese and
modify Link Prediction to Antonym Detection. More specifically, we construct
a Chinese word-sememe graph with only synonym and antonym relations, and
build a framework including relation inference and knowledge representation
learning model based on its transitivity, reflexivity, and symmetry. Afterwards,
the experimental results on Triple Classification and Antonym Detection show
that our approach has better representation ability with simplicity, and the abla-
tion analysis also excavates the inherent advantages.

In the future, we will explore more linguistic knowledge and Chinese char-
acteristics to improve the discriminative ability. We want to further extend the
approach to unlimited Chinese words based on limited characters and realize
complete word-level Antonym Detection.
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Ethical Issues. Following the guidelines from General ethical

issues in Machine Learning (https://www.w3.org/TR/webmachinelearning-ethics/#

general-ethical-issues-in-machine-learning), we will briefly describe our ethical consid-
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Our work mainly focuses on semantic mining in the Chinese domain, without

Bias, Fairness, Security, Privacy, Environmental Impact, and Discrimina-

tion against a group or collective. Our method combines external professional linguis-

tic knowledge and has good Transparency and Interpretability.

Our data is sourced from publicly available resources on the internet and all refer-

ences are cited in the paper, such as Github and other data that follows open-source

licenses. Our data does not involve any personal privacy or inference of personal infor-

mation. Our work is dedicated to researching the potential semantic relationships

between words in Chinese and does not have any police or military applications.
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3. Bordes, A., Usunier, N., Garćıa-Durán, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: Proceedings of the 27th Annual
Conference on Neural Information Processing Systems 2013, NIPS 2013, pp. 2787–
2795 (2013)

4. Chen, X., Xu, L., Liu, Z., Sun, M., Luan, H.: Joint learning of character and word
embeddings. In: Proceedings of the Twenty-Fourth International Joint Conference
on Artificial Intelligence, IJCAI 2015, pp. 1236–1242. AAAI Press (2015)

5. Chen, Z., Feng, Y., Zhao, D.: Entailment graph learning with textual entailment
and soft transitivity. In: Proceedings of the 60th Annual Meeting of the Association
for Computational Linguistics, ACL 2022, pp. 5899–5910 (2022)

6. Dong, Z., Dong, Q.: Hownet-a hybrid language and knowledge resource. In: Pro-
ceedings of the 2003 International Conference on Natural Language Processing and
Knowledge Engineering, pp. 820–824 (2003)

7. Dou, Z., Wei, W., Wan, X.: Improving word embeddings for antonym detection
using thesauri and sentiwordnet. In: Proceedings of Natural Language Processing
and Chinese Computing - 7th CCF International Conference, NLPCC 2018, vol.
11109, pp. 67–79 (2018)

8. Etcheverry, M., Wonsever, D.: Unraveling antonym’s word vectors through a
siamese-like network. In: Proceedings of the 57th Conference of the Association
for Computational Linguistics, ACL 2019, pp. 3297–3307 (2019)

9. Gao, D., Wei, F., Li, W., Liu, X., Zhou, M.: Cross-lingual sentiment lexicon learn-
ing with bilingual word graph label propagation. Comput. Linguist. 41(1), 21–40
(2015)

10. Han, X., et al.: Openke: an open toolkit for knowledge embedding. In: Proceedings
of the 2018 Conference on Empirical Methods in Natural Language Processing,
EMNLP 2018, pp. 139–144 (2018)

11. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)

12. Ji, G., He, S., Xu, L., Liu, K., Zhao, J.: Knowledge graph embedding via dynamic
mapping matrix. In: Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing of the Asian Federation of Natural Language Processing,
ACL 2015, pp. 687–696 (2015)

13. Jin, H., Zhang, Z., Yuan, P.: Improving Chinese word representation using four
corners features. IEEE Trans. Big Data 8(4), 982–993 (2022)

14. Li, C., Ma, T.: Classification of Chinese word semantic relations. In: Huang, X.,
Jiang, J., Zhao, D., Feng, Y., Hong, Yu. (eds.) NLPCC 2017. LNCS (LNAI), vol.
10619, pp. 465–473. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-
73618-1 39

15. Lin, D., Zhao, S., Qin, L., Zhou, M.: Identifying synonyms among distributionally
similar words. In: Proceedings of the Eighteenth International Joint Conference on
Artificial Intelligence, IJCAI 2003, pp. 1492–1493 (2003)

16. Lin, Y., Liu, Z., Sun, M., Liu, Y., Zhu, X.: Learning entity and relation embed-
dings for knowledge graph completion. In: Proceedings of the Twenty-Ninth AAAI
Conference on Artificial Intelligence, AAAI 2015, pp. 2181–2187 (2015)

17. Liu, Y., et al.: Roberta: a robustly optimized BERT pretraining approach. CoRR
abs/1907.11692 (2019)

18. Lu, W., Zhang, Z., Yuan, P., Jin, H., Hua, Q.: Learning Chinese word embeddings
by discovering inherent semantic relevance in sub-characters. In: Proceedings of the
31st ACM International Conference on Information & Knowledge Management,
CIKM, pp. 1369–1378. ACM (2022)

https://doi.org/10.1007/978-3-319-73618-1_39
https://doi.org/10.1007/978-3-319-73618-1_39


Exploring Word-Sememe Graph-Centric Chinese Antonym Detection 599

19. Lv, X., Hou, L., Li, J., Liu, Z.: Differentiating concepts and instances for knowledge
graph embedding. In: Proceedings of the 2018 Conference on Empirical Methods
in Natural Language Processing, EMNLP 2018, pp. 1971–1979 (2018)

20. Mikolov, T., Sutskever, I., Chen, K., Corrado, G.S., Dean, J.: Distributed rep-
resentations of words and phrases and their compositionality. In: Proceedings of
Advances in Neural Information Processing Systems 26: 27th Annual Conference
on Neural Information Processing Systems 2013, pp. 3111–3119 (2013)

21. Nguyen, K.A., Walde, S.S.I., Vu, N.T.: Distinguishing antonyms and synonyms
in a pattern-based neural network. In: Proceedings of the 15th Conference of the
European Chapter of the Association for Computational Linguistics, EACL 2017,
pp. 76–85 (2017)

22. Nguyen, K.A., Walde, S.S.I., Vu, N.T.: Integrating distributional lexical contrast
into word embeddings for antonym-synonym distinction. In: Proceedings of the
54th Annual Meeting of the Association for Computational Linguistics, ACL 2016
(2016)

23. Nickel, M., Tresp, V., Kriegel, H.: A three-way model for collective learning on
multi-relational data. In: Proceedings of the 28th International Conference on
Machine Learning, ICML 2011, pp. 809–816 (2011)

24. Qi, F., Yang, C., Liu, Z., Dong, Q., Sun, M., Dong, Z.: Openhownet: an open
sememe-based lexical knowledge base. CoRR abs/1901.09957 (2019)

25. Qiu, Y., Li, H., Li, S., Jiang, Y., Hu, R., Yang, L.: Revisiting correlations between
intrinsic and extrinsic evaluations of word embeddings. In: Proceedings of Chinese
Computational Linguistics and Natural Language Processing Based on Naturally
Annotated Big Data - 17th China National Conference, CCL 2018, and 6th Inter-
national Symposium, NLP-NABD 2018, vol. 11221, pp. 209–221 (2018)

26. Roth, M., Walde, S.S.I.: Combining word patterns and discourse markers for
paradigmatic relation classification. In: Proceedings of the 52nd Annual Meeting
of the Association for Computational Linguistics, ACL 2014, pp. 524–530 (2014)

27. Samenko, I., Tikhonov, A., Yamshchikov, I.P.: Synonyms and antonyms: Embed-
ded conflict. CoRR abs/2004.12835 (2020)

28. Scheible, S., Walde, S.S.I., Springorum, S.: Uncovering distributional differences
between synonyms and antonyms in a word space model. In: Proceedings of the
6th International Joint Conference on Natural Language Processing, IJCNLP 2013,
pp. 489–497 (2013)

29. Shijia, E., Jia, S., Xiang, Y.: Study on the Chinese word semantic relation classifi-
cation with word embedding. In: Huang, X., Jiang, J., Zhao, D., Feng, Y., Hong,
Yu. (eds.) NLPCC 2017. LNCS (LNAI), vol. 10619, pp. 849–855. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-73618-1 74

30. Socher, R., Huval, B., Manning, C.D., Ng, A.Y.: Semantic compositionality
through recursive matrix-vector spaces. In: Proceedings of the 2012 Joint Confer-
ence on Empirical Methods in Natural Language Processing and Computational
Natural Language Learning, EMNLP-CoNLL 2012, pp. 1201–1211. ACL (2012)

31. Sun, Z., Deng, Z., Nie, J., Tang, J.: Rotate: knowledge graph embedding by rela-
tional rotation in complex space. In: Proceedings of the 7th International Confer-
ence on Learning Representations, ICLR 2019, New Orleans, LA, USA, 6–9 May,
2019. OpenReview.net (2019)

32. Trouillon, T., Welbl, J., Riedel, S., Gaussier, É., Bouchard, G.: Complex embed-
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Abstract. Geometric aspects of knowledge graph embedding models directly
impact their capability to preserve knowledge from the original graph to the
vector space. For example, the capability to preserve structural patterns such
as hierarchies, loops, and paths present as relational structures in a knowledge
graph depends on the underlying geometry. In these years, temporal informa-
tion has gained lots of attention from researchers. While non-Euclidean geome-
try, e.g. Hyperbolic Geometry, has been shown to work well in static knowledge
graph embedding models for such relational structures, this does not hold for
temporal information in knowledge graphs. This is due to the different charac-
teristics of temporal information: time can be seen mostly as a linear construct
and using a geometry that is not suitable for this can adversely affect perfor-
mance. To address this research gap, we provide a novel temporal knowledge
graph embedding model that combines different geometries: the non-temporal
part of the knowledge is mapped to a hyperbolic space and the temporal part is
mapped to a Euclidean space. Our extensive evaluations on several benchmark
datasets show a significant performance improvement in comparison to state-of-
the-art models.

1 Introduction

Knowledge Graphs (KGs) are a core technology for several AI tasks such as recom-
mendation and prediction services as well as question-answering systems [4]. KGs
usually consist of facts represented in the form of triples (subject, relation, object),
where subject and object denote the entities and the relation connects those entities.
Despite the large quantities of triples in KGs such as Wikidata [29], DBpedia [19],
NELL [8], YAGO [25], they remain incomplete. One of the leading approaches to deal-
ing with the incompleteness problem of KGs is the use of Knowledge Graph Embedding
(KGE) models. KGE models predict links between existing entities in a KG by provid-
ing latent representation of the entities and relations in a low-dimensional space [1,5].
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While many KGE models are designed in Euclidean space, recent works show that
non-Euclidean geometry improves model performance for the preservation of several
complex relational structures [1]. For example, hyperbolic geometry is shown to be a
suitable space for mapping hierarchical structures [3]. Other works provide a combined
version of geometries such as GIE [7] that showed promising results in static KGs.
Recently, several Temporal Knowledge Graph Embedding (TKGE) models have also
considered non-Euclidean geometry or mixed spaces [14,21]. Temporal KGs (TKGs)
add time information to triples, which means that some connections between entities
have two properties, i.e., relation and time. Facts in TKGs are quadruples in the form
of (subject, relation, object, timestamp). Timestamps (τ ) can be represented in various
forms, e.g., time points, start/end time, or time intervals. While relations are dynamic in
forming different structures, time information in knowledge graphs follows a static, lin-
ear nature. When previous works used non-Euclidean geometries for knowledge graph
embeddings, this choice of geometry also affected time information.

Our main research hypothesis is that this negatively affects the performance of the
model. In Fig. 1, we showcase this problem using subgraphs taken from the GDELT
dataset [18], which we re-labeled with movie information and year granularity to sim-
plify understanding. As can be seen, the time information is linear while the relations are
forming hierarchical structures. In order to preserve the relational patterns of the sym-
bolic space (i.e. the knowledge graph) in the embedding space, geometries with special
features such as hyperbolic space are used [14,21]. The hyperbolic space has negative
curvature and the distance between two points on its surface grows exponentially with
radius increase, while the discrete chain structure of time requires a zero curvature with
a polynomial growth of surface with radius increase. For example, changing all times-
tamps in a subgraph by 10 years should not change the relative distance of entities in
this subgraph. For Euclidean geometry this is the case, but not for hyperbolic geometry.

Fig. 1. Movie information is illustrated with different structures of the temporal (Euclidean for
linear) and relational part (Non-Euclidean for hierarchical).

In order to address this issue in temporal KGs, we propose a model that captures
both the relational and temporal parts appropriately. We provide different views of the
underlying temporal knowledge graph: one is the relational part that includes the subject
and object entities and their relations, and the other part is the temporal knowledge
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that includes the subject and object entities and timestamps. Our approach for TKG
embedding dubbed TRE (temporal and relational embeddings) that treats these two
parts with different geometries. To the best of our knowledge, the proposed approach
is the first one using distinct geometries (Euclidean and hyperbolic) simultaneously
for Temporal KGs. When providing different views, we first split the quadruples into
relational and temporal parts, and then embed the relational parts of the underlying
TKG into a hyperbolic space to keep the hierarchies and other complex structures, and
embed temporal parts into the Euclidean space that follows the nature of time. One
possible issue after splitting a quadruple into relational and temporal parts is that the
model can possibly overwrite the relational parts that are same and would normally only
be distinguishable with differences in temporal part. We avoid this issue by defining
time-related hyperplanes that implicitly keep the temporal information in the relational
part. In this way, the embeddings in different time-related hyperplanes that belong to
one entity are different. Thereby, our model can even distinguish the same relational
parts originally having different temporal parts. Attention based-transformations have
been proved to be effective for logical patterns such as symmetry, asymmetry or mixed-
behaviour relations (i.e. neither symmetric nor anti-symmetric) in static KGs [9]. In
TKGs, timestamps also form relational patterns. We adapt an attention-based rotation
and reflection from static KGE models to the temporal KGE model. In this way, our
model has a good grasp of facts based on relations and timestamps and the experiments
demonstrate that TRE significantly outperforms the other models in low dimensions.

2 Related Work

Geometries in Non-temporal Knowledge Graph Embedding Models. Most of pro-
posed KGE models have geometric and algebraic limitations. Until very recently, many
of the KGE models were proposed either in linear or complex spaces. Several state-of-
the-art KGE models such as TransE [6] and RotatE [26] represent entities as points in
a low-dimensional flat space, and relations are translations and rotations to map sub-
ject embeddings to their corresponding object embeddings, respectively. The scores are
calculated as geodesic distance between the embeddings of the mapped subject and
object entities. There are other KGE models that embed entities as vectors and relations
as matrices. For example, RESCAL [23] and ComplEx [27] calculate the scores by a
bilinear product of these embeddings. Other track of work is neural-based models such
as ConvE [11], ConvKB [22]. All of these models have been designed in Euclidean
space, however they used complex or hyper complex algebraic bases where transforma-
tions such as Homothety have been made possible. Recently, chain of works focuses on
providing non-Euclidean spaces such as MURP [3], AttH [9] and GIE [7], which have
shown the outstanding performance on using hyperbolic or spherical geometries. These
models are proven to perform best for complex structural patterns such as hierarchical
and loop structures but only on static KGs. Although KGEs have widely gained major
attention in using non-Euclidean spaces, they have limitations for time-sensitive facts.

Geometries in Temporal Knowledge Graph Embedding Models. TKGE models
use embeddings to represent temporal information along entities and relations. Many
TKGE models are built based on the existing KGE models. TTransE [17], the temporal
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version of TransE, treats timestamps as extra translations. HyTE [10], an extension of
TransH [30] to TKGs, represents the timestamps by learnable temporal hyperplanes.
Both of these temporal KGEs are in Euclidean space. Based on ComplEx model, two
models namely TComplEx and TNTComplEx [16] are designed to factorize TKG as
a tensor. TeRo [31] defines the temporal evolution of entity embedding as a rotation
from the initial time to the current time in the complex vector space. ChronoR [24]
treats timestamps and relations as rotation and scale to do the prediction. BoxTE [20]
is a box embedding model for TKGC, and is adapted based on the BoxE model from
static KGE model to a temporal KGE. Despite the use of different algebraic aspects, all
of these models are designed in Euclidean space. Recently, temporal KGE models are
also considered non-Euclidean space such as DyERNIE [14] that learns evolving entity
representations on a product of Riemannian manifolds with heterogeneous curvatures.
HERCULES [21] is a TKGE model in a hyperbolic space, as an extension of ATTH
by defining a curvature as a product of both relations and time. While, the overall per-
formance of these models have increased, their evaluation methodology follows static
KGE models where time is not taken into account when filtering entities. Therefore,
the comparison is not fair to other models that use time-wise filtering. In the case of
TKGEs, doing link prediction without timestamps can potentially lead to a fake high
ranking of the facts. This is due to the confusion of the model in considering many
wrong predictions as correct prediction. Therefore, currently a non-Euclidean temporal
KGEmodel that is designed with a distinct geometrical representation for time and rela-
tional structures, also being correctly evaluated is missing. This gap is bridged in this
work by contributions on proposing the use of different but more suitable geometries
for each parts of time and relational knowledge.

3 Preliminaries

3.1 Temporal Knowledge Graph Completion

TKGs are multi-relational and directed graphs containing temporal information. We
define E ,R,T as the sets of entities, relations and timestamps, respectively. Each fact
in a TKG can be defined as a quadruple q = (s, r, o, τ), where s ∈ E is referred to
the subject entity, o ∈ E is referred to the object entity, r ∈ R is a relation between
s and o, and τ ∈ T is a timestamp. Temporal Knowledge Graph Embedding (TKGE)
models aim at completing TKGs by learning d-dimensional vector representations of
entities (E), relations (R), and timestamps (T ) denoted by (s, r,o, τ ) per quadruple
(s, r, o, τ). The original facts in the TKG without timestamps are assigned with unique
timestamp embedding. A TKGE score function computes the plausibility of a quadruple
by mapping (s, r, o, sτ ) to a real value.

3.2 Hyperbolic Geometry

Hyperbolic geometry is a non-Euclidean geometry with negative sectional curvature. In
our work, we use a d-dimensional Poincaré ball from hyperbolic geometry, to model
the relational parts of TKGs, i.e. (s, r, o). We denote the non-negative curvature as
−c (c > 0), and define the Poincaré ball as Bd,c = {x ∈ R

d : ‖x‖2 < 1
c}, where ‖·‖ is
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the L2 norm. We therefore denote by T c
x , the tangent space associated to x ∈ Bd,c. By

definition, this space contains the tangent vector of all hyperbolic lines in Bd,c leaving
from x. The tangent space follows a Euclidean geometry.

We can map a tangent vector of T c
x onto Bd,c via the exponential map. Conversely,

we can also map vectors of Bd,c onto T c
x via the logarithmic map. Considering the

tangent space T c
0 , these two functions are defined as follows:

expc
0(x) = tanh(

√
c ‖x‖)

x√
c ‖x‖ , (1)

logc
0(y) = arctanh(

√
c ‖y‖)

y√
c ‖y‖ . (2)

Due to the non-zero curvature, addition in hyperbolic geometry is replaced with
Möbius addition [28], which is a closed operation in the Poincaré ball. It is expressed
as follows:

x⊕cy =
(1 − 2cxT y − c‖y‖2)x + (1 + c‖x‖2)y

1 − 2cxT y + c2‖x‖2‖y‖2
. (3)

Finally, the hyperbolic distance function between two vectors x and y is defined as:

dH
c (x, y) =

2√
c
arctanh(

√
c ‖−x⊕cy‖ ). (4)

3.3 Hyperbolic Transformations

We let R(Θ) and F (Φ) represent rotations and reflections in the hyperbolic space
respectively, which are modeled using the Givens transformation matrices [2]. In 2d
space, it is parameterized by a 2 × 2 matrix:

R(θ) =
[

cos(θ) − sin(θ)
sin(θ) cos(θ)

]
. (5)

These matrices are block diagonalized,

R(Θ) = diag(R(θ1),...,R(θd)), (6)

to achieve rotation in high dimension. In Eq. (6), Θ denotes the set {θi : i = 1, . . . , d}.
Since the blocks are 2 × 2 matrices R(θi), only rotation in even high dimension can
be achieved by this formalism. Equation (6) represents a rotation in 2d dimensional
Euclidean space. On the other hand, reflection in 2d dimensional Euclidean space, can
be represented by the block diagonal matrix

F(Φ) = diag(F(φ1),...,F(φd)) (7)

where

F(φi) =
[

cos(φi) sin(φi)
sin(φi) − cos(φi)

]
(8)

and Φ is the set of reflection angles, φi, in the 2D plane.
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The limitation of Euclidean geometry in preserving hierarchical structures in KG,
has created the need to consider rotation and reflection in non-Euclidean space. One way
to extend this formalism to hyperbolic spaces, H, is through the use of the exponential
and the logarithm maps defined in Eqs. (1) and (2). Let us consider the point xH ∈ H.
Its tangent vector x ∈ T c

0 , is obtained by applying the logarithm map as

x = logc
0 x

H . (9)

By applying the exponential map to the linear transformation Mx, we obtain the hyper-
bolic point

yH = expc
0 (Mx) (10)

which is the hyperbolic rotation (M = R(Θ)) or reflection (M = F (Φ)) of xH .

4 Methodology

The proposed model is designed such that it (1) projects embeddings to time-related
hyperplanes, (2) uses rotation and reflection to transform entities, (3) uses time-
dependent and relation-specific curvature to make the hyperbolic manifolds time and
relation dependent, (4) learns embeddings of relational parts in hyperbolic space, suit-
able for hierarchical structure. (5) learns embeddings of temporal parts in the Euclidean
space, which is suitable for chain structure. The following sections are detailed descrip-
tion.

4.1 Time-Related Hyperplane

Fig. 2. Time-related Hyperplane and Hyperbolic
Space of TRE for a corresponding vector of a sub-
ject entity and its temporal part. TRE uses attention
mechanism with rotation and reflection to locate the
subject vector closer to a possible object vector.

For all the facts that are in the
form of quadruple (s, r, o, τ), in
a TKG, we project the relational
parts that has same temporal part
τ, onto their associated time-specific
hyperplane Hτ . In this way, we
implicitly encode the relational part
(s, r, o) with the temporal informa-
tion denoted by (sτ , rτ , oτ ). Thus,
the model uses time-related hyper-
planes to bring temporal informa-
tion into the relational parts. Embed-
dings of the facts with the same rela-
tional part but different times, are por-
trayed on their corresponding time-
related hyperplanes. Moreover, the
hyperplanes, characterized by their normal unit vector, wτ , are the direct sum of two
Euclidean subspaces: Tτ and Eτ , where the former serves as a tangent space at point
0 of a Poincaré ball and the latter serves as a medium for explicitly propagating time
information from subject entities to object entities of temporal facts. We denote entity
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embeddings by e and their projection onto Hτ by eHτ
= eτ + eν where eτ ∈ Eτ and

eν ∈ Tτ . In other words,

eHτ
= eν + eτ = e − (wT

τ e)wτ . (11)

We replace e by s or o when we want to refer to the embeddings of the subject or object
entities, respectively. As shown in Fig. 2, we illustrate how this mechanism works for
the corresponding vector of a subject entity.

4.2 Transformation for Temporal and Relational Parts

Temporal facts with the same timestamp, τ, form a time-related Knowledge Graph,
Gτ = {(sτ , rτ , oτ ) : (s, r, o, τ) ∈ TKG}. Therefore, for each timestamp, τ, we have
its corresponding knowledge graph, Gτ and its associated hyperplane Hτ . The rela-
tions rτ exhibit many relational patterns, mainly symmetry or antisymmetry, transitiv-
ity, composition, inversion, and so on. In order to preserve these relational patterns, we
decided to represent relations by rotation and reflection; these two transformations are
widely used in KGE models [26]. While rotation can preserve all the aforementioned
relational properties, reflection through a plane, an involutive transformation, fails to
adequately preserve antisymmetric relations. However, it is more flexible in preserving
symmetric relations.

Given Eq. (11), we define rotation of the subject embeddings on the hyperplanes as

Srot =
[

R(Θν) 0
0 R(Θτ )

]
sHτ

(12)

which could substantially be reduced to

Srot = R(Θν)sν + R(Θτ )sτ , (13)

and reflection as
Sref = F (Φν)sν + F (Φτ )sτ . (14)

Furthermore, in order to better combine the advantages of rotation and reflection,
we use the attention mechanism to allow the model to better adapt to symmetric, asym-
metric, and composition features. The attention mechanism uses relation and timestamp
specific attention vectors and coefficients. The two attention coefficients, αrot and αref ,
associated to relation and timestamp, are positive real scalers whose values quantified
how much relation and timestamp adhere to rotation or reflection embeddings or to a
mixture of both. This adhesion is guided by the relational patterns present in the TKG.
The attention vector and coefficients are related by the equation below:

(αrot, αref ) = softmax
(
αTSrot, α

TSref

)
(15)

The model learns the new embeddings in the hyperplanes as:

SE
ν + SE

τ = SE = αrotSrot + αrefSref . (16)

We note that SE is separated into two parts, SE
ν and SE

τ , which are the projections
of αrotSrot + αrefSref from Hτ to Tτ and Eτ respectively. Since, the object entity
embeddings do not undergo any linear transformation, we conclude oE

ν = oν and oE
τ =

oτ from Eq. (11).
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4.3 Geometric Score

Hyperbolic geometric embeddings are designed to capture complex structures such as
hierarchies. In order to do so, we set the curvature of the hyperbolic space to a trainable
parameter. It is defined in the parametric form

cν,τ = softplus(cν × cτ ) (17)

where cν and cτ refer to relation and timestamp specific curvatures. Through curvatures,
the embeddings of the explicit non-temporal parts of the object, oE

ν , and transformed
subject, SE

ν , entities are projected from the hyperplane to the hyperbolic space while
keeping the implicit influence of the associated time. This is performed by:

SH
ν = expcν,τ

0 (SE
ν ), oH

ν = expcν,τ

0 (oE
ν ). (18)

For the transformed subject entities, the projection is followed by a möbius addition,
i.e. a hyperbolic translation defined by

XH
ν = expcν,τ

0 (SH
ν ⊕c rH) (19)

where rH is the hyperbolic embedding of relations. The score function for the hyper-
bolic geometric interaction is defined as:

h(sτ , rτ , oτ ) = −dH
cν,τ

(XH
ν ,oH

ν )

= − 2
√

cν,τ
arctanh(

√
cν,τ

∥∥−XH
ν ⊕coH

ν

∥∥).
(20)

In order to allow the propagation of time information from subject to object enti-
ties, we used Euclidean geometry and translation. The score of Euclidean geometric
interaction is then defined as

g(s, o, τ) = −dE(XE
τ ,oE

τ ) = −
∥∥XE

τ − oE
τ

∥∥ (21)

where XE
τ = SE

τ + τE , and τ represents the timestamp embeddings in Eτ .

4.4 The TRE Model

Different geometries for temporal and relational embeddings (TRE) is the proposed
model that treats time flow in a flat space and relational structures in a hyperbolic space.
TRE defines two entity embeddings as eH

ν in hyperbolic space, and eE
τ in Euclidean

space. Both have two particular latent embeddings eν and eτ , defined on a hyperplane
associated to the timestamp of the quadruple in which the subject and object entities
co-appear. TRE performs hyperbolic rotation and/or reflection (Eqs. 6, 7, 9, 15, 16,
18) followed by hyperbolic translation (Eq. 19) of subject entity sH

ν , and Euclidean
rotation and/or reflection (Eqs. 6, 7) followed by translation of sE

τ to transform the sub-
ject entity to XH

ν and XE
τ respectively. The model interaction with the object entity is

resumed to its embeddings oH
ν and oE

τ . The score of quadruples is assessed by the total
score function
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f(s, r, o, τ) = h(sτ , rτ , oτ ) + g(s, o, τ) + bs + bo

= −dH
cν,τ

(XH
ν ,oH

ν ) − dE(XE
τ ,oE

τ ) + bs + bo

(22)

where bs and bo are biases related to subject and object entities. For each quadruple
(s, r, o, τ), k negative samples are generated by a random corruption of subject or object
entities. We use binary cross-entropy as the loss function, which is defined as

L = − 1
N

N∑
i=1

⎛
⎝log(pi) +

k∑
j=1

(log(1 − pi,j))

⎞
⎠. (23)

In Eq. (23), N is the total number of training samples, and pi and pi,j are the proba-
bilities of positive and negative quadruples, where p = σ (f (s, r, o, τ)) and σ (·) is the
sigmoid function.

5 Experiments

5.1 Experimental Setup

Datasets. In order to provide a fair and comprehensive comparison, three different types
of benchmark datasets (ICEWS14 [12], Yago15k [12], and GDELT [18]) that have been
used by previous state-of-the-art TKGEs are considered in our work. Statistics on these
datasets are provided in Table 1. ICEWS14 provides geopolitical information occurred
regularly in 2014. Because of geopolitical events, the relations between entities are
sparse and less temporally related. Yago15k is a modification of FB15K [6] with times-
tamps for some of the facts shown with “occursSince” and “occursUntil”. The facts
without timestamps are shown as triples and the ones with timestamps are represented
in the form of quintuples (subject, relation, object, type of timestamp, timestamp). The
third dataset GDELT is a subset of Global Database of Events, Language, and Tone that
contains the facts about human behaviors. Thus, facts in this dataset have rich temporal
patterns. And it contains facts with timestamps from April 1, 2015 to March 31, 2016.
GDELT have only 500 entities and 20 relations, which makes it a dense dataset.

In order to analyse the ability of our model in ablation experiments about represent-
ing relational parts and temporal parts, in the three last columns of Table 1, we report the
number of relations whose Krackhardt hierarchical score [15] is higher than 60%; and
among these relations, we counted and report the number of relations whose maximum
path (Max) and average path (Avg) are greater than 2.

Table 1. Statistics and Hierarchical information for ICEWS14, Yago15k and GDELT.

|E| |R| |T | Ntrain Nvalid Ntest Khs > 60% Max > 2 Avg > 2

ICEWS14 7128 230 365 72826 8963 8941 217 70 23

YAGO15k 15403 34 198 110441 13815 13800 47 5 4

GDELT 500 20 366 2735685 341961 341961 7 7 7
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Evaluation Metrics. For each quadruple (s, r, o, τ) in the test set, two queries of form
(s, r, ?, τ) and (o, r−1, ?, τ) are created. For each query, the model replaces all possible
entities with ? and scores the generated quadruples. The results are then evaluated by
Mean Reciprocal Rank (MRR), and H@n where n ∈ {1, 3, 10}. MRR is measured by∑nt

j=1
1
rj
, where rj is the rank of the j-th test quadruple and nt is the number of triples

in the test set. It represents the overall performance of a model. H@n is the probability
of the number of test quadruples ranked less than n.

Time-Wise Entity Filtering. The time-wise entity filtering [13] is used to remove all
the candidate entities which yield correct quadruples. However, several works have
evaluated their methods by using only entity filtering that is suitable for non-temporal
KGs [14,21]. In this way, time information, that leads to negative but plausible facts,
is ignored. Consequently, the removal of such false negative candidates leads to higher
rankings. This is avoided in TRE with the time-wise entity filtering method. In our
experiments, our model and baseline models are evaluated by time-wise entity filtering.

Baseline Models. TRE is compared to well-performing KGE and TKGE models,
namely TERO [31], TNTComplEx [16], ATTH [9], HERCULES [21] and BoxTE [20].
ATTH is a KGE model in hyperbolic space. In the area of TKGE, there are two mod-
els built in hyperbolic space, namely DyERNIE [14] and HERCULES. DyERNIE is
built on a variable hyperbolic manifold, and HERCULES is the extension of ATTH in
TKGs. In our experiments, we only compare TRE to HERCULES as the original results
of DyERNIE are achieved by non-temporal KGE filtering and is not reproducible In
addition, DyERNIE is outperformed by HERCULES.

Hyperparameter Setting. Evaluations are done in multiple dimensions of entities
including 30, 50, and 100. Adam optimizer is used with learning rate of 0.001, 0.005,
and the cross-entropy loss is minimized by using negative samples which are uniformly
generated from valid entities.

5.2 Analysis and Results

Performance Analysis. As shown in Table 2, TRE outperforms the considered KGE and
TKGE models in all the metrics for all three datasets in dimension 30. This is the same
for other dimensions, except for H@10 of ICEWS14 in dimensions 50 and 100, and
H@1 of Yago15k in dimension 100. As can be seen in Table 1, among the number of
relations with high hierarchical scores in Yago15k, there are only 10.6% of the relations
that have more than 2 paths and only 8.5% of the relations whose average numbers
of paths are more than 2. This means the Yago15k dataset is not rich in hierarchical
structures. We observe that although 94.3% of the relations in the ICEWS14 dataset
have high hierarchical scores, only 32.3% of the candidate relations have a maximum
path greater than 2. Therefore, this dataset has less hierarchical structure. In contrary,
GDELT is rich in hierarchical structure since all the 35% of its candidate relations have
a maximum and an average path equal to 7. It is noteworthy that ICEWS14 is a sparse
TKG and largely temporally uncorrelated across distinct entities. Therefore, TRE shows
5.9% better performance on this dataset compared to other TKGE models that treat the
time and relation on the same geometry.

As mentioned before, the Yago15k dataset has either triples without timestamp and
quintuples with extra time indicator property. Because of this special pattern, most of
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Table 2. Results of performance analyses of baselines and TRE in dimensions 30, 50, and 100
(all the results for these dimensions are produced in this work. The highest values per metric are
shown in bold and not achievable results are dashed.)

Datasets ICEWS14 Yago15k GDELT

dim Model MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

30 ATTH 0.402 0.281 0.455 0.648 0.252 0.174 0.261 0.444 0.189 0.114 0.201 0.33

HERCULES 0.419 0.301 0.475 0.652 0.261 0.188 0.265 0.448 0.190 0.116 0.202 0.331

TERO 0.309 0.185 0.361 0.564 - - - - 0.161 0.0904 0.17 0.3

TNTComplEx 0.475 0.368 0.534 0.682 0.290 0.224 0.290 0.460 0.208 0.131 0.222 0.359

BoxTE 0.471 0.350 0.535 0.707 0.221 0.140 0.233 0.407 0.211 0.133 0.225 0.360

TRE (our) 0.503 0.394 0.567 0.708 0.322 0.246 0.333 0.498 0.220 0.141 0.235 0.372

50 ATTH 0.423 0.301 0.483 0.666 0.304 0.232 0.309 0.487 0.198 0.12 0.211 0.347

HERCULES 0.436 0.316 0.494 0.671 0.310 0.240 0.316 0.490 0.199 0.121 0.211 0.348

TERO 0.379 0.254 0.44 0.635 - - - - 0.179 0.103 0.189 0.326

TNTComplEx 0.504 0.402 0.560 0.700 0.320 0.256 0.321 0.487 0.224 0.144 0.239 0.377

BoxTE 0.512 0.401 0.578 0.723 0.275 0.194 0.287 0.465 0.223 0.143 0.239 0.375

TRE (our) 0.544 0.445 0.604 0.720 0.335 0.257 0.346 0.521 0.235 0.153 0.252 0.393

100 ATTH 0.450 0.329 0.511 0.691 0.292 0.215 0.304 0.485 0.206 0.126 0.220 0.361

HERCULES 0.452 0.332 0.511 0.691 0.284 0.205 0.296 0.476 0.206 0.125 0.219 0.361

TERO 0.454 0.34 0.522 0.670 - - - - 0.202 0.123 0.215 0.353

TNTComplEx 0.533 0.435 0.589 0.718 0.338 0.270 0.341 0.508 0.242 0.160 0.258 0.400

BoxTE 0.558 0.457 0.621 0.743 0.292 0.215 0.299 0.482 0.241 0.159 0.259 0.400

TRE (our) 0.579 0.493 0.629 0.733 0.339 0.257 0.354 0.531 0.255 0.171 0.274 0.416

the embeddings are affected by non-temporal facts during training. Therefore, these
baseline models do not perform well except TNTComplEx as it is specifically designed
for this situation. But on this dataset, TRE outperforms TNTComplEx by 11% in 30
dimension in MRR. As the dimension increases, the gap between two models decreases.
For the GDELT dataset, TRE outperforms the others in all the metrics, and improves
previous performances by a margin of 4.3%. Among these models, ATTH and HER-
CULES are hyperbolic models, our model is significantly better. And compared with
the box embedding model and tensor models, the overall performance of our model is
also much better. Overall the results show that learning relation-related structures in
hyperbolic spaces and time-related information in Euclidean spaces is effective.

Impact of Geometric Space. In Table 3, we conducted an experiment by providing
three variants of TRE: a) TRE-original where two different geometries of Euclidean
and hyperbolic are used, b) TRE-Euclidean where Euclidean geometry is used for both
time and relational parts, c) TRE-hyperbolic where hyperbolic space is used for both
temporal and relational structures. TRE-original shows a higher performance than the
other two versions in major cases. TRE-hyperbolic performs better on ICEWS14 only
in H@10 and for dimensions 30 and 50. This can be due to its sparsity and uncorre-
lated time for distinct entities. If we only compare TRE-hyperbolic and TRE-Euclidean,
in Yago15k, we observe that by dimension increase (100), the embeddings of times-
tamps are more expressive and distinguishable by TRE-Euclidean. While TRE-original
outperforms the other two versions in all metrics in GDELT dataset, the performance
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Table 3. Impact of different geometries is evaluated by three versions of TRE: TRE-hyperbolic
represents facts on the hyperbolic space for both temporal and relational parts; TRE-Euclidean
model uses Euclidean for both, and TRE-original is the TRE with different geometries.

Datasets ICEWS14 Yago15k GDELT

dim Model MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

30 TRE-hyperbolic 0.481 0.361 0.548 0.713 0.308 0.226 0.321 0.502 0.219 0.140 0.234 0.371

TRE-Euclidean 0.471 0.350 0.537 0.706 0.294 0.212 0.305 0.489 0.219 0.140 0.234 0.371

TRE-original 0.503 0.394 0.567 0.708 0.322 0.246 0.333 0.498 0.220 0.141 0.235 0.372

50 TRE-hyperbolic 0.511 0.395 0.579 0.734 0.331 0.251 0.345 0.519 0.233 0.152 0.250 0.390

TRE-Euclidean 0.505 0.386 0.572 0.734 0.329 0.248 0.342 0.520 0.233 0.151 0.250 0.390

TRE-original 0.544 0.445 0.604 0.720 0.335 0.257 0.346 0.521 0.235 0.153 0.252 0.393

100 TRE-hyperbolic 0.575 0.478 0.635 0.750 0.335 0.252 0.350 0.528 0.250 0.167 0.269 0.411

TRE-Euclidean 0.570 0.471 0.630 0.751 0.337 0.254 0.353 0.530 0.250 0.167 0.269 0.410

TRE-original 0.579 0.493 0.629 0.733 0.339 0.257 0.354 0.531 0.255 0.171 0.274 0.416

of TRE-Euclidean and TRE-hyperbolic are similar. As shown in the last three columns
of Table 1, this dataset is rich in hierarchical relations. The results show that the hyper-
bolic space is more suitable to represent relational structures. However, we also observe
competitive results in Euclidean space, which is originally not suitable for hierarchical
structures but for temporal ones.

Impact of Geometric Operations. In Table 4, we conduct an ablation experiment on
several geometric operations of TRE and show results of these versions. In TRE-Rel,
rotations and reflections are only related to relational structures, and TRE-Time is only
related to timestamps. TRE-Rot only does rotation, and TRE-Ref only does reflection.
TRE-NoPlane does not use time-related hyperplane. These results are in correlation
with dataset characteristics shows in Table 1. In the case of Yago15K, the results are
higher by TRE-Rel which is explained with the low number of timestamps, and pres-
ence of time-related information in the entire dataset. In the case of ICEWS14, model
setting on TRE-Time and TRE-Ref show higher performance which is due to the special
structure of timestamps. And for GDELT, the results show the richness both in relational
and temporal structure.

Impact of Dimensions. With dimension increase, we can see from Fig. 3 that on
Yago15k and ICEWS14 datasets, the results of TNTComplEx and BoxTE have larger
improvement that TRE. As mentioned above, this is also caused by the characteristics of
these datasets. In other words, such models are not capable of capturing characteristics
in low dimensions. In GDELT dataset, we can see that the performance improvement
of our model is much more than BoxTE and TNTComplEx which is due to its abil-
ity in learning temporal information. We conclude that for real world TKGs with rich
temporal knowledge and dense graph structures, TRE can show higher performance
difference with regard to different dimensions.

Geometry for Time Preservation. To further demonstrate our hypothesis that times-
tamps can be better represented in the Euclidean space, we show the distribution of
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Table 4.Different settings of experiments with planes and transformations. TRE-Time has a focus
on temporal part only with both rotation and reflection, TRE-Rel has a focus on relational part
also both with rotation and reflection. TRE-Rot is a setting where only a rotation transformation is
used for both temporal and relational parts, and TRE-Ref is focused with only reflection on both
temporal and relational parts. We additionally show a setting of TRE-NoPlane where time-related
hyperplane is removed, also show the results of TRE-original.

Datasets ICEWS14 Yago15k GDELT

Model MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

TRE-Time 0.539 0.426 0.608 0.748 0.333 0.25 0.35 0.525 0.243 0.159 0.262 0.409

TRE-Rel 0.530 0.409 0.602 0.759 0.343 0.264 0.353 0.539 0.244 0.161 0.262 0.406

TRE-Rot 0.526 0.404 0.604 0.76 0.345 0.267 0.357 0.534 0.247 0.163 0.265 0.409

TRE-Ref 0.571 0.463 0.641 0.764 0.343 0.265 0.353 0.53 0.252 0.167 0.271 0.416

TRE-NoPlane 0.552 0.438 0.624 0.764 0.336 0.257 0.345 0.53 0.247 0.163 0.267 0.410

TRE-original 0.579 0.493 0.629 0.733 0.339 0.257 0.354 0.531 0.255 0.171 0.274 0.416

Fig. 3. Impact of dimension on performance increase by comparing on the MRR results of TNT-
ComplEx, BoxTE and TRE on dimensions 30, 50, and 100.

time embeddings in Fig. 4. Due to the rich structure both in temporal and relation parts,
we selected GDELT for this experiment. For reduction of dimension from 100 to 2,
t-SNE is used where timestamps of facts are grouped into 12months, which are marked
with different colors. Because the hyperbolic space in our model is not fixed, and the
points in tangent space at 0 point can also reflect the distribution, all time embeddings
are analysed in Euclidean space. Figure (a) is time embeddings of TRE-hyperbolic in
the tangent space, and figure (b) is time embeddings of TRE-Euclidean in the Euclidean
space. We can clearly see that the distribution in (b) is strictly in chronological order,
while the distribution of some groups in (a) are scattered. Besides, we can also find
that points of TRE-Euclidean have been well classified, while some groups of TRE-
hyperbolic are very scattered and messy. So we can conclude that temporal information
can be well represented in Euclidean space.
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Fig. 4. Distribution of time embeddings on GDELT.

6 Conclusion

In this paper, we proposed a novel TKGE model for temporal knowledge graphs that
uses different geometric spaces for the temporal and relation parts. Specifically, the
relational part of the TKG is represented in hyperbolic space and the temporal part
in euclidean space. Through several studies, we show suitability of hyperbolic space
for relational part and Euclidean geometry for capturing the natural chain structure of
temporal information. We could positively answer our research hypothesis by show-
ing that the resulting model outperforms most competing models across three different
benchmark datasets and multiple dimension sizes. We provided statistics on the extent
to which the underlying knowledge graphs have hierarchical structures and their effect
in analysis. We also visually illustrated the resultant time embeddings that follows the
natural structure of time from symbolic space.
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3. Balažević, I., Allen, C., Hospedales, T.: Multi-relational poincaré graph embeddings. In:
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Abstract. Most real-world knowledge graphs, including Wikidata,
DBpedia, and Yago are incomplete. Answering queries on such incom-
plete graphs is an important, but challenging problem. Recently, a num-
ber of approaches, including complex query decomposition (CQD), have
been proposed to answer complex, multi-hop queries with conjunctions
and disjunctions on such graphs. However, these approaches only con-
sider graphs consisting of entities and relations, neglecting literal values.
In this paper, we propose LitCQD—an approach to answer complex,
multi-hop queries where both the query and the knowledge graph can
contain numeric literal values: LitCQD can answer queries having numer-
ical answers or having entity answers satisfying numerical constraints.
For example, it allows to query (1) persons living in New York having a
certain age, and (2) the average age of persons living in New York. We
evaluate LitCQD on query types with and without literal values. To eval-
uate LitCQD, we generate complex, multi-hop queries and their expected
answers on a version of the FB15k-237 dataset that was extended by lit-
eral values.

1 Introduction

Knowledge Graphs (KGs) such as Wikidata [30], DBpedia [3], and YAGO [25]
have been of increasing interest in both academia and industry, e.g., for major
question answering systems [1,9,27] and for intelligent assistants such as Ama-
zon Alexa, Siri, and Google Now. Natural language questions on such KGs are
typically answered by translating them into subsets of First-Order Logic (FOL)
involving conjunctions (∧), disjunctions (∨), and existential quantification (∃)
of multi-hop path expressions in the KGs. However, this approach to modeling
queries has an important intrinsic flaw: Almost all real-world KGs are incom-
plete [8,10,20]. Traditional symbolic models, which rely on sub-graph matching,
are unable to infer missing information on such incomplete KGs [12]. Hence, they
often return empty answer sets to queries that can be answered by predicting
missing information. Hence, several approaches (e.g., GQE [12], Query2Box [22],
and CQD [2]) have recently been proposed that can query incomplete KGs by
performing neural reasoning over Knowledge Graph Embeddings (KGEs). How-
ever, all the aforementioned models operate solely on KGs consisting of entities
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 617–633, 2023.
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and relations and none of them supports KGs with literal values such as the age
of a person, the height of a building, or the population of a city. Taking literal
values into account, however, has been shown to improve predictive performance
in many tasks [13,18].

In this paper, we remedy this drawback and propose LitCQD, a neural
reasoning approach that can answer queries involving numerical literal values
over incomplete KGs. LitCQD extends CQD by combining a KGE model (e.g.,
ComplEx-N3 [19]) that predicts missing entities/relations with a literal KGE
model (e.g., TransEA [31]) able to predict missing numerical literal values. There-
with, LitCQD can mitigate missing entities/relations as well as missing numerical
values to answer various types of queries. Moreover, we increase the expressive-
ness of queries that can be answered on KGs with literal values by allowing
queries (1) to contain filter restrictions involving literals and (2) to ask for pre-
dictions of numeric values (see Example 1).

Example 1. The query “Who (P?) is married to somebody (P ) younger than
25? ” with a filter restriction “younger than 25” can be rewritten as P?.∃P,C :
hasAge(P,C) ∧ lt(C, 25) ∧ married(P, P?).

To answer this query, we predict the age of all persons P in the knowledge graph
and check whether the condition “less than 25” is fulfilled. Then, all persons P?

married to persons P are returned.
To evaluate filter expressions such as “less than 25” on incomplete knowledge

graphs, we introduce continuous attribute filter functions (Sect. 4.1, Eqs. 8–10)
and improve them by introducing attribute existence checks (Eqs. 11–12). We
predict attribute values for a subset of entities that are obtained via beam search
with an attribute predictor (Sect. 4.2).

In our experiments (Sect. 5), we use a similar setup to Arakelyan et al. [12]
García-Durán and Niepert [11], Hamilton et al. [2] and use the FB15k-237 dataset
augmented with literals [11]. However, as previous work did not contain queries
with literal values, we generate such queries and their expected answers. Our
experiments suggest that LitCQD can effectively answer various types of queries
involving literal values, which was not possible before (Tables 3, 4). Moreover, our
results show that including literal values during the training process improves
the query answering performance even on standard queries in our benchmark
(Table 2). Our contributions can be summarized as follows:

– Filter restrictions with literals: We propose an approach that can answer
multi-hop queries where numeric literals are used to filter valid answers (e.g.,
“return entities whose age is less than 25”).

– Prediction of literal values: We propose an approach that can predict the
numeric values of literals (e.g., “return mean age of married people’).

– Benchmark construction: We generate multi-hop queries with numeric literals
and their expected answers.

– Embeddings with literals: We show that using knowledge graph embeddings
that support literal values even yields better results for traditional queries
without literal values.
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2 Background and Preliminaries

In this section, we introduce knowledge graphs without literals and queries on
them, before introducing our approach with literals in Sect. 4.

2.1 Knowledge Graph Without Literals

A knowledge graph (KG) without literals is defined as G = {(h, r, t)} ⊆ E×R×E ,
where h, t ∈ E denote entities and r ∈ R denotes a relation [12,22]. G can be
regarded as a FOL knowledge base, where a relation r ∈ R corresponds to a
binary function r̂ : E × E → {1, 0} and a triple (h, r, t) corresponds to an atomic
formula α = r̂(h, t) [2]. When it is clear from the context that r̂ denotes a binary
function, we may simply write r as in the following definitions.

2.2 Multihop Queries Without Literals

Conjunctive Queries. A conjunctive graph query [2,12,22,23] q ∈ Q(G) over G
is defined as

q = E? . ∃E1, . . . , Em : α1 ∧ α2 ∧ . . . ∧ αn, (1)

where

– αi = r(e,E), with E ∈ {E?, E1, . . . , Em}, r ∈ R, e ∈ E or
– αi = r(E,E′), with E,E′ ∈ {E?, E1, . . . , Em}, E �= E′, r ∈ R.

In the query, the target variable E? and the existentially quantified variables
E1, . . . , Em are bound to subsets of entities E . The entities bound to E? represent
the answer nodes of the query. The conjunction α1 ∧ α2 ∧ . . . ∧ αn consists
of n atoms defined over relations r ∈ R, anchor entities e ∈ E and variables
E,E′ ∈ {E?, E1, . . . , Em}.

Example 2. The question “Which (D?) drugs are to interact with (P ) proteins
associated with the diseases e1 and e2? ” can be represented as the query

q = D?.∃P : assoc(e1, P ) ∧ assoc(e2, P ) ∧ interacts(P,D?), (2)

where D?, P are bound to subsets of entities E , e1, e2 ∈ E are anchor entities,
and interacts, assoc ∈ R are relations.

The dependency graph of a query q ∈ Q(G) is defined over its query edges α1,
α2, . . . , αn with nodes being either anchor entities or variables [12]. Following
Hamilton et al. [12] and Arakelyan et al. [2], we focus on queries whose depen-
dency graph forms a Directed Acyclic Graph (DAG) with anchor entities being
source nodes and the target variable being the unique sink node (such queries
are called valid queries in previous work [2,12]). Figure 1 (left) represents the
dependency graph of the query in Eq. (2). Note that for simplicity, we use the
term of an entity in a KG interchangeably with a node in a dependency graph.
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Fig. 1. Example query without literals (see Eq. (2)). Dependency graph of query (left)
and symbolic query answering on an incomplete graph (right). Solid bold lines represent
paths leading to answer entities. Dashed lines represent missing triples.

The dependency graph of a query encodes the computation graph to obtain
the answer set �q� via projection P and intersection I operators [22]. Starting
from a set of anchor nodes (e.g., e1, e2), �q� is derived by iteratively apply-
ing P and/or I until the unique sink target node (e.g., D?) is reached. Given
a set of entities S ⊆ E and a relation r ∈ R, the projection operator is
defined as P(S, r) := ∪e∈S {x ∈ E : r̂(e, x) = 1} where the binary function
r̂ : E × E → {1, 0} indicates whether the triple (e, r, x) exists in G.Given a set
of entity sets {S1, S2, . . . , Sn}, Si ⊆ E , the intersection operator I is defined as
I({S1, S2, . . . , Sn}) := ∩n

i=1Si. Therefore, the conjunctive query defined in Eq.
(2) can be answered via the computation

P
(
I({P({e1}, assoc),P({e2}, assoc)

})
, interacts

)
. (3)

In the example of Fig. 2 (right), a traditional, symbolic approach yields the
answer set �q� = {d3, d4} although the complete answer set taking missing triples
into account would be �q� = {d2, d3, d4}. The result is obtained as follows: Start-
ing at the anchor entities e1 and e2, the entity p3 is the only entity for which both
assoc(e1, p3) and assoc(e2, p3) hold. Moving on from p3, a traditional, symbolic
approach can only reach the entities d3, d4 via the “interacts” relation, but not
the entity d2 because the edge (p3, interacts, d2) is missing. Note that d1 is not
part of the answer set because both p1 and p2 are only associated with e1.

Existential Positive First-order (EPFO) Queries. An EPFO query q in its Dis-
junctive Normal Form (DNF) is a disjunction of conjunctive queries [2,22]:

q = E? . ∃E1, . . . , Em : (α1
1 ∧ · · · ∧ α1

n1
) ∨ · · · ∨ (αd

n1
∧ · · · ∧ αd

nd
), (4)

where αj
i are defined as above. Its dependency graph is a DAG having three types

of directed edges: projection, intersection, and union; the union U of entity sets
S1, S2, . . . , Sn ⊆ E is U({S1, S2, . . . , Sn}) := ∪n

i=1Si.
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3 Related Work

In this section, we overview the state of the art with regards to knowledge graph
embeddings and neural query answering on incomplete knowledge graphs.

3.1 Knowledge Graph Embeddings and Literals

In the last decade, a plethora of knowledge graph embedding (KGE) models
have been successfully applied to tackle various tasks, including link prediction,
relation prediction, community detection, fact checking, and class expression
learning [15–17,20,24,29]. KGE research has mainly focused on learning embed-
dings for entities and relations tailored towards predicting missing entities/links,
i.e., tackling single-hop queries [4,6–8,20,26,29,32,33]. Despite their effective-
ness in tackling single-hop queries, KGE models cannot be directly applied to
answer multi-hop queries because multi-hop query answering is a strict general-
ization [21]. Most KGE models do not incorporate literals (e.g., age of a person,
height of a person, or date of birth), but there has been a growing interest in
designing such models. For instance, Wu and Wang [31] propose TransEA by
extending the translation loss used in TransE [5] by adding the attribute loss as
a weighted regularization term. García-Durán and Niepert [11] propose KBLRN
that is based on relation features, numerical literals, and a KGE model. Kristiadi
et al. [18] propose LiteralE, which applies a non-linear parameterized function to
merge entity embeddings with numerical literals. Thereby, LiteralE is computa-
tionally less demanding than KBLRN as it does not require any rule generation
for relation features and is more expressive than TransEA as TransEA integrates
the impact of literals linearly.

3.2 Neural Query Answering on Incomplete Knowledge Graphs

In recent years, significant progress has been made on querying incomplete KGs.
Hamilton et al. [12] laid the foundations for multi-hop reasoning with graph
query embeddings (GQE). Given a conjunctive query (e.g., Eq. (2)), they learn
continuous vector representations for queries, entities, and relations and answer
queries by performing projection P and intersection I operations in the embed-
ding vector space. Ren et al. [22] show that GQE cannot answer EPFO queries
(see Eq. (4)) since GQE does not model the union operator U . Hence, they pro-
pose Query2Box that represents an EPFO query with a set of box embeddings,
where one box embedding is constructed per conjunctive subquery. A query is
answered by returning the entities whose minimal distance to one of the box
embeddings is smallest.

All the aforementioned models learn query embeddings and answer queries
via nearest neighbor search in the embedding space. However, learning embed-
dings for complex, multi-hop queries involving conjunctions and disjunctions can
be computationally demanding. Towards this end, Arakelyan et al. [2] propose
complex query decomposition (CQD). They answer EPFO queries by decompos-
ing them into single-hop subqueries and aggregate the scores of a pre-trained
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single-hop link predictor (e.g., ComplEx-N3). Scores are aggregated using a t-
norm and t-conorm—continuous generalizations of the logical conjunction and
disjunction [2,14]. Their experiments suggest that CQD outperforms GQE and
Query2Box; it generalizes well to complex query structures while requiring orders
of magnitude less training data. Zhu et al. [34] highlight that CQD is the only
interpretable model among the aforementioned models as it produces intermedi-
ate results. In this work, we extend CQD to answer multi-hop queries involving
literals.

4 LitCQD: Multi-hop Reasoning with Literals

A knowledge graph with numeric literals (i.e., with scalar values), can be defined
as GA = {(h, r, t)} ⊂ (E × R × E) ∪ (E × A × R), where R ∩ A = ∅ and A and
R denote numeric attributes and real numbers, respectively [18]. The binary
function â : E × R → {1, 0} indicates whether an entity has attribute a ∈ A
and we might just write a instead of â when this is clear from context. We
categorize EPFO queries q ∈ Q(GA) involving literals depending on the type of
their answer sets �q�: In Sect. 4.1, we define queries with entities as answer set
�q� ⊆ E ; in Sect. 4.2, we define queries with a literal value as answer �q� ∈ R.

4.1 Multihop Queries with Literals and Entity Answers

An EPFO query q on a KG with numeric literals (GA) can be defined as

q = E? . ∃E1, . . . , Em : (α1
1 ∧ · · · ∧ α1

n1
) ∨ · · · ∨ (αd

1 ∧ · · · ∧ αd
nd
), (5)

where

– αj
i = r(e,E), with E ∈ {E?, E1, . . . , Em}, r ∈ R, e ∈ E or

– αj
i = r(E,E′), with E,E′ ∈ {E?, E1, . . . , Em}, E �= E′, r ∈ R or

– αj
i = a(E,C)∧af (C, c), with E ∈ {E?, E1, . . . , Em}, C ∈ {C1, . . . , Cl}, a ∈ A,

af ∈ {lt, gt, eq}, c ∈ R.

In the query, the target variable E? and the variables E1, . . . , Em are bound to
subsets of entities E and the variables C1, . . . , Cl are bound to numeric values
from R. The binary function r : E × E → {1, 0} denotes whether a relation
exists between the two entities, a : E × R → {1, 0} whether an attribution
relation exists, and af : R × R → {1, 0} is one of the attribute filter conditions
lt (less-than), gt (greater-than), or eq (equal-to). For example, lt(20, 25) returns
1 because 20 ≤ 25. To approximately answer queries defined with Eq. (5) and
assuming an incomplete knowledge graph, we propose the following optimization
problem:

argmax
E?,E1,...,Em

(
α1
1 � . . . � α1

n1

) ⊥ . . . ⊥ (
αd
1 � . . . � αd

nd

)
(6)

where
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Fig. 2. Example query with literals and entity answer (see Eq. (7)). On the left, the
query’s dependency graph is shown and on the right, symbolic query answering on
an incomplete graph with literal values. Bold lines represent paths leading to answer
entities, dashed lines represent missing triples, solid existing triples.

– αj
i = φr(e,E), with E ∈ {E?, E1, . . . , Em}, r ∈ R, e ∈ E or

– αj
i = φr(E,E′), with E,E′ ∈ {E?, E1, . . . , Em}, E �= E′, r ∈ R or

– αj
i = φaf ,a(φa(E), c), with E ∈ {E?, E1, . . . , Em}, a ∈ A, af ∈ {lt, gt, eq},

c ∈ R,

and φr : E × E → [0, 1] is a link predictor that predicts a likelihood of a link
between two entities via a relation r. φa : E → R is an attribute predictor that
predicts a value of an attribute a given an entity. An attribute filter predictor
φaf ,a : R × R → [0, 1] predicts a likelihood that the filter condition is met given
the predicted attribute value ĉ := φa(·) and the constant value c ∈ R specified in
the query. All three predictors are derived from a KGE model as described below.
A t-norm � : [0, 1]× [0, 1] → [0, 1] is considered as a continuous generalization of
the logical conjunction [2,14]. Given a t-norm �, the complementary t-conorm
can be defined as ⊥(a, b) = 1−�(1−a, 1− b) [2]. Numerically, the Gödel t-norm
�min(x, y) = min{x, y}, the product t-norm �prod(x, y) = x·y, or the Łukasiewicz
t-norm �Luk(x, y) = max{0, x + y − 1} can be used to aggregate predicted
likelihoods to obtain a query score [2]. With this formulation, various questions
involving numerical values can be asked on incomplete GA. For example, the
question “Which entities are younger than 25? ” can be represented as

q = E? . ∃C : hasAge(E?, C) ∧ lt(C, 25). (7)

The dependency graph of this query is visualized in Fig. 2 (left). Let S? be the
entities bound to variable E?. Then the projection of S? with hasAge is performed
by an attribute prediction model φhasAge(S?) ∈ R

|E| that predicts the value of
the attribute a for each entity in e ∈ E. The answer set is obtained by filtering
entities via φlt. A subgraph of GA satisfying this query is visualized in Fig. 2
(right). While a symbolic approach only yields the answer set �q� = {e1}, our
approach involving link predictors can identify the full answer set �q� = {e1, e2}.

We solve the optimization problem in Eq. (6) approximately with a variant of
beam search by greedily searching for sets of entities S?, S1, . . . Sm substituting
the variables E?, E1, . . . , Em in a fashion akin to CQD [2]. In the example in Eq.
(7), given the hasAge attribute, attribute values ĉ = φhasAge(e) ∈ R are predicted
for all entities e ∈ E . Next, likelihoods of fulfilling the filter condition “less than
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25” can be inferred via φlt(ĉ, 25). Finally, all entities are sorted by their query
scores in descending order and the top k entities are considered to be answers
of q. It is important to note that LitCQD like CQD not only computes the final
answer but also intermediate steps leading to this answer. In this sense, LitCQD
can be considered an interpretable model.

Joint Training of Link and Attribute Predictors. Following Arakelyan et al. [2],
we use ComplEx-N3 [19] as entity predictor φr(·, ·). As attribute predictor φa(·),
we employ TransEA [31]. We jointly train the KGE models underlying both
models. The link predictor ComplEx-N3 has previously been found to work well
for multi-hop query answering [2] and to perform better than DistMult [2,32]. In
a pilot study, we also experimented with the attribute predictor MTKGNN [28].
Overall, it achieved similar performance to TransEA, but we decided to move
forward with TransEA, because it slightly outperformed MTKGNN in terms of
MRR and required less parameters. KBLRN [11] and LiteralE [18] only com-
pute knowledge graph embeddings based on literal information, but they do not
predict the value of attributes which is required in our framework.

Attribute Filter Function without Existence Check. The attribute filter function
returns a score indicating the likelihood that the filter condition is met. First, we
define a preliminary version φ′

af ,a of the function, which does not check whether
the attribute relation a actually exist for an entity. The function is defined case
by case. For the equal-to condition, i.e., for af = eq, we define it as

φ′
eq,a(ĉ, c) :=

1
exp(|ĉ − c|/σa)

, (8)

where ĉ = φa(e), e ∈ E , c ∈ R is a numeric literal (e.g., 25 in Fig. 2), left) and
σa denotes the standard deviation of Ca where Ca := {c ∈ R|â(e, c) = 1, e ∈ E}
are all literal values found on GA given an attribute a. With φ′

eq,a(ĉ, c), we map
the difference between the predicted attribute value ĉ and the constant value
ĉ specified in the query into the unit interval [0, 1]. As the difference | ĉ − c |
approaches 0, φeq,a(ĉ, c) approaches 1. The division by the standard deviation σa

normalizes the difference | ĉ − c |. For the attribute filter function with less-than
(af = lt), we define

φ′
lt(ĉ, c) :=

1
1 + exp((ĉ − c)/σa)

. (9)

As ĉ − c → −∞, φlt(ĉ, c) → 1. Following Eq. (9), the attribute filter function
with greater-than is defined as

φ′
gt(ĉ, c) := 1 − φlt(ĉ, c). (10)

We also experimented with a version where the standard deviation σa was not
computed per attribute but for all literal values independent of a, i.e., σ was
computed for

⋃
a∈A Ca. We picked the latter variant as default for our LitCQD

approach as it outperformed the former variant in our experiments.
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Attribute Filter Function with Existence Check. The preliminary attribute fil-
ter function φ′

af ,a assumes that the attribute relation a exists for each entity in
the knowledge base which is clearly not the case. Hence, we employ a model
φexists,a(e) that scores the likelihood that the attribute relation a exists for
entity e. Then the final attribute filter function φaf ,a is obtained by combining
the attribute existence predictor φexist,a(e) with the preliminary filter predictor
φ′
af ,a:

φaf ,a(ĉ, c) := φexists,a(e) · φ′
af ,a(ĉ, c) (11)

Technically, the attribute existence predictor is realized by adding a dummy
entity eexists to the knowledge base along with dummy edges ra(e, eexists) if
entity e has an attribute relation a. Then, the existence of an attribute is pre-
dicted with the link predictor as

φexists,a(e) := φra(e, eexists) (12)

Note that the dummy entity and the dummy relations are only added to the
train set but not the validation or test set.

4.2 Multihop Queries with Literals and Literal Answers

Here, we define an EPFO query q on an incomplete GA, whose answer �q� ∈ R

is a real number (instead of a subset of entities) as follows

q = ψ(C?) . ∃E?, E1, . . . , Em : (α1
1 ∧ · · · ∧ α1

n1
) ∨ · · · ∨ (αd

1 ∧ · · · ∧ αd
nd
), (13)

where ψ : 2R → R is a permutation-invariant aggregation function and

– αj
i = r(e,E), with E ∈ {E?, E1, . . . , Em}, r ∈ R, e ∈ E or

– αj
i = r(E,E′), with E,E′ ∈ {E?, E1, . . . , Em}, E �= E′, r ∈ R or

– αj
i = a(E,C) ∧ af (C, c), with E ∈ {E?, E1, . . . , Em}, C ∈ {C?, C1, . . . , Cl}

a ∈ A, af ∈ {lt, gt, eq}, c ∈ R.

Variable bindings S?, S1, . . . , Sm for E?, E1, . . . , Em are obtained via the same
optimization problem as in Sect. 4.1. Then the set of values C? can be computed
by applying the attribute value predictor φa on the entities in S?.

With this formulation, various questions can be asked on incomplete GA. For
instance, the question “What is the average age of Turing Award (TA) winners? ”
can be answered by computing the mean of a set of numeric literals C?:

mean(C?).∃E? : winner(E?, turingAward) ∧ hasAge(E?, C?) (14)

Similarly, the question “What is the minimum age of Turing Award (TA) win-
ners? ” can be answered by computing the minimum of a set of numeric literals
C?:

min(C?).∃E? : winner(E?, turingAward) ∧ hasAge(E?, C?) (15)
Figure 3 visualizes a subgraph of GA to answer q defined in Eq. (14). Having

found the binding S? = {e1, e2} for E?, to each e ∈ S?, we apply the attribute
predictor φwinner(e, turingAward) and average the results, yielding the answer
�q� = 22+24

2 = 23—in contrast to �q� = 22 by a symbolic approach that neglects
missing information.
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Fig. 3. Example of a query predicting attribute values (see Eq. (14)). On the left, the
dependency graph of the query is shown, on the right a subgraph to answer q. Dashed
lines represent missing information. Bold lines represent paths leading to the symbolic
answer �q� = 22.

5 Experimental Results

After a brief description of the experimental setup, we evaluate the performance
of LitCQD on the query types shown in Table 1. Finally, we show the answers
of LitCQD for an example query. Our code is publicly available.1

5.1 Experimental Setup

Dataset and Query Generation. We use the FB15k-237 dataset augmented with
attributes as done by García-Durán and Niepert [11]. The dataset contains 12,390
entities, 237 entity relations, 115 attribute relations, and 29,229 triples. Queries
and their expected answers are generated as by Hamilton et al. [12]. The newly
introduced attribute filter conditions (af) are handled as follows: When checking
for equality (af (C, c) = eq(C, c)), we consider all entities whose attribute value
lies within one standard deviation from c as correct where the standard deviation
is computed per attribute relation a; when checking the less-than or greater-than
criterion, the criterion is checked exactly, i.e., all entities with attribute value
“≤ c” or “≥ c” are considered correct. In a preprocessing step, we normalize all
values of an attribute to the unit interval via min-max scaling. Table 1 gives an
overview of the newly introduced query types along with previous query types.

Hyperparameters. Per query type, we tried 16 different configurations on the
validation set and chose the best before applying the model to the test set. As
our framework is derived from the CQD framework, it allows two different opti-
mization algorithms: Continuous optimization (Co), Combinatorial optimization
(Beam); two t-norms: Gödel (min), product (prod); and 7 different beam sizes
k ∈ {22, 23, . . . , 28} for the combinatorial optimization algorithm. Each optimiza-
tion algorithm is computed for both of the t-norms resulting in 2 configurations
using the continuous optimization algorithm and 14 using the combinatorial
optimization algorithm as every beam size is evaluated for both t-norms.

5.2 Multihop Queries Without Literals

In a first experiment (Table 2), we compare the performance of our approach
LitCQD to CQD [2] and Query2Box [22] on multihop entity queries without
1 https://github.com/dice-group/LitCQD.

https://github.com/dice-group/LitCQD
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Table 1. Overview of different query types. Entity queries without literals were pro-
posed by Ren et al. [22]. Entity queries with literals and queries with literal answers
are newly proposed in this paper.

Multihop queries without literals

1p E? . r(e, E?)

2p E? . ∃E1 : r1(e, E1) ∧ r2(E1, E?)

3p E? . ∃E1E2.r1(e, E1) ∧ r2(E1, E2) ∧ r3(E2, E?)

2i E? . r1(e1, E?) ∧ r2(e2, E?)

3i E? . r1(e1, E?) ∧ r2(e2, E?) ∧ r3(e3, E?)

ip E? . ∃E1.r1(e1, E1) ∧ r2(e2, E1) ∧ r3(E1, E?)

pi E? . ∃E1.r1(e1, E1) ∧ r2(E1, E?) ∧ r3(e2, E?)

2u E? . r1(e1, E?) ∨ r2(e2, E?)

up E? . ∃E1.[r1(e1, E1) ∨ r2(e2, E1)] ∧ r3(E1, E?)

Multihop queries with literals and entity answers
ai E? . ∃C1.a(E?, C1) ∧ af (C1, c)

2ai E? . ∃C1C2.a1(E?, C1)∧ af1 (C1, c1)∧ a2(E?, C2)∧
af2 (C2, c2)

pai E? . ∃C1.r(e, E?) ∧ a(E?, C1) ∧ af (C1, c1)

aip E? . ∃E1C1.a(E1, C1) ∧ af (C1, c1) ∧ r(E1, E?)

au E? . ∃C1C2.a1(E?, C1)∧ af1 (C1, c1)∨ a2(E?, C2)∧
af2 (C2, c2)

Multihop queries with literals and literal answers
1ap mean(C?) . a(e, C?)

2ap mean(C?) . ∃E1.r(e, E1) ∧ a(E1, C?)

3ap mean(C?).∃E1E2.r1(e, E1)∧r2(E1, E2)∧a(E2, C?)

literals, which can be answered by all three models—in contrast to more expres-
sive queries that can only be answered by LitCQD. While CQD does not utilize
literal information and employs the vanilla ComplEx-N3 [19] model, LitCQD
employs a model combining ComplEx-N3 [19] with TransEA [31]. Table 2 shows
that LitCQD clearly outperforms CQD and Query2Box in terms of the mean
reciprocal rank (MRR), and Hits@k for k ∈ {1, 3, 10}.

5.3 Multihop Queries with Literals and Entity Answers

Table 3 shows the evaluation results for the new query types with filter restric-
tions introduced in Sect. 4.1 (second block in Table 1). For the simple ai query,
each filtering expression (less-than, equals, greater-than) is evaluated separately;
the other query types contain all three filtering expressions. Except for aip
queries, all query types with literals can be answered with a performance of
at least 0.256 which is comparable to query types without literals (cf. Table 2).
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Table 2. Query answering results for multihop queries without literals. Results were
computed for test queries over the FB15k-237 dataset and evaluated in terms of mean
reciprocal rank (MRR) and Hits@k for k ∈ {1, 3, 10}.

Method Average 1p 2p 3p 2i 3i ip pi 2u up

MRR
Query2Box 0.213 0.403 0.198 0.134 0.238 0.332 0.107 0.158 0.195 0.153
CQD 0.295 0.454 0.275 0.197 0.339 0.457 0.188 0.267 0.261 0.214
LitCQD (ours) 0.301 0.457 0.285 0.202 0.350 0.466 0.193 0.274 0.266 0.215
HITS@1
Query2Box 0.124 0.293 0.120 0.071 0.124 0.202 0.056 0.083 0.094 0.079
CQD 0.211 0.354 0.198 0.137 0.235 0.354 0.130 0.186 0.165 0.137
LitCQD (ours) 0.215 0.355 0.206 0.141 0.245 0.365 0.129 0.193 0.168 0.135
HITS@3
Query2Box 0.240 0.453 0.214 0.142 0.277 0.399 0.111 0.176 0.226 0.161
CQD 0.322 0.498 0.297 0.208 0.380 0.508 0.195 0.290 0.287 0.230
LitCQD (ours) 0.330 0.506 0.309 0.214 0.395 0.517 0.204 0.296 0.295 0.235
HITS@10
Query2Box 0.390 0.623 0.356 0.259 0.472 0.580 0.203 0.303 0.405 0.303
CQD 0.463 0.656 0.422 0.312 0.551 0.656 0.305 0.425 0.465 0.370
LitCQD (ours) 0.472 0.660 0.439 0.323 0.561 0.663 0.315 0.434 0.475 0.379

Moreover, we experimented with different variants of our model and per-
formed an ablation study. As described in Sect. 4.1, Eq. (11), the attribute filter
predictor φaf ,a is a product of φexists,a(e) and φ′

af ,a(ĉ, c). We performed three
experiments, where we replaced each/both of the two scoring functions by the
constant value 1. Table 3 shows that both components are crucial and the per-
formance drops drastically if one of them is removed.

Moreover, the Eq. (8) and Eq. (9) normalize the difference ĉ−c by dividing by
the standard deviation. Per default (first line), LitCQD employs the universal
standard deviation across all attributes of the knowledge base, i.e., the stan-
dard deviation σ of

⋃
a∈A Ca. As an alternative, we computed attribute-specific

standard deviations σa per Ca. Table 3 (last line) shows that using an attribute-
specific standard deviation instead of a universal standard deviation leads to a
lower performance on five query types, to the same performance on one query
type, and to a higher performance on only one query type.

5.4 Multihop Queries with Literals and Literal Answers

Table 4 evaluates the performance of queries asking for literal answers. The pre-
dicted numeric values are compared to the actual numeric values in terms of
mean absolute error (MAE) and mean squared error (MSE). Interestingly, we
notice that the mean absolute error for the 2ap queries is lower than for 1ap
queries. This can be explained by the fact that for 1ap queries a single predic-
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tion of an attribute value is made whereas 2ap queries average multiple predic-
tions (the number of the beam width). For 3ap queries, the mean absolute error
increases again because the relation path becomes longer and errors accumulate.

Table 3. Query answering results for multihop queries with literals and entity answers.
Our best-performing model LitCQD is compared to variations thereof. Results were
computed for test queries over the FB15k-237 dataset and evaluated in terms of
Hits@10.

Method ai-lt ai-eq ai-gt 2ai aip pai au

LitCQD 0.405 0.361 0.317 0.336 0.182 0.463 0.256
- w/o attribute filter predictor 0.280 0.005 0.237 0.148 0.124 0.421 0.054
- w/o attribute existence predictor 0.206 0.137 0.128 0.104 0.167 0.470 0.120
- w/o both 0.015 0.001 0.003 0.001 0.051 0.412 0.003
- with attribute-specific stdev 0.405 0.232 0.329 0.216 0.174 0.320 0.212

Table 4. Query answering results for multihop queries with literals and literal answers.
Results were compute for test queries over the FB15k-237 dataset and evaluated in
terms of mean absolute error (MAE) and mean squared error (MSE).

Method 1ap 2ap 3ap
MAE MSE MAE MSE MAE MSE

LitCQD 0.050 0.011 0.034 0.005 0.041 0.007
Mean Predictor 0.341 0.143 0.346 0.141 0.362 0.152

As a simple baseline, we also report the results of the model that always
predicts the mean value 1

|Ca|
∑

c∈Ca
c of the attribute a in the whole knowledge

graph (mean predictor in the table).

5.5 Example Query and Answers

As an illustration of the model’s query-answering ability, consider the query
“What are musicians from the USA born before 1972?” and its logical represen-
tation

E? . ∃C1./music/artist/origin(USA, E?)∧
/people/person/date_of_birth(E?, C1) ∧ lt(C1, 1972).

(16)

Table 5 lists the top 10 returned answers. Although the model confuses the band
Funkadelic as musicians with a date of birth, the model is able to produce a
reasonable ranking of entities. Out of these 10 entities, the entity Robert E. Lee
receives the highest score of 0.95 for the attribute portion of the query. The model
is confident that the entity has the attribute /people/person/date_of_birth
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and that its value is less than 1972. The entities Dio, Rob Thomas, and Donna
Summer only receive a score of 0.39 for the attribute portion of the query because
their predicted values are closer to the threshold of 1972. The model is more cer-
tain that the connection /music/artist/origin, USA exists for John Denver
compared to Robert E. Lee. While Linus Pauling is a chemist rather than a musi-
cian and the dataset does not contain the connection /music/artist/origin,
USA, the learned embeddings implicitly encode that Linus Pauling has another
connection to the entity USA via the /people/person/nationality relation.

Table 5. Ranking of LitCQD’s top 10 answers to the query in Eq. (16) including
their expected and predicted attribute value for date_of_birth. The star (*) indicates
attribute values unseen during training and the double star (**) refers to attribute
values not part of the dataset at all. The dash (–) indicates that an entity does not
have a date of birth.

Rank Answer Expected Attr. Predicted Attr.

1 Linus Pauling 1901.17 1900.06
2 John Denver 1944.00 1941.52
3 Funkadelic – 1925.21
4 Friedrich Hayek 1899.42 1900.04
5 Robert E. Lee 1807.08 1794.49
6 Dio 1942** 1935.59
7 Marvin March 1930.42 1922.07
8 Rob Thomas 1972* 1943.72
9 Ezra Pound 1885.83 1882.00
10 Donna Summer 1949.00 1948.55

6 Conclusion

In this paper, we propose LitCQD, a novel approach to answer multihop queries
on incomplete knowledge graphs with numeric literals. Our approach allows
answering queries that could not be answered before, e.g., queries involving lit-
eral filter restrictions and queries predicting the value of numeric literals. More-
over, our experiments suggest that even the performance of answering multihop
queries that could be answered before improves as the underlying knowledge
graph embedding models now take literal information into account. This is an
important finding as most real-world knowledge graphs contain millions of enti-
ties with numerical attributes. In future work, we plan to further increase the
expressiveness of our queries, e.g., by supporting string literals, Boolean literals,
and datetime literals.
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Abstract. Large convolutional neural networks (CNNs) have been suc-
cessful in data mining tasks, but it is hard to train these large-scale
models. Model parallelism (MP) places a large CNN to several workers
(GPUs) to fit in the memory, but its computation efficiency is low as only
one worker is activated at a time and the other workers are idle during
training. Pipeline model parallelism (PMP) improves model parallelism
by pipelining mini-batches, checkpointing some intermediate activations,
and using delayed backward error gradients. But all these techniques have
certain limitations, add to the computation cost, and may deteriorate the
model performance. To address these important issues and improve the
efficiency of model parallelism, we propose a novel cross model paral-
lelism (CMP) method without requiring additional computation over-
heads and jeopardizing the performance. In cross model parallelism, we
reversely place two models to workers and bidirectionally train them at
the same time to improve the training throughput. A novel averaging
method to synchronize the two models is also proposed in cross model
parallelism. Theoretical analysis shows that cross model parallelism con-
verges as fast as model parallelism regarding training epochs. Extensive
deep learning experimental results show that our proposed cross model
parallelism can achieve a speedup of up to ×1.5 compared with model
parallelism regarding training time.

Keywords: Model Parallelism · Convolutional Neural Network

1 Introduction

Deep convolutional neural networks (CNNs) have been very successful in solving
various data mining tasks in recent years. As the CNN goes deeper and larger, the
performance usually gets better [11,12,26,31]. The backpropagation (BP) [22,29]
algorithm is the most popular method to compute the gradient when training
CNNs and consists of the forward pass and the backward pass. However, BP
requires the worker (GPU) to store all the intermediate activations in the forward
pass in order to calculate the gradient in the backward pass for optimizing the
model parameters. A deep CNN model has many layers which lead to many
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Koutra et al. (Eds.): ECML PKDD 2023, LNAI 14171, pp. 637–653, 2023.
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Fig. 1. The training data flow of model parallelism and our proposed cross model
parallelism in the forward and backward pass of backpropagation. The CNN model is
placed onto K = 3 GPUs. Fi and Bi denote the forward and backward pass of the
i-th partition of the model respectively. Different partitions are denoted with different
colors. Two consecutive training iterations are displayed. The horizontal axis denotes
time. Best viewed in color.

intermediate activations to store, making it too large to fit into one worker’s
memory during training.

To address the memory issue using a single worker, checkpoint and recom-
putation [4] have been proposed to train large CNNs with sublinear memory
costs regarding the number of layers. During the forward pass of the train-
ing, the worker only stores (checkpoints) several layers’ activations. While in
the backward pass between two consecutive checkpoint layers, the worker re-
computes the forward using the stored activation of the lower checkpoint layer
and backward with the error gradient from the upper checkpoint layer. Therefore,
the peak memory consumption mainly consists of the intermediate activations
between the two consecutive checkpoint layers instead of the whole CNN model.
But the re-computation introduces non-negligible computation overheads. Other
memory-efficient methods include model compression [9] and activation quanti-
zation [42], but they usually lead to the loss of performance depending on the
compression ratio.

When training large CNN models with multiple workers, data parallelism
(DP) [3,7,8,13,24,25,33,35,36,38,39] and model parallelism (MP) [20,23] have
been the most popular methods and implemented in many existing libraries
[1,28]. In DP with K workers, each worker computes the gradient of a mini-
batch of size b and communicates with the other workers to average the gradient.
The equivalent mini-batch size is Kb. Nevertheless, as the number of workers K
increases, the equivalent mini-batch size grows, hampering the optimization and
leading to sharp local optima with worse performance [18]. Besides, in some other
tasks such as graph convolutional neural networks [19], each training iteration
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requires all the data and we cannot sample a mini-batch. MP, on the other hand,
divides the CNN model into K partitions and places them to K workers without
requirements on the mini-batch size. But MP is inefficient due to the forward
and backward computation dependencies [17] of the BP algorithm (Fig. 1a).

In this paper, we focus on improving the computation efficiency of
MP. Pipeline model parallelism (PMP) [14,15,27,37] pipelines the computa-
tion of the workers to decrease the idle time by feeding more batches of data
input. Each worker checkpoints the mini-batch but re-computes with a previous
checkpointed mini-batch, which leads to staleness and potentially jeopardizes
the model performance.

To address the aforementioned important issues and improve the computa-
tion efficiency of MP, we propose a novel cross model parallelism (CMP) method
(Fig. 1b). In CMP we carefully coordinate the training of two model copies at
the same time to achieve better efficiency with negligible peak memory
overheads in contrast with MP which trains one model. In the first place, we
introduce two important and novel concepts in our proposed method below.

– Reverse placement: we have two model copies of the same architecture and
initialization named as “obverse model” and “reverse model”. The first part
of the obverse model is placed onto the first worker, while that in the reverse
model is placed onto the last worker. The last part of the obverse model is
placed onto the last worker, and that of the reverse model is placed onto the
first worker. It follows a similar pattern for other parts.

– Bidirectional training: the backpropagation algorithm for the two models
is conducted in opposite direction due to reverse placement. Therefore we
name the training of the two models as bidirectional training.

To the best of our knowledge, CMP is the first synchronous model paral-
lel algorithm more efficient than MP without checkpoint and re-computation
overheads. The contributions are summarized as follows.

– We propose a novel cross model parallelism (CMP) training method without
requiring a large mini-batch size, computation overheads due to checkpoint
and re-computation, and performance deterioration due to staleness as in
existing works.

– We propose a novel out-of-step periodic model averaging technique to syn-
chronize the two bidirectionally trained models in CMP.

– Theoretical results show that out-of-step periodic averaging achieves the same
convergence rate as SGD. Extensive deep learning experimental results show
that CMP can achieve a speedup of up to ×1.5 compared with MP in terms
of wall clock time.

2 Background and Related Works

Let x ∈ R
d be the model parameters and f(x) be the objective function. The

optimization is to minx∈Rd f(x). Let the data distribution be D and the sam-
pling random variable be ξ. The SGD optimizer randomly selects a sample with
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the sampler ξ from the data distribution D to calculate the stochastic gradient
∇F (x; ξ) for model update

x ← x − η∇F (x; ξ) , (1)

where η is the learning rate. The stochastic gradient ∇F (x; ξ) is usually assumed
to be an unbiased estimation of the full gradient ∇f(x), i.e.,

Eξ∇F (x; ξ) = ∇f(x) . (2)

Backpropagation. BP is to efficiently compute the stochastic gradient of deep
CNNs needed by optimization. Suppose the CNN is split into K partitions and
the k-th partition is placed to worker k ∈ [K]. Let h(k+1) = F (k)(h(k),x(k)) be
the output activation of worker k with the data sample, where x(k) and F (k)(·)
are the parameters and forward function of the partition on worker k respectively.
MP with multiple workers using BP computes the stochastic gradient via Eq. (3).{

∇h(k)F (x; ξ) = ∂F (k)(h(k),x(k))

∂h(k) ∇h(k+1)F (x; ξ) ,

∇x(k)F (x; ξ) = ∂F (k)(h(k),x(k))
∂x(k) ∇h(k+1)F (x; ξ) ,

(3)

where ∇F (x; ξ) = (∇x(0)F (x; ξ), · · · ,∇x(K−1)F (x; ξ)). The forward in Eq. (3)
of the k-th partition to compute activation h(k+1) requires the activation h(k)

from the (k −1)-th partition. The backward pass in Eq. (3) of the k-th partition
to compute the gradient ∇x(k)F (x; ξ) requires the error gradient ∇h(k+1)F (x; ξ)
from the (k + 1)-th partition. Such computation dependencies make MP with
multiple workers using BP inefficient (Fig. 1a).

Staleness, Checkpoint and Re-computation. PMP pipelines the computa-
tion of mini-batches to achieve better efficiency. [37] pipelines the forward of h(k)

t

and h(k+1)
t−1 , where t denotes the iteration. It is the same with the backward pass.

However, the error gradient that worker k receives from worker k+1 is at a stale
iteration t′ ≤ t as waiting the error gradient at iteration t is inefficient. Worker
k has to checkpoint h(k)

t and re-compute F (k)(h(k)
t′ x(k)) in the backward pass.

In contrast to [14,15,37] only pipelines the backward pass without pipelining
the forward pass. [27] stores the forward intermediate activation without check-
point and re-computation, leading to large memory overheads. The staleness
potentially deteriorates the model performance in all PMP methods.

Model Modification. Other works to address the computation dependencies
in MP need careful design. Decoupled Neural Interfaces [17] designed auxiliary
networks to predict the error gradient to avoid waiting. Greedy layer-wise learn-
ing [2] works in a similar way, where an auxiliary local classifier is introduced
to each partition of the CNN model. Therefore, a partition updates its parame-
ters using the error gradient from its local classifier instead of waiting for other
partitions. However, these methods have to re-engineer the model architecture,
bringing about new challenges and difficulties.
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3 New Cross Model Parallelism (CMP)

In this section, we propose the novel cross model parallelism (CMP) to improve
the efficiency of MP without re-computation overheads and deterioration of
model performance.

3.1 Obverse and Reverse Models

Motivation. In MP, the inefficiency exists in the forward pass because when the
first worker 0 is conducting the forward, the last worker K −1 has to wait for the
forward results and becomes idle. It is the same in the backward pass. When the
last worker K − 1 is conducting backward, the first worker 0 has to wait for the
error gradient and becomes idle. However, if we can make this one-directional
training bidirectional, the inefficiency issues can be alleviated without the last
worker waiting for the first worker or the first waiting for the last.

Based on this motivation, we propose CMP where two models are initialized
from the same initialization and we split them into K partitions in the same
way to train on K workers (one partition per worker). Of the two models, we
place the k-th partition of the obverse model to worker k ∈ [K]. In contrast to
the obverse model, the partitions of the reverse model are reversely placed to
the workers, i.e., the k-th partition is placed to worker K −1−k. We denote the
obverse model parameters as xo and the reverse model parameters as xr. As the
obverse model xo and reverse model xr are placed in opposite direction regarding
the workers, their forward and backward passes are also conducted in opposite
direction. Therefore, we name the training of the obverse and reverse models
as bidirectional training. The bidirectional training independently samples data
from the distribution D for both models as the input.

Alternative Forward and Backward. Simply training two the same models
will lead to the contention of computation and memory resources and slow down
the overall progress. In CMP, however, the obverse and reverse models are placed
in the opposite direction regarding workers. Therefore, the obverse model xo

starts the forward from worker 0 while the reverse model xr starts the forward
from worker K − 1 to avoid any conflict and contention. It is similar for the
backward. More specifically, we denote the forward and backward pass of the
obverse and reverse models with blue and red arrows respectively in Fig. 1b.
The bidirectional training of the obverse and reverse models is conducted in an
alternative way. We start the forward of the first partition F0 on the last worker
K − 1 for the reverse model xr right after the backward of the last partition
BK−1 on the last worker K −1 for the obverse model xr finishes. It is vice versa
when we start the forward for the obverse model xo. Note that Fk and Bk take
place on worker k for the obverse model xo, but worker K −1−k for the reverse
model xr. In contrast to MP, the next batch of training can start before the
backward is finished in the previous batch of training. If we assume the model
is evenly split to K partitions in terms of the computation cost and the forward
and backward consume the same amount of computation time, we have the ideal
speedup of CMP over MP as:
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Algorithm 1. Out-of-step period averaging for the obverse and reverse models
in cross model parallelism.
1: Input: period p ≥ 1, number of iterations T , number of workers K, and learning

rate {ηt}T−1
t=0 .

2: Initialize: the initial obverse and reverse models xo
0 = xr

0 = x0.
3: for t = 0, 1, · · · , T − 1 do
4: xo

t+1 = xo
t − ηt∇F (xo

t ; ξ
o
t )

5: xr
t+1 = xr

t − ηt∇F (xr
t ; ξ

r
t )

6: if mod (t + 1, p) = 0 then
7: xo

t+1 ← 1
2
(xo

t+1 + xr
t )

8: xr
t+1 ← xo

t+1 + 1
2
(xr

t+1 − xr
t )

9: end if
10: end for

speedup =
2K

K + 1
, (4)

which approaches ×2 as K increases. This is a simplification because the back-
ward is usually more expensive than forward but it is hard to decide their ratio.
As there is no need to split the batch input, CMP does not require a large
mini-batch size.

Negligible Memory Overheads. The reverse model xr starts the forward on
worker k after the obverse model xo has finished the backward on worker k. The
intermediate activations computed during the forward pass of the obverse model
will be released from memory before the reverse model starts the forward on
worker k. It is vice versa when the obverse model xo starts the forward pass.
Therefore, CMP introduces no memory overheads of the intermediate activa-
tions. Some other memory overheads such as storing two sets of model parame-
ters are negligible in contrast to the intermediate activations.

No Checkpoint and Re-computation. We can further improve the efficiency
of CMP by starting the forward of the reverse model xr in advance rather than
waiting for the backward of the obverse model xo to finish on worker k. Nev-
ertheless, the intermediate activations will not be released from memory before
the backward pass. It will lead to memory overheads to store two sets of inter-
mediate activations for the obverse and reverse models on worker k. Checkpoint
and re-computation can be leveraged to avoid storing additional intermediate
activations as in PMP, but it will conflict with our goal to avoid extra com-
putational cost resulting from re-computation. In summary, our proposed CMP
improves the efficiency of MP with no compromise of memory and computation
overheads.

3.2 Out-of-Step Periodic Averaging

As we are training two models xo and xr at the same time with mini-batch data
sampled from the same data distribution D, they need to be synchronized during
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the training. Usually, the gradients of the obverse and reverse models need to be
averaged before updating xo and xr. But it is practically unfavorable because 1)
that the same partition of the obverse and reverse models is not placed on the
same worker and averaging gradient introduces communication overheads, and
2) that the obverse model xo and the reverse model xr are trained alternatively
and waiting for the other model’s gradient is inefficient.

To address the first important issue, we introduce periodic averaging to CMP
from Local SGD [32] in data parallelism (DP). Instead of averaging the gradient
of the obverse and reverse models, periodic averaging averages xo and xr every
p updates of xo and xr to reduce the communication frequency. As the obverse
and reverse models are placed to GPUs on a single machine in practice and the
GPU to GPU communication is fast via NVLink [5] connection, a small p is
enough to make the communication overheads negligible.

To address the second critical issue without loss of efficiency, we propose a
novel out-of-step periodic averaging algorithm as shown in Algorithm 1. In CMP,
the obverse and reverse models are trained in an alternative manner. When the
obverse model xo is updated p times, the reverse model is only updated p − 1
times. Therefore, in line 7 of Algorithm 1 when mod(t+1, p) = 0 (the communi-
cation iteration), we synchronize the obverse model to 1

2 (xo
t+1 + xr

t ) other than
1
2 (xo

t+1 +xr
t+1) because xr

t+1 is still unavailable. The reverse model xr, however,
will be synchronized to the average of the obverse and reverse models in the com-
munication iteration. Note that it equals xo

t+1 + 1
2 (xr

t+1 −xr
t ) in line 8 as xo has

been modified in line 7 of Algorithm 1. After synchronization in the communica-
tion iteration, there will be a synchronization error xo

t+1 −xr
t+1 = ηt

2 ∇F (xr
t ; ξ

r
t )

in out-of-step periodic averaging rather than 0 when using periodic averaging.
Intuitively, the synchronization error ηt

2 ∇F (xr
t ; ξ

r
t ) will become small as the

training converges (∇F (xr
t ; ξ

r
t ) → 0) and the learning rate decreases. Conse-

quently, out-of-step periodic averaging will not deteriorate the model perfor-
mance.

4 Theoretical Analysis

In this section, we provide a rigorous theoretical analysis of CMP with out-of-
step periodic averaging to show its same convergence rate as the SGD optimizer.
We consider the smooth (Assumption 1) and non-convex optimization problem
which is suitable for CNN models. We also make common Assumptions 2 and
3. The average model is denoted as xt = 1

2 (xo
t + xr

t ). xt is an auxiliary variable
which will not be computed in real training.

Assumption 1. (L-Lipschitz) The objective function f(·) is L-smooth, i.e.,

‖∇f(x) − ∇f(y)‖2 ≤ L‖x − y‖2,∀x,y ∈ R
d , (5)
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Assumption 2. (Unbiased Gradient and Bounded Variance) Let D be the data
distribution. The stochastic gradient ∇F (x; ξ) is an unbiased estimation of the
full gradient ∇f(x), i.e.,

Eξ∇F (x; ξ) = ∇f(x),∀x ∈ R
d . (6)

Its variance is also bounded, i.e.,

Eξ‖∇F (x; ξ) − ∇f(x)‖22 ≤ σ2,∀x ∈ R
d . (7)

Assumption 3. (Bounded Full Gradient) The second moment of the full gra-
dient ∇f(x) is bounded, i.e.,

‖∇f(x)‖22 ≤ G2,∀x ∈ R
d . (8)

Theorem 1. Under Assumptions 1, 2, and 3, if the learning rate is fixed ηt = η
and η < min{ 1

2pL , 1
6L}, we have

1
T

T−1∑
t=0

E‖∇f(xt)‖22 ≤ 8(f(x0) − f∗)
ηT

+ (10(2p + 1)η2L2 + 2ηL)σ2 + 20η2L2G2 .

(9)

In the proof of the convergence rate of out-of-step periodic averaging (Theo-
rem 1), we have to jointly consider two different circumstances (mod(t+1, p) 	= 0
and mod(t+1, p) = 0) where the update rules of xt are different due to the syn-
chronization error. It differs from the analysis in periodic averaging [40] where
the update rule of xt does not change. According to Theorem 1, let η = O( 1√

T
)

and p = O(
√

T ), then we will have 1
T

∑T−1
t=0 E‖∇f(xt)‖22 ≤ O( 1√

T
) which is

at least the same convergence rate as the SGD optimizer. The communication
complexity p = O(T ) also matches periodic averaging [40]. Furthermore, we can
breakdown the extra terms in Eq. (9) to

10η2L2(σ2 + 2G2)︸ ︷︷ ︸
out-of-step O( 1

T )

+ 20pη2L2σ2︸ ︷︷ ︸
divergence O( 1√

T
)

+ 2ηLσ2︸ ︷︷ ︸
original O( 1√

T
)

, (10)

where the out-of-step term resulting from the synchronization error ηt

2 ∇F (xr
t ; ξ

r
t )

equals O( 1
T ). The divergence term is caused by the infrequent synchronization

every p updates and equals O( 1√
T

). The obverse model xo
t and the reverse model

xr
t diverges further (a larger ‖xo − xr‖) with a larger synchronization period p.

The original term resulting from stochastic sampling as in the SGD optimizer
also equals O( 1√

T
). Therefore, the out-of-step term is trivial in contrast to the

other terms and it validates the effectiveness of our proposed out-of-step periodic
averaging to address the important issue of synchronizing the alternative and
bidirectional training of two models.
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Fig. 2. Verify out-of-step periodic averaging via illustrating a much smaller normalized
synchronization (blue) than divergence (green) errors before synchronization in the
communication iteration. Best viewed in color.

5 Experimental Results

5.1 Settings

All experiments are implemented using PyTorch [28] and run on a machine
equipped with 4 GPUs. The model is split into K = 4 partitions and the syn-
chronization period p = 8 unless specified otherwise. Each partition is placed on
one GPU.

CIFAR. We train the ResNet-164 and ResNet-1001 [11] models on CIFAR-10
[21] image classification task. The model size of ResNet-164 on CIFAR-10 is small
and it is fit for fast validation of arguments, while ResNet-1001 is relatively larger
on CIFAR-10. We report the mean and standard deviation metrics over 5 runs.
The base learning rate is 0.1 and the batch size is 128. The momentum constant
is 0.9 and the weight decay is 5×10−4. The model is trained for 200 epochs with
a learning rate decay of 0.1 at epoch 100 and 150. Random cropping, random
flipping, and standardization are applied as data augmentation techniques.

ImageNet. We train the ResNet-50 model with on ImageNet [30] image classifi-
cation tasks. The base learning rate is 0.1 and the batch size is 256. The momen-
tum constant is 0.9 and the weight decay is 1 × 10−4. The model is trained for
90 epochs with a learning rate decay of 0.1 at epoch 30, 60 and 80. Random
cropping, random flipping, and standardization are applied as data augmenta-
tion techniques. We have also trained other large models including ResNet-152,
ResNeXt-101-32x8d [34], Wide ResNet-101-2 [41], and VGG-19 [31].

5.2 Faster Convergence with Out-of-Step Periodic Averaging

Negligible Synchronization Error. We first plot the curves of the training
loss and test accuracy of ResNet-164 and ResNet-1001 on CIFAR-10 and ResNet-
50 on ImageNet regarding training epochs in Fig. 3. They validate that out-of-
step periodic averaging does not jeopardize the final performance of the model.
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Table 1. Test Accuracy (%) in Fig. 3. In each row, the first and second sub-rows denote
MP and CMP respectively. In the “Epoch” column, the left and right numbers denote
the epoch in CIFAR-10 and ImageNet respectively. Mean ± standard deviation are
shown for CIFAR-10.

Epoch CIFAR-10 ImageNet

ResNet-164 ResNet-1001 ResNet-50

100/30 84.61 ± 0.39 89.06 ± 0.17 55.02

88.43 ± 0.24 90.69 ± 0.22 59.36

150/60 93.43 ± 0.14 95.08 ± 0.14 71.00

94.72 ± 0.11 96.03 ± 0.07 73.44

200/90 94.89 ± 0.13 95.66 ± 0.09 76.33

95.28 ± 0.10 96.19 ± 0.09 76.38

94.64† 95.31 ± 0.20† 76.15‡

†From the original paper [12].
‡From https://pytorch.org/docs/stable/torchvision/
models.html

Table 2. Best Top-1 Accuracy (%) of training ResNet-164 on CIFAR-10 using CMP
with different period p. Mean ± standard deviation are reported.

Period p 1 2 4

Accuracy 94.80 ± 0.20 95.18 ± 0.09 95.32 ± 0.05

Period p 8 16 32

Accuracy 95.28 ± 0.10 95.26 ± 0.11 95.24 ± 0.19

To show the synchronization error η
2∇F (xr; ξr) and the divergence error xo −

xr before the communication iteration, we plot their �1-norm normalized by
the �1-norm of the average model x = 1

2 (xo + xr) during training as in Fig. 2.
The synchronization and divergence errors affect the out-of-step and divergence
terms respectively in Eq. (10). As the training proceeds with decreasing learning
rate, the divergence error also decreases and becomes trivial compared with
the averaged model x. Moreover, the synchronization error is much smaller in
contrast to the divergence error, leading to the trivial O( 1

T ) out-of-step term in
contrast to the O( 1√

T
) divergence term. It empirically validates our analysis.

Faster Convergence. On the contrary of performance deterioration, we empir-
ically find that out-of-step periodic averaging can potentially even improve the
convergence speed and final performance. As in the first row of plots in Fig. 3,
we can see that our method accelerates the convergence speed both on CIFAR-
10 and ImageNet. Although the training loss of MP and CMP becomes very
close after the third learning rate decay, their gap is obvious when the learning
rate η > 0.0001. Specifically, out-of-step periodic averaging improves the test
accuracy by 3.82%, 1.29%, and 0.39% at epoch 100, 150, and 200 respectively

https://pytorch.org/docs/stable/torchvision/models.html
https://pytorch.org/docs/stable/torchvision/models.html
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Table 3. More ImageNet Top-1 Accuracy (%) (K = 4)

ResNet-50 VGG-19 ResNet-152

MP 76.33 ± 0.11 72.39 ± 0.08 78.34 ± 0.14

CMP 76.38 ± 0.13 72.44 ± 0.10 78.36 ± 0.06

PMP [37] 75.80 ± 0.22 71.62± 0.19 77.53 ± 0.15

PMP [27] 75.70 ± 0.27 71.56± 0.25 77.64 ± 0.21

WideResNet-101-2 ResNext-101-32x8d

MP 78.85 ± 0.12 79.31 ± 0.05

CMP 78.83 ± 0.14 79.34 ± 0.06

PMP [37] 77.76 ± 0.25 78.62 ± 0.22

PMP [27] 77.68 ± 0.19 78.52 ± 0.25

when training ResNet-164 on CIFAR-10. It becomes 1.63%, 0.95%, and 0.53%
for ResNet-1001 on CIFAR-10. Consequently, we have a faster and better test
accuracy of CMP than MP in CIFAR-10 experiments. The gap also exists for
ImageNet but is less obvious at the end of the training, with an improvement
of 4.34%, 2.44%, and 0.05% at epoch 30, 60, and 90. We summarize the test
accuracy in Table 1. We also compare the results of MP and CMP on more
models in ImageNet experiments in Table 3, where PMP leads to considerable
performance loss due to asynchronous training. Why can CMP even improve
the model performance? Periodic averaging [6,32] also shows an empirical faster
convergence, but the theoretical explanation via convergence analysis remains
an open problem. [10,16] empirically showed that the model tends to stay at the
edge of the local optima, thus we can reach the center of the local optima via
averaging to get better performance. Therefore, CMP can be regarded to have
an implicit regularization effect. Empirically, CIFAR-10 benefits more from it
than ImageNet, possibly due to the larger randomness in CIFAR-10.

Varying Period p. We summarized the test accuracy of ResNet-164 trained
with CMP using different synchronization period p in Table 2. It shows that CMP
works well with a wide range of period p without performance deterioration. The
performance empirically peaks at p = 4, but the performance of other choices is
also very close to it. A larger period p means a smaller communication cost and
p = 8 will suffice to achieve fast training regarding the wall clock time (Fig. 5).
Therefore, we simply set p = 8 and no other hyper-parameters is introduced in
CMP compared with MP.

5.3 Higher Throughput with Cross Model Parallelism

We plot the curves of the training loss and test accuracy regarding training time
in Fig. 4. CMP achieves much higher training throughput (faster training speed
regarding time) in contrast to MP. The bidirectional training of the obverse and
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Fig. 3. Training curves regarding epochs. The test accuracy curves at the end of train-
ing are not zoomed in for ResNet-50 as they are almost overlapped (Table 1). Best
viewed in color.

reverse models are partially overlapped, contributing to a faster training speed
by utilizing idle workers more efficiently. Therefore, both the faster convergence
of out-of-step periodic averaging and a higher training throughput contribute to
the considerably faster training speed of CMP in contrast to MP. We summarize
the speedup in Table 4, but it is inferior to the ideal training speedup 2K

K+1 of
CMP from Eq. (4). There are two possible causes. The first is that the workload
is not exactly balanced on different workers. We have fine-tuned the partition
of the CNN model but a more fine-grained grid search may further improve
the speedup. The second is that the forward time and backward time are not
empirically equal in Fig. 1. The backward time is usually in the range of ×1 ∼ ×2
the forward time. Therefore, the ideal speedup of CMP is hard to reach in
practice.

Scalability. The speedup for various models both on CIFAR-10 and ImageNet is
shown in Table 4. CMP is capable of accelerating MP for various large CNNs. For
smaller CNNs, we record the speedup of CMP in contrast to MP with K = 2, 3, 4.
For large CNNs, we record the corresponding metrics with K = 4. We achieve
the speedup close to ideal with various CNNs and K. In the meantime, the mem-
ory overheads are trivial even when we are bidirectionally training two models
in CMP. As the activations of the two models are alternatively released in CMP,
the memory overheads mainly consist of the additional model parameters and
environment setup for training an additional model. The CNNs are usually com-
putationally intensive, so the size of parameters is way less than the activations.
Although the absolute memory overhead is 2.4 GiB for training ResNeXt-101-
32x8d using CMP, it is only 3.9% compared with the original memory consump-
tion but leads to a 41% improvement of the training speed. Besides, the memory
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Fig. 4. Training curves regarding wall clock time. Best viewed in color.

Fig. 5. Running time breakdown using CMP. The computation time and communica-
tion time are normalized by the total time of p = 1. Best viewed in color.

overheads are way less than naively training two models at the same time, which
validates the feasibility of our proposed CMP method.

Running Time Breakdown. We breakdown the running time of CMP on both
the CIFAR-10 and ImageNet tasks to show how the synchronization period p
helps improve the training speed. As we only have two models for communi-
cation, the communication overheads of CMP are not as overwhelming as in
data parallelism with many workers. However, the communication still consumes
about 16.8% of the total running time when the obverse and reverse models are
synchronized every iteration (p = 1) in CIFAR-10 experiments. It decreases to
3.2% and 1.9% for ResNet-164 and ResNet-1001 respectively by increasing the
synchronization period p to 8. In comparison, the models on ImageNet are much
more computationally intensive due to the larger feature size and the communi-
cation overheads can be negligible when p ≥ 4.
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Table 4. Speedup and memory (GiB) comparison with K GPUs from small to large
models. The first two models are trained on CIFAR-10, while the rest are trained on
ImageNet. For larger models, we only show the results with K = 4.

Model MP CMP Ideal

Memory Memory Speedup 2K
K+1

ResNet-164 4.53 4.59 ×1.25 (K = 2) ×1.33

4.65 ×1.35 (K = 3) ×1.50

4.74 ×1.44 (K = 4) ×1.60

ResNet-1001 27.5 27.7 ×1.22 (K = 2) ×1.33

27.7 ×1.32 (K = 3) ×1.50

27.8 ×1.40 (K = 4) ×1.60

ResNet-50 21.2 22.1 ×1.29 (K = 2) ×1.33

22.7 ×1.41 (K = 3) ×1.50

23.5 ×1.49 (K = 4) ×1.60

VGG-19 20.3 21.8 ×1.23 (K = 2) ×1.33

22.3 ×1.33 (K = 3) ×1.50

23.0 ×1.42 (K = 4) ×1.60

Wide ResNet-101-2 42.0 44.4 ×1.44 (K = 4) ×1.60

ResNet-152 43.9 45.6 ×1.46 (K = 4) ×1.60

ResNeXt-101-32x8d 61.0 63.4 ×1.41 (K = 4) ×1.60

6 Conclusion

In this work, we focus on addressing the training difficulty of the large CNNs
which are playing a key role in many data mining tasks. We proposed a novel
cross model parallelism to improve the efficiency of model parallelism by bidi-
rectionally train two reversely placed models with negligible peak memory over-
heads. We also introduced a novel out-of-step periodic averaging method to
periodically synchronize the two alternatively trained models for lower com-
munication overheads. Both theoretical and experimental results show that the
synchronization error is negligible and out-of-step periodic averaging empirically
accelerates the convergence. We achieve a speedup of up to ×1.5 compared with
model parallelism. In contrast to pipeline model parallelism, cross model paral-
lelism improves the efficiency of model parallelism without these limitations of
re-computation overheads and staleness.

Ethical Statement. Our work focuses on improving the model parallelism for dis-

tributed training in data-centers. We do not see any potential ethical issues.
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Farinella, G.M., Hassner, T. (eds.) ECCV 2022. LNCS, vol. 13681, pp. 437–455.
Springer, Cham (2022). https://doi.org/10.1007/978-3-031-19803-8 26

9. Han, S., Mao, H., Dally, W.J.: Deep compression: compressing deep neural net-
works with pruning, trained quantization and huffman coding. arXiv preprint
arXiv:1510.00149 (2015)

10. He, H., Huang, G., Yuan, Y.: Asymmetric valleys: beyond sharp and flat local
minima. In: Advances in Neural Information Processing Systems, pp. 2553–2564
(2019)

11. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 770–778 (2016)

12. He, K., Zhang, X., Ren, S., Sun, J.: Identity mappings in deep residual networks. In:
Leibe, B., Matas, J., Sebe, N., Welling, M. (eds.) ECCV 2016. LNCS, vol. 9908, pp.
630–645. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46493-0 38

13. Huang, Y., et al.: Tangram: bridging immutable and mutable abstractions for dis-
tributed data analytics. In: USENIX Annual Technical Conference, pp. 191–206
(2019)

14. Huo, Z., Gu, B., Huang, H.: Training neural networks using features replay. In:
Advances in Neural Information Processing Systems, pp. 6659–6668 (2018)

15. Huo, Z., Gu, B., Huang, H., et al.: Decoupled parallel backpropagation with conver-
gence guarantee. In: International Conference on Machine Learning, pp. 2098–2106
(2018)

16. Izmailov, P., Podoprikhin, D., Garipov, T., Vetrov, D., Wilson, A.G.: Aver-
aging weights leads to wider optima and better generalization. arXiv preprint
arXiv:1803.05407 (2018)

17. Jaderberg, M., et al.: Decoupled neural interfaces using synthetic gradients. In:
International Conference on Machine Learning, pp. 1627–1635. PMLR (2017)

https://doi.org/10.1007/978-3-7908-2604-3_16
http://arxiv.org/abs/1604.06174
https://doi.org/10.1007/978-3-031-19803-8_26
http://arxiv.org/abs/1510.00149
https://doi.org/10.1007/978-3-319-46493-0_38
http://arxiv.org/abs/1803.05407


652 A. Xu and Y. Bai

18. Keskar, N.S., Mudigere, D., Nocedal, J., Smelyanskiy, M., Tang, P.T.P.: On large-
batch training for deep learning: generalization gap and sharp minima. arXiv
preprint arXiv:1609.04836 (2016)

19. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks. arXiv preprint arXiv:1609.02907 (2016)

20. Krizhevsky, A.: One weird trick for parallelizing convolutional neural networks.
arXiv preprint arXiv:1404.5997 (2014)

21. Krizhevsky, A., Hinton, G., et al.: Learning multiple layers of features from tiny
images (2009)

22. LeCun, Y., et al.: Backpropagation applied to handwritten zip code recognition.
Neural Comput. 1(4), 541–551 (1989)

23. Lee, S., Kim, J.K., Zheng, X., Ho, Q., Gibson, G.A., Xing, E.P.: On model paral-
lelization and scheduling strategies for distributed machine learning. In: Advances
in Neural Information Processing Systems, pp. 2834–2842 (2014)

24. Li, J., et al.: A general and efficient querying method for learning to hash. In:
Proceedings of the 2018 International Conference on Management of Data, pp.
1333–1347 (2018)

25. Li, M., Andersen, D.G., Smola, A.J., Yu, K.: Communication efficient distributed
machine learning with the parameter server. In: Advances in Neural Information
Processing Systems, pp. 19–27 (2014)

26. Liu, Y., Xu, A., Chen, Z.: Map-based deep imitation learning for obstacle avoid-
ance. In: 2018 IEEE/RSJ International Conference on Intelligent Robots and Sys-
tems (IROS), pp. 8644–8649. IEEE (2018)

27. Narayanan, D., et al.: Pipedream: generalized pipeline parallelism for DNN train-
ing. In: Proceedings of the 27th ACM Symposium on Operating Systems Principles,
pp. 1–15 (2019)

28. Paszke, A., et al.: Pytorch: an imperative style, high-performance deep learning
library. In: Wallach, H., Larochelle, H., Beygelzimer, A., d’ Alché-Buc, F., Fox, E.,
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Abstract. Synchronous distributed training can scale the training of
deep neural networks on large-scale data, thus it has been widely adopted
in large-scale applications. Because it often suffers from the commu-
nication bottleneck, many methods have been proposed to reduce the
communication cost. However, these communication reduction methods
often lead to poor performance for the adaptive optimizer, largely due
to its non-linearity. To address this challenging issue, we propose a novel
method to divide the communication into the foreground and background
communication. The foreground communication is more informative but
can be of low cost to achieve communication efficiency, while the back-
ground communication runs in the background and requires no synchro-
nization time. We use Adam as the base optimizer and achieve ×1024
foreground compression ratio on CIFAR-10, ×128 on non-iid CIFAR-
10, ×64 on ImageNet image classification tasks, and ×128 on WMT’16
EN-DE machine translation task with comparable performance, which
leads to ×7, ×6.4, ×3.5, and ×7 training speedup, respectively. More-
over, we provide rigorous theoretical analysis to prove that our method
obtains the same convergence rate as Adam and achieves linear speedup
regarding the number of workers.

Keywords: Adaptive Optimization · Communication Efficiency ·
Distributed Training

1 Introduction

Synchronous distributed learning is widely adopted to accelerate the training of
deep neural networks (DNNs) by scaling it to many workers (GPUs). It can be
formulated as an optimization problem of

min
x

1
N

N∑

i=1

fi(x) , (1)
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Algorithm 1. Vanilla Adam.
1: Input: model x, update Δ, lr γ, running average (u, v), coefficient (β1, β2), iteration

t, and ε.
2: function ADAM(x, Δ, γ, u, v, β1, β2, t, ε)
3: u′ = β1u + (1 − β1)Δ
4: v′ = β2v + (1 − β2)Δ

2

5: x′ = x − γ
u′/(1−βt+1

1 )√
v′/(1−βt+1

2 )+ε

6: return x′, u′, v′.
7: end function

where x is the model weight, fi is the objective function of worker i ∈ [N ]. Let
the average stochastic gradient

gt
Δ=

1
N

N∑

i=1

∇Fi(xt; ξt) , (2)

where ∇Fi(xt; ξt) is the stochastic gradient and ξt is the unbiased data sampling
stochastic variable satisfying

Eξt∇Fi(xt; ξt) = ∇fi(xt) . (3)

Adam [15,23] is a representative method to solve this optimization problem for
DNN related tasks with adaptive learning rate (lr). Specifically, the synchronous
distributed Adam updates the model via Algorithm 1:

xt+1, ut+1, vt+1 = ADAM(xt, gt, γ, ut, vt, β1, β2, t, ε) ,

where t is iteration, γ is the learning rate (lr), ut is the running average with
coefficient β1, vt is the second moment running average with coefficient β2, and
ε is for numerical stability and controlled adaptivity.

However, averaging the stochastic gradient (gt) requires heavy communi-
cation [8–10,12,19,21,33,35,37]. It becomes the computational bottleneck for
scaling the training task especially for DNNs with large model sizes. There
have been many works to improve the efficiency of synchronous distributed
(momentum) SGD training, such as compression [2,5,30,31] with error feedback
[14,20,32,34,36,40], local SGD with local training and infrequent communica-
tion [26,39], or the combination of both [4,8]. We observe that their success
is largely due to the linearity of the (momentum) SGD update rule. Neverthe-
less, there are fewer works perfectly addressing the communication bottleneck
of synchronous distributed Adam because its adaptivity (coordinate-wise opera-
tor) breaks the linearity, which makes communication-efficient Adam much more
challenging.

In this work, we focus on tackling the communication efficiency challenge for
synchronous distributed Adam. To address this critical challenge, we propose
new concepts called foreground and background communication. The foreground
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communication is compressed and efficient, while the background communica-
tion runs in parallel with the computation so that it does not incur additional
synchronization time. In summary, our contributions are as follows.

– We propose a novel communication-efficient distributed Adam variant with
foreground and background communication (FB-Adam).

– We introduce a novel running average smoothing technique to stabilize and
improve local training.

– We prove that our new method has the same convergence rate as the vanilla
distributed Adam without compression.

– Extensive deep learning experiments show that our method achieves ×1024
foreground compression ratio on CIFAR-10, ×64 on non-iid CIFAR-10, ×16
on ImageNet image classification tasks, and ×32 on WMT’16 EN-DE machine
translation task with comparable performance to Adam, largely improv-
ing existing works. We achieve ×7, ×6.4, ×3.5, and ×7 training speedup
respectively.

2 Related Works

Local Training. In local SGD [26,39], workers perform local training with
(momentum) SGD. The model and momentum statistics are periodically aver-
aged. The same idea is applied to Adam by periodically averaging the model
and Adam statistics known as LocalAdam [7]. FedAdam [22], on the other hand,
uses SGD for local training and the corresponding local model update to per-
form server Adam update. However, its convergence analysis does not include
the running average u though its algorithm does. Besides, it is only evaluated
for federated learning [16] applications.

Compression. Gradient quantization reduces the precision of the gradient to
lower bits than the original 32-bit floating-point, e.g., QSGD [2], TernGrad [31],
SignSGD [5]. Gradient sparsification [1,3,27] selects partial gradient components
for communication, e.g., Top-K.

Communication-Efficient Adam. EfficientAdam [6] directly applies error
feedback [14,40] to the compression of Adam model update. But it does not
synchronize Adam statistics and its convergence analysis suffers from the model
dimensionality d. 1-bit Adam [28] shows that Adam statistics do not change too
much during the late training. however, it requires a non-negligible number of
warm-up training epochs that limits the overall compression ratio. 1-bit Lamb
[18] works on the large-batch training problem by applying a similar idea to the
Lamb [38] optimizer.

3 Methodology

3.1 Divisible Communication

The motivation of our FB-Adam is divisible communication, that is, dividing
the communication message into the foreground and background communication
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Algorithm 2. Distributed Adam with divisible communication (FB-Adam) on
worker n ∈ [N ].
1: Input: period P , #iterations T , #workers N , server lr γ, local lr η, coefficient

(β1, β2), and ε.

2: Initialize: running average u0 = u
(n)
0 = v0 = v

(n)
0 = 0, model x

(n)
0 = x0, compres-

sor C(·).
3: for t = 0, 1, · · · , T − 1 do

4: Let r
Δ
= � t

P
�

5: x
(n)
t+1 = x

(n)
t − η

P
u
(n)
r − η∇F (n)(x

(n)
t , ξ

(n)
t )

6: if mod (t + 1, P ) = 0 then
7: if r > 0 then
8: Wait for the background communication.
9: Δr−1 = ˜Δr−1 + er + er

10: xt+1−P , ur, vr ← ADAM(xt+1−2P , Δr−1, γ, ur−1, vr−1, β1, β2, r, ε)
11: end if
12: Δ

(n)
r =

∑t
τ=t−P+1 η∇F (n)(x

(n)
τ , ξ

(n)
τ )

13: e
(n)
r+1 = Δ

(n)
r − C(Δ

(n)
r ) and send C(Δ

(n)
r ) to server. // Foreground.

14: Server: // Foreground.

15: ˜Δr = C( 1
N

∑N
n=1 C(Δ

(n)
r ))

16: er+1 = 1
N

∑N
n=1 C(Δ

(n)
r ) − ˜Δr

17: Broadcast ˜Δr to workers.
18: Invoke a new thread in parallel: // Background.

19: Average er+1 = 1
N

∑N−1
n=0 e

(n)
r+1

20: Broadcast server error er+1 to workers.
21: x

(n)
t+1, u

(n)
r+1, v

(n)
r+1 = ADAM(xt+1−P , ˜Δr + e

(n)
r+1, γ, ur, vr, β1, β2, r + 1, ε)

22: end if
23: end for

message. In foreground communication, workers and the server communicate the
most important information of the message, which can be small in terms of the
message size. We leave the rest of the message to the background communication
that can be conducted in parallel to the training computation. The background
message will be stale for one communication round, but its negative effect will
be weakened due to less importance. In this way, only the foreground commu-
nication requires synchronization, but it will be communication-efficient, while
the synchronization time for the background communication will be hidden by
the training computation. After background communication, we can restore the
vanilla Adam update. The algorithm is summarized in Algorithm 2.

However, the background communication may not be able to be hidden by
the computation time of one training iteration. Hence we adopt local training
and periodic synchronization to stack the computation of P training iteration
together and reduce the communication frequency. Thus, we can ensure that
the background communication can be hidden by the local training, resulting in
barely any background synchronization time.

In local training, we propose to use SGD with a frozen running average term
as shown in Algorithm 2 line 4, and we refer to it as running average smoothing.
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Table 1. Compare FB-Adam (ours) with existing methods.

Method Message
Compression

Infrequent
Synchronization

Provable
Convergence
with Adam
Statistics

High
Communication
Reduction
Ratio

EfficientAdam
√ × √ ×

1-bit Adam
√ × √ ×

LocalAdam × √ × ×
FedAdam × √ × ×
FB-Adam (Ours)

√ √ √ √

It helps to stabilize local training as the stochastic gradient introduces noise. We
do not update this running average term during local training to avoid additional
communication for averaging optimization statistics.

Foreground and Background. In particular, the communication message
Δ

(n)
r at training round r is the sum of the local training gradient multiplied

by the local learning rate. We use a compressor C (e.g., Top-K) to extract the
important information of the message for foreground communication. It is effi-
cient both from workers to server and server to workers as shown in Algorithm 2
line 12 and 13. After foreground communication, each worker receives the com-
pressed message Δ̃r. The rest of the message exists as the local error e

(n)
r+1 and

server error er+1. It will be communicated in a background thread in parallel
to the next round of local training computation. Finally, we conduct the Adam
update at the server side with

Δ̃r + e
(n)
r+1 (4)

in Algorithm 2 line 15.

Correction. The updated model based on only the foreground message will
deviate from the vanilla Adam method. Therefore, we correct the starting model
at training round r by an Adam re-update with the sum of the foreground and
background message Δr−1, as shown in Algorithm 2 lines 7 to 9. Note that Δr−1

is the true average message from all workers in training round r − 1.
Overall, our method FB-Adam features message compression, infrequent

communication, and divisible communication techniques. The aforementioned
Adam variants suffer from a considerable performance loss when the communi-
cation reduction ratio is high, while FB-Adam can restore vanilla Adam’s update
rule. We compare our method with existing works in Table 1.

4 Convergence Results

Before introducing our main theoretical analysis results, we discuss the following
assumptions. These assumptions are mild and have been used in related works
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frequently. For the combination of Top-K and QSGD compressor, [4] showed
that it satisfies Assumption 5.

Assumption 1 (Lower Bound). Function f has a lower bound f∗.

Assumption 2 (Lipschitz Gradient). Function fn is L-smooth (L > 0) for all
n ∈ [N ], i.e., for all x, y ∈ R

d

‖∇fn(x) − ∇fn(y)‖ ≤ L‖x − y‖ . (5)

Assumption 3 (Bounded Variance). Function fn has bounded local variance
σl, i.e.,

E‖∇F (n)(x, ξ) − ∇fn(x)‖2 ≤ σ2
l (6)

for all x ∈ R
d and n ∈ [N ]. Function f has bounded global variance σg, i.e., for

all x ∈ R
d,

1
N

N∑

n=1

‖∇fn(x) − ∇f(x)‖2 ≤ σ2
g . (7)

Assumption 4 (Bounded Gradient). Function F (n)(x, ξ) has G-bounded gradi-
ent, i.e., for any n ∈ [N ] and x ∈ R

d, we have

‖∇F (n)(x, ξ)‖ ≤ G . (8)

Assumption 5 (Approximate Compressor [14,32,40]). For δ ∈ [0, 1] and all
x ∈ R

d, the compressor C satisfies

‖C(x) − x‖2 ≤ (1 − δ)‖x‖2 . (9)

In the following, we will provide the convergence analysis of our method. The
complete proof can be found in the Appendix and here we only show the sketch
of our proof.

Theorem 6. Let Assumptions 1 to 5 hold and

η =
1

160LP
√

R
, (10)

γ =
√

PNG

L
, (11)

ε =
G

(1 − β1)L
. (12)

Suppose zr
Δ= xrP and T = RP . Then for large T that satisfies

T ≥ P 2N , (13)

our algorithm satisfies

1
R

R−1∑

r=0

E‖∇f(zr)‖2 ≤ 640L(f(x0) − f∗) + σ2
l

(1 − β1)
√

NT

+
4PG2 + PNσ2

l + ((1 − δ)P 2 N + P )σ2
g

(1 − β1)T
. (14)
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Our convergence bound is free of the model dimensionality d, the first among
existing Adam variants with compression to the best of our knowledge, which is
significant for deep learning models.

Corollary 1. According to Theorem 6, our algorithm satisfies

E‖∇f(zr)‖2 ≤ O(
1√
NT

) + O(
PN

T
) + O(

(1 − δ)P 2N

T
).

When T is large enough, the dominating term is O( 1√
NT

). Hence the convergence
rate of our algorithm is

O(
1√
NT

) , (15)

which indicates the linear speedup regarding N .

Corollary 2. According to Theorem 6, to guarantee the convergence of our algo-
rithm we need

P ≤ T 1/2

N1/2
. (16)

When term O( 1√
NT

) is dominating, i.e.,

O(
1√
NT

) ≥ O(
P 2N

T
) , (17)

P satisfies P ≤ T 1/4

N3/4 . Thus, the upper bound of P is

O(
T 1/4

N3/4
) . (18)

Similarly, if the global variance σg = 0 (data-center distributed training) or δ = 1
(no compression), the upper bound of P is

O(
T 1/2

N3/2
) . (19)

5 Experiments

5.1 Experiment Setup

We compare our method FB-Adam with 5 baselines:
(1) vanilla Adam, (2) EfficientAdam (Adam + Error Feedback), (3) Local-

Adam, (4) FedAdam, and (5) 1-bit Adam.
The compressor C is the commonly-used Top-K sparsification, so that the

foreground compression ratio Rc can be easily adjusted. For our FB-Adam, the
overall communication reduction ratio

R = RcP (20)
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Fig. 1. Test accuracy for training VGG-16 on CIFAR-10.

and P = 4 by default, since P = 4 is large enough to make sure that there is
no background synchronization overheads for all our experiment settings. While
R = Rc for EfficientAdam and 1-bit Adam, R = P for FedAdam, and R = P

3 for
LocalAdam due to its additional communication cost of averaging the running
average u and v.

For easy comparison, we report the model performance of 1-bit Adam with
the same compressor as the other communication-efficient methods in the tables,
though 1-bit Adam require a full-precision pre-training stage (i.e., the warm-up
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Table 2. Test accuracy for training VGG-16 on CIFAR-10. × denotes poor conver-
gence.

Ratio(R) Adam EfficientAdam LocalAdam FedAdam 1-bit Adam FB-Adam

×1 88.85 ± 0.16 – – – – –

×4 – 85.64 ± 0.13 86.03 ± 0.11 89.43 ± 0.09 88.45 ± 0.34 90.01±0.03

×16 – 85.60 ± 0.45 87.25 ± 0.35 89.62 ± 0.17 88.40 ± 0.18 89.98±0.14

×64 – 86.16 ± 0.02 88.15 ± 0.06 89.44 ± 0.19 88.15 ± 0.25 89.79±0.17

×256 – 86.20 ± 0.28 87.13 ± 0.52 88.43 ± 0.13 87.88 ± 0.11 90.09±0.03

×512 – 86.44 ± 0.15 × 85.58 ± 0.08 87.32 ± 0.28 89.54±0.03

×1024 – 84.86 ± 0.13 × × 86.01 ± 0.19 89.32±0.18

×2048 – × × × × 88.11±0.09

Table 3. Test accuracy for training VGG-16 on non-iid CIFAR-10. × denotes poor
convergence.

Ratio (R) EfficientAdam LocalAdam FedAdam 1-bit Adam FB-Adam

×8 × 84.36 ± 0.10 88.87 ± 0.16 88.35 ± 0.31 89.10±0.20

×32 × 84.20 ± 0.07 87.96 ± 0.02 88.03 ± 0.22 89.02±0.06

×128 × 84.90 ± 0.39 86.94 ± 0.19 87.85 ± 0.26 88.37±0.13

×512 × 84.44 ± 0.09 85.26 ± 0.28 86.88 ± 0.39 87.16±0.10

×1024 × × 81.65 ± 0.39 85.32 ± 0.32 86.90±0.22

×2048 × × × × 85.88±0.19

stage). Therefore 1-bit Adam actually will have a smaller overall compression
ratio than other compared methods in Tables 2, 3, 4, and 5. However, when
plotting the training curves regarding wall-clock time in the figures, the warm-
up stage of 1-bit Adam is communication-heavy and results in longer wall-clock
time than the other communication-efficient methods with the same compressor,
shown in Figs. 1, 2, 3, and 4. The warm-up stage setting follows the original paper
[18].

We conduct experiments on CIFAR-10 and ImageNet image classification
tasks, and WMT’16 EN-DE machine translation tasks. All experiments run in
a cluster of 16 machines where each has 1 NVIDIA P40 GPU and 10 Gb/s
networking bandwidth.

5.2 Results on CIFAR-10

For CIFAR-10 [17] image classification task, we train a VGG-16 [25] model.
We report the mean and standard deviation metrics over 3 runs. (β1, β2) =
(0.9, 0.999) and ε = 1 × 10−8. The batch size is 128 and the weight decay is
5 × 10−4. The model is trained for 200 epochs. We select the best (server and
local) learning rate from

{1 × 10−1, 5 × 10−2, 1 × 10−2, 5 × 10−2, · · · } . (21)
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Fig. 2. Test accuracy for training VGG-16 on non-iid CIFAR-10.

Standard data augmentation techniques are applied such as random cropping,
random flipping, and standardization. For Adam, there is a learning rate decay
of 0.1 at epoch 120 and 160. While for the other methods, we find it better
without any learning rate decay.

We plot the training curves regarding both the training epoch and time in
Fig. 1 with test accuracy summarized in Table 2. It can be observed from Fig. 1
that 1-bit Adam takes a longer wall-clock training time due to the full-precision
warm-up stage, though it converges similarly to vanilla Adam regarding the
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Fig. 3. Test Accuracy for training ResNet-18 on ImageNet

training epochs. In comparison, the proposed FB-Adam converges faster and
better regarding the wall-clock time. When the communication reduction ratio
R = 256, FB-Adam accelerates Adam by ×7 without performance loss. From
Table 2, FB-Adam can achieve up to R = 1024 with comparable performance to
Adam, while the best counterpart only achieves R = 64.

We also consider non-IID CIFAR-10. Following the practice in [13], we ran-
domly distribute 80% of the data to workers, but distribute the rest 20% of
the data by sorting according to the label. We plot the training curves in Fig. 2
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Table 4. Test accuracy for training ResNet-18 on ImageNet. × denotes poor conver-
gence.

Ratio (R) Adam EfficientAdam LocalAdam FedAdam 1-bit Adam FB-Adam

×1 68.14 – – – – –

×16 – × 67.21 68.33 67.95 68.88

×32 – × 67.26 67.36 67.88 68.82

×64 – × 65.20 66.06 67.73 68.22

×128 – × 63.15 64.86 67.51 67.71

Table 5. Validation loss for training Transformer on WMT’16 EN-DE.

Ratio (R) Adam EfficientAdam LocalAdam FedAdam 1-bit Adam FB-Adam

×1 2.0259 – – – – –

×8 – 2.3693 2.0852 2.0169 2.0268 2.0090

×16 – 2.3625 2.0855 2.0259 2.0411 2.0161

×32 – 2.3672 2.1180 2.0624 2.0645 2.0487

×64 – – 2.1240 2.1151 2.0859 2.0674

×128 – – 2.1710 2.2339 2.0939 2.0689

Table 6. Ablation study of running average smoothing. Test accuracy of FedAdam
v.s. FB-Adam without message compression for training VGG-16 on CIFAR-10.

Period P 4 16 64

FedAdam 89.43 ± 0.09 89.62 ± 0.17 89.14 ± 0.19

FB-Adam 90.01±0.03 89.98±0.14 89.54±0.04

with test accuracy summarized in Table 3. EfficientAdam converges poorly when
R = 32 and 128, therefore we do not include it in these two plots in Fig. 2.

For 1-bit Adam, we observe a similar pattern as in IID CIFAR-10 experi-
ments. When R = 128, FB-Adam accelerates Adam by ×6.4 without perfor-
mance loss. From Table 3, FB-Adam achieves R = 128 with comparable perfor-
mance to Adam, while the best counterpart only achieves R = 8.

5.3 Results on ImageNet

For ImageNet [24] image classification task, we train a ResNet-18 [11] model.
(β1, β2) = (0.9, 0.999) and ε = 1 × 10−8. The batch size is 256 and the weight
decay is 1 × 10−4. We select the best (server and local) learning rate from

{1 × 10−1, 5 × 10−2, 1 × 10−2, 5 × 10−2, · · · } . (22)

The model is trained for 90 epochs with a (server and local) learning rate decay of
0.1 at epoch 30, 60, and 80 for all methods. Random cropping, random flipping,
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Fig. 4. Validation perplexity (PPL) for training Transformer on WMT’16 EN-DE.
Lower is better.

and standardization are applied as data augmentation techniques. We plot the
training curves in Fig. 3 with test accuracy summarized in Table 4. EfficientAdam
converges poorly for this task and we do not include it.

The proposed FB-Adam converges faster than all other baselines regarding
the wall-clock training time. Specifically, FB-Adam accelerates Adam by ×3.5
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without performance loss when R = 64, while the best counterpart only achieves
R = 16.

5.4 Results on WMT’16

For WMT’16 EN-DE machine translation task, we train a Transformer [29]
model. (β1, β2) = (0.9, 0.997) and ε = 1 × 10−1. The batch size is 4096 and the
label smoothing coefficient is 0.1. The dropout ratio is 0.1. The (server) learning
rate scheduling follows [29] with 16000 warm-up steps. The local learning rate
equals the server learning rate multiplied by a coefficient selected from

{1, 5 × 10−1, 1 × 10−1, · · · } . (23)

We plot the training curves of the validation perplexity (PPL) in Fig. 4 with
validation loss summarized in Table 5. 1-bit Adam converges well in this task
compared with vanilla Adam regarding the training epochs.

However, when taking the warm-up stage training time into consideration,
we find it to be slower than the other communication-efficient counterparts. FB-
Adam accelerates Adam by ×7 with comparable performance to Adam when
R = 128, while the best counterpart only achieves R = 8.

5.5 Ablation Study

We conduct an ablation study to show that the performance is improved by
running average smoothing during local training in Table 6.

Overall, our proposed method FB-Adam consistently outperforms the coun-
terparts in all tasks. We achieve a high foreground compression ratio due to
infrequent synchronization and message compression, with comparable perfor-
mance to Adam mainly due to the mathematical equivalence using foreground
and background communication. Its fast training speed validates the motivation
and efficiency of divisible communication.

6 Conclusion

In this work, we proposed a new FB-Adam method with divisible communica-
tion (foreground and background) to address the communication efficiency chal-
lenge for distributed adaptive optimizers. We also introduced running average
smoothing for better local training. Our experimental results on various tasks
validated the efficiency of FB-Adam. It achieves ×1024 foreground compression
ratio on CIFAR-10, ×128 on non-iid CIFAR-10, ×64 on ImageNet, and ×128
on WMT’16 EN-DE machine translation dataset with comparable performance
to Adam. Moreover, we showed our method has the same convergence rate as
Adam without compression.

Ethical Statement. Our work is to improve the communication efficiency of dis-

tributed adaptive optimization. A large part of the work focuses on the theoretical

analysis and we do not identify any potential ethical issues.
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Abstract. We propose propagate, a fast approximation framework to
estimate distance-based metrics on very large graphs such as: the (effec-
tive) diameter or the average distance within a small error. The frame-
work assigns seeds to nodes and propagates them in a BFS-like fashion,
computing the neighbors set until we obtain either the whole vertex set
(for computing the diameter) or a given percentage of vertices (for the
effective diameter). At each iteration, we derive compressed Boolean rep-
resentations of the neighborhood sets discovered so far. The propagate
framework yields two algorithms: propagate-p, which propagates all the
s seeds in parallel, and propagate-s which propagates the seeds sequen-
tially. For each node, the compressed representation of the propagate-p
algorithm requires s bits while propagate-s 1 bit only. Both algorithms
compute the average distance, the effective diameter, the diameter, and
the connectivity rate (a measure of the sparseness degree of the transi-
tive closure graph) within a small error with high probability: for any
ε > 0 and using s = Θ

(
log n

ε2

)
sample nodes, the error for the average dis-

tance is bounded by ξ = εΔ
α

; the errors for the effective diameter and the
diameter are bounded by ξ = ε

α
; and the error for the connectivity rate

is bounded by ε where Δ is the diameter and α is the connectivity rate.
The time complexity of our approaches is O(Δ ·m) for propagate-pand
O (

log n
ε2

· Δ · m
)

for propagate-s, where m is the number of edges of
the graph and Δ is the diameter. The experimental results show that the
propagate framework improves the current state of the art in accuracy,
speed, and space. Moreover, we experimentally show that propagate is
also very efficient for solving the All Pair Shortest Path problem in very
large graphs.
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1 Introduction

The fast computation of distances between pairs of nodes in a graph is a fun-
damental task in network applications. Distance-based metrics are also used to
compute different notions of centrality for nodes or edges that can be used to
detect communities in very large graphs, as proposed by Girvan and Newman
[26] or Fortunato et al. [25]. The diameter, i.e. the maximum distance between
all reachable pairs in a graph, is an important parameter for analyzing graphs
that, for example, change over the time [30], or real-world graphs as the web
and social network graphs, which have small diameters [29] that shrink as they
grow [33]. The fastest exact algorithm for computing the diameter of sparse
graphs is based on solving the All-Pairs Shortest Paths (APSP) problem which,
for unweighted graphs, can be computed by executing a Breadth-First Search
(BFS) for each vertex, with a time complexity of Ω(mn), where n is the number
of nodes and m the number of edges. For dense graphs, the best algorithm is
based on matrix multiplication [19], which can be performed in time of Õ(nω),
where ω < 2.38 [17,40]. However, its well known that computing the diameter
of a graph with m edges requires m2−o(1) time under the Strong Exponential
Time Hypothesis (SETH), which can be prohibitive for very large graphs [1,20],
so efficient approximation algorithms for diameter are highly desirable. A trivial
2-approximation algorithm for the exact diameter in undirected graphs can be
computed in O(m + n) time by means of a BFS-visit starting from an arbitrary
node. A 3/2-approximation algorithm was first presented by Aingworth et al. [2]
with a time complexity of Õ(m

√
n + n2), further improved to Õ(m

√
n) [37],

and, with the same approximation ratio, to Õ(m3/2) or o(n2), depending on the
degree of sparsity of the graph [13]. If a graph is weakly connected, experiments
with real-world graph data sets show that heuristics may decrease the average
running time of the diameter computation [10]. The computation of the exact
diameter is however susceptible to outliers. For this reason, it is preferable to
use more robust metrics, such as the effective diameter, which is defined as the
a percentile distance between nodes (e.g. 90th), i.e. the maximum distance that
allows to connect that percentage of all reachable pairs [35,38]. For large real
graphs, even the exact computation of the effective diameter remains prohibitive
since possible approaches are still based either on solving APSP or on computing
a transitive closure. Also, some diameter approximation algorithms [10,12] can-
not be used to compute the effective diameter, that is because they are based on
the computation of the greatest distances from the nodes that do not necessarily
pass through all reachable pairs [10] or on merging the diameters independently
computed on smaller subgraphs [12]. An alternative approach is to compute
the neighborhood function to derive distance metrics. A neighborhood N(u, r) is
the set of all nodes reachable from the node u by a path of length at most r.
N(u, r) is also known as the ball of center u and radius r. The most efficient
algorithms for approximating the effective diameter are based on the estimate of
the size of neighborhoods. For example, ANF [36] is based on BFS and the use
of Flajolet-Martin (FM) probabilistic counters [24], and HyperANF [7] is based
on the same approach as ANF but with the use of HyperLogLog as probabilistic
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counter [21]. Cohen [16] uses an approach based on a non-probabilistic counter,
that uses k hash functions on neighborhoods by keeping only the minimum hash
value (MinHash) for each hash function (k-mins sketches). When the hashing
values are in the unit interval [0, 1], then it is possible to estimate |N(u, r)| by
means of the unbiased cardinality estimator 1

MinHash(N(u,r)) , with the standard
error a function of k. The MHSE framework [4], instead, uses the MinHash app-
roach to derive dense representations (signatures) of large and sparse graphs that
preserve similarity and thus providing an approximation of the size of the neigh-
borhood of a node using the Jaccard similarity. ANF, HyperANF and MHSE
are grounded on the observation that the size of N(u, r) is sufficient to estimate
the distance-based metrics.

Our Contributions. We propose a framework to estimate the distance-based
metrics on graphs based on a mixed approach: sampling and counting. The
core idea of our approach is to consider a small set of s seed nodes and to
count the nodes that can be reached by at least one of these seeds, that is, the
size of the neighbourhood set at distance d. We define two implementations of
our framework: propagate-p, and propagate-s. The time complexity of our
approaches is, respectively, O(Δ·m), and O(s·Δ·m), while the space complexity
is O (s · n + m), and O(n + m). We provide an estimate on the sample size
needed to achieve a good estimate of the distance metrics up to a small error
bound. More precisely, we prove that s = Θ( log n

ε2 ) sample nodes are sufficient to
estimate, with probability at least 1− 2

n2 : (1) the average distance with the error
bounded by εΔ

α ; (2) both the effective diameter and the diameter with the error
bounded by ε

α ; and, (3) the connectivity rate α with error bounded by ε, where
α be the connectivity rate of the network (see Sect. 3 for the formal definition).
It is important to underline that both the algorithms admit a straightforward
and simple implementation in a fully distributed and parallel setting.

In Sect. 2, we give an overview of relevant results on approximation algo-
rithms of distance based metrics. In Sect. 3 we provide some basic preliminaries to
understand our work. In Sect. 4, we describe the core idea behind our novel frame-
work, then we introduce the new algorithms propagate-p and propagate-s,
and provide an unbiased error bound for the computation of the effective diame-
ter, the diameter, the average distance, and the connectivity rate. In Sect. 5, we
compare our framework with the state-of-the-art algorithms for approximating
the distance-based metrics. Finally, in Sect. 6, we conclude and present future
research directions.

2 Related Works

The literature on approximating distance-based metrics being vast, we restrict
our attention to approaches that are closest to ours. We, thus, particularly focus
on sampling and probabilistic techniques.
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Estimating Diameter by Sampling. There are three main questions to be
addressed when sampling from large graphs [32]: how to sample nodes and edges,
how to set a good sample size, how to evaluate the goodness of the sample, as
well as the goodness of the chosen sampling method. In the case of undirected
and connected graphs, the centrality of nodes can be estimated by sampling only
O( log n

ε2 ) nodes and compute all the distances to all other nodes, with an error of
εΔ, where Δ is the graph diameter [18,22], thus reducing the time complexity
to O( log n

ε2 (n log n + m)).

Estimating Diameter by Probabilistic Counters. Palmer et al. proposed the
ANF algorithm that exploits the (Flajolet-Martin) FM-counter [24] to derive
the distance-based metrics of a graph. The core idea is to count the number of
distinct nodes in each neighborhood N(u, r), for all nodes u and radius r. For
each set N(u, r), ANF yields a concatenation of l bit-masks (sketches), where
a bit-mask l has probability 1

2i+1 of having the i-th bit set to 1. An approxi-
mation of the number of distinct elements in a stream is derived by averaging
the index of the least significant bit with value 0 in each of the l bitmasks,
and is set to 2mean

0.77351 [24]. Building upon this approach, Boldi et al. [7] proposed
HyperANF that uses the HyperLogLog algorithm [21,23] and improves ANF in
terms of speed and scalability, providing a better estimate for the same amount
of memory and number of passes. Although HyperLogLog is the best approxi-
mate data stream counting algorithm, it is known that it tends to overestimate
the real size of small sets [27]. Empirical bias correction has been introduced
in [27], where the correction works well in a good range of sizes, however errors
persist on small sets where the LinearCounting algorithm [39], provides the
best results. Alternatively, the MinHash technique can be used to estimate the
size of the neighborhood with respect of All Distance Sketch (ADS) of a node
of a weighted graph [15,16]. For each node, an ADS consisting of the first k
MinHash is maintained. The estimate of the neighborhood of a node u is given
by hashing the nodes in the interval [0, 1] and filtering a node v when its hash
value is less than the k-th MinHash of the ADS, and when any other node in
ADS is closer to u than to v. This algorithm computes, for each pair (u, v) the
closeness similarity which generalizes the inverse probability of the MinHash
estimate [6] with a Jaccard-like similarity function, that is 1

max(πvx,πux)
in the

case of k = 1, where πu,v is the Dijkstra rank of u with respect to the node
v according to the position of u by increasing distance from v. If the graph is
unweighted, then the BFS visit can be used and Cohen’s framework can be con-
sidered equivalent in the spirit to HyperANF but with the use of the MinCount
probabilistic counter of [6] instead of HyperLogLog probabilistic counter. How-
ever, its implementation is very different from the one presented in [6] and does
not yield a O(m) space complexity as in [6]. Amati et al. proposed a different
probabilistic approach based on the MinHash counter [4], and experimentally
showed its superiority in comparison to HyperLogLog based counters. Another
sketching and sampling based technique to model public-private social network
graphs proposes to efficiently preprocess the public graph G and to integrate it
with a private user graph node in order to derive graph properties and measures
[14].
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3 Preliminaries

We proceed by formally introducing the terminology and concepts that we use
in what follows. For k ∈ N, we let [k] = {1, . . . , k}. An undirected graph1

is an ordered pair G = (V,E), where V is a set whose elements are called
vertices or nodes, and E is a set of unordered pairs of vertices, whose ele-
ments are called edges, or links or arcs. In a directed graph G = (V,E), E is
a set of ordered pairs of vertices. Let d(u, v) be the number of edges in the
shortest path between u and v. Given a graph G = (V,E), define the neigh-
borhood at distance at most r for a node u ∈ V as N(u, r) = {v ∈ V :
d(u, v) ≤ r}2. Additionally, we define the neighborhood function at hop r as
the size of the set of pairs of nodes within distance r, formally: |N(r)| =
|{(u, v) ∈ V × V : d(u, v) ≤ r}|. The diameter Δ of a graph is the longest
shortest path in the graph. In terms of the neighborhood function we have:
Δ = minr∈[0,n−1] {r :

∑
u |N(u, r)| =

∑
u |N(u, r + 1)|}. Similarly, the effective

diameter is defined as Δeff = minr∈[0,n−1] {r :
∑

u |N(u, r)| ≥ τ · ∑
u |N(u,Δ)|}

for τ ∈ [0, 1]. In this work, we consider τ = 0.9, i.e. the 90th percentile
distance between the nodes. We can also evaluate the average distance of
a graph G = (V,E). Let R(u, v) be the reachability function that assumes
value 1 if and only if u can reach v and 0 otherwise. Thus we can write:
AvgDist =

∑
u,v∈V R(u,v)·d(u,v)

∑
u,v R(u,v) =

∑
u

∑
r∈[Δ](|N(u,r)|−|N(u,r−1)|)·r

∑
u|N(u,Δ)| . Observe that

the number of reachable pairs can be also defined using the neighborhood
function as: Nr.Reachable Pairs = |N(Δ)|. Finally, we define the connec-
tivity rate α of a graph as the sparseness degree of its transitive closure.
α = 1

n·(n−1)

∑
u,v
u�=v

R(u, v) ∈ [0, 1]. Notice that the more the graph is connected

the higher is α, and vice versa. As extreme values α = 1 for a connected undi-
rected graph, while α = 0 when all the vertices are isolated.

4 propagate Framework

Any graph traversal algorithm, efficiently scans the edge list of a graph in a
random order. However, if the algorithm needs to be efficient on graphs that
do not fit in memory, we can not use standard graph traversal routines. As
in [4,7,36], we can find the nodes that are reachable from u within r hops by
first retrieving their neighbors reachable in r − 1 hops from u. Given u’s neigh-
borhood at hop 0, N(u, 0) = {u}, we can compute N(u, r) incrementally as:
N(u, r) =

⋃
(u,v)∈E N(v, r − 1). This technique allows to iterate over the edge

set instead of performing a classical graph traversal. Probabilistic counters have
been used to efficiently compute in terms of time and space the number of dis-
tinct elements in N(u, r). The best known algorithms, namely HyperANF [7],
and MHSE [4], use respectively the HyperLogLog [23] and the MinHash counter
and drop the required memory down to 2·s·n·log2(log2(n/s)) bits and 2·s·n·log2 n

1 We use the terms “graph” and “network” interchangeably.
2 Sometimes, we use the term “ball of radius r centered in u” to denote N(u, r).
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(where s is the number of seed nodes from which we are starting the edge scan
procedure). Even though their performance are impressive, they turn out to be
prohibitive on very large graphs if our memory budget is low. Our novel frame-
work overcomes such problems by using a clever implementation of a boolean
array-like data structure allowing to have high-quality approximations of the
distance-based metrics on machines with low memory requirements. Given a set
of starting nodes S = {x1, x2, . . . , xs}, propagate assigns to each node u ∈ V
a Boolean signature array Sig(u) of length s defined as follows: for all i ∈ [s]
Sigi(u) = 1 [u ∈ S], i.e., if the node u is a seed, we set its coordinate to 1.
Next, we extend the concept of signature to a set of nodes of arbitrary size.
Let K ⊆ V be a subset of nodes, then its signature is defined as the bitwise OR
between the signatures of every node u ∈ K, formally Sigi(K) =

∨
u∈K Sigi(u)

for every i ∈ [s]. Notice that the ith index of Sig(K) is equal to 1 if and only
if there exists at least one vertex u ∈ K such that Sigi(u) = 1. The intu-
ition behind our boolean signature is as follows. Suppose that we have only one
seed node x, by definition its signature will be of the form Sig(x) = 〈1〉 i.e.,
Sig1(x) = 1. Subsequently, we expand the ball centered in x to its hop-1 neigh-
borhood and for each neighbor v ∈ N(x) we create a new signature Signew(v)
equal to the bitwise OR between Sig(x) and Sig(v). After updating all x’s neigh-
bors, for each v ∈ N(x) we count the number of indices in its new signature
that assumed value 1 (one), we refer to the number of such indices as collisions
between the seed’s bit and nodes’ signatures. The total number of ones will be
equal to the size of x’s hop-1 neighborhood. Observe that such value can be
efficiently computed by summing the number of ones obtained by performing
the XOR (exclusive OR) operation between Sig(v) and Signew(v) for each neigh-
bor v, formally |N(x)| =

∑
u∈V ‖Sig(u) ⊕ Signew(u)‖. If we iterate this process

Δ times, we will compute the number of nodes at distance of exactly r from
x for each r ∈ [Δ]. By repeating this process Δ times for each node x ∈ V ,
we will obtain the exact neighborhood function |N(r)| for each r ∈ [Δ]. Recall
that, under SETH, computing the exact neighborhood function cannot be done
in O(n3−ε) for ε > 0 [40], thus we run the propagate framework on a subset
of nodes S sampled uniformly at random from V . Given a uniform sample of s
nodes from the vertex set V , the propagate framework can be implemented in
two different ways: (1) every node has a signature of s bits, and expands the s
balls (one for each seed node) in parallel until there is at least one signature that
changed its value; (2) in a sequential fashion, every node spreads its bit until
there is a signature that changed its value. We refer to these two implementa-
tions as propagate-p (Sect. 4.1), and propagate-s (Sect. 4.2). propagate-s
is preferable to propagate-p when s is very large and s · n bits becomes too
big to be kept in the memory of a single machine. For example, when the set
of seeds is the entire vertex set V , that is s = |V |, then propagate com-
putes the exact neighborhood function. To compute the ground-truth values,
propagate-p needs n2-bit array that, for big graphs, can be too large to be
stored on a single machine. propagate-s, instead, needs only n bits. Thus, for
this task, propagate-s is preferable to propagate-p. In Sect. 5.2 we compare
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the execution times of propagate-s and the All Pair Shortest Path algorithm
to compute the exact neighborhood function of big real-world graphs.

4.1 propagate-p Algorithm

Given s sample nodes {x1, . . . , xs} ⊆ V , propagate-p (Algorithm 1) works as
a synchronous diffusion process. It starts by initializing (line 1–3) the signature
s-array for each node u ∈ V , Sig(u) as described in Sect. 4. Subsequently, at
each hop r, it computes for each node u the signature of the ball N(u, r) = {v ∈
V : d(u, v) ≤ r}. The variable Count (line 5) keeps track of the number of new
collisions at hop r, that is the number of vertices at distance exactly r from u. The
collisions at hop r are subsequently stored in CountAll[r] and if new collisions
have been detected during the current hop, then the diameter lower-bound ΔLB

is updated, the approximated neighborhood function at hop r is computed (R[r]
contains the number of pairs at distance at most r), the variable AvgDist is
increased with the difference between R[r] and R[r − 1] times the hop r, and
the hop r + 1 is processed (lines 17–20). Once the stopping criterion is met, i.e.
no more collisions have been detected, the algorithm finds the minimum hop r
such that the ratio between the reachable pairs at hop r and at the maximum
hop is greater than 90% i.e., computes the effective diameter Δeff (line 21), and
normalizes the average distance value by dividing it with the maximum number
of reachable pairs (line 22). Algorithm propagate-p can be implemented using
an array of s bits for each vertex, thus we have the following theorem:

Theorem 1. Algorithm propagate-p (Algorithm 1) computes the: diameter,
effective diameter, average distance and number of reachable pairs in O(Δ · m)
time using O(s · n + m) space.
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Algorithm 1: propagate-p Algorithm
Data: G = (V, E) : |V | = n, s sample of vertices S ⊆ V , eff. diameter threshold

τ.
Result: Δeff effective diameter, ΔLB diameter, R[ΔLB] number of reach. pairs,

and AvgDist average distance.
1 Sigi(u) = 0; ∀u ∈ V, i ∈ [s] // n × s matrix of the nodes’ signature

2 for each xi ∈ S do
3 Sigi(xi) = 1

4 CountAll[0] = s, Count = 0, AvgDist = 0, r = 0, ΔLB = 0
5 R = [0, 0, . . . , 0] // Neighborhood function

// Process one hop at a time for all the sample vertices xi.

6 do
7 Count = 0 // Collision counter for hop r
8 foreach u ∈ V do
9 Signext(u) = Sig(u)

10 foreach u → v do
11 Signext(u) = Signext(u) ∨ Sig(v)

12 foreach u ∈ V do
13 Count = Count + ‖Signext(u) ⊕ Sig(u)‖
14 Sig(u) = Signext(u) // Update u’s signature

15 CountAll[r] = Count // Reachable vertices at hop r
16 ΔLB = max {r, ΔLB} // Update diameter lower bound

17 R[r] = R[r − 1] + CountAll[r] // R[−1] treated as 0 when r = 0
18 AvgDist = AvgDist + r · (R[r] − R[r − 1]) // R[−1] treated as 0 when

r = 0
19 r = r + 1

20 while Count > 0

21 Δeff = mink

{
k : R[k]

R[ΔLB]
≥ τ

}
// Compute the effective diameter Δeff

22 AvgDist = AvgDist/R[ΔLB] // Compute the average distance

23 R[ΔLB ] = (n/s) · R[ΔLB ] // Compute the number of reachable pairs

24 return Δeff,ΔLB,R[ΔLB], AvgDist

4.2 propagate-s Algorithm

We derive an even more space efficient algorithm in which we process each sample
vertex at a time using a single bit for each node in the graph, as with a Bernoulli
process. propagate-s’s pseudo code, is presented in the extended version of this
paper [5]. Differently from propagate-p which maintains a signature s-array
for each vertex u ∈ V , propagate-s uses a n-array Sig(V ) that represents the
signature of the whole graph G = (V,E). More precisely, given a seed node xi

Sig(V ), at each hop r, maintains the size of xi’s neighborhood at distance at
most r. Although, propagate-s has higher running time than propagate-p,
the independence of the seeds in propagate-s allows for a very simple imple-
mentation of the algorithm in a fully distributed and parallel processing, where
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cores or machines can be coupled with hash functions. Additionally, propagate-
s can be implemented using progressive sampling heuristics, that establish the
sample size “on the fly” (see [5] for propagate-s’s incremental approach). When
s = |V | = n, all propagate algorithms can compute the exact distance-based
metrics of interest. In this case, propagate-p requires as signature a n bit array
for each vertex u ∈ V thus requiring overall n2 bits, which for large graphs is
impracticable. However, propagate-s would require only a n-bit array at each
iteration and can be used to compute the exact values for various graphs faster
than the APSP algorithm implemented in WebGraph [8] (see Sect. 5). For huge
graphs, the only feasible algorithm in a standalone setting is the propagate-
s algorithm. The above considerations lead to the following theorem:

Theorem 2. propagate-s computes the: diameter, effective diameter, average
distance and number of reachable pairs in O(s·Δ·m) time using O(n+m) space.

Error Bounds of the Sample Size. We now evaluate the accuracy of the approx-
imations of the propagate framework. We use Hoeffding’s inequality [28] to
obtain the sample size s for good approximations of the distance-based metrics
of interest.

Theorem 3. With a sample of s = Θ
(
lnn
ε2

)
nodes, with high probability (at least

1 − 2
n2 ), propagate framework (propagate-p and propagate-s) compute:

i. the average distance with the absolute error bounded by εΔ
α

ii. the effective diameter with the absolute error bounded by ε
α̃
3

iii. the diameter with the absolute error bounded by ε
α̃

iv. the connectivity rate α with the absolute error bounded by ε

where α is the connectivity rate of the graph, and ε > 0 a positive constant.
Thus, propagate-s requires O( lnn

ε2 · Δ · m) time and O(n + m) space . While,

propagate-p requires O
(
n log n

ε2 + m
)

space complexity.

5 Experimental Evaluation

In this section, we summarize the results of our experimental study on approx-
imating the distance-based metrics in real-world networks. We compare our
framework with the state-of-the-art algorithms to approximate the distance met-
rics, i.e., for each algorithm, we compute the average distance, effective diameter,
and number of reachable pairs. Subsequently, we evaluate (using various metrics)
how these estimates relates to the exact ones computed by the All Pairs Shortest
Path algorithm.

3 α̃ is a very close value to α i.e., α̃ = α· n−1
n

. We actually compute the error bound for
the ratio on which the minimum integer is attained, clearly, the smaller the ratio’s
error the smaller the error bound.
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5.1 Experimental Setting

Algorithms. Our study includes several competitor algorithms for approximating
the neighborhood function. We provide a short description and a space complex-
ity analysis of the considered algorithms.

HyperANF: The O(Δ · m) algorithm of Boldi et al. [7,8], which uses Hyper-
LogLog algorithms [21,23] to approximate the neighborhood function. Hyper-
ANF requires for each node 2b = s registers that records the position R with
the bit 1 starting the tail ending with all 0s. More precisely, if n is the number
of distinct nodes in the graph, HyperANF needs 2 · s ·n · log2 (log2 (n/s)) bits
for the registers.

MHSE: The O(Δ · m) algorithm of Amati et al. [4], which uses the MinHash
counter to approximate the neighborhood function. MHSE is based on a BFS
visit and it requires an O(log n) register for each node to record the signature,
hence, it has the same space complexity as ANF (ANF maintains a bitwise
O(log n) register to count new incoming nodes in the stream, instead). MHSE
requires 2 · s · n · log2 n bits.

rand-BFS: The algorithm by Eppstein and Wang [22], which estimates the
distance-based metrics using BFS visits starting from random nodes. Its time
complexity is O(s · m) and needs O(n + m) space.

APSP: The Java implementation of the All Pair Shortest Path algorithm avail-
able in WebGraph [8]. The algorithm has been used to compute the exact
values of the distance metrics and as a competitor algorithm for the second
part of the experimental evaluation.

Networks. We evaluate all of the above competitors on real-world graphs of dif-
ferent nature, whose properties are summarized in Table 1. The networks come
from two different domains: social networks and web-crawls. According to The-
orem 3, the collection BlackFriday4 should require larger number of samples
than other collections, because of a small connectivity rate (see Table 1).

Implementation and Evaluation Details. We released an open source platform
for analyzing large graphs. This tool is developed in Java5 and uses some Web-
Graph libraries [8] to load and parse the graph in compressed form. We chose
WebGraph both for benchmarking with the compared algorithms and to allow
us to: (1) compress very large graphs; (2) iterate the neighbor list of a node
with faster random access; and, (3) use its offline methods to process very big
graphs that cannot be loaded in memory. We executed the experiments on a
server running Ubuntu 16.04.5 LTS equipped with AMD Opteron 6376 CPU
(2.3GHz) for overall 32 cores and 64 GB of RAM. All the algorithms are fairly
compared, i.e. using the same number of seeds/registers and cores. For the com-
parison between propagate, HyperANF, MHSE, and rand-BFS we use 256
4 The BlackFriday graph is built from Twitter considering retweet and reply activities

[3]. This graph is comparable in size to the largest publicly available social network
graphs, and is very sparse.

5 https://github.com/BigDataLaboratory/MHSE/tree/propagate-ecmlpkdd.

https://github.com/BigDataLaboratory/MHSE/tree/propagate-ecmlpkdd
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Table 1. The data sets used in our evaluation, where n denotes the number of nodes,
m the number of edges, Δ the exact diameter, α the exact connectivity rate (type D
stands for directed and U for undirected). The first seven graphs have been used in
comparison of the four algorithms (propagate, HyperANF,MHSE, and rand-BFS)
for accuracy and effectiveness, and speed. The last seven have been used to compare
the performances of the algorithms on huge graphs. Dashed lines indicate that the
exact metrics are not available due to the dimension of the data set.

Graph n m Δ α Type Ref.

BlackFriday 2700815 3811922 70 0.002 D [3]

Youtube-Links 1138495 4942298 23 0.446 D [31]

Amazon-2008 7600595 5158388 48 0.854 D [9]

Web-BerkStan 685230 7600595 715 0.488 D [34]

Twitch-Gamers 168114 13595114 8 1 U [31]

Hollywood-2009 1139905 113891327 12 0.88 U [9]

Orkut-2007 3072441 234370166 61 0.356 U [9]

it-2004 41291594 1150725436 - - D [9]

gsh-2015-host 68660142 1802747600 - - D [9]

sk-2005 50636154 1949412601 - - D [9]

gsh-2015 988490691 33877399152 - - D [9]

clueweb12 978408098 42574107469 - - D [9]

uk-2014 787801471 47614527250 - - D [9]

eu-2015 1070557254 91792261600 - - D [9]

sample nodes/registers and 32 cores. For the comparison between propagate-
s and APSP we use 32 cores. For the first part of the experiments, we repeat
every test 10 times and average over the results for every algorithm (HyperANF,
MHSE, rand-BFS, propagate-p, and propagate-s). Whenever we are able
to compute the exact value x̂ and thus the residual (x̂ − x̃)/x̂ where x̃ its esti-
mate we also exhibit a p-value. More precisely, we perform a two-sided unpaired
t-test [11] with confidence interval of 0.95. Given a set X of estimates of the
distance metric y obtained after 10 runs of an algorithm A, the null hypothesis
is that its mean X is equal to the exact value X. If the displayed p-value is in the
range [0.9, 1.0] then we fail to reject the null hypothesis, and conclude that the
means are not significantly different. Therefore, we can conclude that algorithm
A provides reliable and statistically significant estimates of y.

5.2 Experimental Results

Accuracy and Effectiveness. In our first experiment, we run on the networks
listed in the first group of Table 1 all the discussed approximation algorithms. In
Table 4, we show the accuracy and effectiveness of all the competitor algorithms.
propagate-p and propagate-s are grouped under the name of propagate,
that is because both algorithm produce the same results. We observe that our
novel framework leads the scoreboard against its competitors. It provides the
best estimations in terms of accuracy and statistical significance. For the average
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distance, propagate outperforms all the other algorithms on all the graphs
except on Orkut, in which rand-BFS provides the best estimate. Moreover, it
provides the best effective diameter estimates on all the datasets. Finally, for
the number of reachable pairs, propagate provides very accurate estimations
on all the networks except on Youtube for which MHSE’s estimate has lower
residual. Observe that propagate is the algorithm that provides the higher
number of statistically significant estimations and does not perform worse than
the competitor algorithms.

Speed. As a second experiment, we compared the average execution times of
propagate-p, propagate-s, HyperANF, MHSE, and rand-BFS. In the left
side of Table 2, we show the running times (in milliseconds) of the algorithms.
We observe that propagate framework outperform its competitors on almost
every data set. Remarkably, propagate-p, leads the scoreboard with the fastest
execution times on four over seven graphs. It is slightly slower than rand-BFS
on balckFriday, Amazon-2008, and Web-BerkStan i.e. the datasets with low
connectivity rate and longest diameters for which a classic traversal algorithm
should require less time than our framework. We point out that, rand-BFS
does not scale well as the size of the graph increases (as shown in the next
experiment). We observe that, on average, propagate-p is 60% faster than
HyperANF and 81% faster than MHSE. Moreover, propagate-p outperform
(in terms of speed) HyperANF, and MHSE on all the graphs. HyperANF’s
execution time is comparable with the one of propagate-s while MHSE is the
slowest one. More precisely, MHSE is slower than every other algorithm on every
network for which it does not require more than 64 GB or RAM i.e., does not
generate a memory overflow error.

Table 2. For each network (column 1), we show on the left side of the table the average
execution time (in milliseconds) over ten runs for each algorithm. On the right side,
we show the execution time (in hours) of propagate-s, versus WebGraph’s APSP
algorithm to compute the ground truth distance-based metrics. ✗ indicates that the
experiment was interrupted due to a memory overflow error.

Graph Execution time

Milliseconds Hours

Prop-P Prop-S HyperANF MHSE Rand-BFS Prop-S APSP

b.Friday 282.162 2899.075 22495.344 51034.047 69.21 9.513 33.705

YT-Links 1761.891 5040.347 5986.410 6655.706 1771.25 7.217 11.118

Amazon 4339.072 12686.703 8451.259 195200.019 1767.12 11.027 11.914

W.Berk. 1535.781 2477.531 2741.563 5980.219 645.25 33.108 122.59

Twitch-G. 1562.219 2901.497 2288.231 4486.044 1863.10 0.344 3.617

Hollywood 4113.060 15537.897 11068.953 46409.728 7672.18 47.77 158

Orkut 2875.688 8121.125 3833.688 ✗ 12783.13 840 960
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Estimating Distance Metrics on Huge Graphs. As a third experiment, we run all
the approximation algorithms on the biggest networks available in [9] (see the
second group of data sets in Table 1). We aim to investigate the performances
of all the competitor algorithms on very big graphs that cannot be loaded in
the main memory. In Table 3, we show the running times of the approximation
algorithms. The first column indicates whether the graph can be fully loaded
in memory in its uncompressed form. If this is not possible, we use WebGraph’s
offline methods to access the compressed graph from the disk without loading
it in memory. Observe that accessing the compressed graph directly from the
disk, slows down the overall execution of the algorithms. However, it is the only
way to analyze these graphs with our 64 GB memory machines. We observe that
propagate-s can compute the distance metrics on every graph. Considering
the size of the data sets, propagate-s requires a reasonable amount of time to
approximate the neighborhood function using 256 seeds. propagate-p can com-
pute the distance metrics for it-2004, gsh-2015-host, and sk-2005. More-
over, it is still possible to run propagate-p on the remaining graphs by appro-
priately decreasing the number of sample nodes. Instead, HyperANF can be used
only to compute the approximated neighborhood function only on it-2004, and
sk-2005. Finally, MHSE and rand-BFS cannot be used on any of these net-
works. Before comparing the time performances, we point out that the red dash
(–) in Table 3 indicates that the algorithm requires more than 64 GB of mem-
ory even with 1 seed/register. Thus, decreasing the number of seeds/registers
is not enough to run these algorithms on these huge networks, we would need
to upgrade the RAM of the machine. From the results in Table 3, we observe
that (on it-2004, and sk-2005) propagate-p is on average 64% faster than

Table 3. For each network (column 1), we show the loading method (column 2) “Yes”
means that it is possible to load the entire graph in memory, while “No” indicates that
is not possible. In such a case, we use WebGraph’s offline methods to iterate trough the
successor lists. For each algorithm, we show the execution time (using 256 seeds/regis-
ters). ✗ indicates that the experiment was interrupted due to a memory overflow error
of the algorithm while initializing the signature/registers array. Here, the red dash
– indicates that the algorithm cannot run even with 1 seed/register.

Graph In memory Execution Time

Propagate-P Propagate-S HyperANF MHSE rand-BFS

it-2004 Yes 33.26 min 52.13 min 62.18 min – –

gsh-15-h No 40min 4.16 h – – –

sk-2005 Yes 44min 6 h 4 h – –

gsh-2015 No ✗ 11 h – – –

clueweb12 No ✗ 9.56 h – – –

uk-2014 No ✗ 39 h – – –

eu-2015 No ✗ 7 days – – –



684 G. Amati et al.

Table 4. The comparison of HyperANF, propagate, and MHSE using 10 trials and
256 registers and 256 sample nodes respectively. Statistical significance at the 90%, 95%
and 99% confidence level are marked with •, * and ** respectively. The algorithms
requiring more heap size are marked with � , and ✗indicates that the algorithm needs
more than 64 GB of memory.

Graph Algo. Neighborhood Function Estimation

Av. Dist. Eff. Diam. 90 Nr. of conn pairs Residual/x̂(p-value)

Av. Dist. Eff. Diam. 90 Nr. of conn pairs

blackFriday Exact(x̂) 16.124 22.722 11,300,563,035

prop. 16.143 22.551 11,259,575,354 −0.001(0.92•) −0.008(0.95•) 0.003(0.72)

H.ANF(�) 16.214 22.841 11,032,542,659 0.01(0.26) 0.005(0.40) −0.024(0.34)

MHSE 16.338 23.029 12,193,068,803 −0.01(0.12) −0.01(0.23) −0.07(0.09)

rnd-BFS 17.381 24.30 8,636,102,833 −0.078(0.60) −0.069(0.68) 0.24(0.09)

Youtube Exact(x̂) 5.104 6.244 577,863,455,179

prop. 5.104 6.291 578,216,139,787 0(1∗∗) −0.007 (0.44) −6e-4 (0.73)

H.ANF 5.131 6.301 602,314,527,291 −0.005 (0.1) −0.009 (0.11) −0.042 (0.1)

MHSE 5.105 6.165 577,569,359,888 0.003(0.25) 0.013(0.08) 5e-4(0.65)

rnd-BFS 5.11 6.217 579,121,217,963 −0.001(0.72) 0.004(0.60) −0.002(0.01)

Amazon Exact(x̂) 12.075 15.544 461,523,315,650

prop. 12.08 15.519 461,523,315,650 0.00(0.93•) −0.002(0.80) 0.00(1∗∗)

H.ANF 12.042 15.47 451,448,606,322 −0.003(0.44) −0.022(0.31) −0.022(0.31)

MHSE 12.1 15.542 462,552,552,254 −0.002(0.54) 1e-4(0.98∗) −0.002(0.65)

rnd-BFS 12.103 15.579 461,522,729,233 −0.002(0.36) −0.002(0.53) 1.27e-6(0.05)

BerkStan Exact(x̂) 13.905 17.777 229,179,533,137

prop. 13.883 17.777 229,015,123,311 0.02(0.42) 0(1∗∗) 7e-4(0.65)

H.ANF 14.645 17.728 233,108,112,819 0.053(0.40) −0.003(0.83) 0.017(0.49)

MHSE 15.29 18.14 239,485,315,387 0.099(0.61) 0.02(0.61) 0.045(0.36)

rnd-BFS 14.341 18.02 228,188,757,612 −0.031(0.44) −0.02(0.28) 0.004(0.80)

Twitch Exact(x̂) 2.876 3.127 28,262,316,996

prop. 2.876 3.129 28,262,316,996 0.0(1∗∗) −0.001 (0.94•) 0.00(1.00∗∗)

H.ANF 2.891 3.180 28,451,734,342 −0.005 (0.03) −0.017 (0.06) −0.007 (0.78)

MHSE 2.881 3.140 28,262,316,996 −0.002(0.44) −0.001(0.62) 0.00(1.00∗∗)

rnd-BFS 2.868 3.096 28,262,020,235 0.0027(0.33) 0.01(0.29) 1e-5(0.01)

Hollywood Exact(x̂) 3.855 4.394 1,143,030,619,175

prop. 3.855 4.397 1,143,485,513,294 −2e-4(0.92•) −3.9e-4(0.95∗) −8e-4(0.90•)

H.ANF 3.848 4.374 1,136,104,164,355 0.16(0.49) −0.46(0.5) 0.61(0.80)

MHSE 3.857 4.382 1,138,248,927,314 −3.91e-4 (0.86) 0.003 (0.65) 0.0042(0.56)

rnd-BFS 3.840 4.364 1,143,960,403,951 0.004(0.18) 0.007(0.16) −0.001(0.90•)

Orkut Exact(x̂) 6.397 8.906 3,359,893,990,935

prop. 6.402 8.895 3,386,716,107,589 −7e-4(0.90•) 0.001(0.82) −0.008(0.60)

H.ANF 6.389 8.917 3,336,311,224,217 0.001(0.53) −0.001(0.76) 0.01(0.45)

MHSE ✗ ✗ ✗ ✗ ✗ ✗

rnd-BFS 6.399 8.929 3,328,105,314,542 −4e-4(0.91•) −0.003(0.61) 0.01(0.32)

HyperANF. Furthermore, propagate-s is the best algorithm to approximate
the neighborhood function on huge data sets. It requires n · s bits, to store
the graph signature. Indeed, for eu-2015, i.e. the biggest graph in Table 1, it
needs approximately at most 1 GB to store the graph signature. Thus, using
WebGraph’s offline methods to scan the graph, propagate-s could provide the
approximated neighborhood function of eu-2015 using an average laptop.
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Computing Ground Truth Metrics with propagate. As a last experiment,
we compare propagate-s with the WebGraph implementation of the All Pair
Shortest Path (APSP) algorithm to compute the exact neighborhood function.
Among all the competitor algorithms, HyperANF cannot be used to compute
the ground truth values of a graph. That is because its neighborhood function
estimator that uses the HyperLogLog counter is asymptotically almost unbiased
[7]. MHSE instead, cannot be employed because of its high space complexity.
Observe that rand-BFS coincides with WebGraph’s APSP algorithm. As showed
in the proof of Theorem 3 (see [5]) propagate’s distance metrics estimators are
all unbiased. Thus, our novel framework can be used to compute the ground
truth values. Given a n vertices graph G = (V,E), propagate suffices of the
entire vertex set V as set of seeds to compute the exact distance metrics. For this
experiment, we use propagate-s because it needs only n bits to store the graph
signature, while propagate-p would need n2 bits and with a 64 GB machine
can be used only for computing the ground truth metrics of the first three graphs
in Table 1. In the right side of Table 2, we show the running times of propagate-
s and APSP. We observe that propagate-s is faster than WebGraph’s APSP
implementation on all the data sets. These results suggest that our implementa-
tion of propagate-s is preferable for retrieving exact values of distance-based
metrics on very large real-world graphs.

6 Conclusions

We proposed propagate, a novel framework for estimating distance-based met-
rics on very large graphs. In Sect. 4, we provided two different implementation of
our framework, that, so far, can approximate: average distance, (effective) diam-
eter, and the connectivity rate up to a small error with high probability. Our
experimental results are summarized in Sect. 5.1, which depicts the performance
of our framework versus the state-of-the-art algorithms. Our approach over-
perform in terms of accuracy and running time all its competitors. Moreover,
when applied to very large real-world graphs, propagate-s (and propagate-
p if applicable) clearly outperforms all the other algorithms in terms of scal-
ability. As indicated in Table 3, our framework is the only available option to
approximate distance-based metrics when we do not have access to servers with
a large amount of memory. In the spirit of reproducibility, we developed an open
source framework in Java that allows any user with an average laptop to approx-
imate the distance-based metrics considered in this paper on any kind of graph.
Some promising future directions are to use propagate to compute centrality
measures on vertices and edges, and to extend our framework to community
detection tasks.
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Abstract. In classification problems with large output spaces (up to
millions of labels), the last layer can require an enormous amount of
memory. Using sparse connectivity would drastically reduce the memory
requirements, but as we show below, applied näıvely it can result in much
diminished predictive performance. Fortunately, we found that this can
be mitigated by introducing an intermediate layer of intermediate size.
We further demonstrate that one can constrain the connectivity of the
sparse layer to be of constant fan-in, in the sense that each output neuron
will have the exact same number of incoming connections, which allows
for more efficient implementations, especially on GPU hardware. The
CUDA implementation of our approach is provided at https://github.
com/xmc-aalto/ecml23-sparse.

1 Introduction

In this paper, we present findings towards employing sparse connectivity in order
to reduce the memory consumption of the classification layer for problems with
extremely large output spaces (XMC). Such problems arise in, e.g., tagging of
text documents [8], next-word predictions [21], and different kinds of recom-
mendation tasks [1,5,19,24,29]. In order to ensure computational tractability of
these tasks, which can have up to several millions of labels, one typically builds
a hierarchical label tree [14,23,30,32], only exploring branches that are likely to
contain relevant labels for the current instance. Even though this is very effec-
tive at reducing the computation (from linear to logarithmic in the number of
labels), it does not help in addressing the memory consumption, which is still
linear in the number of labels times the number of hidden units.

As an illustration consider the Amazon-3M [18] dataset. If we were to map
the inputs to a hidden representation of 1024 units, the fully connected last layer
for this dataset would need about 2.9 billion parameters, corresponding to 10.7
GiB1. Given that modern deep learning optimizers such as Adam [16] need to

The original version of this chapter was previously published without open access. A
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keep track of the value, gradient, and first and second moment, this leads to an
overall peak memory consumption of over 40 GiB, making it nigh impossible to
train such models on commodity hardware.

Therefore, we want to investigate possibilities for memory efficient sparse
training of this huge last layer. There are two pre-existing approaches that serve
as an indication that this is an idea that could be successful: First, for DiSMEC,
a linear model applied to tf-idf representations of input text, it is known that
the resulting layer can be sparsified after training to contain less than 1% non-
zeros [2]. In a linear model, the different classifiers for each label can be trained
independently. As a result, only the full weights of the label that is currently
trained needs to be kept in memory, and can be pruned as soon as the training
for that label has finished. For non-linear models, the Mach [19] algorithm
can be interpreted as a special case of training with static, random sparsity.
It works by hashing the labels into different buckets, and performing training
and predictions only on the level of buckets. If enough independent hashes are
used, this method allows to solve the original problem in the large output space.
However, in practice, the results presented for Mach are not as good as for
competing methods.

The contributions of this paper are as follows: We show that näıvely apply-
ing a dynamic sparse training algorithm to the last layer of an XMC problem
results in strongly reduced predictive performance. Inspired by Mach, we then
propose to alleviate this problem by inserting a penultimate layer that is larger
than the hidden representation of the inputs, but still much smaller than the size
of the label space. Such an increased layer size drastically improves the chances
of dynamic sparse training finding a good subnetwork, and enables us to get
results only slightly worse than training with a dense last layer. We demonstrate
this on several large-scale datasets, for which we train a classification layer on a
fixed set of pre-trained features. To ensure memory efficient and quick computa-
tions, we propose to restrict the sparsity structure to constant fan-in, such that
each unit in the output layer receives exactly the same number of inputs. This
has several important consequences: (i) it makes it impossible for the training
to focus most non-zero weights on a few, prominent head labels, and instead
ensures a more even distribution of the representational capacity, (ii) compared
to coordinate-format this requires only half the memory to store the indices, and
compared to compressed row sparse matrices the data layout is simpler, making
it easier to implement the corresponding operations on a GPU, and (iii) it also
means that changing the sparsity structure (redistribution of connections) can
be implemented as a very cheap operation.

2 Setup and Background

We consider classification problems that map an input instance x ∈ X to a
subset of a label set with m labels, represented as a binary vector y ∈ {0, 1}m.
More precisely, we assume that (x,y) ∼ P are jointly distributed according to
some probability measure. If almost surely ‖y‖1 = 1, it is a multiclass setup,

https://www.intel.com/content/www/us/en/docs/onemkl/developer-reference-c/2023-0/sparse-blas-coordinate-matrix-storage-format.html
https://www.intel.com/content/www/us/en/docs/onemkl/developer-reference-c/2023-0/sparse-blas-csr-matrix-storage-format.html
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otherwise a multilabel setup. We want to find a classifier f : X −→ {0, 1}m so
that predicted labels ŷ = f(x) and actual labels are close. Usually, f can be
decomposed into two operations: First, the inputs are embedded into a fixed-size
vector space using a function ψ : X −→ Re (e.g. a linear projection, multilayer
perceptron, or transformer-based text model), and then a decoding W ∈ Re×m

is applied to extract scores for each label. The actual prediction is then generated
by selecting the k highest scoring labels as positive, ŷ = topk(W

Tψ(x)). Con-
sequently, performance is typically measured in terms of precision-at-k, defined
as the fraction of correct predictions

P@k(y, ŷ) = k−1
m∑

j=1

yj ŷj for ‖ŷ‖1 = k. (1)

In order to find the optimal W that maximizes P@k, one often performs a
One-vs-All (OvA) reduction [2,3,20]: A binary classification loss � is applied to
each label separately. As this involves evaluating the scores WTψ(x) for each
label, many methods select a subset N ⊂ [m] of hard negatives [7,12,14,15,26],
to approximate the sum as

l(y, x) =
m∑

j=1

�(yj ,wT
j ψ(x)) =

∑

j:yj=1

�(1,wT
j ψ(x)) +

∑

j:yj=0

�(0,wT
j ψ(x))

≈
∑

j:yj=1

�(1,wT
j ψ(x)) +

∑

j∈N
�(0,wT

j ψ(x)) .

(2)

This is very effective at reducing the required computations, and could also be
beneficial for accuracy because it effectively changes the distribution of labels
seen by the classifier [25], but it does not decrease the enormous amount of
memory required to store the weight matrix W.

There are several established approaches to handle this problem: The most
straightforward method is to place a bottleneck layer just before the final clas-
sification layer, so that the dimension of the embedding that W operates on
is comparatively low. For example, LightXML [14] project the 3280-dimensional
representation used for determining hard negatives down to only 300 units for the
extreme-level classification. This approach is limited in its effectiveness, as too
small sizes start to severely affect the classification quality. A second strategy is
to prune the matrix W after training, turning it into a very sparse matrix. This
can reduce the model size to only a tiny fraction of the dense equivalent, without
negatively affecting its predictive power, but this does not solve the problem of
memory consumption during the training itself. The only exception are linear
models, where the weight vectors wj for different labels can be trained inde-
pendently, and be sparsified immediately after training, so that the full matrix
never has to materialize [2,3]. Additionally, it is possible to exploit the relation
between primal and dual of linear problems to achieve sparse training for max
margin classifiers with appropriate loss functions [31]. Finally, Mach [19] has
shown that it is possible to train an extreme classifier on the level of meta-labels,
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obviating the need for the large weight matrix W altogether. However, this cor-
responds, implicitly, to a multiplication by a sparse, fixed, binary matrix, which
therefore limits the expressiveness of the model, and it requires keeping multiple
copies of the embedding network ψ.

Thus, existing sparse training methods for XMC either use post-training
sparsification, or a fixed sparsity structure. Here, we want to apply the sparse
evolutionary training (Set) algorithm [22] to the classification layer, so that we
have sparse training with dynamic sparsity structure. The Set algorithm fol-
lows a general prune-redistribute-regrowth cycle, which means that periodically,
a subset of existing non-zero weights is selected to be removed (pruned), and
new structural non-zeros will be inserted (redistributed). After that, the training
of the sparse layer proceeds just as in any other gradient-based optimization,
i.e., the structural non-zeros are updated according to their mini-batch gradient
(regrown), and the structural zeros are left unchanged, until the next cycle.

This general algorithmic structure can be implemented in various ways,
depending on how the pruned weights are selected, and how it is determined
where they should be re-distributed. [11] The Set algorithm uses very sim-
ple heuristics: The set of least important connections is determined by sorting
according to the absolute value of their weight, and removing the fraction α of
connections with lowest weight. The same number of new connections is inserted
after pruning, by choosing uniformly randomly from the structural zeros.

While there exist more elaborate schemes, they are generally more complex
to implement and will require additional memory. For example, [4] chooses its
pruning based on weights switching their sign, which means that it needs to store
the previous signs of all structural non-zeros. To determine useful locations for
inserting the redistributed connections, [9] uses a momentum term, which means
that this requires the same amount of memory as the weights for the original
dense layer, and thus is infeasible in our setting. This also excludes any strategy
that requires, even if only intermittently, a full, dense gradient, such as [10].

A näıve application of Set to the last layer leads to unsatisfactory results,
and an implementation using just the available tools in tensorflow turns out to
be suboptimal in terms of speed and memory consumption. Thus, we present in
the next section some modifications to the architecture and training algorithm, as
well as insights into an efficient implementation, to alleviate these shortcomings.

3 Method

In principle, implementing a sparse layer in tensorflow2 is straightforward:
Replace the dense-dense matrix multiplication with a sparse-dense operation
that is supplied by the framework, and the weight matrix with a SparseTensor.

There are four problems with this approach: First, it wastes memory due to
tensorflows requirement that all indices be given as 64-bit integers. Second,
completely unstructured sparsity makes efficient implementations challenging,
especially on GPUs. Third, the tensorflow operations cannot exploit the spar-
sity in the gradient signal that arises naturally when training with hinge-like
2 PyTorch still considers its sparse tensor support to be in beta.
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losses. Finally, replacing the dense layer with a highly sparse layer results in
underfitting. We will address these problems below.

3.1 Efficient 32-Bit Indexing

In tensorflow, sparse tensors are represented in coordinate (Coo) format
(Fig. 1a), which means that each structural nonzero in a sparse matrix is
described by three numbers. Two 64-bit integers define the row and column
of the structural nonzero, and a 32-bit floating point number its value. This
means that a single sparse weight requires as much memory as five weights in
the dense matrix.

Even for extreme-scale classification, however, 32-bit integers would be more
than sufficient as column and row indices of W. A maximum representable value
of around 4 billion is still an order of magnitude larger than even very large
scale proprietary problems [19] with 100 s of millions of labels, and three orders
of magnitude larger than publicly available benchmark datasets.

Fig. 1. Schematic depiction of different sparse matrix formats. Note that in Coo format
(a), the indices array in Algorithm 1 is of shape 2 × nnz. In uniform format (c) it is
nnz per column× labels, and hence only half as big, compared to the Coo format, for
the same number of nonzeros.

3.2 Compressed Indexing and Equitable Work Distribution
Through Constant Fan-In

Even with 32-bit indices, a sparse weight still consumes three times as much
memory as a dense weight, when represented in coordinate format. This could
be made much more efficient by switching to compressed sparse column (Csc)
format, where only row indices are saved directly, and for each column only
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the offset of its first index is stored (Fig. 1b). While this drastically reduces the
amount of memory needed to store the indices, it also increases the complexity of
involved computations. For example, in Coo format, one can assign each GPU
thread to the same amount of structural non-zeros to handle during the matrix
multiplication, as getting the corresponding row and column indices is a simple
array lookup. In contrast, in Csc format, it is still trivial to assign one column
to each thread (i.e., each thread will compute one output), but that can lead to
a significant difference in the amount of work each thread has to do, and thus
lead to inefficient use of GPU resources. Furthermore, redistribution becomes
more involved, as inserting a new structural nonzero in an early column means
that all the weights and indices that come after have to be shifted.

This can be simplified if we stipulate that each column should have the exact
same amount of structural non-zeros, such that ∀j : ‖wj‖0 = s. Then, a single
index array is sufficient, and the starting offset of each column can be calculated
simply by multiplying the number of non-zeros per column with the column
index, like in regular multidimensional array indexing (Fig. 1c). Distributing a
multiplication with a constant fan-in sparse matrix across many threads is also
easy, as we can simply assign one column (i.e., wj) to each thread, knowing that
they correspond to the same amount of work. Finally, connection redistribution
is cheaper, because the number of non-zeros stays constant for each column,
and thus changes in one column never require moving around the data of other
columns. As we will show in Sect. 4.2, the additional constraint on the number
of connections per output does not negatively influence the models predictive
performance in the overparametrized regime.

Broadly, the implementation works as follows: The sparse weights are rep-
resented by two matrices, indices ∈ Ns×m and weights ∈ Rs×m. The input
is given as a matrix features ∈ Rb×e, where b denotes the batch size, and
the output is a matrix output ∈ Rb×m. CUDA threads are generated on a
two dimensional grid, with one thread for each output. Thus, threads will be
indexed by pairs, each of them consisting of instance ∈ [b] and label ∈ [m].
Every thread performs the calculations given, schematically, in Algorithm 1.

Algorithm 1. Calculation of the score for a single label label and instance
for uniform sparsity (see Fig. 1c) with s non-zeros for each label.
value = 0;

for weight_idx in range(s):

source = indices[weight_idx, label]

feature = features[instance, source]

value += feature * weights[weight_idx, label]

output[instance, label] = value
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3.3 Speeding up Backward Pass Through Implicit Negative Mining

Our experiments with a sparse last layer showed that the largest fraction of time
was spent in the backward pass. This is not surprising, as the backward pass
requires two sparse matrix multiplications: to calculate the gradient with respect
to the inputs, and to calculate the gradient with respect to the weights.

Fortunately, certain margin-based losses can induce high amounts of sparsity
in the gradient of XMC problems, which can be exploited to ensure considerable
speed-up [27,31]. In the given enormous label space, each instance will have
only a tiny subset of labels which are relevant to it, and many for which the
decision that they are not relevant is “easy”. Thus, if the loss function gives
zero penalty for these easy classifications (e.g., if the margin is large enough
in hinge-like losses), then the error term to be back-propagated will be highly
sparse. For the loss function that is mainly used in this paper, the squared-hinge
loss �(y, ŷ) = max(0, 1 − yŷ)2, the gradient is ∂�/∂ŷ = −2y max(0, 1 − yŷ), and
thus exactly zero whenever yŷ ≥ 1.

Therefore, in the backward kernel, it becomes beneficial to explicitly check
whether the backpropagated signal ∂�/∂ŷ, denoted by backward ∈ Rb×m in
the algorithm, is already zero, and if so to skip the corresponding operations. In
particular, this means not only that the multiplication with zero can be skipped,
but also makes it unnecessary to load the second operand and to store the result.
As sparse matrix operations are memory-bound, this can be highly beneficial.

In fact, if we distribute the threads in the same way as the forward pass for
the calculation of the gradient with respect to the features (one thread assigned
for each label and instance) then most threads can be skipped entirely.3 A
schematic of the resulting implementation is given in Algorithm 2. Because mul-
tiple labels can contribute to the gradient of each input feature, in this case
several threads need to update the same part of the gradient array. Therefore,
we have to resort to using atomic addition operations here.

For calculating the gradient of the weight values, it is possible to arrange
threads so that they can act independently, by using one thread for each gradient
entry, i.e., for each label ∈ [m] and weight idx ∈ [s]. In this case, one cannot
skip entire threads, but a zero in the backward signal still allows to skip the
unpredictable, indirect memory lookup of feature = features [instance,
source], as shown in Algorithm 3.

3.4 Mitigating Underfitting by Adding an Intermediate Layer

Finally, we noticed that—even without constant fan-in—replacing the dense
layer with a sparse layer results in diminished classification accuracy, which we
3 On a GPU, skipping a single thread might not be helpful, as threads are executed

together in groups of 32 as a warp. However, with the very high level of sparsity
in the backward signal, it becomes common that all threads within a warp can be
skipped.
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Algorithm 2. Contribution to the gradient for the input features caused by a
given label and instance in the mini-batch.
out = backward[instance, label]

if out == 0:

return

for weight_idx in range(s):

source = indices[weight_idx, label]

weight = weights[weight_idx, label]

atomicAdd(gradient[instance, source], weight * out)

Algorithm 3. Calculation of the gradient for a given structural non-zero weight.

source = indices[weight_idx, label]

result = 0

for instance in range(batch_size):

out = backward[instance, label]

if out == 0: continue

feature = features[instance, source]

result += feature * out;

gradient[weight_idx, label] = result

attribute to underfitting. Thus, we propose to improve the expressiveness of the
model by adding an intermediate layer between the embedding layer and the final
classification layer. Because the last layer is sparse, its memory consumption is
independent of the size of the preceding layer. Consequently, as long as this new
intermediate layer is at least an order of magnitude smaller than the number of
labels, this does not impede our goal of reducing memory requirements.

4 Experiments

In this section, we provide the experimental evidence showing that sparse last
layers are a viable approach to extreme multilabel classification. We run exper-
iments with several well-known benchmark datasets, measuring duration and
peak GPU memory consumption, as well as P@k. After presenting results that
justify the architectural choices we made, we provide additional data illustrating
the trade-offs between memory consumption and classification accuracy by vary-
ing the sparsity and size of the intermediate layer. Then we present investigate
the effect of implicit negative mining. The section concludes with a discussion of
the results. Additional experiments are given in the supplementary at https://
github.com/xmc-aalto/ecml23-sparse.

https://github.com/xmc-aalto/ecml23-sparse
https://github.com/xmc-aalto/ecml23-sparse
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4.1 Experimental Setup

In this paper we focus on the setting of learning from fixed, low-dimensional
representations of the instances. This enables us to do many more experiments
than if we had to fine-tune an expensive transformer-based encoder for each run.

We use two different sources for the embeddings: 512-dimensional fast-text
based representations as used for Slice [12], and the final classification embed-
dings from a trained CascadeXML [15] model with 768 dimensions. We present
results on two datasets, [33], Amazon-670k [17], and Wikipedia-500k [6].

To update the network’s weights, we use the Adam optimizer [16] with an
initial learning rate of 1× 10−3 that is decayed by 1/2 whenever validation P@3
stops improving, until reaching 1 × 10−4. After that, training is stopped once
P@3 stops increasing. For sparse layers, we initialize the connections uniformly
randomly, potentially subject to the constraint that each label gets the same
amount of connections. Every 1000 training steps, each consisting of 32 samples
in a minibatch, the 10% lowest-magnitude weights are randomly redistributed.
In order to mitigate overfitting, we apply dropout to the input features, drop-
ping 10% for Amazon-670k and Wikipedia-500k-Slice features, and 20% for
Wikipedia-500k-Cascade.

The experiments are run on a Nvidia V100. Even though we want to
demonstrate the feasibility of XMC learning on a commodity GPU, in order
to be able to make meaningful comparisons, we have to train on the same
GPU for all settings, which means that the GPU needs to have enough mem-
ory to fit in a dense last layer. To quantify the memory benefits of sparse
training, we record the peak memory consumption as reported by tensorflow
(tf.config.experimental.get_memory_info("GPU:0")[’peak’]). Note, in
particular, that all cases with our proposed architecture consume significantly
less than 4 GiB of GPU memory, and thus will be feasible, albeit training more
slowly, on cheap gaming GPUs.

4.2 Results with Varying Architecture

As a first step, we want to show that the architectural choices described in Sect. 3
are useful. To that end, we compare the training with a dense last layer to the
following settings:

– A single, unstructured sparse layer,
– A single, constant fan-in sparse layer,
– An intermediate, dense layer, followed by an unstructured sparse layer,
– An intermediate, dense layer, followed by a constant fan-in sparse layer.

The number of structural non-zeros is chosen such that in the Unstructured
sparse layers, there are an average of 32 connections per label, and in the
Constant-Fan-In sparse layers there are exactly 32 connections per label. As a
baseline with comparable memory consumption, we also trained a Bottleneck
architecture, that maps the input representation to a low-dimensional space of
only 64 dimensions, before projecting into the label space.
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Table 1. Comparison of different network architectures. Con denotes the (average)
number of connections per label, Int the intermediate layer’s size, Mem the peak GPU
memory consumption, Eps the number of training epochs, and Time the duration of a
single epoch in seconds. Bold marks the best results in any sparse setting.

Setup Test Train Mem. Eps. Time

Sparsity Con. Int. P@1 P@3 P@5 P@1 P@3 P@5 GiB sec

Wiki500k-Slice

Dense 512 – 58.2 37.9 28.0 97.3 77.5 60.4 6.7 39.4 1 249

Unstructured 32 – 45.5 27.3 19.9 58.3 37.7 28.1 4.8 78.0 3 612

Constant-Fan-In 32 – 37.5 23.2 17.6 42.6 28.0 21.9 0.7 54.8 659

Unstructured 32 32k 59.0 38.5 28.9 83.7 61.4 47.7 4.8 40.0 3 977

Constant-Fan-In 32 32k 58.9 38.4 28.9 84.2 62.2 48.4 1.0 45.8 723

Bottleneck 64 64 56.5 36.5 27.5 71.8 50.0 38.5 1.0 41.8 639

Wiki500k-Cascade

Dense 768 – 77.2 58.6 45.1 96.7 79.7 64.2 10.0 25.6 1 744

Unstructured 32 – 65.2 43.7 31.4 78.3 54.7 39.8 4.8 100.0 3 870

Constant-Fan-In 32 – 58.7 42.0 32.2 69.1 51.8 40.4 0.7 59.4 715

Unstructured 32 32k 73.7 54.7 42.0 92.4 73.5 58.1 4.9 58.0 4 423

Constant-Fan-In 32 32k 73.6 54.8 42.1 93.0 74.3 58.9 1.0 67.4 842

Bottleneck 64 64 71.9 50.7 37.9 86.4 64.8 49.5 1.0 47.6 678

Amazon670k-Slice

Dense 512 – 33.8 29.6 26.6 99.2 93.9 88.4 9.0 27.2 472

Unstructured 32 – 14.5 11.5 9.5 64.8 49.4 39.0 6.4 73.0 1 357

Constant-Fan-In 32 – 7.1 6.3 5.6 16.2 13.9 12.4 1.0 24.8 223

Unstructured 32 32k 32.7 28.7 25.8 98.8 93.4 87.5 6.4 45.0 1 619

Constant-Fan-In 32 32k 32.8 28.7 25.9 98.7 93.2 87.3 1.2 38.0 244

Bottleneck 64 64 30.7 27.3 24.6 96.4 88.9 80.1 1.1 33.6 219

Amazon670k-Cascade

Dense 768 – 47.5 42.3 38.3 99.8 94.5 89.0 13.4 28.4 624

Unstructured 32 – 30.4 23.8 19.0 88.8 71.4 55.6 6.3 95.0 1 369

Constant-Fan-In 32 – 37.1 31.6 27.6 92.4 84.0 74.8 1.0 76.2 234

Unstructured 32 32k 42.5 37.1 33.0 99.7 94.3 88.7 6.5 36.0 1 512

Constant-Fan-In 32 32k 42.6 37.1 33.1 99.7 94.3 88.7 1.4 36.4 271

Bottleneck 64 64 38.0 33.7 30.4 99.1 93.3 86.4 1.1 31.6 232

We repeated each experiment five times and report the average, expect for
the extremely slow settings with unstructured sparsity, which we ran only once.

The results of these experiments are presented in Table 1. Several facts are
immediately obvious from the recorded data: First, the naive, tensorflow-based
implementation for Unstructured sparsity is very slow, to the degree that the
sparse matrix multiplication ends up being 2-3× slower than dense multiplication
on the large datasets. Second, with the intermediate layer, the classification
performance of constant fan-in and unstructured sparsity is almost identical.
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Third, without an intermediate layer, there is a significant drop in P@3, both in
training and test performance, showing that näıve sparsification leads to severe
overfitting. In cases where the unstructured sparse layer fails to perform well
even on the training set, the additional constraint does lead to a further drop
in performance. The Bottleneck baseline outperforms the direct sparse layer,
but is significantly weaker than the combination of sparse and intermediate layer.

The measurements further show that for training based on Slice features,
the sparse implementation manages to attain and slightly surpass the classifica-
tion performance of the equivalent dense layer, whereas for Cascade features
there still remains a noticeable gap between dense and sparse training. As a
first possible explanation, one might argue that Cascade features have been
specifically trained so that they work well with a linear extreme classification
layer, whereas Slice are more general features. Therefore, it is not the sparse
realizations that perform better, but instead the dense setting that performs
disproportionately worse for Slice features, as it does not have the benefit of
the additional intermediate layer that allows non-linear classification boundaries.
This argument does not hold up, though, as both features result in comparable
model performance on the training set—it is the generalization gap that is much
increased with Slice features.

Looking at the memory consumption, we can see that sparsification of the
last layer does lead to a noticeable reduction, but only becomes really effective if
we use our implementation of constant fan-in sparsity. In this case, the memory
consumption reduces to between one third and on tenth of the dense equivalent.

4.3 Results with Varying Network Size

In Table 2, we demonstrate the effect of varying the number of connections per
label, and the size of the intermediate layer, for the uniformly sparse setup.
Unsurprisingly, increasing the network size results in improved classification per-
formance. For Slice features, the sparse network can be considerably better than
the dense counterpart. For Cascade features, increasing the size of the sparse
layer provides a way of shrinking the gap between sparse and dense performance,
while still remaining much more memory efficient than the dense setup. In par-
ticular for Wikipedia-500k, the change in memory consumption is only by a
few percent, while the improvement in P@k is substantial. Except for Amazon-
670k with Cascade features, increasing the model size results in reducing the
number of training epochs.

The data also shows a clear qualitative difference between Amazon-670k
and Wikipedia-500k: For Amazon-670k, switching from dense to sparse does
not lead to a noticeable decline in the ability of the classifier to fit the training
set, whereas for Wikipedia-500k the drop is dramatic, especially in the case
of Slice features. This suggests that for the smaller Amazon-670k (490 449
instances), even the sparse architectures are overparametrized enough to inter-
polate the training set, whereas for Wikipedia-500k (1 813 391 instances), this
is no longer the case, especially for the smaller sparse models.
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Table 2. Train and test P@k on Amazon-670k with varying sparsity and intermediate-
layer size, relative to dense performance. Results of a single run.

Setup Test Train Mem. Eps. Time

Sparsity Con. Int. P@1 P@3 P@5 P@1 P@3 P@5 GiB sec

Slice Features

Dense 512 – 33.8 29.6 26.6 99.2 93.9 88.4 9.0 27.2 472

Constant-Fan-In 32 16k −2.0 −1.8 −1.6 −1.0 −1.5 −2.4 1.1 42.0 259

Constant-Fan-In 32 32k −1.0 −0.9 −0.7 −0.5 −0.7 −1.0 1.2 38.0 244

Constant-Fan-In 32 65k −0.1 0.1 0.3 −0.2 −0.3 −0.4 1.3 36.0 309

Constant-Fan-In 32 100k 0.5 0.6 0.8 −0.1 −0.2 −0.2 1.8 35.0 302

Constant-Fan-In 64 16k −0.6 −0.4 −0.2 −0.1 −0.1 −0.2 1.9 33.0 301

Constant-Fan-In 64 32k 0.2 0.3 0.5 −0.1 −0.1 −0.1 2.2 32.0 314

Constant-Fan-In 64 65k 0.8 0.9 1.1 −0.1 −0.1 −0.1 2.5 30.0 396

Constant-Fan-In 64 100k 1.3 1.4 1.5 −0.1 −0.2 −0.2 2.6 29.0 411

Cascade Features

Dense 768 – 47.5 42.3 38.3 99.8 94.5 89.0 13.4 28.4 624

Constant-Fan-In 32 16k −6.2 −6.3 −6.4 −0.3 −0.5 −1.0 1.2 34.0 270

Constant-Fan-In 32 32k −4.9 −5.1 −5.2 −0.1 −0.2 −0.4 1.4 36.4 271

Constant-Fan-In 32 65k −3.8 −3.8 −3.9 −0.1 −0.1 −0.2 1.7 39.0 305

Constant-Fan-In 32 100k −2.8 −3.0 −3.0 −0.1 −0.2 −0.3 2.4 34.0 334

Constant-Fan-In 64 16k −4.2 −4.2 −4.1 −0.0 −0.1 −0.1 2.1 27.0 290

Constant-Fan-In 64 32k −3.3 −3.3 −3.2 −0.0 −0.1 −0.1 2.4 31.0 306

Constant-Fan-In 64 65k −2.3 −2.4 −2.4 −0.1 −0.1 −0.2 2.5 33.0 391

Constant-Fan-In 64 100k −1.9 −1.9 −1.9 −0.1 −0.1 −0.2 2.9 31.0 435

Constant-Fan-In 72 65k −2.3 −2.4 −2.3 −0.0 −0.1 −0. 2.7 31.0 440

4.4 Quantifying the Effect of Implicit Negative Mining

Next, we show that the implicit negative mining effect discussed above can have
a significant impact on the speed of training. To that end, we use the small
model configuration with constant fan-in sparsity with 32 structural non-zeros
per output and 16k intermediate units, and train it once using the squared hinge
loss (Sqh) and once using binary cross-entropy (Bce) loss function. As the Bce
loss only goes to zero asymptotically, this means that there will not be many
explicit zeros in the signal being back-propagated through the sparse layer, and
thus all labels have to be processed.

As shown in Table 3, this has a strong effect on the training time per epoch:
The implicit negative mining with Sqh reduces the duration by about one third.
Additionally, the squared hinge loss results in slightly better P@k, and fewer
training epochs.
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Table 3. Comparison of training with square hinge loss and binary cross-entropy.

Setup Test Train Mem. Eps. Time

dataset features loss P@1 P@3 P@5 P@1 P@3 P@5 GiB sec

Wikipedia-500K slice Sqh 58.0 37.7 28.4 80.3 58.2 45.1 0.9 59.0 946

Wikipedia-500K slice Bce 57.1 37.1 28.0 77.0 53.7 41.1 1.0 52.0 1 121

Wikipedia-500K cascade Sqh 73.1 54.2 41.5 90.7 71.4 56.3 0.9 68.0 746

Wikipedia-500K cascade Bce 71.6 52.4 40.1 89.2 68.6 53.4 1.0 79.0 1 247

Amazon670k slice Sqh 31.7 27.9 25.0 98.2 92.5 86.0 1.1 42.0 259

Amazon670k slice Bce 30.9 27.1 24.4 96.2 89.6 82.0 1.2 54.0 400

Amazon670k cascade Sqh 41.3 35.9 31.9 99.5 94.0 88.0 1.2 34.0 270

Amazon670k cascade Bce 38.4 33.2 29.4 98.2 92.3 85.3 1.3 63.0 423

4.5 Discussion

The results above show that sparsification of the extreme layer is possible with-
out a strong decrease in classification performance, relative to a dense layer.
However, it has to be noted that training the dense layer in the common experi-
mental protocol employed here yields worse results than reported state-of-the-art
for the same set of features. Thus, even in cases where the sparse architecture
outperforms the dense layer, reported results from the literature are still better.

In Table 4, we present the results from Slice [12] and Cascade [15], com-
pared against our largest setting with 64 nonzeros per label and 65k intermediate
units. Compared to these methods, ours performs up to 4% worse, trading off
a little classification accuracy versus a multifold reduction in memory consump-
tion. For example, Cascade runs for over a day on two NVidia A100 GPUs.

Table 4. Comparison of sparse results with state-of-the-art.

Dataset Method Slice Cascade

P@1 P@3 P@5 P@1 P@3 P@5

Wikipedia-500k Literature 62.6 41.8 31.6 77.0 58.3 45.1

Wikipedia-500k Ours 60.5 39.8 29.8 74.5 56.0 43.2

Amazon-670k Literature 37.8 33.8 30.7 48.8 43.8 40.1

Amazon-670k Ours 34.6 30.5 27.7 45.3 39.8 35.9

5 Conclusion and Outlook

In this paper, we have shown that it is possible to replace an extreme-scale dense
classification layer with a memory-efficient sequence of an intermediately-sized
layer followed by a constant-fan-in sparsely connected layer, without a strong
drop in classification performance, and in some cases even improved P@k.

The experiments performed so far investigate sparse layers in the context of
a simple training procedure: Learning with the full label space, from fixed, pre-
trained features. To achieve feature-parity with existing approaches, this needs to
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be extended to allow for end-to-end training, where the featurizer ψ is learned
jointly with the classifier. Secondly, even though the implicit negative mining
effect allows to reduce the computation for the backward pass to be sub-linear
in the overall number of labels, it still requires a full forward pass. In order to
get to competitive training times, one thus has to integrate also explicit negative
mining into the training pipeline. Finally, the datasets used in this work still do
not exceed millions of labels.

We performed some initial experiments using Amazon-3M [18], which indi-
cate a decrease of memory consumption from 63 GiB to 12 GiB, at the cost of
about 5% decrease in precision. While this is still too much memory consump-
tion for cheap gaming GPUs, it is still well within the parameters of common
workstation units. A more thorough investigation of this dataset is planned for
future work.

We believe that this paper provides a good foundation, from which these
goals can be achieved: First, by having the sparse multiplication implemented
as a regular tensorflow layer, it can be readily included in a more general model,
and automatic differentiation will ensure correct gradient calculations. Second,
because we are constraining the sparsity to have constant fan-in, selecting a
subset of labels for which scores shall be calculated becomes a trivial matrix
slicing operation, similar to the fully-connected case. In follow-up works, we aim
to incorporate our approach into existing end-to-end deep extreme classification
frameworks while benefiting from explicit negative mining. Furthermore, from a
statistical perspective, it is possible that constant-fan-in sparsity also leads to
a better coverage of tail-labels, and improvements in the corresponding metrics
[13,28], which should be investigated.
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