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Preface

This volume contains the 33 papers presented at the 49th International Workshop on
Graph-Theoretic Concepts in Computer Science (WG 2023). The conference was held
in Fribourg, Switzerland from 28 June 2023 to 30 June 2023. About 55 participants
from all over the world attended the conference in person, and about 30 participants
registered for the conference on-line.

WG has a long-standing tradition. Since 1975, WG has taken place 25 times in
Germany, five times in The Netherlands, three times in France, twice in Austria, the
Czech Republic, and the UK, and once in Greece, Israel, Italy, Norway, Poland,
Slovakia, Spain and Turkey. This was the second time the conference was held in
Switzerland.

WG aims to merge theory and practice by demonstrating how concepts from graph
theory can be applied to various areas in computer science, or by extracting new graph-
theoretic problems from applications. The conference is well balanced with respect to
established researchers and junior scientists.

We received 116 submissions, sixteen of which were withdrawn before entering the
(single-blind) review process. The Program Committee provided three independent
reviews for each submission. After a careful discussion, the Program Committee
accepted 33 papers, which yields an acceptance ratio of 33%. Due to the high com-
petition and a limited schedule, there were papers that could not be accepted although
they deserved to be.

The program included three inspired invited talks by Flavia Bonomo (University of
Buenos Aires, Argentina) on “Generalized List Matrix Partition Problems on Chordal
Graphs, Parameterized by Leafage”, Eunjung Kim (LAMSADE, Paris-Dauphine
University, France) on “Twin-width, Graph Classes and a Bit of Logic” and Nicolas
Trotignon, (CNRS, École normale supérieure de Lyon, France) on “Triangle-free
Graphs of Large Chromatic Number”.

The third WG Test of Time Award, given for a highly influential paper presented at
a previous WG conference, was given to Alistair Sinclair and Mark Jerrum for their
paper “Approximate Counting, Uniform Generation and Rapidly Mixing Markov
Chains” from WG 1987. An excellent fourth invited talk on “35 Years of Counting,
Sampling and Mixing” was given by Mark Jerrum (Queen Mary University of London,
UK).

The WG 2023 Best Paper award was given to Paul Jungeblut, Samuel Schneider and
Torsten Ueckerdt for their paper “Cops and Robber – When Capturing is not Sur-
rounding”. The WG 2023 Best Student Paper Award was given to Falko Hegerfeld for
his paper “Tight Algorithms for Connectivity Problems Parameterized by Modular-
Treewidth”, co-authored by Stefan Kratsch. Both awards were sponsored by Springer-
Verlag.

We would like to thank the following organisations for their financial support (in
alphabetical order): the Canton of Fribourg, the City of Fribourg, Springer-Verlag, the



Swiss National Science Foundation (SNSF) and the University of Fribourg. We would
also like to thank all the authors, the members of the Program Committee and addi-
tional reviewers, the speakers, session chairs, student helpers and all other participants
for their contribution towards making the conference a successful event. In particular,
we thank Felicia Lucke for all her excellent work on the Organising Committee.

July 2023 Daniël Paulusma
Bernard Ries

vi Preface
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Proportionally Fair Matching
with Multiple Groups

Sayan Bandyapadhyay1 , Fedor V. Fomin2 , Tanmay Inamdar2(B) ,
and Kirill Simonov3

1 Portland State University, Portland, USA
sayanb@pdx.edu

2 University of Bergen, Bergen, Norway
{Fedor.Fomin,Tanmay.Inamdar}@uib.no

3 Hasso Plattner Institute, University of Potsdam, Potsdam, Germany
Kirill.Simonov@hpi.de

Abstract. We study matching problems with the notion of proportional
fairness. Proportional fairness is one of the most popular notions of group
fairness where every group is represented up to an extent proportional
to the final selection size. Matching with proportional fairness or more
commonly, proportionally fair matching, was introduced in [Chierichetti
et al., AISTATS, 2019]. In this problem, we are given a graph G whose
edges are colored with colors from a set C. The task is for given 0 ≤
α ≤ β ≤ 1, to find a maximum (α, β)-balanced matching M in G, that
is a matching where for every color c ∈ C the number of edges in M of
color c is between α|M | and β|M |. Chierichetti et al. initiated the study
of this problem with two colors and in the context of bipartite graphs
only. However, in many practical applications, the number of colors—
although often a small constant—is larger than two. In this work, we
make the first step towards understanding the computational complexity
of proportionally fair matching with more than two colors. We design
exact and approximation algorithms achieving reasonable guarantees on
the quality of the matching as well as on the time complexity, and our
algorithms work in general graphs. Our algorithms are also supported by
suitable hardness bounds.

Keywords: Matching · Fairness · Parameterized Algorithms

1 Introduction

In this paper, we consider the proportionally fair matching problem in general
graphs. Matching is one of the most fundamental notions in graph theory whose

Most of this work was done when all four authors were affiliated with the University
of Bergen, Norway. The research leading to these results has received funding from
the Research Council of Norway via the project BWCA (grant no. 314528), and the
European Research Council (ERC) via grant LOPPRE, reference 819416.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Paulusma and B. Ries (Eds.): WG 2023, LNCS 14093, pp. 1–15, 2023.
https://doi.org/10.1007/978-3-031-43380-1_1
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2 S. Bandyapadhyay et al.

study can be traced back to the classical theorems of Kőnig [33] and Hall [24].
The first chapter of the book of Lovász and Plummer [37] devoted to matching
contains a nice historical overview of the development of the matching problem.
The problems of finding a maximum size or a perfect matching are the classi-
cal algorithmic problems; an incomplete list of references covering the history
of algorithmic improvements on these problems is [18,25,40,41,44], see also the
book of Schrijver [47] for a historical overview of matching algorithms. Matchings
appear naturally in various applications, e.g., kidney transplant matching [46]
or numerous assignment problems like assigning products to customers [45]; stu-
dents to schools [34]; reviewers to manuscripts [8]; and workers to firms [1]. There
are scores of works that study fair versions of matchings [10,20,21,26,28,31,50].
Among these distinct notions of matchings, our work is most relevant to the
work on (α, β)-balanced matching of Chierichetti et al. [10]. The notion of (α, β)-
balanced matching was formulated in [10] by bringing proportional fairness and
maximum cardinality matching together. Proportional fairness is based on the
concept of disparate impact [19], which in the context of matching is defined as
follows. A matching is (α, β)-balanced or proportionally fair if the ratio between
the number of edges from each group (a color) and the size of the matching is
at least α and at most β.

As a motivating example of proportionally fair matching, consider the prod-
uct recommendation problem in e-commerce. With the advancement of digital
marketing and advertising, nowadays companies are interested in more fine-
tuned approaches that help them reach the target groups of customers. These
groups may be representative of certain underlying demographic categorizations
based on gender, age group, geographic location etc. Thus, the number of groups
is often a small constant. In particular, in this contemporary setting, one is inter-
ested in finding assignments that involve customers from all target groups and
have a balanced impact on all these groups. This assignment problem can be
modeled as the proportionally fair matching problem between customers and
products. In a realistic situation, one might need to assign many products to a
customer and many customers to a product. This can be achieved by computing
multiple matchings in an iterative manner while removing the edges from the
input graph that are already matched.

In a seminal work, Chierichetti et al. [10] obtained a polynomial-time 3/2-
approximation for the size of the matching, when the input graph is bipartite
and the number of groups is 2. However, in many real-world situations, like in the
above example, it is natural to assume that the number of target groups is more
than 2. Unfortunately, the algorithm of [10] strongly exploits the fact that the
number of groups � = 2. It is not clear how to adapt or extend their algorithm
when we have more than two groups. The only known algorithm for � > 2 groups
is an nO(�)-time randomized exact algorithm [10,14], which also works for general
graphs. The running time of this algorithm has a “bad” exponential dependence
on the number of groups, i.e., the running time is not a fixed polynomial in n.
Thus, this algorithm quickly becomes impractical if � grows. Our research on
proportionally fair matching is driven by the following question. Do there exist
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efficient algorithms with guaranteed performance for proportionally fair matching
when the number of groups � is more than two?

1.1 Our Results and Contributions

In this work, we obtain several results on the Proportionally Fair Matching
problem in general graphs with any arbitrary � number of groups.

– First, we show that the problem is extremely hard for any general � number
of groups, in the sense that it is not possible to obtain any approximation
algorithm in 2o(�)nO(1) time even on path graphs, unless the Exponential
Time Hypothesis (ETH) [27] is false.

– To complement our hardness result, we design a 1
4� -approximation algorithm

that runs in 2O(�)nO(1) time. Our algorithm might violate the lower (α) and
upper (β) bounds by at most a multiplicative factor of (1 + 4�

|OPT| if |OPT|
is more than 4�2, where OPT is any optimum solution. Thus, the violation
factor is at most 1 + 1

� , and tends to 1 with asymptotic values of |OPT|.
– We also consider a restricted case of the problem, referred to as the β-limited

case in [10], where we only have the upper bound, i.e., no edges might be
present from some groups. In this case, we could improve the approximation
factor to 1

2� and running time to polynomial.
– Lastly, we show that the parameterized version of the problem where one seeks

for a proportionally fair matching of size k, can be solved exactly in 2O(k)nO(1)

time. Thus the problem is fixed-parameter tractable parameterized by k.

All of our algorithms are based on simple schemes. Our approximation algo-
rithms use an iterative peeling scheme that in each iteration, extracts a rainbow
matching containing at most one edge from every group. The exact algorithm
is based on a non-trivial application of the celebrated color-coding scheme [2].
These algorithms appear in Sects. 3, 4, and 5, respectively. The hardness proof
is given in Sect. 6.

1.2 Related Work

In recent years, researchers have introduced and studied several different notions
of fairness, e.g., disparate impact [19], statistical parity [29,51], individual fair-
ness [15] and group fairness [16]. Kleinberg et al. [32] formulated three notions
of fairness and showed that it is theoretically impossible to satisfy them simul-
taneously. See also [11,12] for similar exposures.

The notion of proportional fairness with multiple protected groups is widely
studied in the literature, which is based on disparate impact [19]. Bei et al. [4]
studied the proportional candidate selection problem, where the goal is to select
a subset of candidates with various attributes from a given set while satisfying
certain proportional fairness constraints. Goel et al. [22] considered the problem
of learning non-discriminatory and proportionally fair classifiers and proposed
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the weighted sum of logs technique. Proportional fairness has also been consid-
ered in the context of Federated learning [53]. Additionally, proportional fairness
has been studied in the context of numerous optimization problems including
voting [17], scheduling [30,38], kidney exchange [5,48], and Traveling Salesman
Problem [43].

Several different fair matching problems have been studied in the literature.
Huang et al. [26] and Boehmer et al. [7] studied fair b-matching, where matching
preferences for each vertex are given as ranks, and the goal is to avoid assigning
vertices to the highly ranked vertices as much as possible (see [7,26] for a formal
definition). Fair-by-design-matching is studied in [21], where instead of a sin-
gle matching, a probability distribution over all feasible matchings is computed
which guarantees individual fairness. See also [28,31].

Apart from the fair versions of matchings, many constrained versions are also
studied [6,49]. [49] studied the Bounded Color Matching (BCM) problem where
edges are colored and from each color class, only a given number of edges can
be chosen. BCM is a special case of 3-set packing and, hence, admits a 3/4-
approximation [49]. We note that the β-limited case of Proportionally Fair
Matching is a special case of BCM and, thus, a 3/4-approximation follows in
this case where the upper bound might be violated by 3/4 factor. One should
compare this factor with our violation factor, which asymptotically tends to 1.

Finally, we note that when the input graph is bipartite, a matching has a
natural interpretation as an intersection of two matroids. Matroid intersection
has a rich literature containing work on both exact [36,39] and approximation
algorithms [35]. However, these algorithms do not consider fairness constraints.

2 Preliminaries

For an integer � ≥ 1, let [�] := {1, 2, . . . , �}. Consider any undirected n-vertex
graph G = (V,E) such that the edges in E are colored by colors in C = {1, . . . , �}.
The function χ : E → C describes the color assignment. For each color c ∈ C,
let Ec be the set of edges colored by the color c, i.e., Ec = χ−1(c). A subset
E′ ⊆ E is a matching in G if no two edges in E′ share a common vertex.

Definition 1. (α, β)-balanced matching. Given 0 ≤ α ≤ β ≤ 1, a matching
M ⊆ E is called (α, β)-balanced if for each color c ∈ C, we have that α ≤
|M ∩ Ec|

|M | ≤ β.

Thus a matching is (α, β)-balanced if it contains at least α and at most β fraction
of edges from every color. In the Proportionally Fair Matching problem,
the goal is to find a maximum-sized (α, β)-balanced matching. In the restricted
β-limited case of the problem, α = 0, i.e., we only have the upper bound.

For γ ≤ 1 and Δ ≥ 1, a (γ,Δ)-approximation algorithm for Proportion-
ally Fair Matching computes a matching of size at least γ · |OPT|, where
every color appears in at least α/Δ fraction of the edges and in at most β · Δ
fraction. OPT is an optimum (α, β)-balanced matching.
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A matching is called a rainbow matching if all of its edges have distinct colors.
We will need the following result due to Gupta et al. [23].

Theorem 1 (Theorem 2 in [23]). For some integer k > 0, suppose there is
a rainbow matching in G of size k. There is a 2k · nO(1) time algorithm that
computes a rainbow matching of size k.

3 A ( 1
4�

, 1 + 4�
|OP T |)-Approximation for PROPORTIONALLY

FAIR MATCHING

In this section, we design an approximation algorithm for Proportionally
Fair Matching. Let OPT be an optimum (α, β)-balanced matching (which,
we assume, exists), OPTc = OPT ∩ Ec. We design two algorithms: one for the
case when α > 0 and the other for the complementary β-limited case. In this
section, we slightly abuse the notation, and use OPT (resp. OPTc for some color
c ∈ C) to refer to |OPT| (resp. |OPTc|). The intended meaning should be clear
from the context; however we will disambiguate in case there is a possibility of
confusion.

First, we consider the α > 0 case. Immediately, we have the following obser-
vation.

Observation 1. For any color c ∈ C, OPT contains at least one edge of color
c and, hence, G contains a rainbow matching of size �.

Our algorithm runs in rounds. In the following, we define a round. The input
in each round is a subgraph G′ = (V ′, E′) of G.

Round. Initially M = ∅. For every color 1 ≤ c ≤ �, do the following in an
iterative manner. If there is no edge of color c in G′, go to the next color or
terminate and return (G′,M) if c = �. Otherwise, pick any edge e of color c
from G′ and add e to the already computed matching M . Remove all the edges
(including e) from G′ that share a common vertex with e. Repeat the process for
the next color with the current (or updated) graph G′ or terminate and return
(G′,M) if c = �. Thus in each round, we find a rainbow matching in a greedy
manner.

Next, we describe our algorithm. The most challenging part of our algorithm
is to ensure that the final matching computed is (α, β)-balanced modulo a small
factor, i.e., we need to ensure both the lower and the upper bounds are within a
small factor for each color. Note that just the above greedy way of picking edges
might not even ensure that at least one edge is selected from each color. We use
the algorithm of [23] in the beginning to overcome this barrier. However, the rest
of our algorithm is extremely simple.

The Algorithm. We assume that we know the size of OPT. We describe later
how to remove this assumption. Apply the algorithm in Theorem 1 on G to
compute a rainbow matching M ′ of size �. If OPT ≤ 4�2, return M := M ′ as
the solution and terminate. Otherwise, remove all the edges of M ′ and the edges
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adjacent to them from G to obtain the graph G0. Initialize M to M ′. Greedily
pick matched edges in rounds using the Round procedure and add them to M
until exactly 	OPT/(4�)
 edges are picked in total. In particular, the graph G0

is the input to the 1-st round and G1 is the output graph of the 1-st round. G1 is
the input to the 2-nd round and G2 is the output graph of the 2-nd round, and
so on. Note that it might be the case that the last round is not completed fully
if the size of M is reached to 	OPT/(4�)
 before the completion of the round.

Note that the above algorithm is oblivious to α and β in the sense that it
never uses these values. Nevertheless, we prove that the computed matching is
(α, β)-balanced modulo a small factor. Now we analyze our algorithm.

3.1 The Analysis

Let Mc = M ∩Ec. Also, let c∗ be a color c ∈ C such that |OPTc| is the minimum
at c = c∗. The proof of the following observation is fairly straightforward and
can be found in the full version [3].

Observation 2. α ≤ 1/� ≤ β.

First we consider the case when OPT ≤ 4�2. In this case the returned matching
M is a rainbow matching of size exactly �. The existence of such a matching
follows by Observation 1. Thus, we immediately obtain a 4�-approximation. As
|Mc|/|M | = 1/� in this case, by Observation 2, α ≤ |Mc|/|M | ≤ β. Thus we
obtain the desired result. In the rest of the proof, we analyze the case when
OPT > 4�2. We start with the following lemma.

Lemma 1. The algorithm successfully computes a matching of size exactly
	OPT/(4�)
. Moreover, for each color c with OPTc > 4� and round i ∈
[1, 	OPTc/(4�)
 − 1], Gi−1 contains an edge of color c.

Proof. Note that by Observation 1, the algorithm in Theorem 1 successfully
computes a rainbow matching M ′ of size �. Now consider any color c such that
OPTc ≤ 4�. For such a color, M already contains at least 1 ≥ 	OPTc/(4�)

edge. Now consider any other color c with |OPTc| > 4�. Consider the rainbow
matching M ′ computed in the beginning. As |M ′| = �, the edges of M ′ can be
adjacent to at most 2� edges from OPT, since it is a matching. In particular, the
edges of M ′ can be adjacent to at most 2� edges from the set OPTc. Hence, G0

contains at least OPTc − 2� edges of the set OPTc. Now consider the execution
of round i ≥ 1. At most � edges are chosen in this round. Hence, these edges
can be adjacent to at most 2� edges of OPTc. It follows that at most 2� fewer
edges of the set OPTc are contained in Gi compared to Gi−1. As G0 has at least
OPTc−2� edges from the set OPTc of color c and OPTc > 4�, for each of the first
	(OPTc−2�)/(2�)
 = 	OPTc/(2�)
−1 rounds, the algorithm will be able to pick
an edge of color c. Thus from such a color c with OPTc > 4�, it can safely pick
at least 	OPTc/(2�)
 ≥ 	OPTc/(4�)
 edges in total. Now, as OPT =

∑
c OPTc,∑

c∈C	OPTc/(4�)
 ≥ 	OPT/(4�)
. It follows that the algorithm can pick at least
	OPT/(4�)
 edges. As we stop the algorithm as soon as the size of M reaches to
	OPT/(4�)
, the lemma follows.
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Note that the claimed approximation factor trivially follows from the above
lemma. Next, we show that M is (α, β)-balanced modulo a small factor that
asymptotically tends to 1 with the size of OPT.

Lemma 2. For each color c ∈ C, |Mc| ≥ |OPTc∗ |/(4�).
Proof. If OPTc∗ ≤ 4�, |Mc| ≥ 1 ≥ OPTc∗/(4�). So, assume that OPTc∗ > 4�.
Now suppose |Mc| < OPTc∗/(4�) for some c. By Lemma 1, for each of the
first 	OPTc/(4�)
 − 1 ≥ 	OPTc∗/(4�)
 − 1 rounds, Gi−1 contains an edge of
color c. It follows that the algorithm was forcibly terminated in some round
i ≤ (OPTc∗/(4�)) − 1. Thus, the number of edges chosen from each color c′ �= c
is at most OPTc∗/(4�). Hence,

|M | =
∑

c′ �=c

|Mc′ | + |Mc| < (� − 1) · (OPTc∗/(4�)) + (OPTc∗/(4�)) ≤ �OPT/(4�)�.

This contradicts Lemma 1, which states that we select exactly 	OPT/(4�)
 edges.

Corollary 1. For each color c ∈ C, (|Mc|/|M |) ≥ α
1+ 4�

OPT
.

Proof. By Lemma 2, |Mc| ≥ OPTc∗/(4�).

|Mc|
|M | ≥ (OPTc∗/(4�))

	OPT/(4�)
 ≥ (OPTc∗/(4�))
(OPT/(4�)) + 1

=
(OPTc∗)/(OPT)

1 + 4�
OPT

≥ α

1 + 4�
OPT

.

The last inequality follows as OPT satisfies the lower bound for all colors.

Now we turn to proving the upper bound. Let α∗ = OPTc∗/OPT.
Lemma 3. For each color c ∈ C, |Mc| ≤ β

α∗ · (OPTc∗/(4�)) + 1.

Proof. Suppose for some c ∈ C, |Mc| > β
α∗ · (OPTc∗/(4�))+1. Then the number

of rounds is strictly greater than β
α∗ · (OPTc∗/(4�)). Now, for any c′, OPTc′ ≥

α∗ · OPT and OPTc′ ≤ β · OPT. Thus, by the definition of α∗, β
α∗ · OPTc∗ ≥

OPTc′ . It follows that, for each c′, the number of rounds is strictly greater than
OPTc′/(4�). Hence, for each c′ ∈ C, more than (OPTc′/(4�)) + 1 edges have
been chosen. Thus, the total number of edges chosen is strictly larger than

∑

c′∈C

((OPTc′/(4�)) + 1) ≥ 	OPT/(4�)
.

This contradicts Lemma 1, which states that we select exactly 	OPT/(4�)
 edges.

Corollary 2. For each color c ∈ C, (|Mc|/|M |) ≤ β · (1 + 4�
OPT ).

Proof. By Lemma 3,
|Mc|
|M | ≤ (β/α∗) · (OPTc∗/(4�)) + 1

	OPT/(4�)
 ≤ (β/α∗) · (OPTc∗/(4�)) + (β/α∗)
OPT/(4�)

=
β

α∗ · OPTc∗

OPT
·
(

1 +
4�

OPT

)

=
β

α∗ · α∗
(

1 +
4�

OPT

)

= β ·
(

1 +
4�

OPT

)

.

The second inequality follows, as α∗ ≤ β or β/α∗ ≥ 1.
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Now let us remove the assumption that we know the size of an optimal
solution. Note that � ≤ OPT ≤ n. We probe all values between � and n, and
for each such value T run our algorithm. For each matching M returned by the
algorithm, we check whether M is ( α

(1+4�/T ) , β · (1 + 4�
T ))-balanced. If this is the

case, then we keep this solution. Otherwise, we discard the solution. Finally, we
select a solution of the largest size among the ones not discarded. By the above
analysis, with T = OPT, the matching returned satisfies the desired lower and
upper bounds, and has size exactly 	OPT/(4�)
. Finally, the running time of
our algorithm is dominated by 2�nO(1) time to compute a rainbow matching
algorithm, as stated in Theorem 1.

Theorem 2. There is a 2� · nO(1) time ( 1
4� , 1 +

4�
OPT )-approximation algorithm

for Proportionally Fair Matching with α > 0.

4 A Polynomial-Time Approximation in the β-Limited
Case

In the β-limited case, again we make use of the Round procedure. But, the
algorithm is slightly different. Most importantly, we do not apply the algorithm
in Theorem 1 in the beginning. Thus, our algorithm runs in polynomial time.

The Algorithm. Assume that we know the size of OPT. If OPT ≤ 2�, we pick
any edge and return it as the solution. Otherwise, we just greedily pick matched
edges in rounds using the Round procedure with the following two cautions. If
for a color, at least β · OPT/(2�) edges have already been chosen, do not choose
any more edge of that color. If at least OPT

2� − 1 edges have already been chosen,
terminate.

Now we analyze the algorithm. First note that if OPT ≤ 2�, the returned
matching has only one edge. The upper bound is trivially satisfied and also
we obtain a 2�-approximation. Henceforth, we assume that OPT > 2�. Before
showing the correctness and analysis of the approximation factor, we show the
upper bound for each color. Again let M be the computed matching and Mc =
M ∩ Ec. The proof of the following lemma can be found in the full version [3].

Lemma 4. Algorithm always returns a matching of size at least (OPT/2�)− 1.

Assuming this we have the following proposition.

Proposition 1. For each color c ∈ C, |Mc|/|M | ≤ β · (1 + 2�
|OPT| ).

Proof. By Lemma 4 and the threshold put on each color in the algorithm, |Mc|
|M | ≤

β·OPT/(2�)
(OPT/(2�))−1 ≤ β · (1 + 2�

OPT ) The last inequality follows, as OPT > 2�.

Theorem 3. There is a polynomial time algorithm for Proportionally Fair
Matching in the β-limited case that returns a matching of size at least
(OPT/2�)− 1 where every color appears in at most β · (1+ 2�/OPT) fraction of
the edges.
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5 An Exact Algorithm for PROPORTIONALLY FAIR

MATCHING

Theorem 4. There is a 2O(k)nO(1)-time algorithm that either finds a solution
of size k for a Proportionally Fair Matching instance, or determines that
none exists.

Proof. We present two different algorithms using the well-known technique of
color coding: one for the case α = 0 (β-limited case), and one for the case α > 0.
β-limited case. We aim to reduce the problem to finding a rainbow matching
of size k, which we then solve via Theorem 1. The graph G remains the same,
however the coloring is going to be different. Namely, for each of the original
colors c ∈ C we color the edges in Ec uniformly and independently at random
from a set of k′ new colors, where k′ = �βk. Thus, the new instance I ′ is colored
in � · k′ colors. We use the algorithm of Theorem 1 to find a rainbow matching
of size k in the colored graph in I ′. Clearly, if a rainbow matching M of size
k is found, then the same matching M is a β-limited matching of size k in the
original coloring. This holds since by construction for any original color c ∈ C,
there are k′ new colors in the edge set Ec, and therefore no more than k′ edges
in |M ∩ Ec|.

In the other direction, we show that if there exists a β-limited matching M
of size k with respect to the original coloring, then with good probability M is
a rainbow matching of size k in the new coloring. Assume the original colors c1,
. . . , ct, for some 1 ≤ t ≤ �, have non-empty intersection with M , and for each
j ∈ [t] denote kj = |M ∩ Ecj

|. Observe that
∑t

j=1 kj = k, and for each j ∈ [t],
1 ≤ kj ≤ k′. The proof of the following claim can be found in the full version [3].

Claim. There exists some δ > 0 such that for each j ∈ [t]:

Pr

[

M ∩
(

j⋃

i=1

Eci

)

is a rainbow matching in I ′
]

≥ exp

(

−δ

j∑

i=1

ki

)

, (1)

Applying (1) with j = t, we obtain that M is a rainbow matching with proba-
bility at least 2−δk. By repeating the reduction above 2O(k) times independently,
we achieve that the algorithm succeeds with constant probability.

The case α > 0. We observe that in this case, if a matching is fair it necessarily
contains at least one edge from each of the groups. Thus, if the number of groups
� is greater than k, we immediately conclude there cannot be a fair matching of
size k. Otherwise, we guess how the desired k edges are partitioned between the
� groups C = {c1, . . . , c�}. That is, we guess the numbers kj for j ∈ [�] such that
∑�

j=1 kj = k, and αk ≤ kj ≤ βk for each j ∈ [�]. From now on, the algorithm is
very similar to the β-limited case. For each group cj , we color the edges of Ecj

from a set of kj colors uniformly and independently at random, where the colors
used for each Ecj

are non-overlapping. Now we use the algorithm of Theorem 1
to find a rainbow matching of size k. If there is a rainbow matching M of size k,
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the same matching is a fair matching of size k for the original instance, since in
each Ecj

exactly kj edges are chosen, which is at least αk and at most βk. In the
other direction, if there is a fair matching M of size k in the original instance, by
(1) the matching M is a rainbow matching in the new instance with probability
at least 2−δk. Again, by repeating the coloring subprocess independently 2O(k)

times, we achieve a constant probability of success. Since there are 2O(k) options
for partitioning k edges into at most � ≤ k groups, the running time of the whole
algorithm is 2O(k)nO(1).

Finally, we note that the coloring part in both cases can be derandomized in
the standard fashion by using perfect hash families [42], leading to a completely
deterministic algorithm.

6 Hardness of Approximation for PROPORTIONALLY FAIR

MATCHING

In this section, we show an inapproximability result for Proportionally Fair
Matching under the Exponential Time Hypothesis (ETH) [27]. ETH states
that 2Ω(n) time is needed to solve any generic 3SAT instance with n variables.
For our purpose, we need the following restricted version of 3SAT.

3SAT-3
INPUT: Set of clauses T = {C1, . . . , Cm} in variables x1, . . . , xn, each clause
being the disjunction of 3 or 2 literals, where a literal is a variable xi or its
negation x̄i. Additionally, each variable appears 3 times.
QUESTION: Is there a truth assignment that simultaneously satisfies all the
clauses?

3SAT-3 is known to be NP-hard [52]. We need the following stronger lower
bound for 3SAT-3 proved in [13].

Proposition 2 ([13]). Under ETH, 3SAT-3 cannot be solved in 2o(n) time.

We reduce 3SAT-3 to Proportionally Fair Matching which rules out
any approximation for the latter problem in 2o(�)nO(1) time. Our reduction is
as follows. For each clause Ci, we have a color i. Also, we have n − 1 additional
colors m + 1, . . . ,m + n − 1. Thus, the set of colors C = {1, . . . , m + n − 1}. For
each variable xi, we construct a gadget, which is a 3-path (a path with 3 edges).
Note that xi can either appear twice in its normal form or in its negated form, as
it appears 3 times in total. Let Ci1 , Ci2 and Ci3 be the clauses where xi appears.
Also, suppose it appears in Ci1 and Ci3 in one form, and in Ci2 in the other form.
We construct a 3-path Pi for xi where the j-th edge has color ij for 1 ≤ j ≤ 3.
Additionally, we construct n − 1 3-paths Qi,i+1 for 1 ≤ i ≤ n − 1. All edges of
Qi,i+1 is of color m + i. Finally, we glue together all the paths in the following
way to obtain a single path. For each 1 ≤ i ≤ n−1, we glue Qi,i+1 in between Pi

and Pi+1 by identifying the last vertex of Pi with the first vertex of Qi,i+1 and
the last vertex of Qi,i+1 with the first vertex of Pi+1. Thus we obtain a path P
with exactly 3(n+n− 1) = 6n− 3 edges. Finally, we set α = β = 1/(m+n− 1).
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Lemma 5. There is a satisfying assignment for the clauses in 3SAT-3 if and
only if there is an (α, β)-balanced matching of size at least m + n − 1.

Proof. Suppose there is a satisfying assignment for all the clauses. For each
clause Cj , consider a variable, say xi, that satisfies Cj . Then there is an edge
of color j on Pi. Add this edge to a set M . Thus, after this step, M contains
exactly one edge of color j for 1 ≤ j ≤ m. Also, note that for each path Pi, if the
middle edge is chosen, then no other edge from Pi can be chosen. This is true,
as the variable xi can either satisfy the clauses where it appears in its normal
form or the clauses where it appears in its negated form, but not both types of
clauses. Hence, M is a matching. Finally, for each path Qi,i+1, we add its middle
edge to M . Note that M still remains a matching. Moreover, M contains exactly
one edge of color j for 1 ≤ j ≤ m + n − 1. As α = β = 1/(m + n − 1), M is an
(α, β)-balanced matching.

Now suppose there is an (α, β)-balanced matching M of size at least m+n−1.
First, we show that |M | = m+n−1. Note that if |M | > m+n−1, then the only
possibility is that |M | = 2(m+n−1), as α = β and at most 2 edges of color j can
be picked in any matching for m+1 ≤ j ≤ m+n−1. Suppose |M | = 2(m+n−1).
Then from each Qi,i+1, M contains the first and the third edge. This implies,
from each Pt, 1 ≤ t ≤ n, we can pick at most one edge. Thus, total number of
edges in M is at most 2(n − 1) + n. It follows that 2m+ 2n − 2 ≤ 2n − 2 + n or
n ≥ 2m. Now, in 3SAT-3 the total number of literals is 3n and at most 3m, as
each variable appears 3 times and each clause contains at most 3 literals. This
implies n ≤ m, and we obtain a contradiction. Thus, |M | = m + n − 1. Now,
consider any Pi. In the first case, the first and third edges of Pi are corresponding
to literal xi and, hence, the middle edge is corresponding to the literal x̄i. If the
middle edge is in M , assign 0 to xi, otherwise, assign 1 to xi. In the other case,
if the middle edge is in M , assign 1 to xi, otherwise, assign 0 to xi. We claim
that the constructed assignment satisfies all the clauses. Consider any clause Cj .
Let e ∈ Pi be the edge in M of color j for 1 ≤ j ≤ m. Note that e can be the
middle edge in Pi or not. In any case, if e is corresponding to x̄i, we assigned 0
to xi, and if e is corresponding to xi, we assigned 1 to xi. Thus, in either case,
Cj is satisfied. This completes the proof of the lemma. �

Note that for a 3SAT-3 instance the total numbers of literals is 3n. As each
clause contains at least 2 literals, m ≤ 3n/2. Now, for the instances constructed
in the above proof, the number of colors � = m+n−1 ≤ 3n/2+n−1 = 5n/2−1.
Thus, the above lemma along with Proposition 2 show that it is not possible to
decide whether there is an (α, β)-balanced matching of a given size in time
2o(�)nO(1). Using this, we also show that even no 2o(�)nO(1) time approximation
algorithm is possible. Suppose there is a 2o(�)nO(1) time γ-approximation algo-
rithm, where γ < 1. For our constructed path instances, we apply this algorithm
to obtain a matching. Note that the γ-approximate solution M must contain at
least one edge of every color, as α = β. By the proof in the above lemma, |M | is
exactly m+n − 1. Hence, using this algorithm, we can decide in 2o(�)nO(1) time
whether there is an (α, β)-balanced matching of size m + n − 1. But, this is a
contradiction, which leads to the following theorem.
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Theorem 5. For any γ > 1, under ETH, there is no 2o(�)nO(1) time γ-
approxim- ation algorithm for Proportionally Fair Matching, even on
paths.

7 Conclusions

In this paper, we study the notion of proportional fairness in the context of
matchings in graphs, which has been studied by Chierichetti et al. [9]. We
obtained approximation and exact algorithms for the proportionally fair match-
ing problem. We also complement these results by showing hardness results. It
would be interesting to obtain a o(�)- or a true O(�)-approximation for Propor-
tionally Fair Matching improving our result. As evident from our hardness
result, there is a lower bound of 2Ω(�)nO(1) on the running time of such an
algorithm.
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Abstract. We introduce a new model of indeterminacy in graphs:
instead of specifying all the edges of the graph, the input contains all
triples of vertices that form a connected subgraph. In general, different
(labelled) graphs may have the same set of connected triples, making
unique reconstruction of the original graph from the triples impossible.
We identify some families of graphs (including triangle-free graphs) for
which all graphs have a different set of connected triples. We also give
algorithms that reconstruct a graph from a set of triples, and for testing
if this reconstruction is unique. Finally, we study a possible extension of
the model in which the subsets of size k that induce a connected graph
are given for larger (fixed) values of k.

Keywords: Algorithms · Graph reconstruction · Indeterminacy ·
Uncertainty · Connected Subgraphs

1 Introduction

Imagine that we get information about a graph, but not its complete structure
by a list of edges. Does this information uniquely determine the graph? In this
paper we explore the case where the input consists of all triples of vertices whose
induced subgraph is connected. In other words, we know for each given triple of
vertices that two or three of the possible edges are present, but we do not know
which ones. We may be able to deduce the graph fully from all given triples.
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Fig. 1. Two different labelled trees that give the same set of connected triples.

As a simple example, assume we are given the (unordered, labelled) triples
abc, bcd, and cde. Then the only (connected) graph that matches this specifica-
tion by triples is the path a—b—c—d—e. On the other hand, if we are given all
possible triples on a set of four vertices a, b, c, d except for abc, then there are
several graphs possible. We must have the edges ad, bd, and cd, and zero or one
of the edges ab, bc, and ca. See Fig. 1 for another example.

This model of indeterminacy of a graph does not use probability and is
perhaps the simplest combinatorial model of partial information. Normally a
graph is determined by pairs of vertices which are the edges; now we are given
triples of vertices with indeterminacy on the edges between them. As such, we
believe this model is interesting to study.

As illustrated in our previous example, there are cases where reconstruction
of the graph from the set T of triples is unique and there are cases where multiple
(labelled) graphs may have the same set of triples. There are also cases where T
is not consistent with any graph, such as T = {abc, cde}. Can we characterize
these cases, and what can we say if we have additional information, for example,
when we know that we are reconstructing a tree or a triangle-free graph?

1.1 Our Results

After preliminaries in Sect. 2, we provide two relatively straightforward, general
algorithms for reconstruction in Sect. 3. One runs in O(n3) time when the triples
use n vertex labels, and the other runs in O(n·|T |) time when there are |T | triples
in the input. These algorithms return a graph that is consistent with the given
triples, if one exists, and decide on uniqueness.

Then, we give an O(|T |) time algorithm to reconstruct trees on at least five
vertices, provided that the unknown graph is known to be a tree, in Sect. 4. In
fact, all triangle-free graphs can be reconstructed, provided we know that the
unknown graph is triangle-free. We give an algorithm running in expected O(|T |)
time for this in Sect. 5. Moreover, we show that 2-connected outerplanar graphs
and triangulated planar graphs can be uniquely reconstructed.

In Sect. 6 we study a natural extension of the model where we are given
the connected k-sets of a graph for some fixed k ≥ 4, rather than the con-
nected triples. We show the largest value of k such that each n-vertex tree is
distinguished from other trees by its set of connected k-sets is �n/2�. A similar
threshold is shown for the random graph. Finally, we show that graphs with girth
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strictly larger than k, on at least 2k − 1 vertices, can be uniquely reconstructed,
among the class of thus graphs, by their collection of connected k-sets.

1.2 Related Work

The problem of graph reconstruction arises naturally in many cases where some
unknown graph is observed indirectly. For instance, we may have some (noisy)
measurement of the graph structure, or only have access to an oracle that answers
specific types of queries. Much previous research has been done for specific cases,
such as reconstructing metric graphs from a density function [10], road networks
from a set of trajectories [1], graphs using a shortest path or distance oracle [19],
labelled graphs from all r-neighbourhoods [25], or reconstructing phylogenetic
trees [7]. A lot of research has been devoted to the graph reconstruction conjecture
[21,29], which states that it is possible to reconstruct any graph on at least three
vertices (up to isomorphism) from the multiset of all (unlabeled) subgraphs
obtained through the removal of one vertex. This conjecture is open even for
planar graphs and triangle-free graphs, but has been proved for outerplanar
graphs [15] and maximal planar graphs [22]. We refer the reader to one of the
many surveys (e.g. [5,17,23,28]) for further background. Related to our study of
the random graph in Sect. 6 is a result from Cameron and Martins [8] from 1993,
which implies that for each graph H, with high probability the random graph
G ∼ G(n, 1

2 ) can be reconstructed from the set of (labelled) subsets that induce
a copy of H (up to complementation if H is self-complementary).

Many types of uncertainty in graphs have been studied. Fuzzy graphs [27]
are a generalisation of fuzzy sets to relations between elements of such sets. In
a fuzzy set, membership of an element is not binary, but a value between zero
and one. Fuzzy graphs extend this notion to the edges, which now also have a
degree of membership in the set of edges. Uncertain graphs are similar to fuzzy
graphs in that each edge has a number between zero and one associated with
it, although here this number is a probability of the edge existing. Much work
has been done on investigating how the usual graph-theoretic concepts can be
generalised or extended to fuzzy and uncertain graphs [20,24].

2 Preliminaries

All graphs in this paper are assumed to be connected, finite, and simple. Let
G be an unknown graph with n vertices and let T be the set of all triples of
vertices that induce a connected subgraph in G. Since the graph is connected,
we can recover the vertex set V of G easily from T . We will use T to denote the
complement of this set T , i.e. T is the set of all triples of vertices for which the
induced subgraph is not connected. Note that

∣
∣T ∪ T

∣
∣ =

(
n
3

) ∈ Θ(n3).
Observe that both the presence and absence of a triple gives important infor-

mation: in the former case, at most one of the three possible edges is absent,
whereas in the latter case, at most one of these edges is present.
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Fig. 2. Three classes of ambiguous triples: a complete graph minus any independent
set of edges, a star graph plus any (partial) matching of the leaves, and a path of length
four in which all vertices are fully adjacent to some set S. In this last case, we cannot
tell the difference between the red and green path. (Color figure online)

It is possible that graphs that are not the same (as labelled graph) or even not
isomorphic yield the same set of triples, for example, a path on three vertices and
a triangle. We also give examples of larger graphs that cannot be distinguished
from their set of connected triples in Fig. 2.

We will make use of (LSD) radix string sorting (as described in e.g. [9]) to sort
a collection of t sets of cardinality k in time O(tk) in several of the algorithms
presented in this paper.

3 Algorithm for Finding Consistent Graphs from Triples

Given a set of triples T , we can find a graph G consistent with those triples by
solving a 2-SAT formula. The main observation here is that the presence of a
triple abc means that at least two of the edges ab, ac and bc must exist, whereas
the absence of a triple means at most one of the edges can exist. We can then
construct a 2-SAT formula where each variable corresponds to an edge of the
graph, and truth represents presence of that edge. For each triple abc ∈ T , we
add clauses (ab∨ac), (ab∨bc) and (ac∨bc) to the formula. For each triple abc ∈ T ,
we add clauses (¬ab∨¬ac), (¬ab∨¬bc) and (¬ac∨¬bc). A graph consistent with
the set of triples can then be found by solving the resulting 2-SAT formula and
taking our set of edges to be the set of true variables in the satisfying assignment.
If the formula cannot be satisfied, no graph consistent with T exists.

We can solve the 2-SAT formula in linear time with respect to the length of
the formula [2,11]. We add a constant number of clauses for each element of T
and T , so our formula has length O(

∣
∣T ∪ T

∣
∣). As

∣
∣T ∪ T

∣
∣ =

(
n
3

)

, this gives us an
O(n3) time algorithm to reconstruct a graph with n vertices. However, we prefer
an algorithm that depends on the size of T , instead of also on the size of T . We
can eliminate the dependency on the size of T by observing that some clauses
can be excluded from the formula because the variables cannot be true.

Lemma 1. We can find a graph G consistent with T in O(n·|T |) time, or output
that no consistent graph exists.
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Proof. The basic observation that allows us to exclude certain clauses from the
formula is that if there is no connected triple containing two vertices a and b,
the variable ab will always be false. Consequently, if we have a triple abc ∈ T for
which at most one of the pairs ab, ac and bc appear in some connected triple, we
do not need to include its clauses in the formula, as at least two of the variables
will be false, making these clauses necessarily satisfied.

We can construct the formula that excludes these unnecessary clauses in
O(n·|T |) time as follows. We build a matrix M(i, j), where i, j ∈ V (G) with each
entry containing a list of all vertices with which i and j appear in a connected
triple, i.e. M(i, j) = {x | ijx ∈ T}. This matrix can be constructed in O(n2+|T |)
time, by first setting every entry to ∅ (this takes n2 time) and then running
through T , adding every triple abc to the entries M(a, b), M(b, c) and M(a, c).
We also sort each list in linear time using e.g. radix sort. As the total length of
all lists is O(|T |), this takes O(n2 + |T |) time in total.

Using this matrix, we can decide which clauses corresponding to triples from
T to include as follows. For all pairs of vertices (a, b) that appear in some con-
nected triple (i.e. M(a, b) 
= ∅), we find all x such that abx ∈ T . As M(a, b) is
sorted, we can find all x in O(n) time by simply recording the missing elements
of the list M(a, b). We then check if M(a, x) and M(b, x) are empty. If either one
is not, we include the clause associated with abx ∈ T in our formula. Otherwise,
we can safely ignore this clause, as it is necessarily satisfied by the variables for
ax and bx being false.

Our algorithm takes O(n)-time for each non-empty element of M(i, j), of
which there are O(|T |), plus O(n2) time to traverse the matrix. The total time
to construct the formula is O(n2 + n · |T |). As |T | ∈ Ω(n) for connected graphs,
this simplifies to O(n · |T |) time. The resulting formula also has O(n · |T |) length,
and can be solved in time linear in that length. ��
Observe that this is only an improvement on the naive O(n3) approach if |T | ∈
o(n2). We also note that we can test the uniqueness of the reconstruction in the
same time using Feder’s approach for enumerating 2-SAT solutions [12].

4 Unique Reconstruction of Trees

In this section, we prove the following result.

Theorem 1. Let T be a set of triples, and let it be known that the underlying
graph G = (V,E) is a tree. If n ≥ 5, then G can be uniquely reconstructed in
O(|T |) time.

Let us briefly examine trees with three or four vertices. A tree with three vertices
is always a path and it will always have one triple with all three vertices. We do
not know which of the three edges is absent. A tree with four vertices is either
a path or a star. The path has two triples and the star has three triples. For the
star, the centre is the one vertex that appears in all three triples, and hence the
reconstruction is unique. For the path, we will know that the graph is a path,
but we will not know in what order the middle two vertices appear (see Fig. 1).
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Fig. 3. All trees on five vertices, and the number of triples each vertex occurs in.

Next we consider trees with at least five vertices. We first show that we can
recognise all leaves and their neighbours from the triples. In the following, we
say that a vertex v dominates a vertex u if v appears in all the triples that
u appears in. If u is a leaf, then it is dominated by its unique neighbour v. It
is possible that u is also dominated by a neighbour of v, but in this case uvw
will be the only triple containing u, and v will be dominated by w. Moreover,
if |V | ≥ 4, there exists a triple vwx for some vertex x different from u. This
can be used to recognise the leaves as long as |V | ≥ 4. Moreover, if |V | ≥ 5,
we can also identify the neighbour v of each leaf u as either the unique vertex
that dominate u or when u is dominated by two vertices v and w, there exits
x, y ∈ V such that wxy is a triple and w dominates v. We can use this to prove
that any tree can be reconstructed from its triples, provided that we know that
the result must be a tree and |V | ≥ 5, since we can iteratively recognise and
remove vertices of degree 1, while recording where to ‘glue them back at the end’
until at most four vertices remain. We can complete the reconstruction via some
closer examination of the connected triples in the original tree that contain the
remaining vertices.

In order to derive an optimal, O(|T |) time reconstruction algorithm, we will
use a further characterisation of vertices of a tree using the triples. The main
idea is that we can recognise not only leaves, but also other vertices where we
can reduce the tree. If a vertex v has degree 2 in a tree, then there are two nodes
w,w′ such that every triple with v also contains w or w′ (or both). The converse
is not true for two reasons: if v is a leaf, it also has the stated property, and if v
has degree 3 where at least one neighbour is a leaf, then it has this property as
well. This brings us to the following characterisation.

Lemma 2. A vertex v of a tree G of at least five vertices with triple set T is:

(i) a leaf if and only if v is dominated by some vertex w and does not dominate
any vertex itself;

(ii) if v is not a leaf, then v is (a) a node of degree 2, or (b) a node of degree
3 with at least one leaf neighbour, if and only if there are two nodes w1, w2

such that all triples with v also contain w1 or w2.

Moreover, both characterisations can be checked in time O(|Tv|), when the set of
triples Tv that include v is given for all v ∈ V (G).

Proof. A leaf v can necessarily only appear in triples with its adjacent vertex
w, as it is not adjacent to any other vertices by definition. A leaf is therefore
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always dominated by its neighbour w. Since |V | ≥ 5, v does not dominate any
vertex. Conversely, suppose that v is dominated by some vertex w and does
not dominate any other vertex. It is straightforward to check that v cannot be
dominated if it has three neighbours or if it has two non-leaf neighbours. Since
v does not dominate any vertices, it does not have a leaf neighbour. So v must
be a leaf itself. This proves (i).

The second characterisation can be seen as follows. If v has degree at least 4,
then no w1, w2 as in (ii) exist, which is easily verified by looking at the triples
with v and its neighbours only. Furthermore, if v has degree 3 and none of its
neighbours are leaves, then again there are no such w1, w2. On the other hand,
in case (a) the two neighbours can be taken as w1, w2 and in case (b) w1, w2 can
be chosen to be two neighbours of v so that the unique neighbour of v that is
not in {w1, w2} is a leaf.

For testing (i), take any triple vab ∈ Tv, and test both a and b separately if
they are the sought w. For testing (ii), take any triple vab ∈ Tv. If characterisa-
tion (ii) holds, then w1 must be a or b. We try both as follows: For w ∈ {a, b}
we remove all triples with w from Tv. Then w = w1 if and only if all of the
remaining triples of Tv all contain some w2 
= v. We test this by looking at some
remaining triple in vcd ∈ Tv and testing whether either c or d is contained in
every other remaining triple. In total, we get four options to test for w1 and w2;
each option is easily checked in O(|Tv|) time. ��

The vertices of V partition into V ′, V ′′, and V ′′′, where V ′ contains the leaves,
V ′′ contains the vertices that are not leaves but satisfy the second condition of
the lemma, and V ′′′ = V \ (V ′ ∪V ′′). Note that more than half of the vertices of
G are in V ′ ∪ V ′′. We next turn to the proof of Theorem 1. We will assume that
there is a total order on the vertex set of G and that the connected triples uvw
are stored in an ordered tuple with u < v < w. For each triple uvw in T , we
generate vwu and wuv as well. We collect the triples with the same first vertex
to generate Tv for all v ∈ V . We will begin by showing how we recognize whether
each vertex is in V ′, V ′′ or V ′′′.

Then, for all v ∈ V , we use Tv to test if v is dominated by some vertex u.
We can find the vertices that dominate v, in time O(|Tv|), by examining the first
triple vwx and noting that only w and x can dominate v. We then check every
other triple in Tv for the presence of w and x. By labeling dominated/dominating
vertices as we go we can, in time O(|T |), find all leaves as vertices that are
dominated by some vertex and don’t dominate any vertex themselves, i.e. all
vertices that satisfy condition (i) of Lemma 2. We then check Tv for the remaining
vertices, to see if condition (ii) is satisfied and find the vertices w1 and w2 in
a similar fashion. We again start with the first triple vwx and check if there is
some triple vyz that does not contain w or x. If not, then w1 = w and w2 = x.
Otherwise we have four candidates w, x, y, z for w1 and w2 and we check, for
every pair, whether there is a triple that contains neither of them. This can be
done in O(|Tv|) time.
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After this, we remove all triples containing a leaf from T . Let G′ be the graph
obtained by removing all leaves and incident edges. Then the new triple set is
the set of connected triples for this graph G′, and we can recover G from G′.

For all vertices in V ′′ note that they can no longer be vertices of degree 3
in G′, but they may have become leaves. We test this and consider the subset
W ⊆ V ′′ of vertices that have not become leaves.

The subgraph of G′ induced on W consists of a disjoint union of paths. Let
v ∈ W . Then v has exactly two neighbours in V (G′) and they are the two
vertices w1, w2 satisfying the second condition of the Lemma 2. As mentioned
above, we can find these two vertices w1, w2 for each v ∈ W in time O(|Tv|). In
particular, we know all path components of G′[W ], as well as the unique vertices
in V (G′) \ W that the endpoints of any such path are adjacent to. Suppose that
v1—v2—. . .—v�. is one of the path components of G[W ]. Let x1, x2 ∈ V (G′)\W ′

such that x1 is the other neighbour of v1, and x2 is the other neighbour of vk

(in G′). We record the edges x1v1 and x2vk, as well as the edges and vertices in
the path v1, . . . , v�. Then we replace each triple ux1v1 by ux1x2 and each triple
vkx2u by x1x2u. Afterwards, we discard all triples that contain any of v1, . . . , v�.
Let G′′ be the graph obtained by deleting v1, . . . , v� and adding the edge {x1, x2}.
The resulting triple set is the triple set for G′′, and we can recover G from G′′.
We repeat this for all path components. Note that G′′ is a tree, if and only if G′

is a tree and thus we maintain throughout that the stored triple set corresponds
to a tree, and that we can reconstruct the original tree G from knowing this tree
and the additional information that we record.

Finally, we also remove all leaves in V ′′\W by discarding more triples, similar
to the first leaf removal. This process takes time linear in |T |, and reduces the
number of vertices occurring in T to half or less. We recurse the process on the
remaining tree until it has size five, at which point we can uniquely identify the
structure of the tree by simply looking at the number of triples each vertex occurs
in (see Fig. 3). We may not remove all vertices of V ′ or V ′′ if the remaining tree
would be smaller than five vertices; in that case, we can simply leave some leaf
or not contract the paths in W completely. A standard recurrence shows that
the total time used is O(|T |). This finishes the proof of Theorem 1.

We note that if the tree contains no leaves that are siblings, then we do not
need to know that the graph is a tree for unique reconstruction.

5 Further Reconstructible Graph Classes

In this section, we give larger classes of graphs for which the graphs that are
determined by their set of connected triples.

Theorem 2. There is an algorithm that reconstructs a graph G on n ≥ 5 ver-
tices that is known to be triangle-free from its set T of triples in deterministic
O(|T | log(|T |)) time or randomized O(|T |) expected time.

Proof. Let T be the given list of connected triples. For every triple abc we create
three ordered copies abc, acb, bca. We then sort the list in lexicographical order
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in O(|T |) time using radix sort. For every potential edge ab that appears as the
first two vertices of some triple we test whether it is an edge as follows.

If we find two triples abc and abd for some c, d ∈ V (G), we search for the
triples acd and bcd. If ab /∈ E(G), then we must have that bc, ac, bd, ad ∈ E(G),
and thus both acd and bcd are connected. Therefore, if either triple is not in
the list, we know that ab is an edge. Otherwise, we find that {a, b, c, d} induces
a C4. We then search for another vertex e that appears in a triple with any of
a, b, c, d and reconstruct the labeling of the C4 as follows. Suppose G[{a, b, c, d}]
induces a C4 and we try to retrieve the exact order of the vertices in the cycle.
Assume w.l.o.g. that a has the remaining vertex e as a neighbour, then since
G is triangle-free, e is not adjacent to b and d. This means that bde is known
to be disconnected, whereas abe, ade are connected. If e is not a neighbour of c,
then ace is not connected. Hence, if any of a, b, c, d has a private neighbour (one
not adjacent to other vertices in the cycle), then we get the labeling of our C4

(and find that e is a private neighbour of a). If e is adjacent to c besides a, then
we know the following two vertex sets also induce C4’s: abce, acde. We know e
is adjacent to two out of {a, b, c}, {a, d, c} but not to b and d. So we find e is
adjacent to a and c and also have found our labeling.

Suppose abc is the unique triple we found in our list that begins with ab. We
check for triples starting in ac or bc. Since one of the three vertices involved must
be adjacent to some other vertex d, one of these two potential edges must appear
in at least two triples. We can then use the previous methods to reconstruct some
subgraph containing a, b and c. The result will tell us whether ab is an edge or
not.

Note that we can search our list for a specific triple or a triple starting with
a specific pair of vertices, in time O(log(|T |)) using binary search. This means
that the above checks can be done in O(log(|T |)) time. By handling potential
edges in the order in which they appear in the list, we only need to run through
the list once, and thus we obtain a runtime of O(|T | log(|T |)).

Using a data structure for “perfect-hashing” like the one described by Fred-
man, Komlós and Szemerédi [13], we can query the required triples in O(1) time
and thus reconstruct the graph in O(|T |) time. Given a list S of n distinct items
from a set of m items, [13] describes an algorithm to create a data-structure that
can store n items, and allow for membership in S to be queried in constant time
for all m and n. The construction of the data-structure is a randomized process
that takes O(n) time in expectation. In our case S is the list of triples and our
universe is V (G) × V (G) × V (G) so the process takes time O(T ). ��

We also prove the following two results in the full version [3].
Theorem 3. We can reconstruct any graph on n ≥ 6 vertices that is known to
be 2-connected and outerplanar from its list of connected triples.
Our approach is similar to the one for trees: we show that we can identify a
vertex of degree two, and remove it from the graph by ‘merging’ it with one of
its neighbours.

A triangulated planar graph, also called a maximal planar graph, is a planar
graph where every face (including the outer face) is a triangle.
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Theorem 4. Let T be a set of triples, and let it be known that the underlying
graph G = (V,E) is planar and triangulated. Then G can be uniquely recon-
structed from T if n ≥ 7.

To show this result, we first show that unique reconstruction of such graphs is
possible if they do not contain any separating triangles: A separating triangle is a
triangle in the graph whose removal would result in the graph being disconnected.
We then show we can reduce the problem of reconstructing a triangulated planar
graph that contains a separating triangle to reconstructing triangulated planar
graphs that do not contain a separating triangle.

6 Reconstruction from Connected k-Sets

For k ≥ 2 and a graph G = (V,E), we define the connected k-sets of G as the set
{X ⊆ V | |X| = k and G[X] is connected}. We will denote the set of neighbours
of a vertex v by N(v).

Observation 1. For k′ ≥ k ≥ 2, the connected k′-sets of a graph are determined
by the connected k-sets.

Indeed, a (k + 1)-set X = {x1, . . . , xk+1} ⊆ V induces a connected subgraph of
G if and only if for some y, z ∈ X, both G[X \{y}] and G[X \{z}] are connected.

Given a class C of graphs, we can consider the function k(n), where for any
integer n ≥ 1, we define k(n) to be the largest integer k ≥ 2 such that all
(labelled) n-vertex graphs in C have a different collection of connected k-sets. By
Observation 1, asking for the largest such k is a sensible question: reconstruction
becomes more difficult as k increases. We will always assume that we only have
to differentiate the graph from other graphs in the graph class, and remark
that often the recognition problem (is G ∈ C?) cannot be solved even from the
connected triples.

First, we give an analogue of Theorem 1. The proof is given in the full version
[3].

Theorem 5. If it is known that the input graph is a tree, then the threshold for
reconstructing trees is at �n/2�: we can reconstruct an n-vertex tree from the
connected k-sets if k ≤ �n/2� and we cannot reconstruct the order of the vertices
in an n-vertex path if k ≥ �n/2� + 1.

In the full version [3], using the theorem above, we give examples showing that
for every k ≥ 2, there are infinitely many graphs that are determined by their
connected k-sets but not by their connected (k + 1)-sets.

We next show that a threshold near n/2 that we saw above for trees, holds for
almost every n-vertex graph. The Erdős-Renyi random graph G ∼ G(n, 1

2 ) has n
vertices and each edge is present with probability 1

2 , independently of the other
edges. This yields the uniform distribution over the collection of (labelled) graphs
on n vertices. If something holds for the random graph with high probability
(that is, with a probability that tends to 1 as n → ∞), then we say that it holds
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for almost every graph. The random graph is also interesting since it is often use
to deduce the existence of extremal graphs for many problems. More information
can be found in e.g. [4,14,18].

We say an n-vertex graph G = (V,E) is random-like if the following three
properties hold (with log of base 2).

1. For every vertex v ∈ V ,

n/2 − 3
√

n log n ≤ |N(v)| ≤ n/2 + 3
√

n log n.

2. For every pair of distinct vertices v, w ∈ V ,

n/4 − 3
√

n log n ≤ |N(v) ∩ (V \ N(w))| ≤ n/4 + 3
√

n log n.

3. There are no disjoint subsets A,B ⊆ V with |A|, |B| ≥ 2 log n such that there
are no edges between a vertex in A and a vertex in B.

Lemma 3. For G ∼ G(n, 1
2 ), with high probability G is random-like.

The claimed properties of the random graph are well-known, nonetheless we
added a proof in full version for the convenience of the reader [3].

Theorem 6. For all sufficiently large n, any n-vertex graph G that is random-
like can be reconstructed from the set of connected k-sets for 2 ≤ k ≤ 1

2n −
4
√

n log n in time O(nk+1). On the other hand, G[S] is connected for all subsets
S of size at least 1

2n + 4
√

n log n.

In particular, for almost every graph (combining Lemma 3 and Theorem 6), the
connectivity of k-tuples for k ≥ 1

2n+4
√

n log n gives no information whatsoever,
whereas for k ≤ 1

2n − 4
√

n log n it completely determines the graph.

Proof (of Theorem 6). Let K be the set of connected k-sets.
We first prove the second part of the statement. Let k ≥ 1

2n+4
√

n log n be an
integer and let S be a subset of V of size at least k. Consider two vertices u, v ∈ S.
We will prove that u and v are in the same connected component of G[S]. By
the first random-like property, there are at most 1

2n + 3
√

n log n vertices non-
adjacent to u, which implies that u has at least

√
n log n−1 ≥ 2 log n neighbours

in S. Note that, for the same reason, this is also true for v. Therefore, we can
apply the third random-like property on A = N(u) ∩ S and B = N(v) ∩ S to
ensure that there is an edge between the two sets. We conclude that there must
exist a path from u to v.

Let us now prove the first part of the statement. Let 2 ≤ k ≤ � 1
2n−4

√
n log n�.

Let u ∈ V (G). We claim that the set of vertices V \ N [v] that are not adjacent
or equal to u, is the largest set S such that G[S] is connected and G[S ∪ {u}]
is not. Note that the two conditions directly imply that S ⊆ V \ N [u]. To
prove equality, it is sufficient to prove that G[V \ N [u]] is connected. Consider
two vertices v, w ∈ G[V \ N [u]]. By the second random-like property, the sets
A = N(v)∩(V \N [u]) and B = N(w)∩(V \N [u]) have size at least n/4−3

√
n log n.

By the third property of random-like, there is therefore an edge between A and B.
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This proves that there is a path between v and w using vertices in V \N [u], and
so G[V \ N [v]] is connected.

For each vertex u, the set of vertices it is not adjacent to can now be found
by finding the largest set S such that G[S] is connected and G[S ∪ {u}] is not.
Since any such S is a subset of V \ N [u], there is a unique maximal (and unique
maximum) such S. We now give the O(nk+1) time algorithm for this.

We begin by constructing a data structure like the deterministic version
described by Fredman et al. [13], which allows us to query the required k-sets in
O(1). This takes deterministic time of O(|K| log |K|) = O(nkk log n) = O(nk+1).
For a vertex v, we give an algorithm to reconstruct the neighbourhood of v in
time O(nk+1).

1. We first run over the subsets S of size k until we find one for which G[S] is
connected but G[S ∪ {v}] is not. This can be done in time O(knk): if G[S] is
connected, then G[S ∪ {v}] is disconnected if and only if G[S \ {s} ∪ {v}] is
disconnected for all s ∈ S.

2. For each vertex w ∈ V \ (S ∪ {v}), we check whether there is a subset U ⊆ S
of size k − 1 for which U ∪ {w} is connected, and whether for each subset
U ′ ⊆ S of size k − 2, U ′ ∪ {w, v} is not connected. If both are true for the
vertex w, then G[S ∪ {w}] is connected and G[S ∪ {w, v}] is not connected,
so we add w to S and repeat this step.

3. If no vertex can be added anymore, we stop and output V \ (S ∪ {v}) as the
set of neighbours of v.

We repeat step 2 at most n times, and each time we try at most n vertices as
potential w and run over subsets of size at most k − 1. Hence, this part runs in
time O(nk+1). We repeat the algorithm above n times (once per vertex) in order
to reconstruct all edges. ��
We prove the following analogue to Theorem 2 in the full version [3].

Theorem 7. Let k ≥ 4 be an integer. Every graph on at least 2k − 1 vertices
that is known to have no cycles of length at most k is determined by its connected
k-sets.

7 Conclusion

We have presented a new model of uncertainty in graphs, in which we only receive
all triples of vertices that form a connected induced subgraph. In a way, this is the
simplest model of combinatorial indeterminacy in graphs. We have studied some
basic properties of this model, and provided an algorithm for finding a graph
consistent with the given indeterminacies. We also proved that trees, triangle-
free graphs and various other families of graphs are determined by the connected
triples, although we need to know the family the sought graph belongs to. In
order to obtain a full characterisation, it is natural to put conditions on the
way a triangle may connect to the rest of the graph, for instance, it is not too
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difficult to recognise that a, b, c induces a triangle if at least two of a, b, c have
private neighbour, whereas it is impossible to distinguish whether a, b, c induce
a triangle or a path if all three vertices have the same neighbours outside of the
triangle. We leave this open for future work.

Similar to what has been done for graph reconstruction (see e.g. [23]), another
natural direction is to loosen the objective of reconstruction, and to see if rather
than determining the (labelled) graph, we can recover some graph property such
as the number of edges or the diameter. A natural question is also how many
connected triples are required (when given a ‘subcollection’, similar to [6,16,26],
or when we may perform adaptive queries, as in [19]).

We gave various results in an extension of our model to larger k-sets, includ-
ing trees and random graphs. There are several other logical extensions to the
concept of reconstructing a graph from connected triples. We could define a (k, �)-
representation T to contain all k-sets that are connected and contain at least �
edges. The definition of connected triples would then be a (3, 2)-representation.
Note that in this case some vertices may not appear in T , or T might even be
empty altogether (e.g. for trees when � ≥ k). Another natural extension would
be to specify the edge count for each k-set, but this gives too much information
even when k = n−2: the existence of any edge {u, v} can be determined from the
number of edges among vertices in the four sets V, V \{u}, V \{v} and V \{u, v}.

Some interesting algorithmic questions remain open as well. In particular,
we presented an efficient algorithm to specify whether a collection of connected
k-sets, for k = 3 uniquely determines a graph, but do not know how to solve
this efficiently for larger values of k. Is the following decision problem solvable
in polynomial time: given a graph G and an integer k, is G determined by its
collection of k-tuples? We note that when k equals 4, membership in coNP is
clear (just give another graph with the same connected 4-sets) whereas even
NP-membership is unclear.

Finally, a natural question is whether the running time of O(n·|T |) for finding
a consistent graph with a set of connected triples (Lemma 1) can be improved
to O(|T |) (or expected time O(|T |)).
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Abstract. Motivated by the planarization of 2-layered straight-line
drawings, we consider the problem of modifying a graph such that the
resulting graph has pathwidth at most 1. The problem Pathwidth-One
Vertex Explosion (POVE) asks whether such a graph can be obtained
using at most k vertex explosions, where a vertex explosion replaces a
vertex v by deg(v) degree-1 vertices, each incident to exactly one edge
that was originally incident to v. For POVE, we give an FPT algorithm
with running time O(4k ·m) and an O(k2) kernel, thereby improving over
the O(k6)-kernel by Ahmed et al. [2] in a more general setting. Similarly,
a vertex split replaces a vertex v by two distinct vertices v1 and v2 and
distributes the edges originally incident to v arbitrarily to v1 and v2.
Analogously to POVE, we define the problem variant Pathwidth-One
Vertex Splitting (POVS) that uses the split operation instead of
vertex explosions. Here we obtain a linear kernel and an algorithm with
running time O((6k+12)k ·m). This answers an open question by Ahmed
et al. [2].

Keywords: Vertex Splitting · Vertex Explosion · Pathwidth 1

1 Introduction

Crossings are one of the main aspects that negatively affect the readability of
drawings [20]. It is therefore natural to try and modify a given graph in such
a way that it can be drawn without crossings while preserving as much of the
information as possible. We consider three different operations.

A deletion operation simply removes a vertex from the graph. A vertex explo-
sion replaces a vertex v by deg(v) degree-1 vertices, each incident to exactly one
edge that was originally incident to v. Finally, a vertex split replaces a vertex v
by two distinct vertices v1 and v2 and distributes the edges originally incident
to v arbitrarily to v1 and v2.

Nöllenburg et al. [18] have recently studied the vertex splitting problem,
which is known to be NP-complete [11]. In particular, they gave a non-uniform
FPT-algorithm for deciding whether a given graph can be planarized with at
most k splits. We observe that, since degree-1 vertices can always be inserted into
a planar drawing, the vertex explosion model and the vertex deletion model are
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Fig. 1. Given the shown bipartite graph, a crossing-free 2-layered drawing can be
obtained using one vertex deletion (a), two vertex explosions (b), or three vertex
splits (c).

equivalent for obtaining planar graphs. Note that this is not necessarily the case
for other target graph classes (see, for example, Fig. 1). The problem of deleting
vertices to obtain a planar graph is also known as Vertex Planarization and
has been studied extensively in the literature [13,15–17]. In particular, Jansen
et al. [13] gave an FPT-algorithm with running time O(2O(k log k) · n).

Ahmed et al. [2] investigated the problem of splitting the vertices of a bipar-
tite graph so that it admits a 2-layered drawing without crossings. They assume
that the input graph is bipartite and only the vertices of one of the two sets
in the bipartition may be split. Under this condition, they give an O(k6)-kernel
for the vertex explosion model, which results in an O(2O(k6)m)-time algorithm.
They ask whether similar results can be obtained in the vertex splitting model.
Figure 1 illustrates the three operations in the context of 2-layered drawings1.

We note that a graph admits a 2-layer drawing without crossings if and
only if it has pathwidth at most 1, i.e., it is a disjoint union of caterpil-
lars [3,9]. Motivated by this, we more generally consider the problem of turning
a graph G = (V,E) into a graph of pathwidth at most 1 by the above operations.
In order to model the restriction of Ahmed et al. [2] that only one side of their
bipartite input graph may be split, we further assume that we are given a sub-
set S ⊆ V , to which we may apply modification operations as part of the input.
We define that the new vertices resulting from an operation are also included
in S.

More formally, we consider the following problems, all of which have been
shown to be NP-hard [1,19].

1 In this context, minimizing the number of vertex explosions is equivalent to mini-
mizing the number of vertices that are split, since it is always best to split a vertex
as often as possible.
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Pathwidth-One Vertex Explosion (POVE)
Input: An undirected graph G = (V,E), a set S ⊆ V , and a positive

integer k.
Question: Is there a set W ⊆ S with |W | ≤ k such that the graph resulting

from exploding all vertices in W has pathwidth at most 1?

Pathwidth-One Vertex Splitting (POVS)
Input: An undirected graph G = (V,E), a set S ⊆ V , and a positive

integer k.
Question: Is there a sequence of at most k splits on vertices in S such that

the resulting graph has pathwidth at most 1?

We note that the analogous problem with the deletion operation has been
studied extensively [8,19,23]. Here, a branching algorithm with running time
O(3.888k · nO(1)) [23] and a quadratic kernel [8] are known. Our results are as
follows.

First, in Sect. 3, we show that POVE admits a kernel of size O(k2) and
an algorithm with running time O(4km), thereby improving over the results of
Ahmed et al. [2] in a more general setting.

Second, in Sect. 4, we show that POVS has a kernel of size 16k and it admits
an algorithm with running time O((6k+12)k ·m). This answers the open question
of Ahmed et al. [2].

Finally, in Sect. 5, we consider the problem Π Vertex Splitting(Π-VS),
the generalized version of the splitting problem where the goal is to obtain a
graph of a specific graph class Π using at most k split operations. Eppstein et
al. [10] recently studied the similar problem of deciding whether a given graph
G is k-splittable, i.e., whether it can be turned into a graph of Π by splitting
every vertex of G at most k times. For graph classes Π that can be expressed in
monadic second-order graph logic (MSO2, see [7]), they gave an FPT algorithm
parameterized by the solution size k and the treewidth of the input graph. We
adapt their algorithm for the problem Π-VS, resulting in an FPT algorithm
parameterized by the solution size k for MSO2-definable graph classes Π of
bounded treewidth. Using a similar algorithm, we obtain the same result for the
problem variant using vertex explosions.

2 Preliminaries

A parameterized problem L with parameter k is non-uniformly fixed-parameter
tractable if, for every value of k, there exists an algorithm that decides L in time
f(k) · nO(1) for some computable function f . If there is a single algorithm that
satisfies this property for all values of k, then L is (uniformly) fixed-parameter
tractable.

Given a graph G, we let n and m denote the number of vertices and edges
of G, respectively. Since we can determine the subgraph of G that contains
no isolated vertices in O(m) time, we assume, without loss of generality, that
n ∈ O(m). For a vertex v ∈ V (G), we let N(v) := {u ∈ V (G) | adj(v, u)}
and N [v] := N(v) ∪ {v} denote the open and closed neighborhood of v in G,
respectively.
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Fig. 2. (a) The graph T2. (b) Two graphs that do not contain T2 as a subgraph, but
both contain N2 (marked in orange) as a substructure. (Color figure online)

We refer to vertices of degree 1 as pendant vertices. For a vertex v of G, we let
deg∗(v) := |{u ∈ N(v) | deg(u) > 1}| denote the degree of v ignoring its pendant
neighbors. If deg∗(v) = d, we refer to v as a vertex of degree* d. A graph is a
caterpillar (respectively a pseudo-caterpillar), if it consists of a simple path (a
simple cycle) with an arbitrary number of adjacent pendant vertices. The path
(the cycle) is called the spine of the (pseudo-)caterpillar.

Philip et al. [19] mainly characterized the graphs of pathwidth at most 1 as
the graphs containing no cycles and no T2 (three simple paths of length 2 that
all share an endpoint; see Fig. 2a) as a subgraph. We additionally use slightly
different sets of forbidden substructures. An N2 substructure consists of a root
vertex r adjacent to three distinct vertices of degree at least 2. Note that every T2

contains an N2 substructure, however, the existence of an N2 substructure does
not generally imply the existence of a T2 subgraph; see Fig. 2b. In the following
proposition, we state the different characterizations for graphs of pathwidth at
most 1 that we use in this work.

Proposition 1 (�2). For a graph G, the following statements are equivalent.

a) G has pathwidth at most 1
b) every connected component of G is a caterpillar
c) G is acyclic and contains no T2 subgraph
d) G is acyclic and contains no N2 substructure
e) G contains no N2 substructure and no connected component that is a pseudo-

caterpillar.

We define the potential of v ∈ V (G) as μ(v) := max(deg∗(v) − 2, 0). The
global potential μ(G) :=

∑
v∈V (G) μ(v) is defined as the sum of the potentials

of all vertices in G. Observe that μ(G) = 0 if and only if G contains no N2

substructure. The global potential thus indicates how far away we are from
eliminating all N2 substructures from the instance.

Recall that, for the problems POVE and POVS, the set S ⊆ V (G) marks
the vertices of G that may be chosen for the respective operations. We say that a
set W ⊆ S is a pathwidth-one explosion set (POES) of G, if the graph resulting
from exploding all vertices in W has pathwidth at most 1.

2 The proofs of results marked with a star can be found in the full version [4].
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3 FPT Algorithms for PATHWIDTH-ONE VERTEX

EXPLOSION

In this section, we first show that POVE can be solved in time O(4k · m) using
bounded search trees. Subsequently, we develop a kernelization algorithm for
POVE that yields a quadratic kernel in linear time.

3.1 Branching Algorithm

We start by giving a simple branching algorithm for POVE, similar to the
algorithm by Philip et al. [19] for the deletion variant of the problem. For an
N2 substructure X, observe that exploding vertices not contained in X cannot
eliminate X, because the degrees of the vertices in X remain the same due to
the new degree-1 vertices resulting from the explosion. To obtain a graph of
pathwidth at most 1, it is therefore always necessary to explode one of the four
vertices of every N2 substructure by Proposition 1. Our branching rule thus
first picks an arbitrary N2 substructure from the instance and then branches on
which of the four vertices of the N2 substructure belongs to the POES. Recall
that S denotes the set of vertices of the input graph that can be exploded.

Branching Rule 1. Let r be the root of an N2 substructure contained in G
and let x, y, and z denote the three neighbors of r in N2. For every vertex
v ∈ {r, x, y, z}∩S, create a branch for the instance (G′, S \ {v}, k − 1), where G′

is obtained from G by exploding v.
If {r, x, y, z} ∩ S = ∅, reduce to a trivial no-instance instead.

Note that an N2 substructure can be found in O(m) time by checking, for every
vertex v in G, whether v has at least three neighbors of degree at least 2. Also
note that vertex explosions do not increase the number of edges of the graph.
Since Branching Rule 1 creates at most four new branches, each of which reduces
the parameter k by 1, exhaustively applying the rule takes O(4k · m) time. By
Proposition 1, it subsequently only remains to eliminate connected components
that are a pseudo-caterpillar. Since a pseudo-caterpillar can (only) be turned
into a caterpillar by exploding a vertex of its spine, the remaining instance can
be solved in linear time.

Theorem 1. The problem Pathwidth-One Vertex Explosion can be solved
in time O(4k · m).

3.2 Quadratic Kernel

We now turn to our kernelization algorithm for POVE. In this section, we
develop a kernel of quadratic size, which can be computed in linear time.
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Fig. 3. Examples for Reduction Rules 1 (a), 2 (b), 3 (c), and 4 (d). The vertices of S
are marked in green (Color figure online).

We adopt our first two reduction rules from the kernelization of the deletion
variant by Philip et al. [19] and show that these rules are also safe for the
explosion variant. The first rule reduces the number of pendant neighbors of
each vertex to at most one; see Fig. 3a.

Reduction Rule 1. (�). If G contains a vertex v with at least two pendant
neighbors, remove all pendant neighbors of v except one to obtain the graph G′

and reduce the instance to (G′, S ∩ V (G′), k).

Since a caterpillar has pathwidth at most 1 by Proposition 1, we can safely
remove any connected component of G that forms a caterpillar; see Fig. 3b for
an example.

Reduction Rule 2. If G contains a connected component X that is a caterpil-
lar, remove X from G and reduce the instance to (G − X, S \ V (X), k).

If G contains a connected component that is a pseudo-caterpillar, then
exploding an arbitrary vertex of its spine yields a caterpillar. If the spine con-
tains no vertex of S, the spine is a cycle that cannot be broken by a vertex
explosion. However, by Proposition 1, acyclicity is a necessary condition for a
graph of pathwidth at most 1. Hence we get the following reduction rule; see
Fig. 3c for an illustration.

Reduction Rule 3. Let X denote a connected component of G that is a pseudo-
caterpillar. If the spine of X contains a vertex of S, remove X from G and
reduce the instance to (G − X, S \ V (X), k − 1). Otherwise reduce to a trivial
no-instance.

Recall that the degree* of a vertex is the number of its non-pendant neigh-
bors. Our next goal is to shorten paths of degree*-2 vertices to at most two
vertices. If we have a path x, y, z of degree*-2 vertices, we refer to y as a 2-
enclosed vertex. Note that exploding a 2-enclosed vertex y cannot eliminate any
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Fig. 4. A graph G that has no POES, because the highlighted N2 substructure contains
no vertex of S. For the graph G′ resulting from contracting y into x, the set {x} is a
POES. The two instances are therefore not equivalent.

N2 substructures from the instance. By Proposition 1, vertex y can thus only be
part of an optimal solution if exploding y breaks cycles. If we want to shorten
the chain x, y, z by contracting y into one of its neighbors, we therefore need to
ensure that the shortened chain contains a vertex of S if and only if the original
chain contained a vertex of S. If y ∈ S, we cannot simply add one of its neigh-
bors, say x, to S in the reduced instance, because exploding x may additionally
remove an N2 substructure; see Fig. 4 for an example. While shortening paths of
degree*-2 vertices to at most three vertices is simple, shortening them to length
at most 2 (i.e., eliminating all 2-enclosed vertices) is therefore more involved. In
the following, we briefly sketch how this can be achieved in linear time. For the
specific reduction rules and the corresponding correctness proofs, we refer to the
full version of the paper [4].

Lemma 1 (�). Given an instance of POVE, an equivalent instance without
2-enclosed vertices can be computed in O(m) time.

Sketch of Proof. Given a 2-enclosed vertex y, we show that we can decide greed-
ily whether y is contained in an optimal solution or not. This means that we
can either immediately explode y, or we can safely contract it into one of its
degree*-2 neighbors. Since y is 2-enclosed, y is not contained in any N2 sub-
structures and we thus only have to consider cycles containing y. If there exists
a cycle C in G with C ∩ S = {y} (i.e., y is the only splittable vertex of C), then
we can immediately explode y. Otherwise, every cycle containing y contains at
least one additional vertex of S. In this case, we can show that there exists a
minimum POES of G that does not contain y, thus we can remove y from S and
contract it into one of its neighbors, thereby preserving all cycles of the instance.
To achieve linear running time, we can show that the set of 2-enclosed vertices
that should be exploded can be computed globally using a specialized spanning
tree. �	

To simplify the instance even further, the following reduction rule removes all
degree*-2 vertices v that are adjacent to a vertex x of degree* 1; see Fig. 3d for
an illustration. Roughly speaking, since v cannot be contained in a cycle and x
substitutes v in all N2 substructures v is contained in, all forbidden substructures
are preserved.
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Reduction Rule 4 (�). Let v be a degree*-2 vertex of G with non-pendant
neighbors x and y, such that x has degree* 1. Remove v from G and add a new
edge xy. If v ∈ S, reduce to (G − v + xy, (S \ {v})∪ {x}, k). Otherwise reduce to
(G − v + xy, S \ {x}, k).

Recall that the global potential μ(G) indicates how far away we are from our
goal of eliminating all N2 substructures from G. With the following lemma, we
show that our reduction rules ensure that the number of vertices in the graph G
is bounded linearly in the global potential of G.

Lemma 2. After exhaustively applying Reduction Rules 1–4 and Lemma 1, it
holds that |V (G)| ≤ 8 · μ(G).

Proof. Reduction Rule 2 ensures that G contains no vertices of degree* 0. For
i ∈ {1, 2}, let Vi denote the set of non-pendant degree*-i vertices of G and let V3

denote the set of vertices with degree* at least 3. Recall that we defined the
global potential as

μ(G) =
∑

v∈V (G)

μ(v) =
∑

v∈V (G)

max(0,deg∗(v) − 2).

Since all vertices of V1 and V2 have degree* at most 2, their potential is 0 and
we get

μ(G) =
∑

v∈V3

(deg∗(v) − 2) =
∑

v∈V3

deg∗(v) − 2 · |V3|.

Note that |V3| ≤ μ(G), because each vertex of degree* at least 3 contributes at
least 1 to the global potential. We therefore get

∑

v∈V3

deg∗(v) ≤ 3 · μ(G). (1)

By Lemma 1, every vertex in v ∈ V2 is adjacent to a vertex of V1 ∪V3, since oth-
erwise, v would be 2-enclosed. However, Reduction Rule 4 additionally ensures
that vertices of V2 cannot be adjacent to vertices of V1, thus every vertex of V2

must be adjacent to a vertex of V3. Note that two adjacent vertices of V1 would
form a caterpillar, which is prohibited by Reduction Rule 2. Therefore, every
vertex of V1 is also adjacent to a vertex of V3.

Overall, every vertex of V1 and V2 is thus adjacent to a vertex of V3. Note
that every vertex v ∈ V1 must additionally have a pendant neighbor, because
otherwise, v itself would be a pendant vertex. Hence every vertex of V1 and V2

has degree at least 2 and thus contributes to the degree* of its neighbor in V3.
We therefore have |V1| + |V2| ≤

∑
v∈V3

deg∗(v), hence |V1| + |V2| ≤ 3 · μ(G) by
Eq. 1. Recall that |V3| ≤ μ(G), thus |V1| + |V2| + |V3| ≤ 4 · μ(G). By Reduction
Rule 1, each of these vertices can have at most one pendant neighbor and thus
|V (G)| ≤ 8 · μ(G).

With Lemma 2, it now only remains to find an upper bound for the global
potential μ(G). We do this using the following two reduction rules.
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Reduction Rule 5. Let v be a vertex of G with potential μ(v) > k. If v ∈ S,
explode v to obtain the graph G′ and reduce the instance to (G′, S \ {v}, k −1).
Otherwise reduce to a trivial no-instance.

Proof of Safeness. Since exploding a vertex u ∈ V (G) \ {v} decreases μ(v) by
at most one, after exploding at most k vertices in V (G) \ {v} we still have
μ(v) > 0. Because μ(v) > 0 implies that G contains an N2 substructure, it is
therefore always necessary to explode vertex v by Proposition 1. �	

Reduction Rule 6. If μ(G) > 2k2 + 2k, reduce to a trivial no-instance.

Proof of Safeness. By Reduction Rule 5 we have μ(v) ≤ k and consequently
deg∗(v) ≤ k + 2 for all v ∈ V (G). Hence exploding a vertex v decreases the
potential of v by at most k and the potential of each of its non-pendant neighbors
by at most 1. Overall, k vertex explosions can therefore only decrease the global
potential μ(G) by at most k · (2k + 2). �	

Because Reduction Rule 6 gives us an upper bound for the global poten-
tial μ(G), we can now use Lemma 2 to obtain the kernel.

Theorem 2 (�). The problem Pathwidth-One Vertex Explosion admits
a kernel of size 16k2 + 16k. It can be computed in time O(m).

4 FPT Algorithms for PATHWIDTH-ONE VERTEX SPLITTING

In this section, we briefly outline how the results from Sect. 3 can be adapted
for the split operation. For detailed proofs, we refer to the full version [4].

4.1 Linear Kernel

One can prove that Reduction Rules 1–4 and Lemma 1 we used for POVE are
also safe for the problem POVS. Since only these are needed to establish the
upper bound of |V (G)| ≤ 8·μ(G) in Lemma 2, the lemma also applies for POVS.

The main difference to the kernelization of POVE lies in the way the global
potential changes due to splits. While a vertex explosion can decrease the global
potential linearly in k, we can show that a single vertex split decreases μ(G) by
at most 2. If μ(G) > 2k, we can thus again reduce to a trivial no-instance. Using
Lemma 2 with μ(G) ≤ 2k, we obtain the following result.

Theorem 3 (�). The problem Pathwidth-One Vertex Splitting admits a
kernel of size 16k. It can be computed in time O(m).
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Fig. 5. (a) An N2 substructure {r, x, y, z}. (b)-(c) Two possible branches eliminating
the N2 substructure. The former splits off edge rx at x, the latter splits off the edges
rz and ra at r.

4.2 Branching Algorithm

As in Sect. 3.1, our branching algorithm for POVS eliminates every N2 sub-
structure of G by branching on which of its four vertices should be split. In this
case, however, we need to additionally consider the possible ways to split a single
vertex. The following lemma helps us limit the number of suitable splits.

Lemma 3 (�). For every instance of POVS, there exists a minimum sequence
of splits such that every split operation splits off at most two edges.

Theorem 4 (�). The problem POVS can be solved in time O((6k + 12)k · m).

Sketch of Proof. From the kernelization, we use Reduction Rule 1 reducing pen-
dant vertices, and the above rule that yields the bound μ(G) ≤ 2k. Together,
these two rules ensure that each vertex has degree at most 2k+3. We now branch
on the way of splitting an N2 substructure with root r and neighbors {x, y, z} as
above (see Fig. 5). If we split r, then, by Lemma 3, we may assume that we split
off one of the neighbors {x, y, z}, together with at most one other neighbor of r;
these are 3 · (2k+3) choices. If we split a vertex v ∈ {x, y, z}, then it is necessary
that we only split off the edge rv at v, thus there is only one possibility for each
of them. Overall, we thus find a branching vector of size 6k + 12. �	

5 FPT Algorithms for Splitting and Exploding
to MSO2-Definable Graph Classes of Bounded
Treewidth

While Sect. 4 focused on the problem of obtaining graphs of pathwidth at most
1 using at most k vertex splits on the input graph, we now consider the problem
of splitting vertices to obtain other graph classes. With the following problem,
we generalize the problem POVS.

Π Vertex Splitting(Π-VS)
Input: An undirected graph G = (V,E), a set S ⊆ V , and a positive

integer k.
Question: Is there a sequence of at most k splits on vertices in S such that

the resulting graph is contained in Π?
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Nöllenburg et al. [18] showed that, for any minor-closed graph class Π, the
graph class Πk containing all graphs that can be modified to a graph in Π using
at most k vertex splits is also minor-closed. Robertson and Seymour [21] showed
that every minor-closed graph class has a constant-size set of forbidden minors
and that it can be tested in cubic time whether a graph contains a given fixed
graph as a minor. Since Πk is minor-closed, this implies the existence of a non-
uniform FPT-algorithm for the problem Π-VS. Because the graphs of pathwidth
at most 1 form a minor-closed graph class, this includes the problem POVS.

Proposition 2 ([18]). For every minor-closed graph class Π, the problem
Π-VS is non-uniformly FPT parameterized by the solution size k.

We say that a graph class Π is MSO2-definable, if there exists an MSO2

(monadic second-order graph logic, see [7]) formula ϕ such that G |= ϕ if and
only if G ∈ Π. In the following, we show that the problem Π-VS is uniformly
FPT parameterized by k if Π is MSO2-definable and has bounded treewidth.
Since every minor-closed graph class is MSO2-definable, this improves the result
from Proposition 2 for graph classes of bounded treewidth.

Eppstein et al. [10] showed that the problem of deciding whether a given
graph G can be turned into a graph of class Π by splitting each vertex of G at
most k times can be expressed as an MSO2 formula on G, if Π itself is MSO2-
definable. Using Courcelle’s Theorem [6], this yields an FPT-algorithm param-
eterized by k and the treewidth of the input graph. Their algorithm exploits
the fact that the split operations create at most k copies of each vertex in the
graph. Since the same also applies for the problem Π-VS, where we may apply
at most k splits overall, their algorithm can be straightforwardly adapted for
Π-VS, thereby implying the following result.

Corollary 1. For every MSO2-definable graph class Π, the problem Π-VS is
FPT parameterized by the solution size k and the treewidth of the input graph.

For a graph class Π of bounded treewidth, we let tw(Π) denote the maximum
treewidth among all graphs in Π. With the following lemma, we show that, if the
target graph class Π has bounded treewidth, then every yes-instance of Π-VS
must also have bounded treewidth.

Proposition 3. For a graph class Π of bounded treewidth, let I = (G,S, k) be
an instance of Π-VS. If tw(G) > k + tw(Π), then I is a no-instance.

Proof. We first show that a single split operation can reduce the treewidth of G
by at most 1. Assume, for the sake of contradiction, that we can obtain a graph
G′ of treewidth less than tw(G)−1 by splitting a single vertex v of G into vertices
v1 and v2 of G′. Let T denote a minimum tree decomposition of G′. Remove all
occurences of v1 and v2 in T and add v to every bag of T . Observe that the
result is a tree decomposition of size less than tw(G) for G, a contradiction. A
single split operation thus decreases the treewidth of the graph by at most 1.
Since every graph G′ ∈ Π has tw(G′) ≤ tw(Π), it is thus impossible to obtain a
graph of Π with at most k vertex splits if tw(G) > k + tw(Π). �	
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Fig. 6. (a) An instance (G, S, 2) of Π-VE. (b) The corresponding auxiliary graph G×

obtained by subdividing each edge in G twice. (c) The graph obtained by exploding
{x1, x2} in G is the highlighted minor of G×. Since Π is MSO2-definable, one can
express Π-VE using an MSO2 formula on G×.

Given a graph class Π of bounded treewidth, we first determine in time
f(k + tw(Π)) · n whether the treewidth of G is greater than k + tw(Π) [5]. If
this is the case, then we can immediately report a no-instance by Proposition 3.
Otherwise, we know that tw(G) ≤ k + tw(Π). Since tw(Π) is a constant, we
have tw(G) ∈ O(k), and thus Corollary 1 yields the following result.

Theorem 5. For every MSO2-definable graph class Π of bounded treewidth, the
problem Π-VS is FPT parameterized by the solution size k.

Vertex Explosion. We now briefly sketch how these results extend to the
problem variant Π Vertex Explosion(Π-VE) using vertex explosions instead
of vertex splits. In this case, for minor-closed graph classes Π, the set of yes-
instances of Π-VE is not minor-closed in general, thus the non-uniform FPT
algorithm used to obtain Proposition 2 does not work for Π-VE. Additionally,
the FPT-algorithm by Eppstein et al. [10] for MSO2-definable graph classes
cannot be straightforwardly adapted for Π-VE, since the number of new vertices
resulting from explosions is not bounded by a function in k. However, using the
approach illustrated in Fig. 6, we obtain the following results.

Lemma 4 (�). For every MSO2-definable graph class Π, the problem Π-VE is
FPT parameterized by the treewidth of the input graph.

Theorem 6 (�). For every MSO2-definable graph class Π of bounded treewidth,
the problem Π-VE is FPT parameterized by the solution size k.

We remark that, for arbitrary graph classes Π, the question whether a graph
of Π can be obtained by applying arbitrarily many vertex splits to at most k
vertices in the input graph is not equivalent to Π-VE.

6 Conclusion

In this work, we studied the problems Pathwidth-One Vertex Explosion
and Pathwidth-One Vertex Splitting, obtaining an efficient branching
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algorithm and a small kernel for each variant. Subsequently, we more generally
considered the problem of obtaining a graph of a specific graph class Π using at
most k vertex splits (respectively explosions). For MSO2-definable graph classes
Π of bounded treewidth, we obtained an FPT algorithm parameterized by the
solution size k. These graph classes include, for example, the outerplanar graphs,
the pseudoforests, and the graphs of treewidth (respectively pathwidth) at most c
for some constant c.

Instead of splitting vertices to obtain a graph of pathwidth at most 1, one
can also consider obtaining graphs of treewidth at most 1, i.e., forests. Since,
in this context, the degree-1 vertices resulting from an explosion can simply
be reduced, the explosion model is equivalent to the problem Feedback Ver-
tex Set, a well-studied NP-complete [14] problem that admits a quadratic ker-
nel [22]. In the full version of this paper [4], we show that the problem of splitting
vertices of a graph to obtain a forest is equivalent to the problem Feedback
Edge Set, which asks whether a given graph can be made acyclic using at
most k edge deletions; a problem that can be solved by computing an arbitrary
spanning forest of the graph. Firbas [12] independently obtained the same result.
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Abstract. A graph is called odd (respectively, even) if every vertex has
odd (respectively, even) degree. Gallai proved that every graph can be
partitioned into two even induced subgraphs, or into an odd and an even
induced subgraph. We refer to a partition into odd subgraphs as an odd
colouring of G. Scott [Graphs and Combinatorics, 2001] proved that a
graph admits an odd colouring if and only if it has an even number of
vertices. We say that a graph G is k-odd colourable if it can be partitioned
into at most k odd induced subgraphs. We initiate the systematic study of
odd colouring and odd chromatic number of graph classes. In particular,
we consider for a number of classes whether they have bounded odd
chromatic number. Our main results are that interval graphs, graphs
of bounded modular-width and graphs of bounded maximum degree all
have bounded odd chromatic number.
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1 Introduction

A graph is called odd (respectively even) if all its degrees are odd (respectively
even). Gallai proved the following theorem (see [8], Problem 5.17 for a proof).

Theorem 1. For every graph G, there exist:

– a partition (V1, V2) of V (G) such that G[V1] and G[V2] are both even;
– a partition (V ′

1 , V ′
2) of V (G) such that G[V ′

1 ] is odd and G[V ′
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This theorem has two main consequences. The first one is that every graph
contains an induced even subgraph with at least |V (G)|/2 vertices. The second is
that every graph can be even coloured with at most two colours, i.e., partitioned
into two (possibly empty) sets of vertices, each of which induces an even subgraph
of G. In both cases, it is natural to wonder whether similar results hold true when
considering odd subgraphs.

The first question, known as the odd subgraph conjecture and mentioned
already by Caro [3] as part of the graph theory folklore, asks whether there
exists a constant c > 0 such that every graph G contains an odd subgraph
with at least |V (G)|/c vertices. In a recent breakthrough paper, Ferber and
Krivelevich proved that the conjecture is true.

Theorem 2 ([5]). Every graph G with no isolated vertices has an odd induced
subgraph of size at least |V (G)|/10000.

The second question is whether every graph can be partitioned into a
bounded number of odd induced subgraphs. We refer to such a partition as
an odd colouring, and the minimum number of parts required to odd colour a
given graph G, denoted by χodd(G), as its odd chromatic number. This can be
seen as a variant of proper (vertex) colouring, where one seeks to partition the
vertices of a graph into odd subgraphs instead of independent sets. An imme-
diate observation is that in order to be odd colourable, a graph must have all
its connected components be of even order, as an immediate consequence of the
handshake lemma. Scott [11] proved that this necessary condition is also suffi-
cient. Therefore, graphs can generally be assumed to have all their connected
components of even order, unless otherwise specified.

Motivated by this result, it is natural to ask how many colours are necessary
to partition a graph into odd induced subgraphs. As Scott showed [11], there
exist graphs with arbritrarily large odd chormatic number. On the computational
side, Belmonte and Sau [2] proved that the problem of deciding whether a graph
is k-odd colourable is solvable in polynomial time when k ≤ 2, and NP-complete
otherwise, similarly to the case of proper colouring. They also show that the
k-odd colouring problem can be solved in time 2O(k·rw) · nO(1), where k is the
number of colours and rw is the rank-width of the input graphs. They then ask
whether the problem can be solved in FPT time parameterized by rank-width
alone, i.e., whether the dependency on k is necessary. A positive answer would
provide a stark contrast with proper colouring, for which the best algorithms
run in time n2O(rw)2

(see, e.g., [7]), while Fomin et al. [6] proved that there is no
algorithm that runs in time n2o(rw)

, unless the ETH fails.1
On the combinatorial side, Scott showed that there exist graphs that require

Θ(
√

n) colours. In particular, the subdivided clique, i.e., the graph obtained
from a complete graph on n vertices by subdividing2 every edge once requires
1 While Fomin et al. proved the lower bound for clique-width, it also holds for rank-

width, since rank-width is always at most clique-width.
2 Subdividing an edge uv consists in removing uv, adding a new vertex w, and making

it adjacent to exactly u and v.
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exactly n colours, as the vertices obtained by subdividing the edges force their
two neighbours to be given distinct colours. More generally, and by the same
argument, given any graph G, the graph H obtained from G by subdividing
every edge once has χodd(H) = χ(G), and H is odd colourable if and only if
|V (H)| = |V (G)|+|E(G)| is even. Note that a subdivided clique is odd colourable
if and only if the subdivided complete graph Kn satisfies n ∈ {k : k ≡ 0 ∨ k ≡ 3
(mod 4)}. Surprisingly, Scott also showed that only a sublinear number of
colours is necessary to odd colour a graph, i.e., every graph of even order G
has χodd(G) ≤ cn(log log n)−1/2. As Scott observed, this bound is quite weak,
and he instead conjectures that the lower bound obtained from the subdivided
clique is essentially tight:

Conjecture 1 (Scott, 2001) . Every graph G of even order has χodd(G) ≤ (1 +
o(1))c

√
n.

One way of seeing Conjecture 1 is to consider that subdivided cliques appear
to be essentially the graphs that require most colours to be odd coloured. More
specifically, consider the family B of graphs G′ obtained from a graph G by
adding, for every pair of vertices u, v ∈ V (G), a vertex wuv and edges uwuv

and vwuv, and G′ has even order. Note that subdivided cliques of even order
are exactly those graphs in B where graph G is edgeless, and that the graphs
in B have χodd(G′) = |V (G)| ∈ Θ(

√|V (G′)|). A question closely related to
Conjecture 1 is whether if a class of graphs G does not contain arbitrarily large
graphs of B as induced subgraphs, then G has odd chromatic number O(

√
n),

i.e., they satisfy Conjecture 1. This question was already answered positively for
some graph classes. In fact, the bounds provided were constant. It was shown
in [2] that every cograph can be odd coloured using at most three colours, and
that graphs of treewidth at most k can be odd coloured using at most k + 1
colours. In fact, those results can easily be extended to all graphs admitting a
join, and H-minor free graphs, respectively. Using a similar argument, Aashtab
et al. [1] showed that planar graphs are 4-odd colourable, and this is tight due
to subdivided K4 being planar and 4-odd colourable, as explained above. They
also proved that subcubic graphs are 4-odd colourable, which is again tight
due to subdivided K4, and conjecture that this result can be generalized to all
graphs, i.e., χodd(G) ≤ Δ + 1, where Δ denotes the maximum degree of G.
Observe that none of those graph classes contain arbitrarily large graphs from
B as induced subgraphs. On the negative side, bipartite graphs and split graphs
contain arbitrarily large graphs from B, and therefore the bound of Conjecture 1
is best possible. In fact, Scott specifically asked whether the conjecture holds for
the specific case of bipartite graphs.

Our Contribution. Motivated by these first isolated results and Conjecture 1,
we initiate the systematic study of the odd chromatic number in graph classes,
and determine which have bounded odd chromatic number. We focus on graph
classes that do not contain large graphs from B as induced subgraphs. Our main
results are that graphs of bounded maximum degree, interval graphs and graphs
of bounded modular width all have bounded odd chromatic number.
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In Sect. 3, we prove that every graph G of even order and maximum degree
Δ has χodd(G) ≤ 2Δ − 1, extending the result of Aashtab et al. on subcubic
graphs to graphs of bounded degree. We actually prove a more general result,
which provides additional corollaries for graphs of large girth. In particular, we
obtain that planar graphs of girth 11 are 3-odd colourable. We also obtain that
graphs of girth at least 7 are O(

√
n)-odd colourable. While this bound is not

constant, it is of particular interest as subdivided cliques have girth exactly 6.
In Sect. 4 we prove that every graph with all connected components of even

order satisfies χodd(G) ≤ 3 · mw(G), where mw(G) denotes the modular-width
of G. This significantly generalizes the cographs result from [2] and provides
an important step towards proving that graphs of bounded rank-width have
bounded odd chromatic number, which in turn would imply that the Odd Chro-
matic Number is FPT when parameterized by rank-width alone.

Finally, we prove in Sect. 5 that every interval graph with all components of
even order is 6-odd colourable. Additionally, every proper interval graph with
all components of even order is 3-odd colourable, and this bound is tight.

We would also like to point out that all our proofs are constructive and fur-
thermore a (not necessarily) optimal odd-colouring with the number of colours
matching the upper bound can be computed in polynomial time. In particular,
the proof provided in [8] of Theorem 1, upon which we rely heavily is con-
structive, and both partitions can easily be computed in polynomial time. An
overview of known results and open cases is provided in Fig. 1 below.

Fig. 1. Overview of known and open cases.

2 Preliminaries

For a positive integer i, we denote by [i] the set of integers j such that 1 ≤ j ≤ i.
A partition of a set X is a tuple P = (P1, . . . , Pk) of subsets of X such that X =
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⋃
i∈[k] Pi and Pi ∩ Pj = ∅, i.e., we allow parts to be empty. Let P = (P1, . . . , Pk)

be a partition of X and Y ⊆ X. We let P|Y be the partition of Y obtained from
(P1 ∩ Y, . . . , Pk ∩ Y ) by removing all empty parts. A partition (Q1, . . . , Q�) of
X is a coarsening of a partition (P1, . . . , Pk) of X if for every Pi and every Qj

either Pi ∩ Qj = ∅ or Pi ∩ Qj = Pi, i.e., every Qj is the union of Pi’s.
Every graph in this paper is simple, undirected and finite. We use standard

graph-theoretic notation, and refer the reader to [4] for any undefined notation.
For a graph G we denote the set of vertices of G by V (G) and the edge set by
E(G). Let G be a graph and S ⊆ V (G). We denote an edge between u and v
by uv. The order of G is |V (G)|. The degree (respectively, open neighborhood)
of a vertex v ∈ V (G) is denoted by dG(v) (respectively, NG(v)). We denote the
subgraph induced by S by G[S]. G \ S = G[V (G) \ S]. The maximum degree
of any vertex of G is denoted by Δ. We denote paths and cycles by tuples of
vertices. The girth of G is the length of a shortest cycle of G. Given two vertices
u and v lying in the same connected component of G, we say an edge e separates
u and v if they lie in different connected components of G \ {e}.

A graph is called odd (even, respectively) if every vertex has odd (respec-
tively, even) degree. A partition (V1, . . . , Vk) of V (G) is a k-odd colouring3 of
G if G[Vi] induces an odd subgraphs of G for every i ∈ [k]. We say a graph is
k-odd colourable if it admits a k-odd colouring. The odd chromatic number of G,
denoted by χodd(G), is the smallest integer k such that G is k-odd colourable.
The empty graph (i.e., V (G) = ∅) is considered to be both even and odd. Since
every connected component can be odd coloured separately, we only need to
consider connected graphs.

Modular-width. A set S of vertices is called a module if, for all u, v ∈ S,N(u)∩
S = N(v) ∩ S. A partition M = (M1, . . . , Mk) of V (G) is a module partition of
G if every Mi is a module in G. Without loss of generality, we further ask that
any module partition M of G, unless G = K1, is non-trivial, i.e., M has at least
two non-empty parts. Given two sets of vertices X and Y , we say that X and Y
are complete to each other (completely non-adjacent, respectively) if uv ∈ E(G)
(uv 
∈ E(G), respectively) for every u ∈ X, v ∈ Y . Note that for any two modules
M and N in G, either M and N are non-adjacent or complete to each other.
We let GM be the module graph of M, i.e., the graph on vertex set M with an
edge between Mi and Mj if and only if Mi and Mj are complete to each other
(non-adjacency between modules Mi, Mj in GM corresponds to Mi and Mj

being non-adjacent in G). We define the modular width of a graph G, denoted
by mw(G), recursively as follows. mw(K1) = 1, the width of a module partition
(M1, . . . , Mk) of G is the maximum over k and mw(G[Mi]) for all i ∈ [k] and
mw(G) is the minimum width of any module partitions of G.

3 This definition of odd colouring is not to be confused with the one introduced by
Petrusevski and Skrekovski [10], which is a specific type of proper colouring.
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3 Graphs of Bounded Degree and Graphs of Large Girth

In this section, we study Scott’s conjecture (Conjecture 1) as well as the con-
jecture made by Aashtab et al. [1] which states that χodd(G) ≤ Δ + 1 for any
graph G. We settle Conjecture 1 for graphs of girth at least 7, and prove that
χodd(G) ≤ 2Δ − 1 for any graph G, thus obtaining a weaker version of the
conjecture of Aashtab et al. To this end, we prove the following more general
theorem, which implies both of the aforementioned results.

Theorem 3. Let H be a class of graphs such that:

– K2 ∈ H
– H is closed under vertex deletion and
– there is a k ≥ 2 such that any connected graph G ∈ H satisfies at least one of

the following properties:
(I) G has two pendant vertices u, v such that NG(u) = NG(v) or
(II) G has two adjacent vertices u, v such that dG(u) + dG(v) ≤ k.

Then every graph G ∈ H with all components of even order has χodd(G) ≤ k−1.

Proof. First notice that H is well defined as K2 has the desired properties. The
proof is by induction on the number of vertices. Let |V (G)| = 2n.

For n = 1, since G is connected, we have that G = K2 which is odd. Therefore,
χodd(G) = 1 ≤ k − 1 (recall that k ≥ 2). Let G be a graph of order 2n. Notice
that we only need to consider the case where G is connected as, otherwise, we
can apply the inductive hypothesis to each of the components of G. Assume
first that G has two pendant vertices u, v such that NG(u) = NG(v) = {w}.
Then, since G \ {u, v} is connected and belongs to H, by induction, there is an
odd colouring of G \ {u, v} that uses at most k − 1 colours. Let (V1, . . . , Vk−1)
be a partition of V (G) \ {u, v} such that G[Vi] is odd for all i ∈ [k − 1]. We
may assume that w ∈ V1. We give a partition V ′

1 , . . . , V ′
k−1 of V (G) by setting

V ′
1 = V1 ∪ {u, v} and V ′

i = Vi for all i ∈ [k] \ {1}. Notice that for all i ∈ [k − 1],
G[V ′

i ] is odd. Therefore, χodd(G) ≤ k − 1.
Thus, we assume that G has an edge uv ∈ E(G) such that dG(u)+dG(v) ≤ k.

We may assume that k ≥ 3 for otherwise the theorem follows. We consider two
cases; G \ {u, v} is connected and G \ {u, v} is disconnected.

Assume that G \ {u, v} is connected. Since G \ {u, v} has |V (G) \ {u, v}| =
2n − 2 and belongs to H, by induction, there is an odd colouring of it that
uses at most k − 1 colours. Let (V1, . . . , Vk−1) be a partition of V (G) \ {u, v},
such that G[Vi] is odd of all i ∈ [k − 1]. We give a partition of G into k − 1
odd graphs as follows. Since |NG({u, v})| ≤ k − 2, there exists � ∈ [k − 1]
such that V� ∩ NG({u, v}) = ∅. We define a partition (U1, . . . , Uk−1) of V (G)
as follows. For all i ∈ [k − 1], if i 
= �, we define Ui = Vi, otherwise we set
Ui = Vi ∪ {u, v}. Notice that for all i 
= �, G[Ui] is odd since Ui = Vi. Also, since
NG[U�][v] = NG[U�][u] = {u, v} and G[V�] is odd, we conclude that G[U�] is odd.
Thus, χodd(G) ≤ k − 1.

Now, we consider the case where G \ {u, v} is disconnected. First, we assume
that there is at least one component in G \ {u, v} of even order. Let U be
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the set of vertices of this component. By induction, χodd(G[U ]) ≤ k − 1 and
χodd(G \ U) ≤ k − 1. Furthermore, |NG({u, v}) ∩ U | ≤ k − 3 because G \ {u, v}
has at least two components. Let (U1, . . . , Uk−1) be a partition of U such that
G[Ui] is odd for all i ∈ [k−1]. Also, let (V1, . . . , Vk−1) be a partition of V (G)\U
such that G[Vi] is odd for all i ∈ [k − 1]. We may assume that Vi ∩ {u, v} = ∅
for all i ∈ [k − 3]. Since |NG({u, v}) ∩ U | ≤ k − 3, there are at least two indices
l, l′ ∈ [k − 1] such that Ul ∩ NG({u, v}) = Ul′ ∩ NG({u, v}) = ∅. We may assume
that l = k − 2 and l′ = k − 1. We define a partition (V ′

1 , . . . , V
′
k−1) of V (G) as

follows. For all i ∈ [k − 1] we define V ′
i = Ui ∪Vi. We claim that G[V ′

i ] is odd for
all i ∈ [k − 1]. To show the claim, we consider two cases; either V ′

i ∩ {u, v} = ∅
or not. If V ′

i ∩ {u, v} = ∅, since the only vertices in V (G) \ U that can have
neighbours in U are v and u we have that G[V ′

i ] is odd. Indeed, this holds
because Ui ∩ NG(Vi) = ∅ and both G[Ui] and G[Vi] are odd. If V ′

i ∩ {u, v} 
= ∅,
then i = k−2 or i = k−1. In both cases, we know that Ui ∩NG(Vi) = ∅ because
the only vertices in V (G) \ U that may have neighbours in U are v and u and
we have assumed that u, v do not have neighbours in Uk−2 ∪ Uk−1. So, G[V ′

i ] is
odd because Ui ∩ NG(Vi) = ∅ and both G[Ui] and G[Vi] are odd.

Thus, we can assume that all components of G \ {u, v} are of odd order. Let
� > 0 be the number of components, denoted by V1, . . . , V�, of G \ {u, v} and
note that � must be even. We consider two cases, either for all i ∈ [�], one of
G[Vi ∪ {u}] or G[Vi ∪ {v}] is disconnected, or there is at least one i ∈ [�] such
that both G[Vi ∪ {u}] and G[Vi ∪ {v}] are connected.

In the first case, for each Vi, i ∈ [�] we call wi the vertex in {u, v} such that
G[Vi ∪ {wi}] is connected. Note that wi is uniquely determined, i.e., only one of
u and v can be wi for each i ∈ [�]. Now, by induction, for all i ∈ [�], G[Vi ∪{wi}]
has χodd(G[Vi ∪ {wi}]) ≤ k − 1. Let, for each i ∈ [�], (V i

1 , . . . , V i
k−1) denote a

partition of Vi ∪ {wi} such that G[V i
j ] be odd, for all j ∈ [k − 1]. Furthermore,

we may assume that for each i ∈ [�], if v ∈ Vi ∪ {wi}, then v ∈ V i
k−2. Also, we

can assume that for each i ∈ [�], if u ∈ Vi ∪ {wi}, then u ∈ V i
k−1. Finally, let

I = {i ∈ [�] | wi = u} and J = {i ∈ [�] | wi = v}.
We consider two cases. If |I| is odd, then |J | is odd since � = |I| + |J |

is even. Then, we claim that for the partition (U1, . . . , Uk−1) of V (G) where
Ui =

⋃
j∈[�] V

j
i it holds that G[Ui] is odd for all i ∈ [k − 1]. First notice that

(U1, . . . , Uk−1) is indeed a partition of V (G). Indeed, the only vertices that may
belong in more than one set are u and v. However, v belongs only to some sets
V i

k−2, and hence it is no set Ui except Uk−2. Similarly, u belongs to no set Ui

except Uk−1. Therefore, it remains to show that G[Ui] is odd for all i ∈ [k − 1].
We will show that for any i ∈ [k−1] and for any x ∈ Ui, |NG(x)∩Ui| is odd. Let
x ∈ Ui \{u, v}, for some i ∈ [k−1]. Then we know that NG(x)∩Ui = NG(x)∩V j

i

for some j ∈ [�]. Since G[V j
i ] is odd for all i ∈ [k − 1] and j ∈ [�] we have that

|NG(x) ∩ Ui| = |NG(x) ∩ V j
i | is odd. Therefore, we only need to consider u and

v. Notice that v ∈ Uk−2 =
⋃

j∈[�] V
j
k−2 (respectively, u ∈ Uk−1 =

⋃
j∈[�] V

j
k−1).

Also, v (respectively, u) is included in V j
k−2 (respectively, V j

k−1) only if j ∈
I (respectively, j ∈ J). Since G[V j

k−2] (respectively, G[V j
k−1]) is odd for any

j ∈ [�] we have that |N(v) ∩ V j
k−2| (respectively, |N(u) ∩ V j

k−1|) is odd for any
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j ∈ I (respectively, j ∈ J). Finally, since |I| and |J | are odd, we have that
|NG(v)∩Uk−2| =

∑
j∈I |N(v)∩V j

k−2| and |NG(u)∩Uk−1| =
∑

j∈I |N(u)∩V j
k−1|

are both odd. Therefore, for any i ∈ [k − 1], G[Ui] is odd and χodd(G) ≤ k − 1.
Now, suppose that both |I| and |J | are even. We consider the partition

(U1, . . . , Uk−1) of V (G) where, for all i ∈ [k − 3] Ui =
⋃

j∈[�] V
j
i , Uk−2 =

⋃
j∈J V j

k−2 ∪ ⋃
j∈I V j

k−1 and Uk−1 =
⋃

j∈I V j
k−2 ∪ ⋃

j∈J V j
k−1. We claim that

for this partition it holds that G[Ui] is odd for all i ∈ [k − 1]. First notice that
(U1, . . . , Uk−1) is indeed a partition of V (G). Indeed, this is clear for all vertices
except for v and u. However, v only belongs to sets of type V i

k−2 for i ∈ I,
and u only belongs to sets of type V i

k−1 for i ∈ J . Therefore, u or v belong
to no set Ui except Uk−1. We will show that for any i ∈ [k − 1] and x ∈ Ui,
|NG(x)∩Ui| is odd. Let x ∈ Ui \ {u, v}, for some i ∈ [k − 1]. Then we know that
NG(x) ∩ Ui = NG(x) ∩ V j

i for some j ∈ [�]. Since G[V j
i ] is odd for all i ∈ [k − 1]

and j ∈ [�] we have that |NG(x) ∩ Ui| = |NG(x) ∩ V j
i | is odd. Therefore, we

only need to consider v and u. Note that u, v ∈ Uk−1. Since both |I| and |J | are
even and Uk−1 =

⋃
j∈I V j

k−2 ∪ ⋃
j∈J V j

k−1, we have that |NG(v) ∩ Uk−1 \ {u}|
and |NG(u) ∩ Uk−1 \ {v}| are both even. Finally, since uv ∈ E(G) we have that
|NG(v) ∩ Uk−1| and |NG(u) ∩ Uk−1| are both odd. Hence, χodd(G) ≤ k − 1.

Now we consider the case where there is at least one i ∈ [�] where both
G[Vi ∪ {v}] and G[Vi ∪ {u}] are connected. We define the following sets I and
J . For each i ∈ [�], (i) i ∈ J , if G[Vi ∪ {v}] is disconnected, and (ii) i ∈ I, if
G[Vi ∪ {u}] is disconnected. Finally, for the rest of the indices, i ∈ [�], which are
not in I ∪ J , it holds that both G[Vi ∪ {v}] and G[Vi ∪ {u}] are connected. Call
this set of indices X and note that by assumption |X| ≥ 1. Since |I|+ |J |+ |X|
is even, it is easy to see that there is a partition of X into two sets X1 and X2

such that both I ′ := I ∪ X1 and J ′ := J ∪ X2 have odd size. Let VI =
⋃

i∈I′ Vi

and VJ =
⋃

i∈J ′ Vi. Now, by induction, we have that χodd(G[VI ∪ {v}]) ≤ k − 1
and χodd(G[VJ ∪ {u}]) ≤ k − 1. Assume that (V I

1 , . . . , V I
k−1) is a partition of

VI and (V J
1 , . . . , V J

k−1) is a partition of VJ such that for any i ∈ [k − 1], G[V I
i ]

and G[V J
i ] are odd. Without loss of generality, we may assume that v ∈ V I

1 and
u ∈ V J

k−1. Since |X| ≥ 1, note that both dG(u) and dG(v) are at least two, which
implies that dG(u) ≤ k−2 and dG(v) ≤ k−2. Therefore, there exists i0 ∈ [k−2]
such that NG(v) ∩ V J

i0
= ∅ and j0 ∈ [k − 1] \ {1} such that NG(v) ∩ V I

j0
= ∅.

We reorder the sets V J
i , i ∈ [k − 2], so that i0 = 1 and we reorder the sets V I

i ,
i ∈ [k −1]\{1} so that j0 = k −1. Note that this reordering does not change the
fact that v ∈ V I

1 and u ∈ V J
k−1. Consider the partition (U1, . . . , Uk−1) of V (G),

where Ui = V I
i ∪ V J

i . We claim that for all i ∈ [k − 1], G[Ui] is odd. Note that
for any x ∈ Ui, we have NG(x)∩Ui = NG(x)∩V I

i or NG(x)∩Ui = NG(x)∩V J
i .

Since for any i ∈ [k − 1], G[V I
i ] and G[V J

i ] are odd we conclude that G[Ui] is
odd for any i ∈ [k − 1]. �

Notice that the class of graphs G of maximum degree Δ satisfies the require-
ments of Theorem 3. Indeed, this class is closed under vertex deletions and
any connected graph in the class has least two adjacent vertices u, v such that
dG(u) + dG(v) ≤ 2Δ. Therefore, the following corollary holds.
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Corollary 1. For every graph G with all components of even order, χodd(G) ≤
2Δ − 1.

Next, we prove Conjecture 1 for graphs of girth at least seven.

Corollary 2. For every graph G with all components of even order of girth at

least 7, χodd(G) ≤ 3
√

|V (G)|
2 + 1. (∗)4.

One may wonder if graphs of sufficiently large girth have bounded odd chro-
matic number. In fact, this is far from being true, which we show in the next.

Proposition 1. For every integer g and k, there is a graph G such that every
component of G has even order, G is of girth at least g and χodd(G) ≥ k. (∗)

Next, we obtain the following result for sparse planar graphs.

Corollary 3. For every planar graph G with all components of even order of
girth at least 11, χodd(G) ≤ 3. (∗)

The upper bound in Corollary 3 is tight as C14, the cycle of length 14, has
χodd(C14) = 3.

4 Graphs of Bounded Modular-Width

In this section we consider graphs of bounded modular-width and show that we
can upper bound the odd chromatic number by the modular-width of a graph.

Theorem 4. For every graph G with all components of even order, χodd(G) ≤
3mw(G).

In order to prove Theorem 4 we show that every graph G is 3-colourable for
which we have a module partition M such that the module graph GM exhibits
a particular structure, i.e., is either a star Lemma 1 or a special type of tree
Lemma 2. The following is an easy consequence of Theorem 1 which will be
useful to colour modules and gain control over the parity of parts in case of
modules of even size.

Remark 1. For every non-empty graph G of even order, there exists a partition
(V1, V2, V3) of V (G) with |V2|, |V3| being odd such that V [G1] is odd and G[V2],
G[V3] are even. This can be derived from Theorem 1 by taking an arbitrary
vertex v ∈ V (G), setting V3 := {v} and then using the existence of a partition
(V1, V2) of V (G) \ {v} such that G[V1] is odd and G[V2] is even.

Lemma 1. For every connected graph G of even order with a module partition
M = {M1, . . . , Mk} such that GM is a star, χodd(G) ≤ 3.

4 For every result which is marked by (∗) the proof can be found in the full version of
the paper.
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Proof of A. ssume that in GM the vertices M2, . . . , Mk have degree 1. We refer
to M1 as the centre and to M2, . . . , Mk as leaves of GM. We further assume that
|M2|, . . . , |M�| are odd and |M�+1|, . . . , |Mk| are even for some � ∈ [k]. We use
the following two claims.

Claim 1. If W ⊆ V (G) with G[W ∩ Mi] is odd for every i ∈ [k], then G[W ] is
odd.

Proof. First observe that the degree of any vertex v ∈ W ∩ M1 in G[W ] is
dG[W∩M1](v)+

∑k
i=2 |W ∩Mi|. Since dG[W∩M1](v) is odd and |W ∩Mi| is even for

every i ∈ {2, . . . , k} (which follows from G[W ∩Mi] being odd by the handshake
lemma) we get that dG[W ](v) is odd. For every i ∈ {2, . . . , k} the degree of any
vertex v ∈ W ∩ Mi in G[W ] is dG[W∩Mi](v) + |W ∩ M1| which is odd (again,
because |W ∩ M1| must be even). Hence G[W ] is odd. ♦

Claim 2. If W ⊆ V (G) such that G[W ∩Mi] is even for every i ∈ [k], |W ∩M1|
is odd and |{i ∈ {2, . . . , k} : |W ∩ Mi| is odd

}| is odd, then G[W ] is odd.

Proof. Since GM is a star and M1 its centre we get that the degree of any
vertex v ∈ W ∩ Mi for any i ∈ {2, . . . , k} is dG[W∩Mi](v) + |W ∩ M1|. Since
|W ∩M1| is odd and dG[W∩Mi](v) is even we get that every v ∈ W ∩Mi for every
i ∈ {2, . . . , k} has odd degree in G[W ]. Moreover, the degree of v ∈ W ∩ M1 is
dG[W∩M1](v) +

∑k
i=2 |W ∩ Mi|. Since dG[W∩M1](v) is even and |{i ∈ {2, . . . , k} :

|W ∩ Mi| is odd
}| is odd dG[W ](v) is odd. We conclude that G[W ] is odd. ♦

First consider the case that |M1| is odd. Since G is of even order this implies
that there must be an odd number of leaves of GM of odd size and hence � is
even. Using Theorem 1 we let (W i

1,W
i
2) be a partition of Mi such that G[W i

1] is
odd and G[W i

2] is even for every i ∈ [k]. Note that since G[W i
1] is odd |W i

1| has
to be even and hence |W i

2| is odd if and only if i ∈ [�]. We define V1 :=
⋃

i∈[k] W
i
1

and V2 :=
⋃

i∈[k] W
i
2. Note that (V1, V2) is a partition of G. Furthermore, G[V1]

is odd by Claim 1 and G[V2] is odd by Claim 2. For an illustration see Fig. 2.

Now consider the case that |M1| is even. We first consider the special case
that � = 1, i.e., there is no i ∈ [k] such that |Mi| is odd. In this case we
let (W i

1,W
i
2,W

i
3) be a partition of Mi for i ∈ {1, 2} such that G[W i

1] is odd,
G[W i

2], G[W i
3] are even and |W i

2|, |W i
3| are odd which exists due to Remark 1.

For i ∈ {3, . . . , k} we let (W i
1,W

i
2) be a partition of Mi such that G[W i

1] is
odd and G[W i

2] is even which exists by Theorem 1. We define V1 :=
⋃

i∈[k] W
i
1,

V2 :=
⋃

i∈[k] W
i
2 and V3 := W 1

3 ∪ W 2
3 . As before we observe that (V1, V2, V3) is a

partition of V (G), G[V1] is odd by Claim 1 and G[V2], G[V3] are even by Claim 2.
For an illustration see Fig. 2.

Lastly, consider the case that |M1| is even and � > 1. By Remark 1 there
is a partition (W 1

1 ,W 1
2 ,W 1

3 ) of M1 such that G[W 1
1 ] is odd, G[W 1

2 ], G[W 1
3 ] are

even and |W 1
2 |, |W 1

3 | are odd. For i ∈ {2, . . . , k} we let (W i
1,W

i
2) be a partition

of Mi such that G[W i
1] is odd and G[W i

2] is even which exists by Theorem 1.
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We define V1 :=
⋃

i∈[k] W
i
1, V2 := W 1

2 ∪ ⋃k
i=3 W i

2 and V3 := W 1
3 ∪ W 2

2 . Note that
(V1, V2, V3) is a partition of V (G). Furthermore, G[V1] is odd by Claim 1 and
G[V3] is odd by Claim 2. Additionally, since |M1| is even there is an even number
of i ∈ {2, . . . , k} such that |Mi| is odd. Since for each i ∈ {2, . . . , k} for which
|Mi| is odd, |W i

1| must be odd, we get that |{i ∈ {2, . . . , k} : |V1 ∩ Mi| is odd
}|

is odd (note that V1 ∩ M2 = ∅ because W 2
2 ⊆ V3). Hence we can use Claim 2 to

conclude that G[V2] is odd. For an illustration see Fig. 2. �

Fig. 2. Schematic illustration of the three cases in the proof of Lemma 1. Depicted is
the module graph GM along with a partition of the modules into sets V1, V2 and V3

such that G[Vi] is odd for i ∈ [3].

Let G be a connected graph of even order with module partition M =
(M1, . . . , Mk) such that GM is a tree. For an edge e of GM we let Xe and
Ye be the two components of the graph obtained from GM by removing e. We
say that the tree GM is colour propagating if the following properties hold.

(i) |M| ≥ 3.
(ii) Every non-leaf module has size one.
(iii) |⋃M∈V (Xe)

M | is odd for every e ∈ E(GM) not incident to any leaf of
GM.

Lemma 2. For every connected graph G of even order with a module partition
M = (M1, . . . , Mk) such that GM is a colour propagating tree, χodd(G) ≤ 2.

Proof. To find an odd colouring (V1, V2) of G, we first let (W i
1,W

i
2) be a partition

of Mi such that G[W i
1] is odd and G[W i

2] is even for every i ∈ [k]. The partitions
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(W i
1,W

i
2) exist due to Theorem 1. Note that (ii) implies that for every module

Mi which is not a leaf |W i
2| = 1 and W i

1 = ∅. We define V1 :=
⋃

i∈[k] W
i
1 and

V2 :=
⋃

i∈[k] W
i
2.

To argue that (V1, V2) is an odd colouring of G first consider any v ∈ V (G)
such that v ∈ Mi for some leaf Mi of GM. Condition (i) implies that GM must
have at least three vertices and hence the neighbour Mj of Mi cannot be a
leaf due to GM being a tree. Hence |Mj | = 1 by (ii). Hence, if v ∈ W i

1, then
dG[V1](v) = dG[W i

1 ]
(v) since W j

1 = ∅ and therefore dG[V1](v) is odd. Further, if
v ∈ W i

2, then dG[V2](v) = dG[W i
2 ]
(v) + 1 since |W j

2 | = 1 and hence dG[V2](v) is
odd. Hence the degree of any vertex v ∈ Mi is odd in G[V1], G[V2] respectively.

Now consider any vertex v ∈ V (G) such that Mi = {v} for some non-leaf
Mi of GM. Let Mi1 , . . . , Mi�

be the neighbours of Mi in GM. Let ej be the
edge MiMij

∈ E(G) for every j ∈ [�]. Without loss of generality, assume that
Mi /∈ V (Xej

) for every j ∈ [�]. By (iii) we have that |⋃M∈V (Xej
) M | is odd

whenever Mij
is not a leaf in GM. Hence, by (ii), |Xej

| ≡ |Mij
| (mod 2) for

every j ∈ [�] for which Mij
is not a leaf in GM. On the other hand, as a

consequence of the handshake lemma we get that |W ij

2 | is odd if and only if
|Mij

| is odd. Hence the following holds for the parity of the degree of v in G[V2].

dG[V2](v) = |{j ∈ [m] : dGM(Mij
) ≥ 2}| +

⋃

j∈[m]
dGM (Mij

)=1

|W ij

2 | ≡ |V (G) \ Mi| (mod 2).

Since G has even order, dG[V2](v) is odd and (V1, V2) is an odd colouring of G. �
We now show that, given a graph G with module partition M, we can decompose
the graph in such a way that the module graph of any part of the decomposition
is either a star or a colour propagating tree. Here we consider the module graph
with respect to the module partition M restricted to the part of the decompo-
sition we are considering. To obtain the decomposition we use a spanning tree
GM and inductively find a non-separating star, i.e., a star whose removal does
not disconnect the graph, or a colour propagating tree. In order to handle parity
during this process we might separate a module into two parts.

Lemma 3. For every connected graph G of even order and module partition
M = (M1, . . . , Mk) there is a partition M̂ of V (G) with at most 2k many parts
such that there is a coarsening P of M̂ with the following properties. |P | is even
for every part P of P. Furthermore, for every part P of P we have that M̂|P
is a module partition of G[P ] and G[P ]

̂M|P is either a star (with at least two
vertices) or a colour propagating tree. (∗)
Proof 1. Without loss of generality assume that G is connected. Furthermore,
let k := mw(G) and M = (M1, . . . , Mk) be a module partition of G. Let M̂ be
a partition of V (G) with at most 2k parts and P be a coarsening of M̂ as in
Lemma 3. First observe that M̂|P must contain at least two parts for every part
P of P as M̂|P is a module partition of G[P ]. Since M̂ has at most 2k parts and
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P is a coarsening of P̂ this implies that P has at most k parts. Since G[P ]
̂M|P is

either a star or a colour propagating tree we get that χodd(G[P ]) ≤ 3 for every
part P of P by Lemma 1 and Lemma 2. Using a partition (WP

1 ,WP
2 ,WP

3 ) of
G[P ] such that G[WP

i ] is odd for every i ∈ [3] for every part P we obtain a
global partition of G into at most 3k parts such that each part induces an odd
subgraph. �
Since deciding whether a graph is k-odd colourable can be solved in time
2O(k rw(G)) [2, Theorem 6] and rw(G) ≤ cw(G) ≤ mw(G), where cw(G) denotes
the clique-width of G and rw(G) rank-width, we obtain the following as a corol-
lary.

Corollary 4. Given a graph G and a module partition of G of width m the
problem of deciding whether G can be odd coloured with at most k colours can
be solved in time 2O(m2).

5 Interval Graphs

In this section we study the odd chromatic number of interval graphs and provide
an upper bound in the general case as well as a tight upper bound in the case
of proper interval graphs. We use the following lemma in both proofs.

Lemma 4. Let G be a connected interval graph and P = (p1, . . . , pk) a maximal
induced path in G with the following property.

(Π) �p1 = min{�v : v ∈ V (G)} and for every i ∈ [k − 1] we have that rpi+1 ≥ rv

for every v ∈ NG(pi).

Then every v ∈ V (G) is adjacent to at least one vertex on P . (∗)
To prove that the odd chromatic number of proper interval graphs is bounded

by three we essentially partition the graph into maximal even sized cliques greed-
ily in a left to right fashion.

Theorem 5. For every proper interval graph G with all components of even
order, χodd(G) ≤ 3 and this bound is tight.

Proof. We assume that G is connected. Fix an interval representation of G and
denote the interval representing vertex v ∈ V (G) by Iv = [�v, rv] where �v, rv ∈
R. Let P = (p1, . . . , pk) be a maximal induced path in G as in Lemma 4. For
every vertex v ∈ V (G)\{p1, . . . , pk} let iv ∈ [k] be the index such that piv

is the
first neighbour of v on P . Note that this is well defined by Lemma 4. For i ∈ [k]
we let Yi be the set with the following properties.

(Π)1i {v ∈ V (G) : iv = i} ⊆ Yi ⊆ {v ∈ V (G) : iv = i} ∪ {pi, pi+1} .
(Π)2i pi ∈ Yi if and only if

∣∣{p1, . . . , pi−1} ∪ ⋃
j∈[i−1]{v ∈ V (G) : iv = j}∣∣ is

even.
(Π)3i pi+1 ∈ Yi if and only if

∣∣{p1, . . . , pi} ∪ ⋃
j∈[i]{v ∈ V (G) : iv = j}∣∣ is odd.
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First observe that (Y1, . . . , Yk) is a partition of V (G) as (Π2)i and (Π3)i imply
that every pi is in exactly one set Yi. Furthermore, |Yi| is even for every i ∈ [k]
since (Π1)i and (Π3)i) imply that

∣
∣Yi ∪ {p1, . . . , pi} ∪ ⋃

j∈[i−1]{v ∈ V (G) :
iv = j}∣∣ is even and (Π2)i implies that

∣∣({p1, . . . , pi}∪⋃
j∈[i−1]{v ∈ V (G) : iv =

j})\Yi

∣∣ is even. Since v ∈ V (G)\{p1, . . . , pk} is not adjacent to piv−1 we get that
�v ∈ Ipiv

. Since G is a proper interval graph this implies that rpiv
≤ rv and hence

v is adjacent to piv+1. Hence (Π1)i implies that G[Yi] must be a clique since
Yi∩{p1, . . . , pk} ⊆ {pi, pi+1} for every i ∈ [k]. Furthermore, NG(Yi) and Yi+3 are
disjoint since rv ≤ rpi+1 for every v ∈ Yi by property (Π) and rpi+1 < �pi+3 ≤ rw

for every w ∈ Yi+3 since P is induced. Hence we can define an odd-colouring
(V1, V2, V3) of G in the following way. We let Vj :=

⋃
i≡j (mod 3) Yi for j ∈ [3].

Note that since NG(Yi)∩Yi+3 we get that dG[Yi](v) = dG[Vj ](v) for i ≡ j (mod 3)
which is odd (as Yi is a clique of even size). Hence G[Vj ] is odd for every j ∈ [3].

To see that the bound is tight consider the graph G consisting of K4 with
two pendant vertices u,w adjacent to different vertices of K4. Clearly, G is a
proper interval graph and further χodd(G) = 3. �

We use a similar setup (i.e., a path P covering all vertices of the graph G)
as in the proof of Theorem 5 to show our general upper bound for interval
graphs. The major difference is that we are not guaranteed that sets of the form
{pi} ∪ {v ∈ V (G) : iv = i} are cliques. To nevertheless find an odd colouring
with few colours of such sets we use an odd/even colouring as in Theorem 1 of
{v ∈ V (G) : iv = i} and the universality of pi. Hence this introduces a factor
of two on the number of colours. Furthermore, this approach prohibits us from
moving the pi around as in the proof of Theorem 5. As a consequence we get
that the intervals of vertices contained in a set Yi span a larger area of the real
line than in the proof of Theorem 5. This makes the analysis more technical.

Theorem 6. For every interval graph G with all components of even order,
χodd(G) ≤ 6. (∗)
Note that we currently are unaware whether the bound from Theorem 6 is tight
or even whether there is an interval graph G with χodd(G) > 3.

6 Conclusion

We initiated the systematic study of odd colouring on graph classes. Motivated
by Conjecture 1, we considered graph classes that do not contain large graphs
from a given family as induced subgraphs. Put together, these results provide
evidence that Conjecture 1 is indeed correct. Answering it remains a major open
problem, even for the specific case of bipartite graphs.

Several other interesting classes remain to consider, most notably line graphs
and claw-free graphs. Note that odd colouring a line graph L(G) corresponds to
colouring the edges of G in such a way that each colour class induces a bipartite
graph where every vertex in one part of the bipartition has odd degree, and
every vertex in the other colour part has even degree. This is not to be confused
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with the notion of odd k-edge colouring, which is a (not necessarily proper) edge
colouring with at most k colours such that each nonempty colour class induces a
graph in which every vertex is of odd degree. It is known that all simple graphs
can be odd 4-edge coloured, and every loopless multigraph can be odd 6-edge
coloured (see e.g., [9]). While (vertex) odd colouring line graphs is not directly
related to odd edge colouring, this result leads us to believe that line graphs
have bounded odd chromatic number.

Finally, determining whether Theorem 4 can be extended to graphs of
bounded rank-width remains open. We also believe that the bounds in Theo-
rem 6 and Corollary 1 are not tight and can be further improved. In particular,
we believe that the following conjecture, first stated in [1], is true:

Conjecture 2 (Aashtab et al., 2023). Every graph G of even order has χodd(G) ≤
Δ + 1.
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Abstract. A (di)graph H has the Erdős-Pósa (EP) property for (but-
terfly) minors if there exists a function f : N → N such that, for any
k ∈ N and any (di)graph G, either G contains at least k pairwise vertex-
disjoint copies of H as (butterfly) minor, or there exists a subset T of at
most f(k) vertices such that H is not a (butterfly) minor of G − T . It is
a well known result of Robertson and Seymour that an undirected graph
has the EP property if and only if it is planar. This result was trans-
posed to digraphs by Amiri, Kawarabayashi, Kreutzer and Wollan, who
proved that a strong digraph has the EP property for butterfly minors if,
and only if, it is a butterfly minor of a cylindrical grid. Contrary to the
undirected case where a graph is planar if, and only if, it is the minor of
some grid, not all planar digraphs are butterfly minors of a cylindrical
grid. In this work, we characterize the planar digraphs that have a but-
terfly model in a cylindrical grid. In particular, this leads to a linear-time
algorithm that decides whether a weakly 3-connected strong digraph has
the EP property.
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1 Introduction

A classical result by Erdős and Pósa [5] states that there is a function f :
N → N such that, for every k, every graph G contains either k pairwise vertex-
disjoint cycles or a set T of at most f(k) vertices such that G−T is acyclic. The
generalization of Erdős and Pósa’s result for digraphs and directed cycles was
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Fig. 1. The (4×4)-grid (left), the (3×6)-cylindrical grid C3,6 (middle), and the directed
wall (right) obtained from C3,6 by removing the three red arcs. (Color figure online)

We say that H is a minor of G if H is obtained from a subgraph of G by a
sequence of edge contractions. If H is a digraph and we restrict the contractions
in the previous definition to butterfly contractions [6], we get the definition of
a butterfly minor. We say that a graph H has the Erdős-Pósa (EP) property
for minors if there is a function f : N → N such that, for every k, every graph
G contains either k pairwise vertex-disjoint copies of H as a minor or a set T
of at most f(k) vertices such that H is not a minor of G − T . By changing
graph into digraph and minor into butterfly minor, the previous definition can
be adapted into the EP property for butterfly minors in digraphs. In this view, if
H is the undirected graph with a unique vertex and a unique loop on it and D
is the digraph obtained from H by orienting its loop edge, then Erdős and Pósa
proved that H has the EP property for minors while Reed et al. proved that D
has the EP property for butterfly minors.

The results of Erdős and Pósa and Reed et al. were generalized by Robertson
and Seymour [8] for undirected graphs and by Amiri et al. [1] for digraphs.
Robertson and Seymour [8] proved that an undirected graph G has the EP
property for minors if, and only if, G is planar. Amiri et al. [1] proved that a
strong digraph D has the EP property for butterfly minors if, and only if, D is
a butterfly minor of a cylindrical grid (see Fig. 1). The results of Robertson and
Seymour [8] and Amiri et al. [1] are similar since an undirected graph is planar
if, and only if, it is a minor of some grid [9]. Contrary to the undirected case, not
all planar digraphs are butterfly minors of a cylindrical grid. In this paper, we
provide a structural characterization of planar digraphs that are butterfly minors
of a cylindrical grid. In particular, such characterization leads to a linear-time
algorithm that decides whether a weakly 3-connected strong digraph has the EP
property for butterfly minors.

Although planarity is a necessary condition for a digraph to be a butterfly
minor of a cylindrical grid, it is not sufficient. For example, the two planar
digraphs of Fig. 2 are not butterfly minors of any cylindrical grid. To see this, first
note that they are planar, weakly 3-connected, and have essentially a unique (up
to the outerface) embedding in the plane, according to Whitney’s Theorem [12].
Note also that, in a cylindrical grid, any embedding is such that there is a point
in the plane around which all directed cycles go, and in the same direction.
We refer to this as being concentric and with same orientation. Now, in the
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v0

v1

v2 v3

v4 v5

Fig. 2. Two planar digraphs L (left) and R (right) which are not butterfly minors of
any cylindrical grid.

digraph L of Fig. 2, the matching between the two directed triangles forces that,
in any planar embedding, either the two triangles are not concentric or they have
opposite orientations. On the other hand, the digraph R of Fig. 2 is acyclic but it
is not a minor of any cylindrical grid. To see why, note that, if R was a butterfly
minor of a cylindrical grid, then, because R is acyclic, it would also be a butterfly
minor of a directed wall, which is the digraph obtained by cutting a cylindrical
grid along “parallel” arcs (see Fig. 1). Note that, in an embedding of a directed
wall similar to the one given in Fig. 1, no arc goes down. This means that some
relative positions of the vertices of R in a directed wall are forced. Namely, the
two sources v4 and v5 of R must be below each of their out-neighbors, vertex
v1 must be below its three out-neighbors, and the universal sink v0 must be
above every other vertex. It can then be checked that these positions must lead
to some crossing arcs. This second example shows that sources and sinks may
play an important role in the fact that a planar digraph may or may not be
a butterfly minor of a cylindrical grid. In a way, our main result tells that the
above two examples fully characterize the reasons why a planar digraph cannot
be a butterfly minor of a cylindrical grid.

To formally state our main result, we need a few definitions. Given a digraph
D = (V,A) and ∅ �= X ⊂ V (D), the set of arcs between X and V \X is denoted
by (X,V \X). We say that (X,V \X) is a dicut if there are no arcs from V \X
to X. A dijoin path P of D is a directed path in D whose arc-set intersects the
arc-set of every dicut of D. A plane digraph is a planar digraph together with
a planar embedding. Recall also that, given a plane digraph H, H∗ denotes its
dual. That is, the dual digraph H∗ of H (with a fixed planar embedding) is the
digraph that has a vertex for each face of the embedding of H and H∗ has an arc
e∗ = {u, v} for each two faces u and v in the embedding of H that are separated
from each other by an arc e ∈ E. Moreover, each dual arc e∗ is oriented by a 90◦

clockwise turn from the corresponding primal arc e. For instance, if a face of a
plane digraph H is “surrounded” by a directed cycle oriented clockwise (resp.,
counter-clockwise), then the corresponding vertex of H∗ is a source (resp., a
sink).

We can now state our main result.
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Theorem 1. A digraph D is a butterfly minor of a cylindrical grid if, and only
if, D has a plane spanning supergraph H with neither sources nor sinks such
that H∗ admits a dijoin path.

To get further intuition about Theorem 1, consider the definition of a feedback
arc set F ⊆ A of a digraph D = (V,A), which is any subset of arcs such that
D −F is acyclic. Given a plane digraph D, it is known that every directed cycle
of D is associated to a dicut in D∗. This implies that a set of arcs is a feedback
arc set of D if, and only if, the corresponding set of its dual edges intersects
the arc-set of every dicut of D∗ [2]. Therefore, the fact that D∗ admits a dijoin
path means that such path intersects the arcs of a feedback arc set of D “in the
same direction”, i.e., intersects the drawing of each directed cycle of D, with
each intersection occurring in the same orientation. This is equivalent to being
concentric and with the same orientation. This condition (D∗ admits a dijoin
path) allows avoiding the kind of planar digraphs as exemplified by the digraph
L in Fig. 2. In turn, the difficulties exemplified in digraph R in Fig. 2 are dealt
with by the existence of a supergraph H with neither sources nor sinks.

Structure of the Paper and Algorithmic Applications. We first prove
that if D is a plane digraph with neither sources nor sinks such that D∗ has
a dijoin path, then D is a butterfly minor of a cylindrical grid (Theorem 4).
Observe that this gives us the sufficiency part of Theorem 1. We then show that
if D is a butterfly minor of a cylindrical grid, then D has a planar embedding
such that D∗ admits a dijoin path (Theorem 5). Observe that D might still have
sources and sinks, so the remainder of the proof consists in adding arcs to D in
order kill all sources and sinks (Lemma 2).

Theorems 4 and 5 have the following important corollary:

Corollary 1. Any digraph D without sources or sinks is a butterfly minor of a
cylindrical grid if and only if D admits a planar embedding s.t. D∗ has a dijoin
path.

Note that the planar digraph R in Fig. 2 is acyclic. So, whatever be its planar
embedding, the dual is strongly connected, i.e., R∗ has no dicuts. Therefore,
every planar embedding of R is such that R∗ has a trivial dijoin path (the
empty path). Therefore, unfortunately, there is no hope that the condition on
sources and sinks can be removed from Corollary 1.

Note that any strongly connected digraph (or strong) D satisfies the conditions
of Corollary 1. Together with the result of Amiri et al. [1], this implies that:

Corollary 2. Any strong digraph D has the EP property for butterfly minors
if, and only if, D admits a planar embedding such that D∗ has a dijoin path.

By Whitney’s Theorem [12], any weakly 3-connected planar digraph D has
a unique (up to the outerface) planar embedding (computable in linear time).
Since deciding whether the dual of a plane digraph admits a dijoin path can be
done in linear time, then our result has the following algorithmic application:
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Corollary 3. Deciding whether a weakly 3-connected strong digraph has the EP
property for butterfly minors can be done in linear time.

Section 2 is devoted to defining the main notions and to present previously
known results used in this paper. Section 3 is devoted to digraphs with neither
sources nor sinks. Section 4 is devoted to obtaining the supergraph with neither
sinks nor sources.

2 Preliminaries

Planar Digraphs and Duality. In this section, we present a number of simple
known facts concerning planar graphs and their duals. The interested reader can
find formal definitions and proofs for such facts in most books on graph theory
(e.g., [11]).

Given a digraph D = (V,A) and e ∈ A, let D\e = (V,A\{e}) and let D/e
be the digraph obtained from D after contracting the arc e.

Observation 1. Let D = (V,A) be a plane digraph, and e ∈ A be any arc of
D. Then, (D\e)∗ = D∗/e∗ and (D/e)∗ = D∗\e∗.

A dicut of a digraph D = (V,A) is a partition (X,V \X) of the vertex-set
such that X is a non empty proper subset of V and there are no arcs from V \X
to X. The arc-set of (X,V \X) is the set of arcs from X to (X,V \X). A dijoin
X ⊆ A(D) of D is a set of arcs intersecting all dicuts’ arc-sets of D. A dijoin
path (resp., dijoin walk) of D is a dijoin inducing a directed path (resp., directed
walk) in D. That is, a dijoin path/walk P of D is a directed path/walk whose
arc-set intersects the arc-set of every dicut of D.

Observation 2. A digraph D admits a dijoin path if, and only if, the decom-
position of D into strongly connected components has a single source component
and a single sink component.

Observation 3. Let D = (V,A) be a digraph with a dijoin path P , and e ∈
A\A(P ). Then, P is a dijoin path of D\e.

Observation 4. Let D = (V,A) be a digraph with a dijoin path P , and e ∈ A.
Let P ′ be obtained from P by contracting e if e ∈ A(P ), and P ′ = P otherwise.
Then, P ′ is a dijoin walk of D/e.

Observation 5. Let D = (V,A) be a digraph with a dijoin path P , and v ∈ V
be an isolated vertex. Then, P is a dijoin path of D\v.

Observation 6. Every digraph with a dijoin walk admits a dijoin path.

Butterfly Models and Cylindrical Grids. We now present the formal defi-
nition of butterfly models. Let G and H be two digraphs. A (butterfly) model of
G in H is a function η : V (G) ∪ A(G) → S(H), where S(H) denotes the set of
all subdigraphs of H, such that:
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– for every v ∈ V (G), η(v) is a subdigraph of H being the orientation of some
tree such that V (η(v)) can be partitioned into ({rv}, Iv, Ov) where

• η(v)[Ov ∪ {rv}] is an out-arborescence rooted in rv (thus in which all
non-root vertices have in-degree 1), called the out-tree of v,

• η(v)[Iv ∪ {rv}] is an in-arborescence rooted in rv (thus in which all non-
root vertices have out-degree 1), called the in-tree of v;

– for every two distinct u, v ∈ V (G), η(u) and η(v) are vertex-disjoint;
– for every (x, y) ∈ A(G), η(xy) is a directed path of H from the out-tree

of x to the in-tree of y, with internal vertices disjoint from every vertex of
η(u) for every u ∈ V (G), and from every internal vertex of η(uv) for every
(u, v) ∈ A(G)\{(x, y)}.

Throughout this work, given a model of G in H, we will refer to the arcs
e ∈ A(H) ∩ ⋃

f∈A(G) A(η(f)) as the blue arcs of the model, and to the arcs
e ∈ A(H) ∩ ⋃

v∈V (G) A(η(v)) as the black arcs. A vertex of H incident to at
least one black arc will be referred to as a black vertex.

A model of G in H is minimal if, for every v ∈ V (G) and for every leaf w of
η(v), w is incident to some blue arc. Note that, up to removing the leaves that
do not satisfy this property from η(v), we can always assume to be working on
a minimal model.

Butterfly contracting an arc (u, v) ∈ A(D) of some digraph D consists in
contracting the arc (u, v) if d−(v) = 1 or d+(u) = 1. A digraph G is a butterfly
minor of some digraph H if G can be obtained from H by deleting arcs, deleting
vertices, and butterfly contracting arcs. Note that if G is a butterfly minor of
H, then G can be obtained by first removing some arcs, then removing isolated
vertices, and finally performing butterfly contractions.

Observation 7 [1]. A digraph G is a butterfly minor of some digraph H if, and
only if, G has a butterfly model in H.

We now deal with cylindrical grids. Let n,m ∈ N
∗. The cyclindrical grid

Cn,2m can be seen as a set of n concentric directed cycles having the same
direction and linked through 2m directed paths that alternate directions (see
Fig. 3). Formally, Cn,2m is the digraph with vertex-set {(i, j) | 0 ≤ i < n, 0 ≤
j < 2m}, and with the following arc-set. For every 0 ≤ i < n and 0 ≤ j < 2m,
we have ((i, j), (i, j +1 mod m)) ∈ A(Cn,2m), and the directed cycle induced by
{(i, j) | 0 ≤ j < m} is called the ith column of Cn,2m. For every 0 ≤ i < n−1 and
0 ≤ j < m, we have ((i, 2j), (i + 1, 2j)) ∈ A(Cn,2m) and ((i, 2j + 1), (i − 1, 2j +
1)) ∈ A(Cn,2m). Moreover, for every 0 ≤ j < 2m, the directed path induced by
{(i, j) | 0 ≤ i < n} is called the jth row of Cn,2m.

Throughout this work, we consider that any Cn,2m is embedded in the plane
so that its first column coincides with the outerface (see Fig. 3). Hence, we may
naturally refer to left/right and top/bottom such that the first (last) column is
the leftmost (rightmost) and the first (last) row is the bottommost (topmost).
The arcs of a column are referred to as vertical arcs. Note that all vertical arcs
are going up. The arcs of a row are the horizontal arcs. Moreover, the arcs of
even (resp., odd) rows are horizontal to the right (resp., to the left).
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Fig. 3. A planar embedding of the cylindrical grid C6,6. The red directed path Q∗
6,6 is

the dijoin path defined and used in Sect. 4. (Color figure online)

Fig. 4. Green rows and columns are added. Blue arcs belong to the images of some
arcs of G by η. Grey subtrees (with black vertices and arcs) are the images of some
vertices of G by η. (Color figure online)

Since Cn,2m is strong, we get that C∗
n,2m is a DAG. Moreover, C∗

n,2m has a
unique sink t∗, corresponding to the outerface of the given embedding of Cn,2m,
and a unique source s∗, corresponding to the face of Cn,2m bounded by the last
column of Cn,2m. Note that if P ∗ is any directed path from s∗ to t∗ in C∗

n,2m,
then P ∗ is a dijoin path, i.e., it intersects all dicuts of C∗

n,2m (or, equivalently,
P ∗ “crosses” all directed cycles of Cn,2m).

Let η be a butterfly model of a digraph G in Cn,2m. We will deal with η
through a few operations. Due to lack of space, we only present them informally.

– Adding one column between columns i and i + 1 in η consists in considering
the new model η′ of G in the cylindrical grid Cn+1,2m obtained as follows.
Roughly, the left part of the model (between columns 0 to i) does not change,
one new column is added (with abscissa i+1), and the right part of the model
(between former columns i+1 to n) is translated by one column to the right.
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Fig. 5. Construction of DP∗(s, t). On the left, a dijoin path P ∗ is represented by dashed
red arcs. On the right, the obtained digraph DP∗(s, t) is depicted. (Color figure online)

The horizontal arcs of the model that were going from former columns i to
i + 1 are subdivided once, i.e., they are now directed paths that go from
column i to column i + 2. Note that no vertical arcs of the added column
belong to the new model η′ of D. See Fig. 4 for an illustration.

– Adding two rows between rows j and j + 1 in η consists in considering the
new model η′ of G in the cylindrical grid Cn,2(m+1) defined as follows. All the
elements of the model below row j, or in row j, remain the same, all elements
of the model above row j are translated up from two rows, and all vertical
arcs from former row j to former row j + 1 are subdivided twice, i.e., they
are now vertical directed paths with three arcs from row j to row j + 3. Note
that no horizontal arcs of the two added rows belong to the new model η′ of
D. See Fig. 4 for an illustration.

3 Digraphs with Neither Sources nor Sinks

Let D be a plane digraph such that D∗ has a dijoin path P ∗ with arcs
(e∗

1, · · · , e∗
p). Let DP∗(s, t) be obtained from D as follows (see Fig. 5 to follow

the construction). For every i ∈ {1, · · · , p}, let ei = (ui, wi) be the arc of D cor-
responding to e∗

i . Subdivide ei into three arcs (ui, ti), (ti, si), and (si, wi). Then,
remove (ti, si), and, for every i ∈ {1, · · · , p}, identify the vertices t1, · · · , tp into
one vertex t, and the vertices s1, · · · , sp into one vertex s. Finally, add an arc
from s to t. Note that V (DP∗(s, t)) = V (D) ∪ {s, t} and, for every v ∈ V (D),
the in-degree (resp., out-degree) of v in D is the same as in DP∗(s, t). Since P ∗

is a dijoin path of D∗, the set {ei}i≤m is a feedback arc set of D [2]. Therefore:

Observation 8. Let D be a plane digraph such that D∗ has a dijoin path P ∗.
If D has neither sources nor sinks, then DP∗(s, t) is a planar DAG having s as
unique source and t as unique sink.

A visibility representation of a graph G is a mapping of V (G) into
non-intersecting horizontal segments1 {hu}u∈V (G), together with a mapping
{te}e∈E(G) of the edges into vertical segments such that for every uv ∈ E(G),

1 Here, segment means line segment in the plane.
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we get that tuv has endpoints in hu and hv, and tuv does not cross hw for every
w �= u, v.

Theorem 2 ([4]). Every planar graph admits a visibility representation.

Here, we apply the approach presented in [10] to our context in order to obtain
a butterfly model of a planar digraph D into a cylindrical grid, if one exists. For
this, we slightly adapt their definitions to our purposes.

We consider a visibility representation ({hu}u∈V , {te}e∈A) of D = (V,A) to
be drawn on the plane, and, given two horizontal (vertical) segments s1, s2, we
write s1 ≤ s2 if the y-coordinate (x-coordinate) of s1 is smaller than the one
of s2. Now, given a DAG D = (V,A), we say that a visibility representation
({hu}u∈V , {te}e∈A) of D is increasing if hu ≤ hv for every arc (u, v) ∈ A (in
other words, the arcs are all directed upwards).

In [10], in order to construct a visibility representation, the authors show
that they can obtain an orientation D of a graph G that is acyclic, has exactly
one source s and exactly one sink t, and (s, t) ∈ A(D) (they call such a digraph
a PERT-digraph). After they obtain this orientation, they use a total order
(v1, . . . , vn) of V (G) that meets the orientation D, and then construct a visibility
representation such that s1 < s2 < . . . < sn, where si denotes the y-coordinate
of hvi

, for every i ∈ {1, . . . , n}. Observe that, because the order meets the ori-
entation, we get that this is an increasing visibility representation. Their repre-
sentation also has the property that the x-coordinate of arc (s, t) is smaller than
the x-coordinate of every other edge of G. In short, even though they use a dif-
ferent terminology, the results presented in [10] actually show that the theorem
below holds. The interested reader can check this is true by observing, in their
algorithm W-VISIBILITY, that after they obtain the desired orientation D (line
2), they only work on D itself; also, the increasing order over the y-coordinates
is ensured in line 5.1 of their algorithm.

Theorem 3 ([10]). Let D be a planar DAG with unique source s and unique
sink t, and such that (s, t) ∈ A(D). Then, D admits an increasing visibility
representation such that each horizontal segment has a distinct y-coordinate,
and the x-coordinate of the segment of (s, t) is smaller than the x-coordinate of
the segment of every other arc of D.

Theorem 4. Let D = (V,A) be a digraph without sources or sinks. If D has a
planar embedding such that D∗ admits a dijoin path P ∗, then D has a butterfly
model in Cn,2m for some n,m ∈ N

∗.

Sketch of the Proof. By Observation 8, DP∗(s, t) is a DAG with a unique source s,
a unique sink t, and (s, t) ∈ A(DP∗(s, t)). By Theorem 3, there exists an increas-
ing visibility representation of DP∗(s, t). Let V (DP∗(s, t)) = {s = v1, . . . , t = vn}
be ordered increasingly according to their y-coordinates on the representation
and suppose, without loss of generality, that the y-coordinate of hv1 = hs is 0
and the difference between the y-coordinates of hvi

and hvi−1 is 2 (their value on
the constructed increasing visibility representation are all different, so we just
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need to adjust it). Observe that, in this case, the y-coordinate of hvi
is 2i − 2.

We will build a model of D in some cylindrical grid as follows.
For each vi ∈ V (D) (hence i /∈ {1, n}), let h′

vi
be the segment equivalent

to hvi
, but in the upper row. In other words, h′

vi
has y-coordinate 2i − 1, and

leftmost and rightmost x-coordinates equal to the ones of hvi
. The idea of the

proof is to relate vi with the path formed by the union of paths associated to h′
vi

and hvi
in the cylindrical grid. Since all arcs of D point upwards, we get that

the subpath associated to h′
vi

(i.e., in row 2i − 1) corresponds to the out-tree of
vi, while the subpath associated to hvi

(i.e., in row 2i − 2) corresponds to the
in-tree of vi. �

Note that Theorem 4 allows us to prove the “if” part of Theorem 1.

Theorem 5. If a digraph D = (V,A) has a butterfly model in Cn,2m for some
n,m ∈ N

∗, then D has a planar embedding such that D∗ admits a dijoin path.

Proof. Consider the planar embedding of Cn,2m such that the outerface contains
its first column (see Fig. 3) and let P ∗ be any directed path from the single source
of C∗

n,2m to its single sink. Note that P ∗ is a dijoin path of C∗
n,2m.

By Observation 7, D is a butterfly minor of Cn,2m. Let s1, · · · , sq be the
sequence of operations allowing to get D from Cn,2m where these operations
are ordered in such a way that first arcs are removed, then isolated vertices are
removed and, finally, butterfly contractions are performed. For every 0 ≤ i ≤ q,
let Gi be the digraph obtained after the ith operation (so G0 = Cn,2m and
Gq = D). We show, by induction on 0 ≤ i ≤ q, how to obtain a directed path Pi

which is a dijoin path of G∗
i . In particular, it holds for i = 0 by taking P0 = P ∗.

Let i ≥ 1. If si consists in removing an arc ei of Gi−1 then, if e∗
i ∈ A(Pi−1),

let P ′
i = Pi−1/e∗

i , and let P ′
i = Pi−1 otherwise. By Observations 1 and 4, P ′

i

is a dijoin walk of G∗
i and, by Observation 6, G∗

i admits a dijoin path Pi. If si
consists in removing an isolated vertex, then, by Observation 5, Pi = Pi−1 is a
dijoin path of G∗

i . And if si is a butterfly contraction of the arc ei ∈ A(Gi−1),
where e∗

i /∈ A(Pi−1), then Observations 1 and 3 ensure us that Pi = Pi−1 is a
dijoin path of G∗

i .
Finally, let us consider the case when si consists in butterfly contracting

an arc ei = (u, v) ∈ A(Gi−1) such that e∗
i ∈ A(Pi−1). Let us assume that

d−(v) = 1 (the case when d+(u) = 1 is symmetric). Observe that d+(v) > 0 as
otherwise e∗

i would be a loop, contradicting that Pi−1 is a directed path. Then,
let {f1, · · · , fq} be the set of out-arcs of v ordered clockwise in the embedding
of D in the plane. Then, let P ′

i be the directed walk obtained by replacing e∗
i in

Pi−1 by the directed walk consisting of the arcs f∗
1 , f∗

2 , · · · , f∗
q . Note that P ′

i is a
dijoin walk in G∗

i . Indeed, consider the set of arcs K of a dicut of G∗
i . If K is also

a dicut in G∗
i−1, then e∗

i /∈ K and P ′
i intersects K since Pi−1 is a dijoin path and

so intersects K. Otherwise, e∗
i ∈ K which implies that {f∗

1 , f∗
2 , · · · , f∗

q }∩K �= ∅,
and so P ′

i intersects K. Finally, by Observation 6, G∗
i admits a dijoin path Pi.

�
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Theorems 4 and 5 prove the following corollary which corresponds to Theo-
rem 1 in the case of digraphs with neither sources nor sinks (and in particular,
Corollary 3 is a special case of the following corollary).

Corollary 4. A digraph D without sources or sinks is a butterfly minor of a
cylindrical grid if, and only if, D admits a planar embedding such that D∗ has
a dijoin path. Moreover, if D is weakly 3-connected, then this can be decided in
linear time.

Proof. Due to the weakly 3-connectivity of D, and by Whitney’s Theorem, D
has a unique (up to the outerface) planar embedding (and a unique dual). Given
such an embedding, checking the existence of a dijoin path can be done in linear
time by Observation 2. �

Recall that a strong digraph D has the EP property for butterfly minors if
and only if D is a butterfly minor of a cylindrical grid [1]. Together with our
result, we get:

Corollary 3. Deciding whether a weakly 3-connected strong digraph D has the
EP property for butterfly minors can be done in linear time.

4 Digraphs with Sources and Sinks

We have seen that if D is a butterfly minor of a cylindrical grid, then D has a
planar embedding such that D∗ admits a dijoin path (Theorem 5). As we want
to show that this holds for a spanning supergraph with neither sources nor sinks,
it remains to “kill” sources and sinks in D. This is done in this section.

Given a cylindrical grid Cn,2m with the canonical planar embedding described
previously, let Q∗

n,2m be the directed path of the dual C∗
n,2m whose arcs corre-

spond exactly to all arcs of Cn,2m that go from the last (topmost) row to the
first (bottommost) row. Note that Q∗

n,2m is a dijoin path of C∗
n,2m (see Fig. 3).

The next lemma states that if a digraph D has a model in a cylindrical grid,
then it is possible to get a model such that Q∗

n,2m only crosses blue arcs of this
model.

Lemma 1. If a digraph D has a butterfly model η in Cn,2m, then D has a
butterfly model in Cn′,2m′ for some n′ ≥ n and m′ ≥ m such that no black arcs
of this model are dual of an arc of Q∗

n′,2m′ .

Lemma 2. If a digraph D = (V,A) has a butterfly model in Cn,2m, then D has
a spanning supergraph with neither sources nor sinks that has a butterfly model
in Cn′,2m′ for some n′ ≥ n and m′ ≥ m.

Sketch of the Proof. If D has no sources nor sinks, then we are done, so suppose
otherwise. In what follows, given a source s in D (resp., a sink t), we describe a
process that builds a model for an in-arc that we add to s (resp., an out-arc that
we add to t), so that the obtained supergraph has also a model in a cylindrical
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grid and has one less source (resp., sink). By iteratively applying such process,
we get the desired conclusions.

Let us consider a butterfly model η of D with a dijoin path P ∗ as in Lemma 1,
and suppose that D has a source s (the case of a sink is symmetric). We will
add a new arc (z, s) for some z ∈ V (D), and a directed path Q (finishing in the
in-tree of the model of s) for modelling this arc in the existing model η. The
difficulty is to find the vertex of an out-tree in which we can start Q from. First
let us add two columns between any two consecutive columns and let us add two
rows between any two consecutive rows. We also add one column to the left and
one column to the right of the cylindrical grid.

Let rs be the root of η(s). Note that, by assuming η to be minimal, we get
that the in-tree of the model of s in η is reduced to its root. Let a1 be the vertex
below rs and b1 the vertex below a1. Since we have just added two rows between
any two rows, and because the in-tree of s is reduced to rs, we get that a1, b1
are not part of the model of any vertex nor arc. Let Q initially contain just the
arc (a1, rs) (this will actually be the last arc of Q). Let us assume that Q has
been built up to some vertex ah, i.e., Q = (ah, ah−1, · · · , a1, rs), and additionally
assume that the vertex bh below ah is not part of the model of any vertex nor
arc (this is the case for h = 1). Let w be the vertex below bh.

– If w is not part of the model of any vertex nor arc, then let ah+1 = bh and
let bh+1 = w, and we continue to build Q.

– If w is in the out-tree of some vertex, then add (w, bh), (bh, ah) to the end of
Q to be done.

– If w is part of the in-tree of some vertex a (and not of its out-tree, i.e., w is
not the root of the model of a), then assume that the row of ah goes to the
right (the other case is symmetric). Let x be the left neighbor of ah, y be the
vertex below x (and to the left of bh), and z the vertex below y (and to the
left of w). Note that, since w is part of the model and bh is not, then the rows
of bh and ah are rows that have been added just before starting the process.
In particular, this implies that either both x and y belong to the model of
some e ∈ V (D) ∪ A(D), or neither x nor y is part of any model. We can then
prove that the former case is not possible because it would contradict the fact
that w is part of the in-tree (and not of the out-tree) of the model of a. In
the latter case, we set ah+1 = x and bh+1 = y and go on.

– If w is part of the model of some arc e = (u, v) ∈ A(D). We apply similar
arguments and omit the proof because of space constraints.

The above process is not ensured to finish because if might happen that
vertices ah and bh are already on the outerface of the model η. The next two
cases allow to ensure that our process will actually terminate. For this purpose,
we use the dijoin path P ∗.

– If (bh, ah) crosses the dijoin path P ∗ and P ∗ does not cross any blue arc,
then let us consider the closest row under P ∗ that contains a vertex of the
model. W.l.o.g., let us assume that this row goes to the right and let x be
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the rightmost vertex of this row that is part of the model of some vertex
v∗ of D. By minimality of the model and because x has no out-neigbour in
the model of any vertex or arc, then, x must be the root of η(v∗) (which is
actually an in-tree). Now, we add to η(v∗): the up-going arc (x, y) (y being
the up-neighbor of x), and the horizontal directed path Y starting from y to
the leftmost vertex of this row (then y becomes the new root of η(v∗) and
the path Y will be considered as its out-tree). To conclude this case, add at
the beginning of Q, the directed path from the path Y of η(v∗) (added in
previous paragraph) to bh.

– If (bh, ah) crosses P ∗ which crosses some blue arc, then we apply similar
arguments and omit the proof because of space constraints. �

Further Work. An interesting question is whether there exists a structural
condition on the sources and sinks of a digraph D that corresponds to being a
butterfly minor of a cylindrical grid (avoiding to invoke a supergraph without
sources or sinks). This may help to answer the question of the computational
complexity of deciding if a strong digraph D has the EP property when D is
not weakly 3-connected. Since the class of digraphs that are butterfly minors
of a cylindrical grid is closed under taking butterfly minors, it would also be
interesting to characterize the minimal forbidden butterfly minors for this class.
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Abstract. We study the tractability of the maximum independent set
problem from the viewpoint of graph width parameters, with the goal of
defining a width parameter that is as general as possible and allows to
solve independent set in polynomial-time on graphs where the parameter
is bounded. We introduce two new graph width parameters: one-sided
maximum induced matching-width (o-mim-width) and neighbor-depth.
O-mim-width is a graph parameter that is more general than the known
parameters mim-width and tree-independence number, and we show that
independent set and feedback vertex set can be solved in polynomial-
time given a decomposition with bounded o-mim-width. O-mim-width is
the first width parameter that gives a common generalization of chordal
graphs and graphs of bounded clique-width in terms of tractability of
these problems.

The parameter o-mim-width, as well as the related parameters mim-
width and sim-width, have the limitation that no algorithms are known
to compute bounded-width decompositions in polynomial-time. To par-
tially resolve this limitation, we introduce the parameter neighbor-depth.
We show that given a graph of neighbor-depth k, independent set can be
solved in time nO(k) even without knowing a corresponding decomposi-
tion. We also show that neighbor-depth is bounded by a polylogarithmic
function on the number of vertices on large classes of graphs, including
graphs of bounded o-mim-width, and more generally graphs of bounded
sim-width, giving a quasipolynomial-time algorithm for independent set
on these graph classes. This resolves an open problem asked by Kang,
Kwon, Strømme, and Telle [TCS 2017].
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1 Introduction

Graph width parameters have been successful tools for dealing with the
intractability of NP-hard problems over the last decades. While tree-width [25] is
the most prominent width parameter due to its numerous algorithmic and struc-
tural properties, only sparse graphs can have bounded tree-width. To capture
the tractability of many NP-hard problems on well-structured dense graphs,
several graph width parameters, including clique-width [7], mim-width [26],
Boolean-width [6], tree-independence number [9,27], minor-matching hypertree
width [27], and sim-width [20] have been defined. A graph parameter can be
considered to be more general than another parameter if it is bounded whenever
the other parameter is bounded. For a particular graph problem, it is natural to
look for the most general width parameter so that the problem is tractable on
graphs where this parameter is bounded. In this paper, we focus on the maximum
independent set problem (Independent Set).

Let us recall the standard definitions on branch decompositions. Let V be
a finite set and f : 2V → Z≥0 a symmetric set function, i.e., for all X ⊆ V it
holds that f(X) = f(V \X). A branch decomposition of f is a pair (T, δ), where
T is a cubic tree and δ is a bijection mapping the elements of V to the leaves
of T . Each edge e of T naturally induces a partition (Xe, Ye) of the leaves of T
into two non-empty sets, which gives a partition (δ−1(Xe), δ−1(Ye)) of V . We
say that the width of the edge e is f(e) = f(δ−1(Xe)) = f(δ−1(Ye)), the width
of the branch decomposition (T, δ) is the maximum width of its edges, and the
branchwidth of the function f is the minimum width of a branch decomposition
of f. When G is a graph and f : 2V (G) → Z≥0 is a symmetric set function on
V (G), we say that the f-width of G is the branchwidth of f.

Vatshelle [26] defined the maximum induced matching-width (mim-width) of
a graph to be the mim-width where mim(A) for a set of vertices A is defined to be
the size of a maximum induced matching in the bipartite graph G[A,A] given
by edges between A and A, where A = V (G) \ A. He showed that given a graph
together with a branch decomposition of mim-width k, any locally checkable
vertex subset and vertex partitioning problem (LC-VSVP), including Indepen-
dent Set, Dominating Set, and Graph Coloring with a constant number
of colors, can be solved in time nO(k). Mim-width has gained a lot of atten-
tion recently [1,4,5,17–19,22]. While mim-width is more general than clique-
width and bounded mim-width captures many graph classes with unbounded
clique-width (e.g. interval graphs), there are many interesting graph classes with
unbounded mim-width where Independent Set is known to be solvable in
polynomial-time. Most notably, chordal graphs, and even their subclass split
graphs, have unbounded mim-width, but it is a classical result of Gavril [15] that
Independent Set can be solved in polynomial-time on them. More generally,
all width parameters in a general class of parameters that contains mim-width
and was studied by Eiben, Ganian, Hamm, Jaffke, and Kwon [11] are unbounded
on split graphs.

With the goal of providing a generalization of mim-width that is bounded
on chordal graphs, Kang, Kwon, Strømme, and Telle [20] defined the parameter
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special induced matching-width (sim-width). Sim-width of a graph G is the sim-
width where sim(A) for a set of vertices A is defined to be the maximum size
of an induced matching in G whose every edge has one endpoint in A and
another in A. The key difference of mim and sim is that mim ignores the edges
in G[A] and G[A] when determining if the matching is induced, while sim takes
them into account, and therefore the sim-width of a graph is always at most
its mim-width. Chordal graphs have sim-width at most one [20]. However, it is
not known if Independent Set can be solved in polynomial-time on graphs
of bounded sim-width, and indeed Kang, Kwon, Strømme, and Telle asked as
an open question if Independent Set is NP-complete on graphs of bounded
sim-width [20].

In this paper, we introduce a width parameter that for the Independent
Set problem, captures the best of both worlds of mim-width and sim-width. Our
parameter is inspired by a parameter introduced by Razgon [24] for classifying
the OBDD size of monotone 2-CNFs. For a set of vertices A, let E(A) denote the
edges of the induced subgraph G[A]. For a set A ⊆ V (G), we define the upper-
induced matching number umim(A) of A to be the maximum size of an induced
matching in G−E(A) whose every edge has one endpoint in A and another in A.
Then, we define the one-sided maximum induced matching-width (o-mim-width)
of a graph to be the omim-width where omim(A) = min(umim(A), umim(A)). In
particular, o-mim-width is like sim-width, but we ignore the edges on one side
of the cut when determining if a matching is induced. Clearly, the o-mim-width
of a graph is between its mim-width and sim-width. Our first result is that
the polynomial-time solvability of Independent Set on graphs of bounded
mim-width generalizes to bounded o-mim-width. Moreover, we show that the
interest of o-mim-width is not limited to Independent Set by proving that
the Feedback Vertex Set problem is also solvable in polynomial time on
graphs of bounded o-mim-width.

Theorem 1. Given an n-vertex graph together with a branch decomposition of
o-mim-width k, Independent Set and Feedback Vertex Set can be solved
in time nO(k).

We also show that o-mim-width is bounded on chordal graphs. In fact,
we show a stronger result that o-mim-width of any graph is at most its tree-
independence number (tree-α), which is a graph width parameter defined by
Dallard, Milanič, and Štorgel [9] and independently by Yolov [27], and is known
to be at most one on chordal graphs.

Theorem 2. Any graph with tree-independence number k has o-mim-width at
most k.

We do not know if there is a polynomial-time algorithm to compute a branch
decomposition of bounded o-mim-width if one exists, and the corresponding
question is notoriously open also for both mim-width and sim-width. Because
of this, it is also open whether Independent Set can be solved in polynomial-
time on graphs of bounded mim-width, and more generally on graphs of bounded
o-mim-width.
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In our second contribution we partially resolve the issue of not having algo-
rithms for computing branch decompositions with bounded mim-width, o-mim-
width, or sim-width. We introduce a graph parameter neighbor-depth.

Definition 3. The neighbor-depth (nd) of a graph G is defined recursively as
follows:

1. nd(G) = 0 if and only if V (G) = ∅,
2. if G is not connected, then nd(G) is the maximum value of nd(G[C]) where

C ⊆ V (G) is a connected component of G,
3. if V (G) is non-empty and G is connected, then nd(G) ≤ k if and only if there

exists a vertex v ∈ V (G) such that nd(G \N [v]) ≤ k − 1 and nd(G \ {v}) ≤ k.

In the case (3) of Definition 3, we call the vertex v the pivot-vertex witnessing
nd(G) ≤ k.

By induction, the neighbor-depth of all graphs is well-defined. We show that
neighbor-depth can be computed in nO(k) time and also Independent Set can
be solved in time nO(k) on graphs of neighbor-depth k.

Theorem 4. There is an algorithm that given a graph G of neighbor-depth k,
determines its neighbor-depth and solves Independent Set in time nO(k).

We show that graphs of bounded sim-width have neighbor-depth bounded
by a polylogarithmic function on the number of vertices.

Theorem 5. Any n-vertex graph of sim-width k has neighbor-depth O(k log2 n).

Theorems 4 and 5 combined show that Independent Set can be solved in
time nO(k log2 n) on graphs of sim-width k, which in particular is quasipolynomial
time for fixed k. This resolves, under the mild assumption that NP �⊆ QP, the
question of Kang, Kwon, Strømme, and Telle, who asked if Independent Set
is NP-complete on graphs of bounded sim-width [20, Question 2].

Neighbor-depth characterizes branching algorithms for Independent Set
in the following sense. We say that an independent set branching tree of a graph
G is a binary tree whose every node is labeled with an induced subgraph of G,
so that (1) the root is labeled with G, (2) every leaf is labeled with the empty
graph, and (3) if a non-leaf node is labeled with a graph G[X], then either (a) its
children are labeled with the graphs G[L] and G[R] where (L,R) is a partition
of X with no edges between L and R, or (b) its children are labeled with the
graphs G[X \N [v]] and G[X \ {v}] for some vertex v ∈ X. Note that such a tree
corresponds naturally to a branching approach for Independent Set, where
we branch on a single vertex and solve connected components independently of
each other. Let β(G) denote the smallest number of nodes in an independent set
branching tree of a graph G. Neighbor-depth gives both lower- and upper-bounds
for β(G).

Theorem 6. For all graphs G, it holds that 2nd(G) ≤ β(G) ≤ nO(nd(G)).
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Fig. 1. Hierarchy of some graph classes with polylogarithmically bounded neighbor-
depth, divided vertically on whether the best known algorithm for Independent Set
on the class is polynomial time, polynomial time given a decomposition (and quasipoly-
nomial without a decomposition), or quasipolynomial time.

By observing that some known algorithms for Independent Set in fact
construct independent set branching trees implicitly, we obtain upper bounds
for neighbor-depth on some graph classes purely by combining the running times
of such algorithms with Theorem 6. In particular, for an integer k, we say that
a graph is C>k-free if it does not contain induced cycles of length more than
k. Gartland, Lokshtanov, Pilipczuk, Pilipczuk and Rzazewski [14] showed that
Independent Set can be solved in time nO(log3 n) on C>k-free graphs for any
fixed k, generalizing a result of Gartland and Lokshtanov on Pk-free graphs [13].
By observing that their algorithm is a branching algorithm that (implicitly)
constructs an independent set branching tree, it follows from Theorem 6 that
the neighbor-depth of C>k-free graphs is bounded by a polylogarithmic function
on the number of vertices.

Proposition 7. For every fixed integer k, C>k-free graphs with n vertices have
neighbor-depth at most O(log4 n).

Along the same lines as Proposition 7, a polylogarithmic upper bound for
neighbor-depth can be also given for graphs with bounded induced cycle pack-
ing number, using the quasipolynomial algorithm of Bonamy, Bonnet, Déprés,
Esperet, Geniet, Hilaire, Thomassé, and Wesolek [3].

In Fig. 1 we show the hierarchy of inclusions between some of the graph
classes discussed in this paper, and the known algorithmic results for Indepen-
dent Set on those classes. All the inclusions shown are proper, and all the
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inclusions between these classes appear in the figure. Some of the inclusions are
proven in Sects. 3 and 4, and some of the non-inclusions in the full version of the
paper [2]. Note that bounded Boolean-width is equivalent to bounded clique-
width [26]. The polynomial-time algorithm for Independent Set on P6-free
graphs is from [16], the definition of tree-μ and polynomial-time algorithm for
Independent Set on graphs of bounded tree-μ is from [27], and the definition
of Boolean-width and a polynomial-time algorithm for Independent Set on
graphs of logarithmic Boolean-width is from [6]. The inclusion of logarithmic
Boolean-width in polylogarithmic neighbor-depth follows from Theorem 5 and
the fact the sim-width of a graph is at most its Boolean-width. Polynomial-time
algorithm for Independent Set on graphs of bounded clique-width follows
from [8,23].

Organization of this Paper. We prove the part of Theorem 1 on Independent
Set and Theorem 2 in Sect. 3. Theorem 5 is proved in Sect. 4. Proofs omitted in
this version of the paper due to space constraints are provided in the full version
in [2].

2 Preliminaries

The size of a set V is denoted by |V | and its power set is denoted by 2V . We let
max(∅) := −∞. Our graph terminology is standard and we refer to [10].

The subgraph of G induced by a subset X of its vertex set is denoted by
G[X]. We also use the notation G \ X = G[V (G) \ X]. For two disjoint subsets
of vertices X and Y of V (G), we denote by G[X,Y ] the bipartite graph with
vertex set X ∪ Y and edge set {xy ∈ E(G) : x ∈ X and y ∈ Y }. Given two
disjoint set of vertices X,Y , we denote by E(X) the set of edges of G[X] and
by E(X,Y ) the set of edges of G[X,Y ]. For a set of edges E′ of G, we denote
by G − E′ the graph with vertex set V (G) and edge set E(G) \ E′.

An independent set is a set of vertices that induces an edgeless graph. Given
a graph G with a weight function w : V (G) → Z≥0, the problem Independent
Set asks for an independent set of maximum weight, where the weight of a set
X ⊆ V (G) is

∑
x∈X w(x). A feedback vertex set is the complement of a set of

vertices inducing a forest (i.e. acyclic graph). The problem Feedback Vertex
Set asks for a feedback vertex set of minimum weight.

A matching in a graph G is a set M ⊆ E(G) of edges having no common
endpoint. We denote by V (M) the set of vertices incident to M . An induced
matching is a matching M such that G[V (M)] does not contain any other edges
than M . Given two disjoint subsets A,B of V (G), we say that a matching M is
a (A,B)-matching if every edge of M has one endpoint in A and the other in B.

Width Parameters. We refer to the introduction for the definitions of branch-
decomposition and f-width, we recall below the definitions of mim-width, sim-
width and o-mim-width.
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– The maximum induced matching-width (mim-width) [26] of a graph G is the
mim-width where mim(A) is the size of a maximum induced matching of the
graph G[A,A].

– The special induced matching-width (sim-width) [20] of a graph G is the sim-
width where sim(A) is the size of maximum induced (A,A)-matching in the
graph G.

– Given a graph G and A ⊆ V (G), the upper-mim-width umim(A) of A is the size
of maximum induced (A,A)-matching in the graph G − E(A). The one-sided
maximum induced matching-width (o-mim-width) of G is the omim-width
where omim(A) := min(umim(A), umim(A)).

The following is a standard lemma that f-width at most k implies balanced cuts
with f-width at most k.

Lemma 8. Let G be a graph, X ⊆ V (G) a set of vertices with |X| ≥ 2, and
f : 2V (G) → Z≥0 a symmetric set function. If the f-width of G is at most k, then
there exists a bipartition (A,A) of V (G) with f(A) ≤ k, |X ∩ A| ≤ 2

3 |X|, and
|X ∩ A| ≤ 2

3 |X|.
A tree decomposition of a graph G is a pair (T, bag), where T is a tree and

bag : V (T ) → 2V (G) is a function from the nodes of T to subsets of vertices of
G called bags, satisfying that (1) for every edge uv ∈ E(G) there exists a node
t ∈ V (T ) so that {u, v} ⊆ bag(t), and (2) for every vertex v ∈ V (G), the set
of nodes {t ∈ V (T ) : v ∈ bag(t)} induces a non-empty and connected subtree of
T . The width of a tree decomposition is the maximum size of bag(t) minus one,
and the treewidth of a graph is the minimum width of a tree decomposition of
the graph.

For a set of vertices X ⊆ V (G), we denote by α(X) the maximum size of
an independent set in G[X]. The independence number of a tree decomposi-
tion (T, bag) is the maximum of α(bag(t)) over t ∈ V (T ) and it is denoted by
α(T, bag). The tree-independence number of a graph (tree-α) is the minimum
independence number of a tree decomposition of the graph [9,27].

For a set of vertices X ⊆ V (G), we denote by μ(X) the maximum size of an
induced matching in G so that for each edge of the matching, at least one of the
endpoints of the edge is in X. For a tree decomposition (T, bag), we denote by
μ(T, bag) the maximum of μ(bag(t)) over t ∈ V (T ). Yolov [27] defined the minor-
matching hypertree width (tree-μ) of a graph to be the minimum μ(T, bag) of a
tree decomposition (T, bag) of G.

3 O-Mim-Width

In this section, we prove the part of Theorem 1 on Independent Set and
Theorem 2. We start with some intermediary results. The following reveals an
important property of cuts of bounded upper-mim-width. Razgon proved a simi-
lar statement in [24]. To simplify the statements of this section, we fix an n-vertex
graph G with a weight function w : V (G) → Z≥0.
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Lemma 9. Let A ⊆ V (G). For every X ⊆ A that is the union of t independent
sets, there exists X ′ ⊆ X of size at most t · umim(A) such that N(X) \ A =
N(X ′) \ A. In particular, we have |{N(X) \ A : X ∈ IS(A)}| ≤ numim(A) where
IS(A) is the set of independent sets of G[A].

Proof. It is sufficient to prove the lemma for t = 1, since if X is the union of t
independent sets X1, . . . , Xt, then the case t = 1 implies that, for each i ∈ [1, t],
there exits X ′

i ⊆ Xi such that N(Xi) \ A = N(X ′
i) \ A and |X ′

i| ≤ umim(A). It
follows that X ′ = X ′

1∪· · ·∪X ′
t ⊆ X, N(X)\A = N(X ′)\A and |X ′| ≤ t·umim(A).

Let X be an independent set of G[A]. If for every vertex x ∈ X, there exists
a vertex yx ∈ A such that N(yx) ∩ X = {x}, then {xyx : x ∈ X} is an induced
(A,A)-matching in G − E(A). We deduce that either |X| ≤ umim(A) or there
exists a vertex x ∈ X such that N(X) \ A = N(X \ {x}) \ A. Thus, we can
recursively remove vertices from X to find a set X ′ ⊆ X of size at most umim(A)
and such that N(X) \ A = N(X ′) \ A. In particular, the latter implies that
{N(X) \ A : X ∈ IS(A)} = {N(X) \ A : X ∈ IS(A) ∧ |X| ≤ umim(A)}. We
conclude that |{N(X) \ A : X ∈ IS(A)}| ≤ numim(A). �

To solve Independent Set and Feedback Vertex Set, we use the general
toolkit developed in [1] with a simplified notation adapted to our two problems.
This general toolkit is based on the following notion of representativity between
sets of partial solutions. In the following, the collection S represents the set of
solutions, in our setting S consists of either all the independent sets or all the
set of vertices inducing a forest.

Definition 10. Given S ⊆ 2V (G), for every A ⊆ 2V (G) and Y ⊆ V (G), we
define bestS(A, Y ) := max{w(X) : X ∈ A ∧ X ∪ Y ∈ S}. Given A ⊆ V (G)
and A,B ⊆ 2A, we say that B (S, A)-represents A if for every Y ⊆ A, we have
bestS(A, Y ) = bestS(B, Y ).

Observe that if there is no X ∈ B such that X ∪ Y ∈ S, then bestS(B, Y ) =
max(∅) = −∞. It is easy to see that the relation “(S, A)-represents” is an equiv-
alence relation.

The following is an application of Theorem 4.1 from [1]. It proves that a
routine for computing small representative sets can be used to design a dynamic
programming algorithm.

Theorem 11 ([1]). Let S ⊆ 2V (G). Assume that there exists a constant c and an
algorithm that, given A ⊆ V (G) and A ⊆ 2A, computes in time |A|nO(omim(A))

a subset B of A such that |B| ≤ nc·omim(A) and B (S, A)-represents A. Then,
there exists an algorithm, that given a branch decomposition L of G, computes
in time nO(omim(L)) a set of size at most nc·omim(A) that contains an element in S
of maximum weight.

The following lemma provides a routine to compute small representative sets
for Independent Set. We denote by I the set of all independent sets of G.

Lemma 12. Let k = omim(A). Given a collection A ⊆ 2A, we can compute in
time |A|nO(k) a subset B of A such that B (I, A)-represents A and |B| ≤ nk.
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Proof. Let A ⊆ 2A. We compute B from the empty set as follows:

– If umim(A) = k, then, for every Y ∈ {N(X) \ A : X is an independent in
A}, we add to B an independent set X ∈ A of maximum weight such that
Y = N(X) \ A.

– If umim(A) > k, then, for each subset Y ⊆ A with |Y | ≤ k, we add to B a set
X ∈ A of maximum weight such that X ∪Y is an independent set (if such X
exists).

It remains to prove the runtime. First, we prove that |B| ≤ nk. This is
straightforward when umim(A) > k. When umim(A) = k, Lemma 9 implies that
|{N(X) \ A : X is an independent in A}| ≤ nk and thus, we have |B| ≤ nk.

Next, we prove that B (I, A)-represents A, i.e. for every Y ⊆ A, we have
that bestI(A, Y ) = bestI(B, Y ). Let Y ⊆ A. As B is subset of A, we have
bestI(B, Y ) ≤ bestI(A, Y ). In particular, if there is no X ∈ A such that X ∪ Y
is an independent set, then we have bestI(A, Y ) = bestI(B, Y ) = −∞.

Suppose from now that bestI(A, Y ) �= −∞ and let X ∈ A such that X ∪ Y
is an independent set and w(X) = bestI(A, Y ). We distinguish the following
cases:

– If umim(A) = k, then, by construction, there exists an independent set W ∈ B
such that N(X) \ A = N(W ) \ A and w(X) ≤ w(W ). As X ∪ Y is an
independent set, we deduce that N(X)∩Y = N(W )∩Y = ∅ and thus W ∪Y
is an independent set.

– If umim(A) > k, then umim(A) = k as omim(A) = min(umim(A), umim(A)) = k.
By Lemma 9, there exists an independent set Y ′ ⊆ Y of size at most k such
that N(Y )\A = N(Y ′)\A. As Y ′ ⊆ Y , we know that X∪Y ′ is an independent
set. Thus, by construction there exists a set W ∈ B such that W ∪ Y ′ is an
independent set and w(X) ≤ w(W ). Since N(Y ) \A = N(Y ′) \A, we deduce
that W ∪ Y is an independent set.

In both cases, there exists W ∈ B such that W ∪ Y is an independent set and
w(X) ≤ w(W ) ≤ bestI(B, Y ). Since bestI(B, Y ) ≤ bestI(A, Y ) = w(X), it
follows that w(X) = bestI(A, Y ) = bestI(B, Y ). As this holds for every Y ⊆ A,
we conclude that B (I, A)-represents A.

It remains to prove the running time. Computing omim(A) = k and checking
whether umim(A) = k can be done by looking at every set of k + 1 edges and
check whether one of these sets is an induced (A,A)-matching in G − E(A)
and in G − E(A). This can be done in time O(

(
n2

k+1

)
n2) = nO(k) time. When

umim(A) > k, it is clear that computing B can be done in time |A|nO(k). This is
also possible when umim(A) = k as Lemma 9 implies that |{N(X) \ A : X is an
independent set in A}| ≤ nk. �

We obtain the following by using Theorem 11 with the routine of Lemma 12.

Theorem 13. Given an n-vertex graph with a branch decomposition of o-mim-
width k, we can solve Independent Set in time nO(k).
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We show that the o-mim-width of a graph is upper bounded by its tree-
independence number.

We say that a branch decomposition is on a set V (G) if it is a branch decom-
position of some function f : 2V (G) → Z≥0. Next we give a general lemma for
turning tree decompositions of G into branch decompositions on V (G).

Lemma 14. Let (T, bag) be a tree decomposition of a graph G. There exists a
branch decomposition (T ′, δ) on the set V (G) so that for every bipartition (A,A)
of V (G) given by an edge of (T ′, δ), there exists a bag of (T, bag) that contains
either N(A) or N(A).

Then we restate Theorem 2 and prove it using Lemma 14.

Theorem 2. Any graph with tree-independence number k has o-mim-width at
most k.

Proof. Let G be a graph with tree-independence number k and (T, bag) a tree
decomposition of G with independence number α(T, bag) = k. By applying
Lemma 14 we turn (T, bag) into a branch decomposition on V (G) so that for
every partition (A,A) of V (G) given by the decomposition, either N(A) or N(A)
has independence number at most k. Now, if N(A) has independence number
at most k, then umim(A) ≤ k, and if N(A) has independence number at most k,
then umim(A) ≤ k, so we have that omim(A) ≤ k, and therefore the o-mim-width
of the branch decomposition is at most k. �

With similar arguments, we also prove the following.

Theorem 15. Any graph with minor-matching hypertreewidth k has sim-width
at most k.

4 Neighbor-Depth of Graphs of Bounded Sim-Width

In this section we show that graphs of bounded sim-width have poly-logarithmic
neighbor-depth, i.e., Theorem 5. The idea of the proof will be that given a cut
of bounded sim-width, we can delete a constant fraction of the edges going over
the cut by deleting the closed neighborhood of a single vertex. This allows to
first fix a balanced cut according to an optimal decomposition for sim-width,
and then delete the edges going over the cut in logarithmic depth.

We say that a vertex v ∈ V (G) neighbor-controls an edge e ∈ E(G) if e
is incident to a vertex in N [v]. In other words, v neighbor-controls e if e /∈
E(G \ N [v]).

Lemma 16. Let G be a graph and A ⊆ V (G) so that sim(A) ≤ k. There exists
a vertex v ∈ V (G) that neighbor-controls at least |E(A,A)|/2k edges in E(A,A).

Proof. Suppose the contradiction, i.e., that all vertices of G neighbor-control less
than |E(A,A)|/2k edges in E(A,A). Let M ⊆ E(A,A) be a maximum induced
(A,A)-matching, having size at most |M | ≤ sim(A) ≤ k, and let V (M) denote
the set of vertices incident to M . Now, an edge in E(A,A) cannot be added
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to M if and only if one of its endpoints is in N [V (M)]. In particular, an edge
in E(A,A) cannot be added to M if and only if there is a vertex in V (M)
that neighbor-controls it. However, by our assumption, the vertices in V (M)
neighbor-control strictly less than

|V (M)| · |E(A,A)|/2k = |E(A,A)|
edges of E(A,A), so there exists an edge in E(A,A) that is not neighbor-
controlled by V (M), and therefore we contradict the maximality of M . �

Now, the idea will be to argue that because sim-width is at most k, there
exists a balanced cut (A,A) with sim(A) ≤ k, and then select the vertex v given
by Lemma 16 as the pivot-vertex. Here, we need to be careful to persistently
target the same cut until the graph is disconnected along it.

Theorem 5. Any n-vertex graph of sim-width k has neighbor-depth O(k log2 n)

Proof. For integers n ≥ 2 and k, t ≥ 0, we denote by nd(n, k, t) the maximum
neighbor-depth of a graph that

1. has at most n vertices,
2. has sim-width at most k, and
3. has a cut (A,A) with sim(A) ≤ k, |E(A,A)| ≤ t, |A| ≤ 2n/3, and |A| ≤ 2n/3.

We observe that if a graph G satisfies all of the conditions 1–3, then any
induced subgraph of G also satisfies the conditions. In particular, note that n
can be larger than |V (G)|, and in the condition 3, the cut should be balanced
with respect to n but not necessarily with respect to |V (G)|.

We will prove by induction that

nd(n, k, t) ≤ 1 + 4k(log3/2(n) · log(n2 + 1) + log(t + 1)). (1)

This will then prove the statement, because by Lemma 8 any graph with n
vertices and sim-width k satisfies the conditions with t = n2.

First, when n ≤ 2 this holds because any graph with at most two vertices
has neighbor-depth at most one. We then assume that n ≥ 3 and that Eq. (1)
holds for smaller values of n and first consider the case t = 0.

Let G be a graph that satisfies the conditions 1–3 with t = 0. Because t = 0,
each connected component of G has at most 2n/3 vertices, and therefore satisfies
the conditions with n′ = 2n/3, k′ = k, and t′ = (2n/3)2. Therefore, by induction
each component of G has neighbor-depth at most nd(2n/3, k, (2n/3)2). Because
the neighbor-depth of G is the maximum neighbor-depth over its components,
we get that

nd(G) ≤ nd(2n/3, k, (2n/3)2)

≤ 1 + 4k(log3/2(2n/3) · log((2n/3)2 + 1) + log((2n/3)2 + 1))

≤ 1 + 4k((log3/2(n) − 1) · log((2n/3)2 + 1) + log((2n/3)2 + 1))

≤ 1 + 4k(log3/2(n) · log((2n/3)2 + 1)) ≤ 1 + 4k(log3/2(n) · log(n2 + 1)),
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which proves that Eq. (1) holds when t = 0.
We then consider the case when t ≥ 1. Assume that Eq. (1) does not hold

and let G be a counterexample that is minimal under induced subgraphs. Note
that this implies that G is connected, and every proper induced subgraph G′ of
G has neighbor-depth at most 1+4k(log3/2(n) · log(n2 +1)+ log(t+1)). We can
also assume that t = |E(A,A)|.

Now, by Lemma 16 there exists a vertex v ∈ V (G) that neighbor-controls
at least t/2k edges in E(A,A). We will select v as the pivot-vertex. By the
minimality of G, we have that nd(G \ {v}) ≤ 1 + 4k(log3/2(n) · log(n2 + 1) +
log(t + 1)), so it suffices to prove that nd(G \ N [v]) ≤ 1 + 4k(log3/2(n) · log(n2 +
1) + log(t + 1)) − 1. Because v neighbor-controls at least t/2k edges in E(A,A),
the graph G\N [v] satisfies the conditions with n′ = n, k′ = k, and t′ = t− t/2k.
We denote

α =
t′ + 1
t + 1

= 1 − t/2k

t + 1
≤ 1 − t/2k

2t
≤ 1 − 1

4k
.

Now we have that

nd(G) ≤ nd(n, k, t − t/2k) + 1 ≤ 2 + 4k(log3/2(n) · log(n2 + 1) + log(α · (t + 1)))

≤ 2 + 4k(log3/2(n) · log(n2 + 1) + log(α) + log(t + 1))

≤ 2 + 4k log(α) + 4k(log3/2(n) · log(n2 + 1) + log(t + 1))

≤ 2 − 4k · 1

4k
+ 4k(log3/2(n) · log(n2 + 1) + log(t + 1))

≤ 1 + 4k(log3/2(n) · log(n2 + 1) + log(t + 1)),

which proves that Eq. (1) holds when t ≥ 1, and therefore completes the proof.
�

5 Conclusion

We conclude with some open problems. First, as already discussed, it is still open
if independent set can be solved in polynomial-time on graphs of bounded mim-
width, because it is not known how to construct a decomposition of bounded
mim-width if one exists. It would be very interesting to resolve this problem
by either giving an algorithm for computing decompositions of bounded mim-
width, or by defining an alternative width parameter that is more general than
mim-width and allows to solve Independent Set in polynomial-time when the
parameter is bounded.

The class of graphs of polylogarithmic neighbor-depth generalizes several
classes where Independent Set can be solved in (quasi)polynomial time.
Another interesting class where Independent Set can be solved in polynomial-
time and which, to our knowledge, could have polylogarithmic neighbor-depth
is the class of graphs with polynomial number of minimal separators [12]. It
would be interesting to show that this class has polylogarithmic neighbor-depth.
More generally, Korhonen [21] studied a specific model of dynamic programming
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algorithms for Independent Set, in particular, tropical circuits for indepen-
dent set, and it appears plausible that all graphs with polynomial size tropical
circuits for independent set could have polylogarithmic neighbor-depth.
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Abstract. The study of nonplanar graph drawings with forbidden or
desired crossing configurations has a long tradition in geometric graph
theory, and received an increasing attention in the last two decades,
under the name of beyond-planar graph drawing. In this context, we intro-
duce a new hierarchy of graph families, called k+-real face graphs. For
any integer k ≥ 1, a graph G is a k+-real face graph if it admits a
drawing Γ in the plane such that the boundary of each face (formed by
vertices, crossings, and edges) contains at least k vertices of G. We give
tight upper bounds on the maximum number of edges of k+-real face
graphs. In particular, we show that 1+-real face and 2+-real face graphs
with n vertices have at most 5n − 10 and 4n − 8 edges, respectively.
Also, if all vertices are constrained to be on the boundary of the external
face, then 1+-real face and 2+-real face graphs have at most 3n − 6 and
2.5n−4 edges, respectively. We also study relationships between k+-real
face graphs and beyond-planar graph families with hereditary property.

Keywords: beyond-planar graph drawing · k+-real face graphs · edge
density

1 Introduction

The study of nonplanar graph drawings with forbidden substructures has a long
tradition in geometric graph theory (see, e.g., [31]). In the last two decades, this
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topic, often recognized as beyond-planar graph drawing, has become increasingly
popular. This growth in interest is due in part to human cognitive experiments
aimed at estimating the impact of crossing configurations on graph visualization
readability. See [22,25,27] for recent surveys or books on the subject.

With a widely-accepted terminology, a beyond-planar graph family is a type
of nonplanar graphs that can be drawn in the plane by avoiding some given edge
crossing configurations or by guaranteeing some properties about edge crossings.
For example, for a given positive integer k, the family of k-planar graphs con-
sists of those graphs that can be drawn in the plane with at most k crossings
per edge [28,34], while k-quasi planar graphs are graphs that can be drawn in
the plane without k mutually crossing edges [1,4,6,33,35]. Again, right-angle-
crossing graphs (also known as RAC graphs) are those graphs that admit a
straight-line drawing in which any two crossing edges form angles of 90◦ at their
crossing point [20,21]; generalizations and variants of RAC drawings have also
been proposed (see, e.g., [3,18,24]). Refer to [22] for other notable beyond-planar
graph families. Given a family F of beyond-planar graphs, one of the most rele-
vant problems is establishing the maximum edge density for the elements of F ,
i.e., the maximum number of edges that an n-vertex graph in F can have with
respect to n. This is a classical Turán-type problem with a long tradition in
extremal graph theory [9,15,29] and represents one of the core research topics
in the literature on graph drawing beyond planarity. For example, it is known
that n-vertex 1-planar graphs and 2-planar graphs have at most 4n − 8 edges
and 5n − 10 edges, respectively, and both these bounds are tight, in the sense
that there are graphs in these families that can actually achieve them [34]. A
graph of F that is maximally dense (i.e., whose number of edges is the maximum
possible over its number of vertices) is usually called an optimal graph of F .

A similar research direction investigates how different beyond-planar graph
families relate to each other in terms of inclusion, partly exploiting edge density
results [22]. For instance, it has been shown that the family of simple k-planar
graphs is a subset of (k + 1)-quasi planar graphs for any k ≥ 2 [7].

Contribution. In this paper, we propose a new hierarchy of graph families,
which we call k+-real face graphs, for any positive integer k. Namely, consider
any drawing Γ of a graph G in the plane, where edge crossing points are regarded
as dummy vertices. The drawing Γ divides the plane into connected regions,
called faces: if no two edges of G cross in Γ , the boundary of each face consists
of vertices (and edges) of G; otherwise, the boundaries of some faces contain
dummy vertices. We say that G is a k+-real face graph if it admits a drawing
such that each face boundary contains at least k real vertices, i.e., k vertices
of G (k+ stands for “k or more”). By definition, for any k ≥ 1, the family of
(k + 1)+-real face graphs is included in the family of k+-real face graphs. From
a theoretical perspective, studying k+-real face graphs generalizes to nonplanar
graphs the study of planar graphs that admit a crossing-free drawing whose
face sizes are above a desired threshold [5,23,30]. Also, finding k+-real face
graphs can be regarded as a generalization to nonplanar graphs of the classical
guarding planar graph problem [16], where the vertices that cover the face set
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Table 1. Summary of density results in this paper; n denotes the number of vertices.

Graph Family Crossings (χ ≤) Edges (m ≤) Ref.

k+-real face graphs (k ≥ 3) 2−k
k · m + n − 2 k

k−2 (n − 2) Lemma 1, Theorem 1

2+-real face graphs n − 2 4n − 8 Lemma 1, Theorem 2

1+-real face graphs m + n − 2 5n − 10 Lemma 1, Theorem 3

outer k+-real face graphs (k ≥ 3) 2−k
k · m + k−1

k · n − 1 k−1
k−2 · n − k

k−2 Lemma 2, Theorem 4

outer 2+-real face graphs 1
2n − 1 2.5n − 4 Lemma 2, Theorem 5

outer 1+-real face graphs m − 1 3n − 6 Lemma 2, Theorem 6

are the (real) vertices of G. From a more practical perspective, the interest in
k+-real face graphs is motivated by the intuition that faces that mostly consist
of crossing points could make the graph layout less readable; indeed, the number
of real vertices per face can be regarded as a measure of how much the drawing
is far from being planar; in particular, one would avoid, when possible, faces
formed only by crossing points. Our results can be summarized as follows:

– We provide tight upper bounds on the edge density of k+-real face graphs,
for all values of k, both in the general case (Sect. 3) and in the constrained
scenario in which all vertices of the graph are forced to stay on the external
face (Sect. 4); see Table 1 for a summary of our results. The constrained sce-
nario can be regarded as a generalization of the study of outerplanar graphs
to our graphs, which we call outer k+-real face graphs. We note that similar
constraints have been previously studied in other families of beyond-planar
graphs (see, e.g., [10,12,13,19,26]).

– We establish inclusion relationships between k+-real face graphs and families
of beyond-planar graphs with hereditary property, such as h-planar and h-
quasi planar graphs (Sect. 5). In particular, we show that, for any positive
integer k, the family of k+-real face graphs is not included in any beyond-
planar graph family with hereditary property. However, this is not always the
case if we restrict our attention to optimal graphs.

For space reasons, some proofs have been omitted or sketched.

2 Basic Definitions

Let G be a graph. We assume that G is connected and simple, meaning that it
contains neither multiple edges nor self-loops (if G is not connected we can treat
each connected component of G independently). We denote by V (G) and E(G)
the set of vertices and the set of edges of G, respectively. A drawing Γ of G maps
each vertex v ∈ V (G) to a distinct point in the plane and each edge uv ∈ E(G)
to a simple Jordan arc between the points corresponding to u and v. We assume
that Γ is a simple drawing, that is: (i) adjacent edges do not intersect, except at
their common endpoint; (ii) two independent (i.e., non-adjacent) edges intersect
at most in one of their interior points, called a crossing point ; and (iii) no three
edges intersect at a common crossing point.
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Fig. 1. (a) A nonplanar drawing Γ of a graph G with 5 crossings. White circles are
the real-vertices of Γ (i.e., the vertices of G) and black circles are the crossing-vertices
of Γ . Graph G has n = 10 vertices and m = 14 edges. Drawing Γ has ν = 15 vertices,
μ = 24 edges, and ϕ = 11 faces. Face f0 is the external face. The shaded face is a 0-real
face. Face f2 is a 2-real triangle and f3 is a 2-real quadrilateral. The boundary of f1 is
not a simple cycle as vertex v is traversed twice while walking along its boundary. It
follows that degr

Γ (f1) = 4, degc
Γ (f1) = 3, and degΓ (f1) = 7. (b) A 2+-real face drawing

Γ ′ of G, obtained from the previous one by rerouting two edges of G (the thicker ones).

Refer to Fig. 1 for an illustration of the next definitions. Let Γ be a drawing
of G. A vertex of Γ is either a point corresponding to a vertex of G, called a
real-vertex, or a point corresponding to a crossing point, called a crossing-vertex.
Observe that a crossing-vertex has degree 4. We remark that in the literature a
plane graph obtained by replacing crossing points with dummy vertices is often
referred to as a planarization [17].

We denote by V (Γ ) the set of vertices of Γ . An edge of Γ is a curve con-
necting two vertices of Γ ; an edge of Γ whose endpoints are both real-vertices
coincides with an edge of G. We denote by E(Γ ) the set of edges of Γ . Drawing
Γ subdivides the plane into topologically connected regions, called faces. The
boundary of each face consists of a circular sequence of vertices and edges of Γ .
We denote by F (Γ ) the set of faces of Γ . Exactly one face in F (Γ ) corresponds
to an infinite region of the plane, called the external face (or outer face) of Γ ;
the other faces are the internal faces of Γ . When the boundary of a face f of Γ
contains a vertex v (or an edge e), we also say that f contains v (or e).

From now on, we denote by n = |V (G)| and m = |E(G)| the number of
vertices and the number of edges of G, respectively. For a drawing Γ of G, we
denote by ν = |V (Γ )|, μ = |E(Γ )|, and ϕ = |F (Γ )| the number of vertices, edges,
and faces of Γ , respectively. Also, we denote by χ = |V (Γ ) \ V (G)| = ν − n the
number of crossing-vertices of Γ .

– Degree of vertices and faces. For a vertex v ∈ V (G), denote by degG(v)
the degree of v in G, i.e., the number of edges incident to v. Analogously,
for a vertex v ∈ V (Γ ), denote by degΓ (v) the degree of v in Γ . For a face
f ∈ F (Γ ), denote by degΓ (f) the degree of f , i.e., the number of times
we traverse vertices (either real- or crossing-vertices) while walking on the
boundary of f clockwise. Each vertex contributes to degΓ (f) the number of
times we traverse it (possibly more than once if the boundary of f is not a
simple cycle). Also, denote by degr

Γ (f) the real-vertex degree of f , i.e., the
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number of times we traverse a real-vertex of Γ while walking on the boundary
of f clockwise. Again, each real-vertex contributes to degr

Γ (f) the number of
times we traverse it. Finally, degc

Γ (f) denotes the number of times we traverse
a crossing-vertex of Γ while walking on the boundary of f clockwise. Clearly,
degΓ (f) = degr

Γ (f) + degc
Γ (f).

– k+-real face drawings and graphs. Given a graph G and a positive inte-
ger k, a k+-real face drawing of G is a drawing Γ of G such that the boundary
of each face of Γ has at least k real-vertices. If G admits a k+-real face draw-
ing, we say that G is a k+-real face graph. An outer k+-real face drawing of
G is a k+-real face drawing Γ of G such that all its real-vertices are on the
boundary of the outer face. If G admits an outer k+-real face drawing we say
that G is an outer k+-real face graph. We say that a face f ∈ F (Γ ) is an
h-real face, where h is a non-negative integer, if degr

Γ (f) = h. An h-real face
of degree d is called an h-real d-gon. An h-real 3-gon is also called an h-real
triangle, and an h-real 4-gon is also called an h-real quadrilateral. We say that
an edge e = uv ∈ E(Γ ) is an h-real edge (h ∈ {0, 1, 2}) if |{u, v}∩V (G)| = h,
i.e., e contains h real-vertices.

3 Density of k+-Real Face Graphs

In this section, we prove tight upper bounds on the number of edges that a
k+-real face graph can have. We start by proving the following upper bound on
the number χ of crossing-vertices in a k+-real face drawing.

Lemma 1. Let Γ be a k+-real face drawing of a graph G. We have:

χ ≤ 2 − k

k
· m + n − 2 (1)

Proof. By hypothesis, each face f ∈ F (Γ ) contains at least k real-vertices (i.e.,
at least k vertices of G). Since each real-vertex v ∈ V (G) can belong to at
most degG(v) faces of Γ and since

∑
v∈V (G) degG(v) = 2m, we have that the

number ϕ of faces of Γ is such that ϕ ≤ 2m
k . Also, the number of edges μ of

Γ is such that μ = m + 2χ. Hence, by Euler’s formula applied to Γ , we have
ϕ = μ + 2 − ν = m + 2χ + 2 − n − χ, and hence ϕ = m + χ + 2 − n. It follows
that χ = ϕ − m + n − 2 ≤ 2m

k − m + n − 2 = 2−k
k · m + n − 2. �

3.1 k+-Real Face Graphs, with k ≥ 2

We first consider the case k ≥ 3 and then the case k = 2.

Theorem 1. Let k be a positive integer such that k ≥ 3. If G is a k+-real face
graph with n vertices and m edges, then m ≤ k

k−2 (n−2), and this bound is tight.
Also, the optimal n-vertex k+-real face drawings are exactly the n-vertex planar
drawings in which each face is a simple k-gon.
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Proof (Sketch). Let Γ be any k+-real face drawing of G. When k ≥ 3, the term
2−k

k is negative and, equivalently, k
k−2 is positive. Since the number χ of crossing-

vertices of Γ cannot be negative, i.e., χ ≥ 0, by Eq. (1) of Lemma 1 we have that
the number of edges m must satisfy the inequality m ≤ k

k−2 (n − 2).
For the tightness of the bound, just consider the family of planar embedded

graphs such that each face has k vertices. Any n-vertex graph in this family has
m = k

k−2 (n−2) edges. Also, one can prove that every k+-real face drawing with
k

k−2 (n − 2) edges is planar and all its faces have degree k. �

Theorem 2. If G is a 2+-real face graph with n vertices and m edges, then
m ≤ 4n − 8, and this bound is tight. Also, the optimal n-vertex 2+-real face
graphs are exactly the optimal 1-planar graphs.

Proof (Sketch). Let Γ be any 2+-real face drawing of G. By Eq. (1) of Lemma
1, with k = 2, we get χ ≤ n − 2. Since μ ≤ 3ν − 6, and since μ = m + 2χ and
ν = n + χ, we have m ≤ χ + 3n − 6, and therefore m ≤ n − 2 + 3n − 6 = 4n − 8.
This proves that 4n − 8 is an upper bound on the number of edges of G.

About the tightness of the bound, consider the family of 1-planar graphs,
i.e., graphs that admit a drawing Γ with at most one crossing per edge. Each
face of Γ has at least two real-vertices (see also [36]), thus Γ is a 2+-real face
drawing. In particular, for n = 8 and for every n ≥ 12, there exists an optimal
1-planar graph with n vertices and 4n − 8 edges [14,34]. Also, it can be proven
that every optimal 2+-real face drawing Γ of G is also a 1-planar drawing of G.
�

3.2 1+-Real Face Graphs

To prove an upper bound on the number of edges in 1+-real face graphs, we use
discharging techniques. See for example [2,4,24] for other papers that use similar
approaches. Following [4], we consider a charging function ch : F (Γ ) → R such
that, for each f ∈ F (Γ ), we set:

ch(f) = degΓ (f) + degr
Γ (f) − 4 = 2degr

Γ (f) + degc
Γ (f) − 4 (2)

The value ch(f) is called the initial charge of f . By using Euler’s formula, it is
not difficult to prove that the following relationship holds (for details, see [4]):

∑

f∈F (Γ )

ch(f) = 4n − 8 (3)

The idea of a discharging technique is to derive from the initial charging function
ch a new function ch′ that satisfies the next two properties (see also [4]):
C1. ch′(f) ≥ α degr

Γ (f), for some real number α > 0;
C2.

∑
f∈F (Γ ) ch′(f) ≤ ∑

f∈F (Γ ) ch(f)
If α > 0 is a real number for which a charging function ch′ satisfies C1
and C2, by Eq. (3) we have: 4n − 8 =

∑
f∈F (Γ ) ch(f) ≥ ∑

f∈F (Γ ) ch′(f) ≥
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α
∑

f∈F (Γ ) degr
Γ (f). Also, since

∑
f∈F (Γ ) degr

Γ (f) =
∑

v∈V (G) degG(v) = 2m,
we get the following:

m ≤ 2
α

(n − 2) (4)

Thus, Eq. (4) can be exploited to prove upper bounds on the edge-density of
a graph for specific values of α, whenever we find a charging function ch′ that
satisfies C1 and C2. We are now ready to present the main result of this section.

Theorem 3. Let G be a 1+-real face graph with n vertices and m edges. We
have that m ≤ 5n − 10, and this bound is tight.

Proof (Sketch). Let Γ be a 1+-real face drawing of G. We first augment Γ and
G as follows. If some face f of Γ contains a pair u and v of real-vertices but
does not contain an edge uv on its boundary, then we augment Γ (and G) with
an edge uv drawn in the interior of f , in such a way that it does not create any
crossing. We then repeat this process until every pair of real-vertices in each face
f is connected by an edge on the boundary of f . Note that, this augmentation is
not unique and may introduce multiple edges in G. However, it does not create
any 0-real faces and any faces of degree two in the drawing; also, the drawing
remains a 1+-real face drawing. If Γ ′ denotes the drawing resulting from the
augmentation on Γ , for each face f ∈ F (Γ ′) we have that: (a) degΓ ′(f) ≥ 3;
and (b) 3 ≥ degr

Γ ′(f) ≥ 1. Also, denoted by G′ the graph resulting from the
augmentation on G, we have V (G′) = V (G) and E(G) ⊆ E(G′); hence, an
upper bound on the number of edges m′ of G′ is also an upper bound on the
number of edges m of G.

Suppose given on Γ ′ the initial charging function ch : F (Γ ′) → R of Eq. (2).
If we are able to define a charging function ch′ : F (Γ ′) → R that satisfies C1
and C2 for α = 2

5 , then by Eq. (4) we get m ≤ m′ ≤ 5n − 10, and we are done.
We show how to define ch′. For every face f ∈ Γ ′, we initially set ch′(f) =

ch(f) = 2 degr
Γ ′(f) + degc

Γ ′(f) − 4. With this choice and with α = 2
5 , function

ch′ satisfies C2. Also, C1 becomes 2 degr
Γ ′(f) + degc

Γ ′ −4 ≥ 2
5 degr

Γ ′(f), that is,
8 degr

Γ ′(f) + 5 degc
Γ ′(f) ≥ 20. Hence, since degΓ ′(f) ≥ 3, C1 is always satisfied

for each face f such that either degr
Γ ′(f) ≥ 2, or degr

Γ ′(f) = 1 and degc
Γ ′(f) ≥ 3.

It follows that, the only faces that do not satisfy C1 are the 1-real triangles, i.e.,
each face t for which degr

Γ ′(t) = 1 and degc
Γ ′(t) = 2. Indeed, for a 1-real triangle

t the initial charge equals 0, thus we need to suitably increase the value of ch′(t).
For each 1-real triangle t, let f be the face incident to the unique 0-real edge

of t; see Fig. 2a. Observe that degΓ ′(f) ≥ 4. Indeed, if it were degΓ ′(f) = 3 then
G would contain two parallel edges (which is impossible because G is simple)
or there would be two adjacent edges of G that cross in Γ (which is impossible
because Γ is simple). Also, since Γ ′ is a 1+-real face drawing, we have degr

Γ ′(f) ≥
1. We apply a discharging operation, by moving a fraction 2

5 of charge from f
to t across their shared 0-real edge. In this way, we set ch′(t) = 2

5 and reduce
ch′(f) by 2

5 . The total charge of Γ ′ determined by ch′ does not change (hence
C2 is still satisfied) but now ch′(t) satisfies C1.

Since for a face f the reduction of ch′(f) by 2
5 occurs across a 0-real edge of f ,

the number of times this happens is at most degc
Γ ′(f) − 1. Therefore, after we
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Fig. 2. Illustration for the proof of Theorem 3: (a) A 1-real triangle t and an adjacent
face f that moves a charge of 2

5
towards t across a 0-real edge. (b) A 1-real quadrilateral

f that moves two charges of 2
5

towards two adjacent 1-real triangles t1 and t2; face f
recovers a charge of 1

5
from a 2-real triangle f ′ that shares a vertex x with f , t1, and t2

have applied a discharging operation for each 1-real triangle, the charge ch′(f)
of each face f of degree at least four is such that:

ch′(f) ≥ 2 degr
Γ ′(f)+degc

Γ ′(f)−4−2
5

degc
Γ ′(f)+

2
5

= 2degr
Γ ′(f)+

3
5

degc
Γ ′(f)−18

5

Hence, f satisfies C1 (i.e., ch′(f) ≥ 2
5 degr

Γ ′(f)) if this relation holds:

8 degr
Γ ′(f) + 3 degc

Γ ′(f) ≥ 18 (5)

It can be easily verified that the above relation is always satisfied for a face f
of degree at least four, except when f is a 1-real quadrilateral (which consists
of one real-vertex and 3 crossing-vertices). Indeed, if f is a 1-real quadrilateral
it could have moved a fraction 2

5 of charge towards a 1-real triangle t1 and a
fraction 2

5 of charge towards another 1-real triangle t2; see Fig. 2b. Both t1 and t2
share a crossing-vertex x with f and with another face f ′. In this case ch′(f) =
ch(f) − 4

5 = 1 − 4
5 = 1

5 = 2
5 degr

Γ ′(f) − 1
5 , thus f has a deficit of 1

5 . Observe that
the boundary of f ′ contains two real-vertices adjacent to x, which are connected
by an edge due to the edge augmentation initially performed on Γ . Hence, f ′ is a
2-real triangle and at this point we have ch′(f ′) = ch(f ′) = 1 = 2

5 degr
Γ ′(f ′) + 1

5 .
It follows that ch′(f ′) has a surplus of 1

5 , and we can move this surplus from f ′

to f , i.e., we increase ch′(f) by 1
5 and decrease ch′(f ′) by 1

5 . Since this reduction
of ch(f ′) can happen at most once for f ′, both f and f ′ satisfy C1 at the end of
this operation. This completes the proof that m ≤ 5n − 10.

As for the tightness of the bound, consider any n-vertex optimal 2-planar
drawing Γ . Such a drawing has 5n − 10 edges and it is composed of a planar
pentangulation (i.e., every face is a simple cycle of degree five) plus five crossing
edges inside each pentagon [11]. A 1+-real face drawing with n′ > n vertices and
5n′ − 10 edges is obtained from Γ by adding a vertex inside each pentagon and
connecting it to all vertices of the pentagon (see Fig. 3 for an illustration). �
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Fig. 3. (a) Pentagonal face of an optimal 2-planar drawing. (b) Augmenting each pen-
tagonal face with a vertex and five edges (in gray) to make the drawing 1+-real face.

4 Density of Outer k+-Real Face Graphs

In this section, we provide tight upper bounds on the maximum number of edges
that an outer k+-real face graph can have, depending on k. For an outer k+-real
face drawing Γ of a graph G, we denote by Fint(Γ ) ⊂ F (Γ ) the subset of internal
faces of Γ . Additionally, we denote by ϕint the number of internal faces of Γ ,
that is ϕint = |Fint(Γ )|. Notice that ϕ = ϕint + 1. As for k+-real face graphs,
we first give an upper bound on the number χ of crossing-vertices in an outer
k+-real face drawing (the proof relies on similar arguments).

Fig. 4. (a) An edge-maximal outer 1+-real face drawing of a graph with 7 vertices
and 14 edges. Face f1 is a 2-real 4-gon; f2, . . . , f7 are 2-real triangles; f8 and f9 are
1-real quadrilaterals; t1, . . . , t5 are 1-real triangles. (b) Arrows show a mapping of the
1-real triangles that satisfies Property (c) of Lemma 3. (c) Another example of an edge-
maximal outer 1+-real face drawing with 8 vertices and 16 edges. Face f is a 3-real
triangle. The shaded faces are the 1-real triangles; a mapping of these triangles that
satisfies Property (c) of Lemma 3 is shown.

Lemma 2. Let G be a graph and let k be a positive integer. If Γ is an outer
k+-real face drawing of G then the following holds:

χ ≤ 2 − k

k
· m +

k − 1
k

· n − 1 (6)
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4.1 Outer k+-Real Face Graphs, with k ≥ 2

We first consider the case k ≥ 3 and then the case k = 2. The proof of the next
theorem is similar to the proof of Theorem 1 and it has been omitted.

Theorem 4. Let k be a positive integer such that k ≥ 3. If G is an outer k+-real
face graph with n vertices and m edges, then m ≤ k−1

k−2 · n − k
k−2 , and this bound

is tight. Also, the optimal n-vertex outer k+-real face drawings are exactly the
n-vertex outerplanar drawings in which each internal face is a simple k-gon.

Theorem 5. Let G be an outer 2+-real face graph with n vertices and m edges.
We have that m ≤ 2.5n − 4, and this bound is tight. Also, the n-vertex optimal
outer 2+-real face graphs are exactly the optimal outer-1-planar graphs.

Proof (Sketch). Let Γ be any outer 2+-real face drawing of G. By Lemma 2,
with k = 2, we get χ ≤ n

2 − 1. If we remove from Γ exactly one edge of G
per crossing-vertex, we get an outerplanar graph with m′ = m − χ edges and n
vertices. Since a maximal outerplanar graph with n vertices has at most 2n − 3
edges, we have m − χ ≤ 2n − 3, and therefore m ≤ 2n − 3 + χ ≤ 2n − 3 + n

2 − 1,
that is, m ≤ 5

2n − 4 = 2.5n − 4. This proves that 2.5n − 4 is an upper bound on
the number of edges of G. Also, it can be proven that the bound is tight and that
every optimal outer 2+-real face drawing Γ is also 1-planar; since optimal outer-
1-planar graphs have at most 2.5n − 4 edges [8,19], this implies that optimal
outer 2+-real face graphs are exactly the optimal outer-1-planar graphs. �

4.2 Outer 1+-Real Face Graphs

As for 1+-real face graphs, we use discharging techniques to prove an upper
bound on the number of edges of outer 1+-real face graphs. An outer 1+-real
face Γ is edge-maximal if the drawing obtained by adding to Γ any new edge
between two of its real-vertices is no longer outer 1+-real face. An example of
edge-maximal outer 1+-real face drawing is illustrated in Fig. 4a; as Theorem 6
will show, this graph is however not optimal, as for any n ≥ 3 there exist outer
1+-real face graphs that contain 3n − 6 edges. Another edge-maximal outer 1+-
real face drawing that is not optimal is shown in Fig. 4c.

We now present a key result about the structure of edge-maximal outer 1+-
real face drawings.

Lemma 3. Let G be an n-vertex outer 1+-real face graph, with n ≥ 4, and let
Γ be an edge-maximal outer 1+-real face drawing of G. The following properties
hold:

a) The boundary of the external face is a simple cycle that consists of exactly
n real-vertices and no crossing-vertices.

b) Each internal face of Γ is either a 3-real triangle, or a 2-real d-gon (d ≥ 3),
or a 1-real triangle, or a 1-real quadrilateral.
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c) We can map each 1-real triangle to exactly one face of Γ that is either a
2-real d-gon, for d ≥ 4, or a 1-real quadrilateral, in such a way that: (i) at
most (d − 3) 1-real triangles are mapped to the same 2-real d-gon; and (ii)
at most two 1-real triangles are mapped to the same 1-real quadrilateral.

d) The number of 3-real triangles plus the number of 2-real d-gons is exactly
n, and the number of 1-real quadrilaterals is at most n − 4.

Theorem 6. If G is an outer 1+-real face graph with n vertices and m edges,
then m ≤ 3n − 6, and this bound is tight.

Proof (Sketch). To prove the upper bound, it is enough to concentrate on edge-
maximal outer 1+-real face drawings of G. Let Γ be such a drawing. If G has
three vertices, then Γ is a 3-cycle and the statement trivially holds. Assume that
n ≥ 4. We exploit a discharging technique as for Theorem 3. In this case, we
want to show the existence of a charging function ch′ that satisfies C1 and C2
for α = 2

3 . If such a function exists then, by Eq. (4), we get m ≤ 3n−6. For each
face f ∈ F (Γ ), initially set ch′(f) = ch(f), where ch(f) is the charging function
of Eq. (2). Denote by f0 the external face of Γ . Based on Properties (a) and (b)
of Lemma 3, degΓ (f0) = degr

Γ (f0) = n and each internal face of Γ is either a
3-real triangle, or a 2-real d-gon, or a 1-real triangle, or a 1-real quadrilateral.
At this point, we have:

– ch′(f0) = 2 degr
Γ (f0) + degc

Γ (f0) − 4 = 2n − 4; the charge excess of f0 with
respect to 2

3 degr
Γ (f0) is 4

3n − 4;
– If f is a 3-real triangle, then ch′(f) = 2; it has no charge excess/deficit;
– If f is a 2-real d-gon, ch′(f) = d−2; hence, if d = 3 (i.e., f is a 2-real triangle)

f has a charge deficit of 1
3 , while if d ≥ 4 it has an excess of d − 10

3 ;
– If f is a 1-real triangle then ch(f) = 0 and f has a charge deficit of 2

3 ;
– If f is a 1-real quadrilateral then ch(f) = 1 and f has a charge excess of 1

3 .

We modify ch′ by moving charges from faces with an excess to faces with a
deficit, in such a way that C1 is satisfied. Based on the above analysis, the only
faces with a deficit are the 2-real triangles and the 1-real triangles. We map each
1-real triangle to either a 2-real d-gon (with d ≥ 4) or to a 1-real quadrilateral, so
that the mapping satisfies Property (c) of Lemma 3. This mapping tells for each
face with a deficit from which face it will receive charges; see Fig. 4. Property (d)
of Lemma 3 is used to prove that the new charging function satisfies C1. �

5 Inclusion Relationships

In this section, we study inclusion relationships between the families of k+-real
face graphs and other beyond-planar graph families. As already observed, k+-
real face graphs form a hierarchy of families, that is, for each integer k ≥ 1, the
family of (k + 1)+-real face graphs is properly included in the family of k+-real
face graphs.
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1+-real face
2+-real face
1-planar

optimal 1-planar =
optimal 2+-real face

Fig. 5. Inclusion relationships between k+-
real face graphs and k-planar graphs, for k =
1, 2.

Note that the hierarchy of k-
planar graphs has the opposite
behavior, i.e., each k-planar graph is
also a (k + 1)-planar graph (for any
k ≥ 1). The results of Sect. 3 provide
insights about inclusion relationships
between the hierarchies of k-planar
graphs and of k+-real face graphs, for
k ∈ {1, 2}. Namely, Theorem 2 shows
that 1-planar graphs are 2+-real face
graphs and that the families of optimal 1-planar graphs and optimal 2+-real face
graphs coincide. These relationships are summarized in Fig. 5.

We now show a more general result about the relationship between k+-real
face graphs and any other beyond-planar graph family with hereditary property.
This result (Theorem 7) excludes that, for any fixed positive integer k, there
exists some beyond-planar graph families with hereditary property that contain
all k+-real face graphs. In the following, we formalize this concept.

Let F be a family of beyond-planar graphs. We say that F has the hereditary
property if any subgraph of a graph in F also belongs to F . Most of the beyond-
planar graph families studied in the literature (see, e.g., [22]) have the hereditary
property. On the contrary, the family of k+-real face graphs (for any k ≥ 1) does
not necessarily satisfy this property, as removing vertices from a k+-real face
graph makes it impossible in some cases to guarantee at least k real-vertices per
face; for example, if we remove the central vertex in the drawing of Fig. 3b, the
drawing is no longer a 1+-real face drawing. Nonetheless, it is immediate to see
that if we remove from a k+-real face graph any subset of edges but no vertices,
the resulting subgraph is still a k+-real face graph.

Lemma 4. For any integer k > 0 and for any family F of beyond-planar graphs
with hereditary property, there exists a k+-real face graph not belonging to F .

Proof. Let G be any (connected) graph such that G /∈ F . Consider any drawing
Γ of G. If Γ is already a k+-real face drawing, we are done. Otherwise, we
augment Γ into a new drawing by suitably adding new vertices and edges; refer
to Fig. 6 for an example. We first consider the set of 0-real faces of Γ (i.e., faces
whose boundary contains only crossings). If this set is not empty, there must be
a 0-real face f that is adjacent to a face f ′ containing a real-vertex v. Add to
Γ a new real-vertex u in the interior of f and connect u to v with an edge that
crosses exactly one edge shared by f and f ′. In this way, the set of 0-real faces
is decreased by one element. Iterate this procedure until there is no more 0-real
faces in the drawing. Now, consider every face f of Γ that contains 1 ≤ h < k
real-vertices (if any). Arbitrarily select a real-vertex v of f , and attach to v a
chain of k − h vertices in the interior of f . This creates a new face f ′ in place of
f , which contains k real-vertices. Once all those faces have been processed, the
underlying graph G′ of the resulting drawing is a (connected) k+-real face graph.
Also, since G ⊆ G′ and F has the hereditary property, we have that G′ /∈ F . �
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Fig. 6. (a) An initial drawing of a graph that is not 1-planar; it has one 0-real face
(shaded). (b) An augmentation that removes the 0-real face; the new elements are red.
(c) A further augmentation that makes the drawing 2+-real face. (Color figure online)

Lemma 4 immediately implies the following.

Theorem 7. For any positive integer k, the family of k+-real face graphs is not
included in any beyond-planar graph family with hereditary property.

A consequence of Theorem 7 is that, for any integer k > 0, the family K of
k+-real face graphs is incomparable with any beyond-planar graph family F with
hereditary property whose edge density is higher than the edge density of K. For
instance, each family of k+-real face graphs is incomparable with the families of
h-planar graphs for h ≥ 3. Indeed, Theorem 7 proves the existence of a 1+-real
face graph that is not h-planar; on the other hand, since the maximum number
of edges of an h-planar graph, for h ≥ 3, can be higher than 5n−10 [32,34], there
exist h-planar graphs that are not 1+-real face graphs. Similarly, each family of
k+-real face graphs is incomparable with the family of h-quasi planar graphs,
for every h ≥ 3, as 3-quasi planar graphs can have up to 6.5n − 20 edges [1].

6 Open Problems

We conclude with two open research questions.

OP(1) The maximum edge density of 2-planar graphs is the same as the one
of 1+-real face graphs, and Theorem 6 implies that there are 1+-real
face graphs that are not 2-planar. An open question is whether there
exist 2-planar graphs that are not 1+-real face graphs. Note that, every
2-planar drawing of an optimal 2-planar graph G is not 1+-real face, as
it contains 0-real faces. However, one cannot exclude in principle that
G admits a 1+-real face drawing that is not 2-planar.

OP(2) Another interesting research direction is to establish the complexity of
testing whether a graph is k+-real face or outer k+-real face for a given k.
In particular, are these problems NP-hard?

Acknowledgments. We thank Vida Dujmović for valuable discussion.
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Abstract. The notion of graph covers (also referred to as locally bijec-
tive homomorphisms) plays an important role in topological graph theory
and has found its computer science applications in models of local com-
putation. For a fixed target graph H, the H-Cover problem asks if an
input graph G allows a graph covering projection onto H. Despite the
fact that the quest for characterizing the computational complexity of
H-Cover had been started more than 30 years ago, only a handful of
general results have been known so far.

In this paper, we present a complete characterization of the compu-
tational complexity of covering colored graphs for the case that every
equivalence class in the degree partition of the target graph has at most
two vertices. We prove this result in a very general form. Following the
lines of current development of topological graph theory, we study graphs
in the most relaxed sense of the definition - the graphs are mixed (they
may have both directed and undirected edges), may have multiple edges,
loops, and semi-edges. We show that a strong P/NP-co dichotomy holds
true in the sense that for each such fixed target graph H, the H-Cover
problem is either polynomial time solvable for arbitrary inputs, or NP-
complete even for simple input graphs.

1 Introduction

The notion of graph covers stems from topology and is viewed as a discretization
of the notion of covers of topological spaces. Apart from being used in com-
binatorics as a tool for constructing large highly symmetric graphs [3–6], this
notion has found computer science applications in the theory of local computa-
tion [2,13–15,17,30]. In this paper we aim to contribute to the kaleidoscope of
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results about computational complexity of graph covers. We first briefly com-
ment on the known results and show where our main result is placed among
them. The formal definitions of graphs under consideration (Definition 1) and
of graph covering projections (Definitions 2 and 3) are presented in Sect. 2, as
well as the detailed definition of the so called degree reducing reduction (Def-
inition 4), the concept of the degree partition of a graph (Proposition 1) and
identification of several special graphs which play the key role in our character-
ization in Theorem 2 (Definition 5).

Despite the efforts and attention that graph covers received in the computer
science community, their computational complexity is still far from being fully
understood. Bodlaender [9] proved that deciding if one graph covers another one
is an NP-complete problem, if both graphs are part of the input. Abello et al. [1]
considered the variant when the target graph, say H, is fixed, i.e., a parameter
of the problem, and the question is if an input graph covers H (this decision
problem will be referred to as H-Cover). They showed examples of graphs
H for which the problem is polynomial time solvable as well as examples for
which it is NP-complete, but most importantly, they were the first to formulate
the goal of a complete characterization of the computational complexity of the
H-Cover problem, depending on the target graph H. Some of the explicit ques-
tions of Abello et al. [1] were answered by Kratochv́ıl et al. in [25,27], some of
the NP-hardness results have been strengthened to planar input graphs by B́ılka
et al. [8]. A connection to a generalization of the Frequency Assignment Problem
has been identified through partial covers [7,18,21]. The computationally even
more sophisticated problem of regular covers has been treated in [19]. In a recent
paper [11], the authors initiated the study of the complexity of H-Cover for
graphs that allow multiple edges and loops, and also semi-edges. This is moti-
vated by the recent development of topological graph theory where it has now
become standard to consider this more general model of graphs [29,31–34]. The
graphs with semi-edges were also introduced and used in mathematical physics,
e.g. by Getzler and Karpanov [22]. It should be pointed out right away that con-
sidering loops, multiple edges and directed edges was shown necessary already
in [26], where it is proved that in order to fully understand the computational
complexity of H-Cover for simple undirected graphs H (i.e., undirected graphs
without multiple edges, loops, and semi-edges), it is necessary and sufficient to
understand the complexity of the problem for colored mixed multigraphs of min-
imum degree greater than 2. All papers from that era restrict their attention to
covers of connected graphs. Disconnected target graphs are carefully treated in
detail only in [10], where it is argued that the right way to define covers of dis-
connected graphs is to request that the preimages of all vertices have the same
size. Such covers are called equitable covers in [10], and in the current paper
we adopt this view and require graph covers to be equitable in case of covering
disconnected graphs.

Apart from several isolated results (which also include a complete character-
ization of the complexity of H-Cover for connected simple undirected graphs
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H with at most 6 vertices [25]), the following general results have been known
about the complexity of H-Cover for infinite classes of graphs:

1. Polynomial time solvability of H-Cover for connected simple undirected
graphs H which have at most two vertices in every equivalence class of their
degree partitions [25].

2. NP-completeness of H-Cover for regular simple undirected graphs H of
valency at least three [20,27].

3. Complete characterization of the complexity of H-Cover for undirected
(multi)graphs H (without semi-edges) on at most three vertices [28].

4. Complete characterization of the complexity of H-Cover for colored mixed
(multi)graphs H on at most two vertices [26] (for graphs without semi-edges)
and [11] (with semi-edges allowed).

It turns out that so far all the known NP-hard instances of H-Cover remain
NP-hard for simple graphs on input. This has led Bok et al. to formulating the
following conjecture.

Strong Dichotomy Conjecture for Graph Covers [12]. For every graph
H, the H-Cover problem is either polynomial time solvable for arbitrary input
graphs, or it is NP-complete for simple graphs as input.

The main result of our paper is a complete characterization of the computa-
tional complexity of H-Cover for graphs H, each of whose equivalence classes
of the degree partition has at most 2 vertices. This provides a common general-
ization of results 1 and 4.

Theorem 1. The H-Cover problem satisfies Strong Dichotomy for graphs H
such that each equivalence class of the degree partition has at most 2 vertices.

The actual characterization is somewhat technical and it follows from Theorem 2
in Sect. 2, presented after the formal definitions of all the notions and special
graphs that are needed for it. The characterization goes much farther beyond
the motivating results from [25,26]. The main novel points are the following:

– For simple graphs H, the H-Cover problem is always polynomial time solv-
able (if H has all equivalence classes of size at most 2), while for general
graphs, already graphs with 2 vertices may define NP-complete cases (and
even graphs with 1 vertex when semi-edges are allowed).

– For simple graphs H, the polynomial time algorithm is based on 2-
Satisfiability, while in case of general graphs, our polynomial time algo-
rithm is a blend of 2-Satisfiability and Perfect Matching algorithms;
this is somewhat surprising, since these two approaches are known to be
incompatible in some other situations.

– The NP-complete cases are proved for simple input graphs, which is in line
with the Strong Dichotomy Conjecture as stated in [12] (in contrast to many
previous results which allowed multiple edges and loops in the input graphs).
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2 Preliminaries

2.1 Definitions

Throughout the paper we will be working with the most general notion of a graph
which allows multiple edges, loops, directed edges and also semi-edges and whose
elements – both edges and vertices – are colored. A semi-edge is a pendant edge,
incident to just one vertex (and adding just 1 to the degree of this vertex, unlike
the loop, which adds 2 to the degree). In figures, semi-edges are depicted as lines
with one loose end, the other one being the vertex incident to the semi-edge. To
avoid any possible confusion, we present a formal definition.

Definition 1. A graph is a quadruple G = (V,Λ, ι, c), where V is a (finite)
set of vertices, Λ = E ∪ −→

E ∪ L ∪ −→
L ∪ S is the set of edges of G, ι : Λ −→(

V
2

) ∪ (V × V ) ∪ V is the incidence mapping of edges, and c : V ∪ E −→ C is a
coloring of the vertices and edges. The edges of E are called normal undirected
edges and they satisfy ι(e) ∈ (

V
2

)
, the edges of

−→
E are normal directed edges (and

ι(e) ∈ (V × V ) \ {(u, u) : u ∈ V }), the edges of L (
−→
L ) are undirected (directed,

respectively) loops (and we have ι(e) ∈ V in both cases), and finally the edges of
S are called semi-edges (and again ι(e) ∈ V ).

The vertex set and edge set of a graph G will be denoted by V (G) and Λ(G),
respectively, and a similar notation will be used for E(G),

−→
E (G), L(G),

−→
L (G)

and S(G). Since we can distinguish vertices from edges, and directed edges from
the undirected ones, we assume without loss of generality that colors of vertices,
of directed edges and of undirected ones are different. However, we allow directed
loops and directed normal edges to have the same color, as well as undirected
normal edges, undirected loops and semi-edges. Edges with the same incidence
function are called parallel. A graph is called simple if it has no parallel edges,
no pair of opposite directed normal edges, no loops and no semi-edges. When
talking about a disjoint union of graphs, we assume that the graphs are vertex
(and therefore also edge) disjoint. The following definition presents the main
notion of the paper.

Definition 2. Let G and H be connected graphs colored by the same sets of
colors. A covering projection from G to H is a pair of color-preserving mappings
fV : V (G) −→ V (H), fE : Λ(G) −→ Λ(H) such that

– the preimage of an undirected normal edge of H incident with vertices u, v ∈
V (H) is a perfect matching in G spanning f−1(u) ∪ f−1(v), each edge of the
matching being incident with one vertex of f−1(u) and with one vertex of
f−1(v);

– the preimage of a directed normal edge of H leading from a vertex u ∈ V (H)
to a vertex v ∈ V (H) is a perfect matching in G spanning f−1(u) ∪ f−1(v),
each edge of the matching being oriented from a vertex of f−1(u) to a vertex
of f−1(v);
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– the preimage of an undirected loop of H incident with a vertex u ∈ V (H) is
a disjoint union of cycles in G spanning f−1(u);

– the preimage of a directed loop of H incident with a vertex u ∈ V (H) is a
disjoint union of directed cycles in G spanning f−1(u); and

– the preimage of a semi-edge of H incident with a vertex u ∈ V (H) is a
disjoint union of semi-edges and normal edges spanning f−1(u) (each vertex
of f−1(u) being incident to exactly one semi-edge and no normal edges, or
exactly one normal edge and no semi-edges, from the preimage).

We say that G covers H, and write G −→ H, if there exists a covering projec-
tion from G to H. Informally speaking, if G covers H via a covering projection
(fV , fE) and if an agent moves along the edges of G and in every moment sees
only the label fV (u) (or fE(e)) of the vertex (edge) he/she is currently visiting,
plus the labels of the incident edges (vertices, respectively), then the agent can-
not distinguish whether he/she is moving through the covering graph G or the
target graph H. Mind the significant difference between undirected loops and
semi-edges. The presence of an undirected loop incident with a vertex, say u,
means that there are two ways how to move from u to u along this loop, while
for a semi-edge, there is just one way. The same holds true for their preimages
in covering projections (undirected cycles, or isolated edges). An example of a
graph and a possible cover is depicted in Fig. 1 right.

In [11], a significant role of semi-edges was noted. A color-preserving vertex-
mapping fV : V (G) −→ V (H) is called degree-obedient if for any edge color α,
any vertex u ∈ V (G) and any vertex x ∈ V (H), the number of edges of color α
that lead from u to a vertex from f−1

V (x) in G is the same as the number of edges
of color α leading from fV (u) to x in H, counting those edges that may map onto
each other in a covering projection (e.g., if x = fV (u) and H has � undirected
loops and s semi-edges incident with x, and u is incident with k loops, n normal
undirected edges with both end-vertices in f−1

V (x) and t semi-edges, then t ≤ s
and 2k +n+ t = 2�+s; analogously for other types of edges). It is proved in [11]
that every degree-obedient vertex-mapping extends to a covering projection if
H has no semi-edges, and also when G has no semi-edges and is bipartite.

It follows straightforwardly from the definition of graph covering that the
preimages of any two vertices have the same size. For disconnected graphs, we
add this requirement to the definition.

Definition 3. Let G and H be graphs and let f = (fV , fE) : G −→ H be a
pair of incidence-compatible color-preserving mappings. Then f is a covering
projection of G to H if for each component Gi of G, the restricted mapping
f |Gi

: Gi −→ H is a covering projection of Gi onto some component of H, and
for every two vertices u, v ∈ V (H), |f−1(u)| = |f−1(v)|.

Another notion we need to recall is that of the degree partition of a graph.
This is a standard notion for simple undirected graphs, cf. [16], and it can be
naturally generalized to graphs in general. A partition of the vertex set of a
graph G is equitable if every two vertices of the same class of the partition a)
have the same color, and b) have the same number of neighbors along edges of
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the same color in every class (including its own). The degree partition of a graph
is then the coarsest equitable partition. It can be found in polynomial time, and
moreover, a canonical linear ordering of the classes of the degree partition comes
out from the algorithm. Let V (G) =

⋃k
i=1 Vi be the degree partition of G, in

the canonical ordering. The degree refinement matrix of G is a k × k matrix MG

whose entries are vectors indexed by edge colors expressing that every vertex
u ∈ Vi has Mi,j,c neighbors in Vj along edges of color c (if i = j and c is a
color of directed edges, then every vertex u ∈ Vi has Mi,j,c in-neighbors and
Mi,j,c out-neighbors in Vi along edges of color c). The following is proved in
[26] for graphs without semi-edges, the extension to graphs with semi-edges is
straightforward.

Proposition 1. Let G and H be graphs and let V (G) =
⋃k

i=1 Vi and V (H) =
⋃�

i=1 Wi be the degree partitions of their vertex sets, in the canonical orderings.
If G covers H, then k = �, the degree refinement matrices of G and H are equal,
and for any covering projection f : G −→ H, f(Vi) = Wi holds true for every
i = 1, 2, . . . , k.

The classes of the degree partition will be further referred to as blocks. Once
we have determined the degree partition of a graph, we will re-color the vertices
so that vertices in different blocks are distinguished by vertex-colors (represent-
ing the membership to blocks), and recolor and de-orient the edges so that edges
connecting vertices from different blocks are undirected and so that for any edge
color, either all edges of this color belong to the same block, or they are con-
necting vertices from the same pair of blocks. The degree partition will remain
unchanged after such a re-coloring.

A block graph of G is a subgraph G′ of G whose vertex set is the union of
some blocks of G, and such that for every edge color α, G′ either contains all
edges of color α that G contains, or none. A block graph G′ of G is induced if G′

contains all edges of G on the vertices of V (G′). A block graph is monochromatic
if it contains edges of at most one color. A uniblock graph is a block graph whose
vertex set is a single block of G. An interblock graph of G is a block graph whose
vertices belong to two blocks of G, and each of its edges is incident with vertices
from both blocks (i.e., with one vertex from each block).

As a local bijection, any graph covering maintains vertex degrees. In par-
ticular, vertices of degree one are mapped onto vertices of degree one and once
we choose the image of such a vertex, the image of its neighbor is uniquely
determined. Applied inductively, this proves the well known fact that the only
connected cover of a (rooted) tree is an isomorphic copy of the tree itself. (Note
here, that by definition a tree is a connected graph that does not contain cycles,
parallel edges, oppositely oriented directed edges, loops, and semi-edges.) As a
special case, the only connected cover of a path is the path itself. These obser-
vations are the basis of the following degree reducing reduction which has been
introduced in [26] for graphs without semi-edges, and generalized to graphs with
semi-edges in [10].
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Definition 4. (Degree reducing reduction) Let G be a non-tree graph.

1. Determine all vertices that belong to cycles in G or that are incident with
semi-edges or that lie on paths connecting aforementioned vertices. Determine
all maximal subtrees pending on these vertices. Determine the isomorphism
types of these subtrees, introduce a new vertex color for each isomorphism
type, delete each subtree and color its root by the color corresponding to the
ismomorphism type of the deleted tree. In this way we obtain a graph with
minimum degree at least 2 (or a single-vertex graph).

2. Determine all maximal paths with at least one end-vertex of degree greater
than 2 and all inner vertices being of degree exactly 2. (For this step, a cycle
is viewed as a path whose end-vertices are equal.) Determine all color patterns
of the sequences of vertex colors, edge colors and edge directions along such
paths, and introduce a new color for each such pattern. Replace each such
path by a new edge of this color as follows:
2.1. If both end-vertices of the path are of degree greater than 2 and the color

pattern, say π, is symmetric, the path gets replaced by an undirected edge
(or loop) of color π.

2.2. If both end-vertices of the path are of degree greater than 2 and the color
pattern π is asymmetric, the path gets replaced by a directed edge (or loop)
of color π.

2.3. If the path ends with a semi-edge (the other end of the path must be a
vertex of degree greater than 2), replace it by a semi-edge incident with
its end-vertex of degree greater than 2, and color it with color πα, where π
is the color pattern along the path without the ending semi-edge, and α is
the color of the semi-edge. In this case, consider the colors corresponding
to πα (on one sided open paths) and παπ−1 on symmetric paths ending
with vertices of degree greater than 2 on both sides, as the same color (this
enables a path of color pattern παπ−1 be mapped on the one sided open
path in a covering projection).

Denote the resulting graph by G. Note that G is a path or a cycle (if Step 2 was
void) or has minimum degree greater than 2.

Fig. 1. An example of the application of the degree reducing reduction. An example
of a graph cover of the reduced graph is depicted in the right.

The reduced graph can be constructed in polynomial time. The usefulness of
this reduction is observed in [26] and [10]:
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Observation 1. Given graphs G and H, perform the degree reducing reduction
on both of them simultaneously. Then G −→ H if and only if G −→ H.

Finally, for a subset W ⊆ V (G), we denote by G[W ] the subgraph induced by
W . If α is an edge color, then Gα denotes the spanning subgraph of G containing
exactly the edges of color α.

2.2 Our Results

In order to describe the results, we introduce the formal notation of certain small
graphs. We denote by

– F (b, c) the one-vertex graph with b semi-edges and c loops;
– FD(c) the one-vertex graph with c directed loops;
– W (k,m, �, p, q) the two-vertex graph with � parallel undirected edges joining

its two vertices and with k (q) semi-edges and m (p) undirected loops incident
with one (the other one, respectively) of its vertices;

– WD(m, �,m) the directed two-vertex graph with m directed loops incident
with each of its vertices, the two vertices being connected by � directed edges
in each direction;

– FF (c) the two-vertex graph connected by c parallel undirected edges, with
the two vertices being distinguishable to belong to different blocks;

– FW (b) the three-vertex graph with bundles of b parallel edges connecting one
vertex to each of the remaining two; and

– WW (b, c) the graph on four vertices obtained from a 4-cycle by replacing the
edges of a perfect matching by bundles of b parallel edges, and replacing the
edges of the complementary matching by bundles of c parallel edges, the two
independent sets of size 2 belonging to different blocks.

Edges of all of these graphs are uncolored (or, equivalently, monochromatic). We
shall only consider W graphs having k + 2m = 2p + q. See the illustration in
Fig. 2 for the graphs defined here.

Fig. 2. Examples of the small graphs we are considering.
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Definition 5. For the convenience of the reader, the maximal harmless
monochromatic uniblock and interblock graphs are depicted in Fig. 3. A regular
monochromatic uniblock graph with at most two vertices is called

– harmless if it is isomorphic to F (b, 0), b ≤ 2, F (1, c), F (0, c), FD(c),
W (2, 0, 0, 0, 2), W (2, 0, 0, 1, 0), W (0, c, 0, c, 0), W (1, c, 0, c, 1), W (0, 0, c, 0, 0),
W (1, 0, 1, 0, 1), WD(c, 0, c), WD(0, c, 0), WD(1, 1, 1) (c being an arbitrary
nonnegative integer),

– harmful if it is isomorphic to F (b, c) such that b ≥ 2 and b + c ≥ 3, or to
W (k,m, �, p, q) such that � ≥ 1 and k + 2m + � = q + 2p + � ≥ 3, or to
the disjoint union of F (b, c) and F (b′, c′) such that at least one of them is
harmful, or to WD(c, b, c) such that b ≥ 1, c ≥ 1 and b + c ≥ 3.

A monochromatic interblock graph is called

– harmless if it is isomorphic to FF (c) or WW (0, c) (with c being an arbitrary
nonnegative integer), or to FW (0), FW (1), or WW (1, 1),

– dangerous if it is isomorphic to FW (2), and
– harmful if it is isomorphic to FW (c) for c ≥ 3, or to WW (b, c) such that

b ≥ 1, c ≥ 1 and b + c ≥ 3.

Note that under the assumption that each degree partition equivalence class
has size at most two, every monochromatic uniblock graph as well as every
monochromatic interblock graph fall in exactly one of the above described cat-
egories. The choice of the terminology is explained by the following theorem.

Theorem 2. Suppose all blocks of a graph H have sizes at most 2. Then the
following hold true:

1. If all monochromatic uniblock and interblock graphs of H are harmless, then
the H-Cover problem is solvable in polynomial time (for arbitrary input
graphs).

2. If at least one of the monochromatic uniblock or interblock graphs of H is
harmful, then the H-Cover problem is NP-complete even for simple input
graphs.

3. If the minimum degree of H is greater than 2 and H contains a dangerous
monochromatic interblock graph, then the H-Cover problem is NP-complete
even for simple input graphs.

Observe that Theorem 2 implies that H-Cover is polynomial time solvable
if and only if every monochromatic uniblock graph defines a polynomial time
solvable instance and the monochromatic interblock graphs are such that either
each vertex has at most one neighbor, or each vertex has degree at most two. For
the interblock graphs, this is also very close to saying that each monochromatic
interblock graph itself defines a polynomial time solvable instance, but not quite.
The one and only exception is the graph FW (2). Indeed, FW (2)-Cover is poly-
nomial time solvable (since it reduces to F (2)-Cover), but with the additional
condition that all vertices have degrees greater than 2, the presence of FW (2)
in H leads to NP-completeness of H-Cover (this will be shown in detail in
Sect. 4).
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3 Proof of Theorem 2 - Polynomial Cases

F(2,0)

FD(c)

W(1,0,1,0,1)

WD(1,1,1)

FF(c) FW(1)

WW(c,0)

F(1,c) W(0,0,c,0,0)

W(1,c,0,c,1) W(2,0,0,1,0) W(2,0,0,0,2)

WD(0,c,0) WD(c,0,c) WW(1,1)

Fig. 3. The maximal harmless monochromatic uniblock (left) and interblock (right)
graphs (c is an arbitrary non-negative integer).

Here we sketch an algorithm that proves Part 1 of Theorem 2. It clearly runs in
polynomial time, the details can be found in the journal version of the paper.

Algorithm

1. Compute the degree partitions of G (the input graph) and H (the target
graph). Reorder the equivalence classes Wi of the degree partition of H so
that W1, . . . ,Ws are singletons and Ws+1, . . . ,Wk contain two vertices each,
and reorder the degree partition equivalence classes Vi of the input graph G
accordingly. Denote further, for every i = 1, . . . , s, by ai the vertex in Wi,
and, for every i = s + 1, . . . , k, by bi, ci the vertices of Wi.

2. Check that the degree refinement matrices of G and H are indeed the same.
3. Decide if the edges within G[Vi] can be mapped onto the edges of H[Wi] to

form a covering projection, for each i = 1, 2, . . . , s. (This step amounts to
checking degrees and the numbers of semi-edges incident with the vertices, as
well as checking that monochromatic subgraphs contain perfect matchings in
case of semi-edges in the target graph).

4. Preprocess the two-vertex equivalence classes Wi, i = s + 1, . . . , k when
H[Wi] contains semi-edges (this may impose conditions on some vertices of
Vi, whether they can map on bi or ci).

5. Using 2-Satisfiability, find a degree-obedient vertex mapping from Vi onto
Wi for each i = s + 1, . . . , k, which fulfills the conditions observed in Step 4.
(For every vertex u ∈ Vi, introduce a variable xu with the interpretation
that xu is true if u is mapped onto bi and it is false when xu is mapped
onto ci. The harmless block graphs are such that either all neighbors of a
vertex u must be mapped onto the same vertex, and thus the value of the
corresponding variables are all the same (e.g., for WW (0, c)), or u has exactly
two neighbors which should map onto different vertices (e.g., for WW (1, 1))
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meaning that the corresponding variables must get opposite values. All the
situations that arise from harmless block graphs can be described by clauses
of size 2).

6. Complete the covering projection by defining the mapping on edges in case a
degree-obedient vertex mapping was found in Step 5, or conclude that G does
not cover H otherwise. (The existence and polynomial time constructability of
covering projections from degree-obedient vertex mappings for such instances
have been proven in [11]).

4 Proof of Theorem 2 - NP-Hard Cases

The proof is technical and involves several NP-hardness reductions. We will
provide an overview of its main steps, the details will appear in the full version
of the paper.

Step 1. We first argue that H-Cover restricted to simple input graphs is
NP-complete for every harmful uniblock or interblock graph H. These cases
have been proved previously in [1,10,11,26,28], however, some of them only
for input graphs allowing parallel edges. An extra care was thus needed to
strengthen the NP-hardness results for simple input graphs.
Step 2. Covering the dangerous graph FW (2) itself is polynomial time decid-
able, since redFW (2) = F (2) is harmless. However, if FW (2) is a monochro-
matic interblock graph of H, all vertices of H have degrees greater than 2,
and H does not contain any harmful monochromatic uniblock or interblock
graph, then H contains a block graph which is reducible to one of the graphs
from Fig. 4 (if subscript k is used in the name of a graph from this figure, it
refers to the number of parallel red edges or loops). This can be proven by a
straightforward case analysis.
Step 3. For every graph H from Fig. 4, H-Cover is NP-complete for simple
input graphs (for those graphs indexed by k, we claim the statement for every
k ≥ 3 in case of Hk and H ′

k, for every k ≥ 2 in case of B′
k, for every k ≥ 1

in case of Bk, C ′
k,Dk,D′

k, Lk, L′
k,Mk and M ′

k, and for every k ≥ 0 in case of
Ck). We prove this by reductions from Monotone 2-in-4-Satisfiability
which is known to be NP-complete [23]. The 25 graphs can be grouped into
a few groups which are handled en bloc by unified reductions tailored on the
groups.
Step 4. The last step is to show that H-Cover for simple input graphs
polynomially reduces to H ′-Cover for simple input graphs, when H is a
block graph of H ′, and H is a harmful graph or one of the graphs from Fig. 4.
This is a step which is usually called the garbage collection. We describe a
way how to construct a simple graph G′ from a simple graph G (an input
of H-Cover), so that G′ −→ H ′ if and only if G −→ H. Note that this
is somewhat simpler in case when H is balanced in the sense that in every
two-vertex block and for every edge color, both vertices are incident with the
same number of semi-edges of this color.
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Fig. 4. Block graphs forced by FW (2).

5 Proof of Theorem 1

Suppose H is a connected graph each of whose equivalence classes of the degree
partition has at most 2 vertices. The H-Cover problem can be solved in con-
stant or linear time if H is a tree or a cycle or a path (possibly ending with
semi-edges). Otherwise, consider the reduced graph H, reduced via the degree
reducing reduction of Definition 4. It is important that H also has at most two
vertices in each equivalence class of its degree partition. If H is a path or a
cycle, then H-Cover is solvable in polynomial time, and so is H-Cover, due
to Observation 1.

If H contains a vertex of degree greater than 2, then all vertices of H have
degrees greater than 2. If all monochromatic uniblock and interblock graphs
of H are harmless, then H-Cover is polynomially solvable for general input
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graphs, and so is H-Cover, due to Observation 1. If H contains a harmful or
a dangerous uniblock or interblock graph, then H-Cover is NP-complete for
simple input graphs by Parts 2 and 3 of Theorem 2. If G is a simple graph as
an input to the H-Cover problem, the reverse operation to the degree reducing
reduction gives a simple graph G such that G −→ H if and only if G −→ H.
Hence H-Cover is also NP-complete for simple input graphs.

6 Concluding Remarks

The polynomial algorithm of Sect. 3 combines two approaches - finding perfect
matchings and solving 2-Satisfiability. It is well known that these two prob-
lems are polynomial time solvable. It may be somewhat surprising that so is their
combination, e.g., in comparison with the so called compatible 2-factor prob-
lem [24], whose instances solvable in polynomial time are of two types, one solved
by a reduction to perfect matching, the other one solved by 2-Satisfiability,
but if restrictions of both types are present in the same instance, the problem
becomes NP-complete.

Note further that the polynomiality of the polynomial time solvable case
does not depend on the target graph being fixed. If H is a graph with at most 2
vertices in each block of the degree partition, and all monochromatic block and
interblock graphs are harmless, then the algorithm described in Sect. 3 remains
polynomial time even if H is part of the input.

We believe that the method developed above has a much wider potential and
we conjecture the following:

Conjecture. Let H be a block graph of a graph H ′. Then H-Cover for simple
input graphs polynomially reduces to H ′-Cover for simple input graphs.

And of course, the ultimate goal is to prove (or disprove) the Strong
Dichotomy Conjecture for graph covers parameterized by the target graph, ide-
ally with a complete catalog of the polynomially solvable cases.
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Abstract. A perfect matching cut is a perfect matching that is also
a cutset, or equivalently a perfect matching containing an even number
of edges on every cycle. The corresponding algorithmic problem, Per-
fect Matching Cut, is known to be NP-complete in subcubic bipartite
graphs [Le & Telle, TCS ’22] but its complexity was open in planar graphs
and in cubic graphs. We settle both questions at once by showing that
Perfect Matching Cut is NP-complete in 3-connected cubic bipartite
planar graphs or Barnette graphs. Prior to our work, among problems
whose input is solely an undirected graph, only Distance-2 4-Coloring

was known NP-complete in Barnette graphs. Notably, Hamiltonian

Cycle would only join this private club if Barnette’s conjecture were
refuted.

1 Introduction

Deciding if an input graph admits a perfect matching, i.e., a subset of its edges
touching each of its vertices exactly once, notoriously is a tractable task. There
is indeed a vast literature, starting arguably in 1947 with Tutte’s characteri-
zation via determinants [38], of polynomial-time algorithms deciding Perfect

Matching (or returning actual solutions) and its optimization generalization
Maximum Matching.

In this paper, we are interested in another containment of a spanning set of
disjoint edges –perfect matching– than as a subgraph. As containing such a set
of edges as an induced subgraph is a trivial property1 (only shared by graphs
that are themselves disjoint unions of edges), the meaningful other containment
is as a semi-induced subgraph. By that we mean that we look for a bipartition of
the vertex set or cut such that the edges of the perfect matching are “induced”
in the corresponding cutset (i.e., the edges going from one side of the bipartition
to the other), while we do not set any requirement on the presence or absence
of edges within each side of the bipartition.

1 Note however that the induced variant of Maximum Matching is an interesting
problem that happens to be NP-complete [36].
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This problem was in fact introduced as the Perfect Matching Cut (PMC

for short) problem2 by Heggernes and Telle who show that it is NP-complete [18].
As the name Perfect Matching Cut suggests, we indeed look for a perfect
matching that is also a cutset. Le and Telle further show that PMC remains
NP-complete in subcubic bipartite graphs of arbitrarily large girth, whereas it
is polynomial-time solvable in a superclass of chordal graphs, and in graphs
without a particular subdivided claw as an induced subgraph [26]. An in-depth
study of the complexity of PMC when forbidding a single induced subgraph or
a finite set of subgraphs has been carried out [14,28].

We look at Le and Telle’s hardness constructions and wonder what other
properties could make PMC tractable (aside from chordality, and forbidding
a finite list of subgraphs or induced subgraphs). A simpler reduction for bipartite
graphs is first presented. Let us briefly sketch their reduction (without thinking
about its correctness) from Monotone Not-All-Equal 3-SAT, where given
a negation-free 3-CNF formula, one seeks a truth assignment that sets in each
clause a variable to true and a variable to false. Every variable is represented by
an edge, and each 3-clause, by a (3-dimensional) cube with three anchor points
at three pairwise non-adjacent vertices of the cube. One endpoint of the variable
gadget is linked to the anchor points corresponding to this variable among the
clause gadgets. Note that this construction creates three vertices of degree 4 in
each clause gadget, and vertices of possibly large degree in the variable gadgets.
Le and Telle then reduce the maximum degree to at most 3, by appropriately
subdividing the cubes and tweaking the anchor points, and replacing the variable
gadgets by cycles.

Notably the edge subdivision of the clause gadgets creates degree 2-vertices,
which are not easy to “pad” with a third neighbor (even more so while keep-
ing the construction bipartite). And indeed, prior to our work, the complexity
of PMC in cubic graphs was open. Let us observe that on cubic graphs, the
problem becomes equivalent to partitioning the vertex set into two sets each
inducing a disjoint union of (independent) cycles. The close relative, Match-

ing Cut, where one looks for a mere matching that is also a cutset, while NP-
complete in general [5], is polynomial-time solvable in subcubic graphs [2,33]. The
complexity of Matching Cut has further been examined in subclasses of pla-
nar graphs [2,35], when forbidding some (induced) subgraphs [13,14,28,29], on
graphs of bounded diameter [25,29], and on graphs of large minimum degree [4].
Matching Cut has also been investigated with respect to parameterized com-
plexity, exact exponential algorithms [21,24], and enumeration [16].

It was also open if PMC is tractable on planar graphs. Note that Bou-
quet and Picouleau [3] show that a related problem, Disconnected Perfect

Matching, where one looks for a perfect matching that contains a cutset, is NP-

2 The authors consider the framework of (k, σ, ρ)-partition problem, where k is a pos-
itive integer, and σ, ρ are sets of non-negative integers, and one looks for a vertex-
partition into k parts such that each vertex of each part has a number of neighbors
in its own part in σ, and a number of other neighbors in ρ; hence, PMC is then the
(2,N, {1})-partition problem.
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complete on planar graphs of maximum degree 4, on planar graphs of girth 5,
and on 5-regular bipartite graphs [3]. They incidentally call this related prob-
lem Perfect Matching Cut but subsequent references [14,26] use the name
Disconnected Perfect Matching to avoid confusion. We will observe that
PMC is equivalent to asking for a perfect matching containing an even number
of edges from every cycle of the input graph (See Lemma 1 and 2). The sum
of even numbers being even, it is in fact sufficient that the perfect matching
contains an even number of edges from every element of a cycle basis. There is
a canonical cycle basis for planar graphs: the bounded faces. This gives rise to
the following neat reformulation of PMC in planar graphs: is there a perfect
matching containing an even number of edges along each face?

While Matching Cut is known to be NP-complete on planar graphs [2,
35], it could have gone differently for PMC for the following “reasons.” Not-

All-Equal 3-SAT, which appears as the right starting point to reduce to
PMC, is tractable on planar instances [32]. In planar graphs, perfect matchings
are simpler than arbitrary matchings in that they alone [39] can be counted
efficiently [20,37]. Let us finally observe that Maximum Cut can be solved in
polynomial time in planar graphs [17].

In fact, we show that the reformulations for cubic and planar graphs cannot
help algorithmically, by simultaneously settling the complexity of PMC in cubic
and in planar graphs, with the following stronger statement.

Theorem 1. Perfect Matching Cut is NP-hard in 3-connected cubic bipar-
tite planar graphs.

Not very many problems are known to be NP-complete in cubic bipar-
tite planar graphs. Of the seven problems defined on mere undirected graphs
from Karp’s list of 21 NP-complete problems [19], only Hamiltonian Path is
known to remain NP-complete in this class, while the other six problems admit
a polynomial-time algorithm. Restricting ourselves to problems where the input
is purely an undirected graph3, besides Hamiltonian Path/Cycle [1,34],
Minimum Independent Dominating Set was also shown NP-complete in
cubic bipartite planar graphs [27], as well as P3-Packing [23] (hence, an equiva-
lent problem phrased in terms of disjoint dominating and 2-dominating sets [31]),
and Distance-2 4-Coloring [11]. To our knowledge, Minimum Dominating

Set is only known NP-complete in subcubic bipartite planar graphs [15,22].
It is interesting to note that the reductions for Hamiltonian Path, Hamil-

tonian Cycle, Minimum Independent Dominating Set, and P3-Packing
all produce cubic bipartite planar graphs that are not 3-connected. Notori-
ously, lifting the NP-hardness of Hamiltonian Cycle to the 3-connected case
would require to disprove Barnette’s conjecture4 (and that would be indeed suffi-
3 Among problems with edge orientations, vertex or edge weights, or prescribed sub-

sets of vertices or edges, the list is significantly longer, and also includes Minimum

Weighted Edge Coloring [7], List Edge Coloring and Precoloring Exten-

sion [30], k-In-A-Tree [8], etc.
4 Which precisely states that every polyhedral (that is, 3-connected planar) cubic

bipartite graphs admits a hamiltonian cycle.
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cient [12]). Note that hamiltonicity in cubic graphs is equivalent to the existence
of a perfect matching that is not an edge cut (i.e., whose removal is not discon-
necting the graph). We wonder whether there is something inherently simpler
about 3-connected cubic bipartite planar graphs, which would go beyond hamil-
tonicity (assuming that Barnette’s conjecture is true).

Let us call Barnette a 3-connected cubic bipartite planar graph. It appears
that, prior to our work, Distance-2 4-Coloring was the only vanilla graph
problem shown NP-complete in Barnette graphs [11]. Arguing that Distance-2

4-Coloring is a problem on squares of Barnette graphs more than it is on
Barnette graphs, a case can be made for Perfect Matching Cut to be the
first natural problem proven NP-complete in Barnette graphs.

Outline of the Proof. We reduce the NP-complete problem Monotone Not-

All-Equal 3-SAT with exactly 4 occurrences of each variable [6] to PMC.
Observe that flipping the value of every variable of a satisfying assignment results
in another satisfying assignment. We thus see a solution to Monotone Not-

All-Equal 3-SAT simply as a bipartition of the set of variables.
As we already mentioned, Not-All-Equal 3-SAT restricted to planar

instances (i.e., where the variable-clause incidence graph is planar) is in P. We
thus have to design crossing gadgets in addition to variable and clause gadgets.
Naturally our gadgets are bipartite graphs with vertices of degree 3, except for
some special anchors, vertices of degree 2 with one incident edge leaving the
gadget.

The variable gadget is designed so that there is a unique way a perfect match-
ing cut can intersect it. It might seem odd that no “binary choice” happens
within it. The role of this gadget is only to serve as a baseline for which side of
the bipartition the variable lands in, while the “truth assignments” take place in
the clause gadgets. (Actually the same happens with Le and Telle’s first reduc-
tion [26], where the variable gadget is a single edge, which has to be in any
solution).

Our variable gadget consists of 36 vertices, including 8 anchor points;
see Fig. 1. (We will later explain why we have 8 anchor points and not sim-
ply 4, that is, one for each occurrence of the variable.) Note that in all the
figures, we adopt the following convention:

– black edges cannot (or can no longer) be part of a perfect matching cut,
– red edges are in every perfect matching cut,
– each blue edge e is such that at least one perfect matching cut within its

gadget includes e, and at least one excludes e, and
– brown edges are blue edges that were indeed chosen in the solution.

Let us recall that PMC consists of finding a perfect matching containing an even
number of edges from each cycle. Thus we look for a perfect matching M such
that every path (or walk) between v and w contains a number of edges of M
whose parity only depends on v and w. If this parity is even v and w are on the
same side, and if it is odd, v and w are on opposite sides. The 8 anchor points of
each variable gadget are forced on the same side. This is the side of the variable.
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At the core of the clause gadget is a subdivided cube of blue edges; see
Fig. 2. There are three vertices (u1, u8, u14 on the picture) of the subdivided
cube that are forced on the same side as the corresponding three variables.
Three perfect matching cuts are available in the clause gadget, each separating
(i.e., putting on opposite sides) a different vertex of {u1, u8, u14} from the other
two. Note that this is exactly the semantics of a not-all-equal 3-clause. We in
fact need two copies of the subdivided cube, partly to increase the degree of
some subdivided vertices, partly for the same reason we duplicated the anchor
vertices in the variable gadgets. (The latter will be explained when we present the
crossing gadgets.) Increasing the degree of all the subdivided vertices complicate
further the gadget and create two odd faces. Fortunately these two odd faces
have a common neighboring even face. We can thus “fix” the parity of the two
odd faces by plugging the sub-gadget Dj in the even face. We eventually need a
total of 112 vertices, including 6 anchor points.

Let us now describe the crossing gadgets. Basically we want to replace every
intersection point of two edges by a 4-vertex cycle. This indeed propagates black
edges (those that cannot be in any solution). The issue is that going through
such a crossing gadget flips one’s side. As we cannot guarantee that a variable
“wire” has the same parity of intersection points towards each clause gadget it
is linked to, we duplicate these wires. At a previous intersection point, we now
have two parallel wires crossing two other parallel wires, making four crossings.
The gadget simply consists of four 4-vertex cycles; see Fig. 3. This explains why
we have 8 anchor points (not 4) in each variable gadget, and 6 anchor points
(not 3) in each clause gadget.

2 Preliminaries

For a graph G, we denote by V (G) its set of vertices and by E(G) its set of
edges. For U ⊆ V (G), the subgraph of G induced by U , denoted as G[U ], is
the graph obtained from G by removing the vertices not in U . We shall use
EG(U) (or E(U) when G is clear) as a shorthand for E(G[U ]). For M ⊂ E(G),
G − M is the spanning subgraph of G obtained by removing the edges in M
(while preserving their endpoints). We may use k-cycle as a short-hand for the
k-vertex cycle.

Given two disjoint sets X,Y ⊆ V (G) we denote by E(X,Y ) the set of edges
between X and Y . A set M ⊆ E(G) is a cutset5 of G if there is a proper
bipartition X � Y = V (G), called cut, such that M = E(X,Y ). Note that a cut
fully determines a cutset, and among connected graphs a cutset fully determines
a cut. When dealing with connected graphs, we may speak of the cut of a cutset.
For X ⊆ V (G) the set of outgoing edges of X is E(X,V (G) \ X). For a cutset
M of a connected graph G, and u, v ∈ V (G), we say that u and v are on the

5 We avoid using the term “edge cut” since, for some authors, an edge cut is, more
generally, a subset of edges whose deletion increases the number of connected com-
ponents.
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same side (resp. on opposite sides) of M if u and v are on the same part (resp.
on different parts) of the cut of M .

A matching (resp. perfect matching) of G is a set M ⊂ E(G) such that
each vertex of G is incident to at most (resp. exactly) one edge of M . A perfect
matching cut is a perfect matching that is also a cutset. For M ⊆ E(G) and
U ⊆ V (G), we say that M is a perfect matching cut of G[U ] if M ∩ E(U) is so.

Due to space constraints, the proof of statements marked with (�) are deferred
to the long version [10].

3 Proof of Theorem 1

Before we give our reduction, we start with a handful of useful lemmas and
observations, which we will later need.

3.1 Preparatory Lemmas

Lemma 1 (�). Let G be a graph, and M ⊆ E(G). Then M is a cutset if and
only if for every cycle C of G, |E(C) ∩ M | is even.

Lemma 2. Let G be a plane graph, and M ⊆ E(G). Then M is a cutset if and
only if for any facial cycle C of G, |E(C) ∩ M | is even.

Proof. The forward implication is a direct consequence of Lemma 1. The converse
comes from the known fact that the bounded faces form a cycle basis; see for
instance [9]. If H is a subgraph of G, let H̃ be the vector of FE(G)

2 with 1 entries
at the positions corresponding to edges of H. Thus, for any cycle C of G, we
have C̃ = Σ1�i�kF̃i where Fi are facial cycles of G. And |M ∩ E(C)| has the
same parity as Σ1�i�k|M ∩ E(Fi)|, a sum of even numbers. �

Lemma 3. Let M be a perfect matching cut of a cubic graph G. Let C be an
induced 4-vertex cycle of G. Then, exactly one of the following holds:

(a) E(C) ∩ M = ∅ and the four outgoing edges of V (C) belong to M .
(b) |E(C) ∩ M | = 2, the two edges of E(C) ∩ M are disjoint, and none of the

outgoing edges of V (C) belongs to M .

Proof. The number of edges of M within E(C) is even by Lemma 2. Thus
|E(C) ∩ M | ∈ {0, 2}, as all four edges of E(C) do not make a matching.

Suppose that E(C)∩M = ∅. As M is a perfect matching, for every v ∈ V (C)
there is an edge in M incident to v and not in E(C). As G is cubic, every outgoing
edge of V (C) is in M .

Suppose instead that |E(C) ∩ M | = 2. As M is a matching, the two edges
of E(C) ∩ M do not share an endpoint. It implies that all the four vertices of C
are touched by these two edges. Thus no outgoing edge of V (C) can be in M . �

Corollary 1 (�). Let M be a perfect matching of a cubic graph G. Let C1,
C2 two vertex-disjoint induced 4-vertex cycles of G such that there is an edge
between V (C1) and V (C2). Then E(C1) ∩ M �= ∅ if and only if E(C2) ∩ M �= ∅.
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Lemma 4. Let M be a perfect matching cut of a cubic graph G. If a 6-cycle has
three outgoing edges in M , then all six outgoing edges are in M .

Proof. Let C be a 6-cycle. Since M is a perfect matching cut, |E(C) ∩ M | is
even. Hence, |E(C) ∩ M | is either 0 or 2. If |E(C) ∩ M | = 2, four vertices of C
are touched by E(C) ∩ M , which rules out that three outgoing edges of V (C)
are in M . Thus E(C) ∩ M = ∅ and, G being cubic, all outgoing edges of V (C)
are in M . �

Lemma 5. Let M a perfect matching cut of a cubic bipartite graph G. Suppose
C is a 6-cycle v1v2 . . . v6 of G, such that v2v3, v3v4, v5v6 and v6v1 are in some
induced 4-cycles. Then M ∩ E(C) = ∅.
Proof. By applying Lemma 3 on the 4-cycle containing v2v3, and the one con-
taining v6v1, it holds that v1v2 ∈ M ⇔ v3v4 ∈ M ⇔ v5v6 ∈ M . Thus none of
these three edges can be in M , because C would have an odd number of edges
in M . Symmetrically, no edge among v2v3, v4v5 and v6v1 can be in M . Thus no
edge of C is in M . �

Observation 1. Let G be a graph and M be a perfect matching cut of G. Let
u, v be two vertices of G. Then for any path P between u and v, |E(P ) ∩ M | is
even if and only if u and v are on the same side of M . Note that implies that
for any paths P,Q from u to v, |E(P ) ∩ M | and |E(Q) ∩ M | have same parity.

3.2 Reduction

We will prove Theorem 1 by reduction from the NP-complete Monotone Not-

All-Equal 3SAT-E4 [6]. In Monotone Not-All-Equal 3SAT-E4, the
input is a 3-CNF formula where each variable occurs exactly four times, each
clause contains exactly three distinct literals, and no clause contains a negated
literal. Here we say that a truth assignment on the variables satisfies a clause
C if at least one literal of C is true and at least least one literal of C is false.
The objective is to decide whether there is a truth assignment that satisfies all
clauses. We can safely assume (and we will) that the variable-clause incidence
graph inc(I) of I has no cutvertex among its “variable” vertices; see long version.

Let I be an instance of Monotone Not-All-Equal 3SAT-E4 with vari-
ables x1, x2, . . . , xn and clauses m = 4n/3 clauses C1, C2, . . . , Cm. We shall con-
struct, in polynomial time, an equivalent PMC-instance G(I) that is Barnette.

Our reduction consists of three steps. First we construct a cubic graph H(I)
by introducing variable gadgets and clause gadgets. Then we draw H(I) on the
plane, i.e., we map the vertices of H(I) to a set of points on the plane, and
the edges of H(I) to a set of simple curves on the plane. We shall refer to
this drawing as R. Note that, this drawing may not be planar, i.e., two simple
curves (or analogously the corresponding edges) might intersect at a point which
is not their endpoints. Finally, we eliminate the crossing points by introducing
crossing gadgets. (Recall that if the clause-variable graph of an Monotone

Not-All-Equal 3SAT-E4 instance is planar, then its satisfiability can be
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tested in polynomial time; hence, we do need crossing gadgets.) The resulting
graph G(I) is Barnette, and we shall prove that G(I) has a perfect matching if
and only if I is a positive instance of Monotone Not-All-Equal 3SAT-E4.
Below we formally describe the above steps.

Fig. 1. Variable Gadget Xi corresponding to the variable xi appearing in the clauses
Cj , Ck, Cp, Cq with j < k < p < q.

1. For each variable xi, let Xi denote a fresh copy of the graph shown in Fig. 1.
Note that the variable xi appears in exactly four clauses, say, Cj , Ck, Cp, Cq

with j < k < p < q. The variable gadget Xi contains the special vertices ti,j ,
bi,j , ti,k, bi,k, ti,p, bi,p, ti,q, bi,q as shown in the figure. We recall that red edges
are those forced in any perfect matching cut, while black edges cannot be in
any solution. An essential part of the proof will consist of justifying the edge
colors in our figures.
For each clause Cj = (xa, xb, xc) with a < b < c let Cj denote a new copy of the
graph shown in Fig. 2. The clause gadget Cj contains the special vertices t′a,j ,
b′
a,j , t′b,j , b′

b,j , t′c,j , b′
c,j , as shown in the figure. Then for each variable xi that

appears in the clause Cj , introduce two new edges Eij =
{
ti,jt

′
i,j , bi,jb

′
i,j

}
.

Let H(I) denote the graph defined as follows.

V (H(I)) =
n⋃

i=1

V (Xi) ∪
m⋃

j=1

V (Cj)

E(H(I)) =
n⋃

i=1

E(Xi) ∪
m⋃

j=1

E(Cj) ∪
⋃

xi∈Cj

Eij .

We assign to each edge e ∈ Ei,j its variable as var(e) = i. Note that, for a
variable gadget Xi, there are exactly eight edges that have one endpoint in
V (Xi) and the other endpoint not in V (Xi).

2. In the next step, we generate a drawing R of H(I) on the plane according to
the following procedure.
(a) For each variable xi, we embed Xi as a translate of the variable gadget of

Fig. 1 into [0, 1] × [2i, 2i + 1].
(b) For each clause Cj , we embed Cj as a translate of the clause gadget of

Fig. 2 into [2, 3] × [2j, 2j + 1].
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Fig. 2. Clause gadget Cj = (xa, xb, xc) with a < b < c. A red edge is selected in any
perfect matching cut. A blue edge is selected in some perfect matching cut. A black
edge is never selected in any perfect matching cut. (Color figure online)

(c) Two edges incident to vertices in the same variable gadget or same clause
gadget do not intersect in R. For two variables xi, xi′ and clauses Cj , Cj′

with xi ∈ Cj , xi′ ∈ Cj′ , exactly one of the following holds:
i For each pair of edges (e, e′) ∈ Eij × Ei′j′ , e and e′ intersect exactly

once in R. When this condition is satisfied, we call (Eij , Ei′j′) a cross-
ing quadruple. Moreover, we ensure that the interior of the subsegment
of e ∈ Eij between its two intersection points with edges of Ei′j′ is
not crossed by any edge;

ii There is no pair of edges (e, e′) ∈ Eij × Ei′j′ such that e and e′

intersect in R;
3. For each crossing quadruples (Eij , Ei′j′) replace the four crossing points

shown in Fig. 3a by the crossing gadget shown in Fig. 3b.

Let G(I) denote the resulting graph. We shall need the following definitions.
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Fig. 3. Replacement of a crossing by a crossing gadget.

Definition 1. Any edge of G(I) whose both endpoints are not contained withing
the same gadget (variable, clause, or crossing) is a connector edge. Any endpoint
of a connector edge is called a connector vertex. For a connector edge e incident
to a crossing gadget, var(e) is the index of the variable gadget it was originally
going to. To each connector edge uv, we associate the variable var(uv) to both u
and v, denoted var(u), var(v).

Now we shall distinguish some 4-cycles of G(I).

Definition 2. An (induced) 4-cycle C of G(I) is a crossover 4-cycle if it belongs
to some crossing gadget.

Definition 3. An induced 4-cycle C of G(I) is special if C is identical to Fi or
F ′
i of some Cj.

The special 4-cycles of a particular clause gadget Cj are highlighted in Fig. 2.
In the next section, we show that G(I) is indeed a 3-connected cubic bipartite
planar graph.

3.3 G(I) Is Barnette

Lemma 6 (�). The graph G(I) is 3-connected.

Lemma 7 (�). The graph G(I) is Barnette.
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3.4 Properties of Variable and Crossing Gadgets

Lemma 8. Let M be a perfect matching cut of G(I). Then for any variable
gadget Xi, M ∩ V (Xi) is the matching formed by the red edges in Fig. 1. In
particular, M does not contain any connector edge incident to a variable gadget.

Proof. Consider the variable gadget Xi. By applying Lemma 5 on the 6-cycle S2
i

(which satisfies the requirement of having four particular edges in some 4-cycles),
we get that all outgoing edges of V (S2

i ) are in M . We can thus apply Lemma
4 on the 6-cycles S1

i and S3
i , and obtain that all outgoing edges of these cycles

are in M . Now there is an outgoing edge of the 4-cycle S4
i that is in M , hence

by Lemma 3, all of them are. We can finally apply Lemma 4 on the 6-cycle S5
i ,

and get that all the red edges of Fig. 1 should indeed be in M . In particular, as
all the vertices of Xi are touched by red edges, the connector edges incident to
a variable gadget cannot be in M . �

Now we prove a property of the crossover 4-cycles.

Lemma 9 (�). Let M be a perfect matching cut of G(I) and F be a crossover
4-cycle. Then |E(F )| = 2.

Corollary 2 (�). For any perfect matching M of G(I), M contains no connec-
tor edges.

3.5 Properties of Clause Gadgets

Observe that Dj is an induced subgraph of the variable gadget Cj .

Lemma 10 (�). Any perfect matching cut of G(I) contains the edges of Dj

drawn in red in Fig. 2.

Lemma 11 (�). Let M be a perfect matching cut of G(I) and F be a special
4-cycle of Cj. Then |E(F ) ∩ M | = 2, and no outgoing edge of V (F ) is in M .

Lemma 12 (�). Let M be a perfect matching cut of G(I) and Cj be a clause
gadget. Let Uj = {u1, . . . , u20}, and Vj = {v1, . . . , v20}. Then no outgoing edge
of Uj or of Vj is in M .

See the definition of Li
j (and the symmetric Ri

j in Vj) in Fig. 4.

Definition 4. We say that a perfect matching cut M of G(I) is of type i in Cj

with i ∈ {1, 2, 3}, if M ∩ E(Uj ∪ Vj) = Li
j ∪ Ri

j.

Lemma 13 (�). Let M be a perfect matching cut of G(I) and Cj be a clause
gadget. Then there exists exactly one integer i ∈ {1, 2, 3} such that M is of type
i in Cj.

As a direct consequence of Lemma 13, we get the following.
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Fig. 4. The three types of perfect matching cuts within a clause gadget.

Lemma 14. Let M be a perfect matching cut of G(I) and (A,B) be the cut of
M . The vertices u1, u8, u14 of a clause gadget Cj cannot all be on the same side
of M . More precisely:

1. L1
j sets u1 to one side of M , and u8, u14 to the other;

2. L2
j sets u14 to one side of M , and u1, u8 to the other;

3. L3
j sets u8 to one side of M , and u1, u14 to the other.

3.6 Existence of Perfect Matching Cut Implies Satisfiability

Lemma 15 (�). If G(I) has a perfect matching cut then I is a positive instance.

3.7 Satisfiability Implies the Existence of a Perfect Matching Cut

Lemma 16 (�). If I has a satisfying assignment then G(I) has a perfect match-
ing cut.

We finally get Theorem 1, due to Lemmas 15, 16, 7.

Acknowledgments. We are much indebted to Carl Feghali for introducing us to the
topic of (perfect) matching cuts, and presenting us with open problems that led to the
current paper. We also wish to thank him and Kristóf Huszár for helpful discussions
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Abstract. The metric dimension has been introduced independently by
Harary, Melter [11] and Slater [15] in 1975 to identify vertices of a graph
G using its distances to a subset of vertices of G. A resolving set X of a
graph G is a subset of vertices such that, for every pair (u, v) of vertices of
G, there is a vertex x in X such that the distance between x and u and the
distance between x and v are distinct. The metric dimension of the graph
is the minimum size of a resolving set. Computing the metric dimension
of a graph is NP-hard even on split graphs and interval graphs. Bonnet
and Purohit [2] proved that the metric dimension problem is W[1]-hard
parameterized by treewidth. Li and Pilipczuk strengthened this result
by showing that it is NP-hard for graphs of treewidth 24 in [14]. In
this article, we prove that metric dimension is FPT parameterized by
treewidth in chordal graphs.

1 Introduction

Determining the position of an agent on a network is a central problem. One
way to determine its position is to place sensors on nodes of the network and the
agents try to determine their positions using their positions with respect to these
sensors. More formally, assume that agents know the topology of the graph. Can
they, by simply looking at their position with respect to the sensors determine
for sure their position in the network? Conversely, where do sensors have to be
placed to ensure that any agent at any possible position can easily determine for
sure its position? These questions received a considerable attention in the last
decades and have been studied in combinatorics under different names such as
metric dimension, identifying codes, locating dominating sets...

Let G = (V,E) be a graph and s, u, v be three vertices of G. We say that
s resolves the pair (u, v) if the distance between s and u is different from the
distance between s and v. A resolving set of a graph G = (V,E) is a subset S
of vertices of G such that any vertex of G is identified by its distances to the
vertices of the resolving set. In other words, S is a resolving set if for every pair
(u, v) of vertices of G, there is a vertex s of S such that s resolves (u, v). The
metric dimension of G, denoted by dim(G), is the smallest size of a resolving
set of G.

This notion has been introduced in 1975 by Slater [15] for trees and by Harary
and Melter [11] for graphs to simulate the moves of a sonar. The associated
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Paulusma and B. Ries (Eds.): WG 2023, LNCS 14093, pp. 130–142, 2023.
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decision problem, called the Metric Dimension problem, is defined as follows:
given a graph G and an integer k, is the metric dimension of G is at most k?

The Metric Dimension problem is NP-complete [9] even for restricted
classes of graphs like planar graphs [4]. Epstein et al. [6] proved that this problem
is NP-complete on split graphs, bipartite and co-bipartite graphs. The problem
also is NP-complete on interval graphs [8] or sub-cubic graphs [12]. On the pos-
itive side, computing the metric dimension is linear on trees [11,15] and polyno-
mial in outer-planar graphs [4].

Parameterized Algorithms. In this paper, we consider the Metric Dimension
problem from a parameterized point of view. We say a problem Π is fixed param-
eter tractable (FPT) for a parameter k if any instance of size n and parameter
k can be decided in time f(k) · nO(1). Two types of parameters received a con-
siderable attention in the literature: the size of the solution and the “width” of
the graph (for various widths, the most classical being the treewidth).

Hartung and Nichterlein proved in [12] that the Metric Dimension problem
is W[2]-hard parameterized by the size of the solution. Foucaud et al. proved
that it is FPT parameterized by the size of the solution in interval graphs in [8].
This result was extended by Belmonte et al. who proved in [1] that Metric
Dimension is FPT parameterized by the size of the solution plus the tree-length
of the graph. In particular, it implies that computing the metric dimension for
chordal graph is FPT parameterized by the size of the solution.

Metric Dimension is FPT parameterized by the modular width [1]. Using
Courcelle’s theorem, one can also remark that it is FPT parameterized by the
treedepth of the graph as observed in [10]. Metric dimension has been proven
W[1]-hard parameterized by the treewidth by Bonnet and Purohit in [2]. Li
and Pilipczuk strengthened this result by showing that it is NP-complete for
graphs of treewidth, and even pathwidth, 24 in [14]. While Metric dimension
is polynomial on graphs of treewidth 1 (forests), its complexity is unknown for
graphs of treewidth 2 is open (even if it is known to be polynomial for outerplanar
graphs). Our main result is the following:

Theorem 1. Metric Dimension is FPT parameterized by treewidth on
chordal graphs. That is, Metric Dimension can be decided in time O(n3 +
n2 · f(ω)) on chordal graphs of clique number ω.

Recall that, on chordal graphs, the treewidth is equal to the size of a maxi-
mum clique minus one. Our proof is based on a dynamic programming algorithm.
One of the main difficulty to compute the metric dimension is that a pair of ver-
tices might be resolved by a vertex far from them in the graph. This non-locality
implies that it is not simple to use classical algorithmic strategies like divide-
and-conquer, induction or dynamic programming since a single edge or vertex
modification somewhere in the graph might change the whole solution1.

1 The addition of a single edge in a graph might modify the metric dimension by Ω(n),
see e.g. [7].
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The first ingredient of our algorithm consists in proving that, given a chordal
graph, if we are using a clique tree of a desirable form and make some simple
assumptions on the shape of an optimal solution, we can ensure that resolving a
pair of vertices close to a separator implies that we resolve all the pairs of vertices
in the graph. Using this lemma, we build a dynamic programming algorithm that
computes the minimum size of a resolving set containing a given vertex in FPT-
time parameterized by treewdith.

The special type of clique tree used in the paper, inspired from [13], is pre-
sented in Sect. 2.1. We then give some properties of resolving sets in chordal
graphs in Sect. 2.2. These properties will be needed to prove the correctness
and the running time of the algorithm. Then, we present the definition of the
extended problem in Sect. 3.1 and the rules of the dynamic programming in
Sect. 3.2 where we also prove the correction of the algorithm. We end by an
analysis of the complexity of the algorithm in Sect. 4.

Further Work. The function of the treewidth in our algorithm is probably not
optimal and we did not try to optimize it to keep the algorithm as simple as
possible. A first natural question is the existence of an algorithm running in time
2ω · Poly(n) for chordal graphs.

We know that Theorem 1 cannot be extended to bounded treewidth graphs
since Metric Dimension is NP-hard on graphs of treewidth at most 24 [14].
One can nevertheless wonder if our proof technique can be adapted to design
polynomial time algorithms for graphs of treewidth at most 2 on which the
complexity status of Metric Dimension is still open.

Our proof crucially relies on the fact that a separator X of a chordal graph
is a clique and then the way a vertex in a component of G \ X interacting with
vertices in another component of G \ X is simple. One can wonder if there is a
tree decomposition in G where all the bags have diameter at most C, is it true
that Metric Dimension is FPT parameterized by the size of the bags plus
C. Note that, since Metric Dimension is NP-complete on chordal graphs, the
problem is indeed hard parameterized by the diameter of the bags only.

2 Preliminaries

2.1 Nice Clique Trees

Unless otherwise stated, all graphs considered in this paper are undirected, sim-
ple, finite and connected. For standard terminology and notations on graphs, we
refer the reader to [3]. Let us first define some notations we use throughout the
article.

Let G = (V,E) be a graph where V is the set of vertices of G and E the set
of edges; we let n = |V |. For two vertices x and y in G, we denote by d(x, y)
the length of a shortest path between x and y and call it distance between x
and y. For every x ∈ V and U ⊆ V , the distance between x and U , denoted by
d(x,U), is the minimum distance between x and a vertex of U . Two vertices x
and y are adjacent if xy ∈ E. A clique is a graph where all the pairs of vertices
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are adjacent. We denote by ω the size of a maximum clique. Let U be a set
of vertices of G. We denote by G \ U the subgraph of G induced by the set of
vertices V \ U . We say that U is a separator of G if G \ U is not connected. If
two vertices x and y of V \ U belong to two different connected components in
G \ U , we say that U separates x and y. If a separator U induces a clique, we
say that U is a clique separator of G.

Definition 1. A tree-decomposition of a graph G is a pair (X,T ) where T is
a tree and X = {Xi|i ∈ V (T )} is a collection of subsets (called bags) of V (G)
such that:

–
⋃

i∈V (T ) Xi = V (G).
– For each edge xy ∈ E(G), x, y ∈ Xi for some i ∈ V (T ).
– For each x ∈ V (G), the set {i|x ∈ Xi} induces a connected sub-tree of T .

Let G be a graph and (X,T ) a tree-decomposition of G. The width of the
tree-decomposition (X,T ) is the biggest size of a bag minus one. The treewidth
of G is the smallest width of (X,T ) amongst all the tree-decompositions (X,T )
of G.

Chordal graphs are graphs with no induced cycle of length at least 4. A
characterization given by Dirac in [5] ensures chordal graphs are graphs where
minimal vertex separators are cliques. Chordal graphs admit tree-decompositions
such that all the bags are cliques. We call such a tree-decomposition a clique tree.

Our dynamic programming algorithm is performed in a bottom-up way on a
clique tree of the graph with more properties than the one given by Definition 1.
These properties permit to simplify the analysis of the algorithm. We adapt the
decomposition of [13, Lemma 13.1.2] to get this tree-decomposition.

Lemma 2. Let G = (V,E) be a chordal graph and r a vertex of G. There exists
a clique tree (X,T ) such that (i) T contains at most 7n nodes, (ii) T is rooted in
a node that contains only the vertex r, (iii) T contains only four types of nodes,
that are:

– Leaf nodes, |Xi| = 1 which have no child.
– Introduce nodes i which have exactly one child j, and that child satisfies Xi =

Xj ∪ {v} for some vertex v ∈ V (G) \ Xj.
– Forget nodes i which have exactly one child j, and that child satisfies Xi =

Xj \ {v} for some vertex v ∈ Xj.
– Join node i which have exactly two children i1 and i2, and these children

satisfy Xi = Xi1 = Xi2 .

Moreover, such a clique tree can be found in linear time.

In the following, a clique tree with the properties of Lemma 2 will be called
a nice clique tree and we will only consider nice clique trees (X,T ) of chordal
graphs G.

Given a rooted clique tree (T,X) of G, for any node i of T , we define the
subgraph of G rooted in Xi, denoted by T (Xi), as the subgraph induced by the
subset of vertices of G contained in at least one of the bags of the sub-tree of T
rooted in i (i.e. in the bag of i or one of its descendants).
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2.2 Clique Separators and Resolving Sets

In this section, we give some technical lemmas that will permit to bound by f(ω)
the amount of information we have to remember in the dynamic programming
algorithm.

Lemma 3. Let K be a clique separator of G and G1 be a connected component
of G \ K. Let Gext be the subgraph of G induced by the vertices of G1 ∪ K and
Gint = G \ Gext. Let x1, x2 ∈ V (Gint) be such that |d(x1,K) − d(x2,K)| ≥ 2.
Then, every vertex s ∈ V (Gext) resolves the pair (x1, x2).

Before proving Lemma 5, let us state a technical lemma.

Lemma 4. Let G be a chordal and T be a nice clique tree of G. Let X,Y be two
bags of T such that X ∩ Y = ∅. Assume that there exist x ∈ X, y ∈ Y such that
d(x, y) ≥ 2 and let z be a neighbour of x that appears in the bag the closest to
Y in T amongst all the bags on the path between X and Y . Then z belongs to a
shortest path between x and y.

Lemma 5. Let S be a subset of vertices of a chordal graph G. Let X, Y and
Z be three bags of a nice tree-decomposition T of G such that Z is on the path
P between X and Y in T . Denote by P = X1, . . . Z . . . Xp the bags of P with
X = X1 and Y = Xp. Let x be a vertex of X and y a vertex of Y with d(x,Z) ≥ 2
and d(y, Z) ≥ 2. Assume that any pair of vertices (u, v) with u ∈ X2 ∪ . . . ∪ Z,
v ∈ Z ∪ . . . ∪ Xp, d(u,Z) < d(x,Z) and d(v, Z) < d(y, Z) is resolved by S. Then
the pair (x, y) is resolved by S.

Proof. Let i1 be such that Xi1 ∩ N [x] �= ∅ and for every j > i1, Xj ∩ N [x] = ∅
and i2 be such that Xi2 ∩ N [y] �= ∅ and for j < i2, Xj ∩ N [y] = ∅. Let x′ be
the only neighbour of x in Xi1 and y′ be the only neighbour of y in Xi2 . They
are unique by definition of nice tree-decomposition. Note that d(x, y) ≥ 4 since
d(x,Z) ≥ 2 and d(y, Z) ≥ 2. So N [x] is not adjacent to N [y] and then i1 < i2. By
Lemma 4, x′ is on a shortest path between x and Z and y′ is on a shortest path
between y and Z. So d(x′, Z) < d(x,Z) and d(y′, Z) < d(y, Z). By hypothesis,
there is a vertex s ∈ S resolving the pair (x′, y′). Let us prove that s resolves
the pair (x, y).

If s belongs to N [x] or to N [y] then s resolves the pair (x, y) since d(x, y) ≥ 4.
So we can assume that d(s, x) ≥ 2 and d(s, y) ≥ 2. Let Xs be a bag of T
containing s and X ′

s be the closest bag to Xs on P between X and Y .
Case 1: s ∈ Xi1 and s ∈ Xi2 . Then, d(s, x′) ≤ 1 and d(s, y′) ≤ 1. The vertex
s resolves the pair (x′, y′) so d(s, x′) �= d(s, y′) so s = x′ or s = y′. Assume by
symmetry that s = x′, then d(s, x) = 1 and d(s, y) ≥ 3 because d(x, y) ≥ 4. So
s resolves the pair (x, y).
Case 2: s belongs to exactly one of Xi1 or Xi2 . By symmetry assume that s ∈ Xi1 .
By Lemma 4, y′ is on a shortest path between y and s. So d(s, y) = d(s, y′) + 1.
As s belongs to Xi1 then d(x′, s) ≤ 1 and d(x, s) ≤ 2. As d(y′, s) �= d(x′, s) we
have d(y′, s) ≥ 2, so d(s, y) ≥ 3. Thus s resolves the pair (x, y).
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Case 3: s /∈ Xi1 and s /∈ Xi2 . First, we consider the case where X ′
s is between

Xi1 and Xi2 . Then, d(s, x) = d(s, x′) + 1 and d(s, y) = d(s, y′) + 1 by Lemma 4
as Xi1 separates y and s and Xi2 separates x and s. Thus, s resolves the pair
(x, y).

By symmetry, we can now assume that X ′
s is between X and Xi1 . Since

i1 < i2, Xi2 separates s and y. So d(s, y) = d(s, y′)+1 by Lemma 4. To conclude
we prove that d(s, x′) < d(s, y′). Let Q be a shortest path between s and y′.
The bag Xi1 separates s and y′ so Q ∩ Xi1 �= ∅. Let y1 ∈ Q ∩ Xi1 . By definition
of Q, d(s, y′) = d(s, y1) + d(y1, y′). Since y1, x

′ ∈ Xi1 and Xi1 is a clique, we
have that y1 ∈ N [x′] and so, y1 �= y′. So d(y1, y′) �= 0. We also have d(s, x′) ≤
d(s, y1) + 1 because y1 is a neighbour of x′. As d(s, x′) �= d(s, y′), this ensures
d(s, x′) < d(s, y′). So s resolves the pair (x, y) because d(s, x) ≤ d(s, x′) + 1 <
d(s, y′) + 1 = d(s, y). �

The following lemma is essentially rephrasing Lemma 5 to get the result on
a set of vertices.

Lemma 6. Let G be a chordal graph and S be a subset of vertices of G. Let
T be a nice clique tree of G. Let X be a bag of T and let T1 = (X1, E1) and
T2 = (X2, E2) be two connected components of T \ X. Assume that any pair of
vertices (u, v) of (X1∪X)×(X2∪X) with d(u,X) ≤ 2 and d(v,X) ≤ 2 is resolved
by S. Then any pair of vertices (u, v) of (X1,X2) with |d(u,X) − d(v,X)| ≤ 1
is resolved by S.

3 Algorithm Description

In this section, we fix a vertex v of a chordal graph G and consider a nice clique
tree (T,X) rooted in v which exists by Lemma 2. We present an algorithm
computing the smallest size of a resolving set of G containing v.

3.1 Extension of the Problem

Our dynamic programming algorithm computes the solution of a generalization
of metric dimension which is easier to manipulate when we combine solutions.
In this new problem, we will represent some vertices by vectors of distances. We
define notations to edit vectors.

Definition 7. Given a vector r, the notation ri refers to the i-th coordinate
of r.

– Let r = (r1, . . . , rk) ∈ N
k be a vector of size k and m ∈ N. The vector r′ = r|m

is the vector of size k + 1 with r′
i = ri for 1 ≤ i ≤ k and r′

k+1 = m.
– Let r = (r1, . . . , rk) ∈ N

k be a vector of size k. The vector r− is the vector of
size k − 1 with r−

i = ri for 1 ≤ i ≤ k − 1.
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Definition 8. Let i be a node of T and let Xi = {v1, . . . , vk} be the bag of i.
For a vertex x of G, the distance vector dXi

(x) of x to Xi is the vector of size
k such that, for 1 ≤ j ≤ k, dXi

(x)j = d(x, vj). We define the set d≤2(Xi) as the
set of distance vectors of the vertices of T (Xi) at distance at most 2 of Xi in G
(i.e. one of the coordinate is at most 2).

Definition 9. Let G be a graph and K = {v1, . . . , vk} be a clique of G. Let
x be a vertex of G. The trace of x on K, denoted by TrK(x), is the vector r
of {0, 1}k \ {1, . . . , 1} such that for every 1 ≤ i ≤ k, d(x, vi) = a + ri where
a = d(x,K).

Let S be a subset of vertices of G. The trace TrK(S) of S in K is the set of
vectors {TrK(x), x ∈ S}.

The trace is well-defined because for a vertex x and a clique K, the distance
between x and a vertex of K is either d(x,K) or d(x,K) + 1.

Definition 10. Let r1, r2 and r3 be three vectors of same size k. We say that
r3 resolves the pair (r1, r2) if

min
1≤i≤k

(r1 + r3)i �= min
1≤i≤k

(r2 + r3)i.

Lemma 11. Let K be a clique separator of G and G1 be a connected component
of G \ K. Let (x, y) be a pair of vertices of G \ G1 and let r be a vector of size
|K|. If r resolves the pair (dK(x),dK(y)), then any vertex s ∈ V (G1) with
TrK(s) = r resolves the pair (x, y).

Proof. Let s be a vertex of G1 such that TrK(s) = r. The clique K separates
s and x (resp. y) so d(x, s) = min1≤i≤|K|(dK(x) + TrK(s))i + d(K, s) (resp.
d(y, s) = min1≤i≤|K|(dK(y) + TrK(s))i + d(K, s)). The vector r resolves the
pair (dK(x),dK(y)). So d(x, s) �= d(y, s) and s resolves the pair (x, y). �

Definition 12. Let K be a clique separator of G and G1, G2 be two (non nec-
essarily distinct) connected components of G \ K. Let M be a set of vectors
and let x ∈ V (G1) ∪ K and y ∈ V (G2) ∪ K. If a vector r resolves the pair
(dK(x),dK(y)), we say that r resolves the pair (x, y). We say that the pair of
vertices (x, y) is resolved by M if there exists a vector r ∈ M that resolves the
pair (x, y).

We can now define the generalised problem our dynamic programming algo-
rithm actually solves. We call it the extended metric dimension problem
(EMD for short). We first define the instances of this problem.

Definition 13. Let i be a node of T . An instance for a node i of the EMD
problem is a 5-uplet I = (Xi , SI ,Dint(I),Dext(I),Dpair(I)) composed of the bag
Xi of i, a subset SI of Xi and three sets of vectors satisfying

– Dint(I) ⊆ {0, 1}|Xi| and Dext(I) ⊆ {0, 1}|Xi|,
– Dpair(I) ⊆ {0, 1, 2, 3}|Xi| × {0, 1, 2, 3}|Xi|,
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– Dext(I) �= ∅ or SI �= ∅,
– For each pair of vectors (r1, r2) ∈ Dpair(I), there exist two vertices x ∈ T (Xi)

with dXi
(x) = r1 and d(x,Xi) ≤ 2 and y /∈ T (Xi) with dXi

(y) = r2 and
d(y,Xi) ≤ 2.

Definition 14. A set S ⊆ T (Xi) is a solution for an instance I of the EMD
problem if

– (S1) Every pair of vertices of T (Xi) is either resolved by a vertex in S or
resolved by a vector of Dext(I).

– (S2) For each vector r ∈ Dint(I) there exists a vertex s ∈ S such that
TrXi

(s) = r.
– (S3) For each pair of vector (r1, r2) ∈ Dpair(I), for any vertex x ∈ T (Xi)

with dXi
(x) = r1 and any vertex y /∈ T (Xi) with dXi

(y) = r2, if d(x,Xi) ≤ 2
and d(y,Xi) ≤ 2 the pair (x, y) is resolved by S.

– (S4) S ∩ Xi = SI .

In the rest of the paper, for shortness, we will refer to an instance of the EMD
problem only by an instance.

Definition 15. Let I be an instance. We denote by dim(I) the minimum size
of a set S ⊆ T (Xi) which is a solution of I. If such a set does not exist we define
dim(I) = +∞. We call this value the extended metric dimension of I.

We now explain the meaning of each element of I. Firstly, a solution S must
resolve any pair in T (Xi), possibly with a vector of Dext(I) which represents
a vertex of V \ T (Xi) in the resolving set. Secondly, for all r in Dint(I), we
are forced to select a vertex in T (Xi) whose trace is r. This will be useful
to combine solutions since it will be a vector of Dext in other instances. The
elements in Dpair(I) will also be useful for combinations. In some sense Dpair(I)
is the additional gain of S compared to the main goal to resolve T (Xi). The set
SI constrains the intersection between S and Xi by forcing a precise subset of
Xi to be in S.

The following lemma is a consequence of Definition 14. It connects the defi-
nition of the extended metric dimension with the metric dimension.

Lemma 16. Let G be a graph, T be a nice tree-decomposition of G and r be the
root of T . Let I0 be the instance ({r}, {r}, ∅, ∅, ∅), then dim(I0) is the smallest
size of a resolving set of G containing r.

To ensure that our algorithm works well, we will need to use Lemma 3 in some
subgraphs of G. This is possible only if we know that the solution is not included
in the subgraph. This corresponds to the condition Dext(I) �= ∅ or SI �= ∅ and
this is why the algorithm computes the size of a resolving set containing the root
of T .

3.2 Dynamic Programming

We explain how we can compute the extended metric dimension of an instance I
given the extended metric dimension of the instances on the children of Xi in T .
The proof is divided according to the different type of nodes.
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Leaf Node. Computing the extended metric dimension of an instance for a leaf
node can be done easily with the following lemma:

Lemma 17. Let I be an instance for a leaf node i and v be the unique vertex
of Xi. Then,

dim(I) =

⎧
⎨

⎩

0 if SI = ∅, Dint(I) = ∅ and Dpair(I) = ∅
1 if SI = {v} and Dint(I) ⊆ {(0)}
+∞ otherwise

Proof. Let I be an instance for i. If SI = ∅, only the set S = ∅ can be a solution
for I. This set is a solution only if Dint(I) = ∅ and Dpair(I) = ∅. If SI = {v},
only the set S = {v} can be a solution for I. This is a solution only if Dint(I) is
empty or only contains the vector Trxi

(v). �

In the rest of the section, we treat the three other types of nodes. For each
type of nodes we will proceed as follows: define some conditions on the instances
on children to be compatible with I, and prove an equality between the extended
metric dimension on compatible children instances and the extended metric
dimension of the instance of the node.

Join Node. Let I be an instance for a join node i and let i1 and i2 be the
children of i.

Definition 18. A pair of instances (I1, I2) for (i1, i2) is compatible with I if

– (J1) SI1 = SI2 = SI ,
– (J2) Dext(I1) ⊆ Dext(I) ∪ Dint(I2) and Dext(I2) ⊆ Dext(I) ∪ Dint(I1),
– (J3) Dint(I) ⊆ Dint(I1) ∪ Dint(I2),
– (J4) Let C1 = {(r, t) ∈ Dpair(I1) such that r /∈ d≤2(Xi1)} and C2 = {(r, t) ∈

Dpair(I2) such that r /∈ d≤2(Xi2)}. Let D1 = {(r, t) ∈ d≤2(Xi1)×d≤2(G\Xi1)
such that there exists u ∈ Dint(I2) resolving the pair (r, t)} and D2 = {(r, t) ∈
d≤2(Xi2) × d≤2(G \ Xi2)) such that there exists u ∈ Dint(I1) resolving the
pair (r, t)} Then Dpair(I) ⊆ (C1 ∪ D1 ∪ Dpair(I1)) ∩ (C2 ∪ D2 ∪ Dpair(I2)),

– (J5) For all r1 ∈ d≤2(Xi1), for all r2 ∈ d≤2(Xi2), (r1, r2) ∈ Dpair(I1) or
(r2, r1) ∈ Dpair(I2) or there exists t ∈ Dext(I) such that t resolves the pair
(r1, r2).

Condition (J4) represents how the pairs of vertices of V (T (Xi1))×V (T (Xi2))
can be resolved. A pair (r, t) is in (C1∪D1∪Dpair(I1)) if all the pairs of vertices
(x, y) with x ∈ V (T (Xi1)) and y ∈ V (T (Xi2)) are resolved. If (r, t) is in C1, no
pair (x, y) with x ∈ V (T (Xi1)) and y ∈ V (T (Xi2)) exists, if (r, t) is in D1 the
pairs of vertices are resolved by a vertex outside of V (T (Xi1)) and if (r, t) is in
Dpair(I1) the pairs of vertices are resolved by a vertex of V (T (Xi1)). So a pair
(r, t) is resolved if the pair is in (C1∪D1∪Dpair(I1)) and in (C2∪D2∪Dpair(I2)).

Let FJ(I) be the set of pairs of instances compatible with I. We want to
prove the following lemma:
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Lemma 19. Let I be an instance for a join node i. Then,

dim(I) = min
(I1,I2)∈FJ (I)

(dim(I1) + dim(I2) − |SI |).

We prove the equality by proving the two inequalities in the next lemmas.

Lemma 20. Let (I1, I2) be a pair of instances for (i1, i2) compatible with I with
finite values for dim(I1) and dim(I2). Let S1 ⊆ V (T (Xi1)) be a solution for I1
and S2 ⊆ V (T (Xi2)) be a solution for I2. Then S = S1 ∪ S2 is a solution for I.
In particular,

dim(I) ≤ min
(I1,I2)∈FJ (I)

(dim(I1) + dim(I2) − |SI |).

Proof. Let us prove that the conditions of Definition 14 are satisfied.
(S1) Let (x, y) be a pair of vertices of T (Xi). Assume first that x ∈ V (T (Xi1))
and y ∈ V (T (Xi1)). Either (x, y) is resolved by a vertex of S1 and then by a
vertex of S or (x, y) is resolved by a vector r ∈ Dext(I1). By condition (J2),
r ∈ Dext(I) or r ∈ Dint(I2). If r ∈ Dext(I) then (x, y) is resolved by a vector
of Dext(I1). Otherwise, there exists a vertex t ∈ S2 such that TrXi2

(t) = r. So
t ∈ S and t resolves the pair (x, y). The case x ∈ V (T (Xi2)) and y ∈ V (T (Xi2))
is symmetric. So we can assume that x ∈ V (T (Xi1)) and y ∈ V (T (Xi2)). If
d(x,Xi) ≤ 2 and d(y,Xi) ≤ 2, the condition (J5) ensures that the pair (x, y) is
resolved by S or by a vector of Dext(I). Otherwise, either |d(x,Xi)−d(y,Xi)| ≤ 1
and (x, y) is resolved by Lemma 6 or |d(x,Xi)−d(y,Xi)| ≥ 2 and (x, y) is resolved
by Lemma 3 because Dext(I) �= ∅ or SI �= ∅.
(S2) Let r ∈ Dint(I). By compatibility, the condition (J3) ensures that r ∈
Dint(I1) or r ∈ Dint(I2). As S = S1 ∪ S2, S contains a vertex s such that
TrXi

(s) = r.
(S3) Let (r, t) ∈ Dpair(I) and (x, y) with x ∈ V (T (Xi)) such that dXi

(x) = r
and y /∈ T (Xi) such that dXi

(y) = t. Without loss of generality assume that
x ∈ V (T (Xi1)).

By compatibility, (r, t) ∈ (C1 ∪ D1 ∪ Dpair(I1)) ∩ (C2 ∪ D2 ∪ Dpair(I2)) so in
C1 ∪ D1 ∪ Dpair(I1). If (r, t) ∈ Dpair(I)1, then there exists s ∈ S1 that resolves
the pair (x, y) so the pair is resolved by S. If (r, t) ∈ D1, there exists u ∈ Dint(I2)
such that u resolves the pair (r, t). By compatibility, there exists s ∈ S2 such
that TrXi

(s) = u. So s resolves the pair (x, y). And (r, t) /∈ C1 since x belongs
to T (Xi1) with vector distance r.
(S4) is clear since Xi1 = Xi2 = Xi.

Thus, dim(I) ≤ dim(I1) + dim(I2) − |SI | is true for any pair of compatible
instances (I1, I2) so dim(I) ≤ min(I1,I2)∈FJ (I)(dim(I1) + dim(I2) − |SI |). �

Lemma 21. Let I be an instance for a join node i and let i1 and i2 be the
children of i. Then,

dim(I) ≥ min
(I1,I2)∈FJ (I)

(dim(I1) + dim(I2) − |SI |).
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Proof. If dim(I) = +∞ then the result indeed holds. So we can assume that
dim(I) is finite. Let S be a solution for I of minimal size. Let S1 = S ∩ T (Xi1)
and S2 = S ∩ T (Xi2). We define now two instances I1 and I2 for i1 and i2.
Let SI1 = SI2 = SI , Dint(I1) = TrXi

(S1), Dint(I2) = TrXi
(S2), Dext(I1) =

Dext(I)∪Dint(I2) and Dext(I2) = Dext(I)∪Dint(I1). To build the sets Dpair(I1)
and Dpair(I2) we make the following process that we explain for Dpair(I1). For all
pairs of vectors (r, t) of (d≤2(Xi1), d≤2(G\Xi1)), consider all the pairs of vertices
(x, y) with x ∈ V (T (Xi1)), y ∈ V (G \ T (Xi1)), r ∈ d≤2(Xi), t ∈ d≤2(G \ Xi1)),
dXi

(x) = r and dXi
(y) = t. If all the pairs are resolved by vertices of S1 (that is

for each pair, there exists a vertex of S1 that resolves the pair), then add (r, t)
to Dpair(I1).

Checking that (I1, I2) is compatible with I, that S1 is a solution of I1, and
that S2 is a solution of I2 is straightforward. It consists of checking conditions
of respectively Definition 18 and Definition 14.

Finally we prove the announced inequality. Since S is a minimal solution
for I, we have dim(I) = |S|. The sets S1 and S2 are solutions for S1 and S2

so dim(I1) ≤ |S1| and dim(I2) ≤ |S2|. Since |S| = |S1| + |S2| − |SI |, dim(I) ≥
dim(I1) + dim(I2) − |SI |, giving the result. �

Lemma 19 is a direct consequence of Lemma 20 and Lemma 21.

Introduce Node. We now consider an instance I for an introduce node i. Let
j be the child of i and v ∈ V be such that Xi = Xj ∪ {v}. Let Xi = {v1, . . . , vk}
with v = vk. The tree T (Xi) contains one more vertex than its child. The
definition of the compatibility is slightly different if we consider the same set as
a solution (type 1) or if we add this vertex to the resolving set (type 2).

Definition 22. An instance I1 is compatible with I of type 1 (resp. 2) if

– (I1) SI = SI1 (resp. = SI1 ∪ {v}).
– (I2) For all r ∈ Dext(I), r− ∈ Dext(I1) (resp. or r = (0, . . . , 0)).
– (I3) For all r ∈ Dint(I), rk = 1 and r− ∈ Dint(I1) (resp. or r = (1, . . . , 1, 0)).
– (I4) For all (r, t) ∈ Dpair(I), (r−, t−) ∈ Dpair(I1).
– (I5) If I1 is of type 1, for all (r, t) with t = (0, . . . , 0), (r, t) ∈ Dpair(I1).

Lemma 23. Let I be an instance for an introduce node i. Let F1(I) be the set of
instances I1 for i1 compatible with I of type 1 and F2(I) be the set of instances
I2 for i1 compatible with I of type 2. Then,

dim(I) = min { min
I1∈F1(I)

{dim(I1)}; min
I2∈F2(I)

{dim(I2) + 1}}.

The proof of Lemma 23 consists in proving both inequalities similarly to
Lemma 19. One inequality comes from the fact that we can get a solution of
I from any compatible instance. The other consists in building a solution for a
compatible instance from a minimal solution for I.
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Forget Node. The construction for the forget nodes is similar to the one for
introduce nodes. The main difference is that a vertex is removed from the bag so
we have to keep the information about this vertex. The full construction leads
to a similar equality between the extended metric dimension of an instance and
the extended metric dimension of the compatible instances of its child.

3.3 Algorithm

Given as input a nice clique tree, the algorithm computes the extended metric
dimension bottom up from the leaves. The algorithm computes the extended
metric dimension for leaves using Lemma 17, for join nodes using Lemma 19, for
introduce nodes using Lemma 23 and forget nodes using a similar lemma. The
correction of the algorithm is straightforward by these lemmas.

We denote this algorithm by IMD in the following which takes as input a
nice clique tree T and outputs the minimal size of a resolving set of G containing
the root of T .

4 Proof of Theorem 1

Let us finally explain how we can compute the metric dimension of G. The
following lemma is a consequence of Lemma 16.

Lemma 24. The metric dimension of G is minv∈V (G){IMD(T (v))} where T (v)
is a nice clique tree of G rooted in v.

So, n executions of the IMD algorithm with different inputs are enough to
compute the metric dimension. Lemma 2 ensures that we can find for any vertex
v of G a nice clique tree in linear time, the last part is to compute the complexity
of the IMD algorithm.

Lemma 25. The algorithm for IMD runs in time O(n(T )2+n(T )·f(ω)) where
n(T ) is the number of vertices of the input tree T and f = O(ω2 · 2O(42

ω
)) is a

function that only depends on the size of a maximum clique ω.

We now have all the ingredients to prove Theorem 1:

Proof. For each vertex v of G, one can compute a nice clique tree of size at
most 7n according to Lemma 2. Given this clique tree, the IMD algorithm
outputs the size of a smallest resolving set containing v by Lemma 16 in time
O(n(T )2 + n(T ) · f(ω)) for a computable function f according to Corollary 25.
Repeat this for all vertices of G permits to compute the metric dimension of G
by Lemma 24 in time O(n3 + n2 · f(ω)). �
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Abstract. In the 1970s, Győri and Lovász showed that for a k-
connected n-vertex graph, a given set of terminal vertices t1, . . . , tk and
natural numbers n1, . . . , nk satisfying

∑k
i=1 ni = n, a connected vertex

partition S1, . . . , Sk satisfying ti ∈ Si and |Si| = ni exists. However, poly-
nomial time algorithms to actually compute such partitions are known
so far only for k ≤ 4. This motivates us to take a new approach and
constrain this problem to particular graph classes instead of restricting
the values of k. More precisely, we consider k-connected chordal graphs
and a broader class of graphs related to them. For the first class, we give
an algorithm with O(n2) running time that solves the problem exactly,
and for the second, an algorithm with O(n4) running time that deviates
on at most one vertex from the required vertex partition sizes.

Keywords: Győri-Lovász theorem · chordal graphs · HHD-free graphs

1 Introduction

Partitioning a graph into connected subgraphs is a fundamental task in graph
algorithms. Such connected partitions occur as desirable structures in many
application areas such as image processing [8], road network decomposition [9],
and robotics [17].

From a theoretical point of view, the existence of a partition into connected
components with certain properties also gives insights into the graph structure.
In theory as well as in many applications, one is interested in a connected parti-
tion that has a given number of subgraphs of chosen respective sizes. With the
simple example of a star-graph, it is observed that not every graph admits a con-
nected partition for any such choice of subgraph sizes. More generally speaking,
if there exists a small set of t vertices whose removal disconnects a graph (sepa-
rator), then any connected partition into k > t subgraphs has limited choice of
subgraph sizes. Graphs that do not contain such a separator of size less than k
are called k-connected.
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On the other hand, Győri and Lovász independently showed that k-
connectivity is not just necessary but also sufficient to enable a connected par-
titioning into k subgraphs of required sizes, formally stated by the following
result.
Győri-Lovász Theorem ([4,7]). Let k ≥ 2 be an integer, G = (V,E) a k-
connected graph, t1, . . . , tk ∈ V distinct vertices and n1, . . . , nk ∈ N such that∑k

i=1 ni = |V |. Then G has disjoint connected subgraphs G1, . . . Gk such that
|V (Gi)| = ni and ti ∈ V (Gi) for all i ∈ [k].

The caveat of this famous theorem is that the constructive proof of it yields
an exponential time algorithm. Despite this result being known since 1976, to this
day we only know polynomial constructions for restricted values of k. Specifically,
in 1990 Suzuki et al. [15] provided such an algorithm for k = 2 and also for
k = 3 [14]. Moreover in 1994 Wada et al. [16] also provided an extended result for
k = 3. Nakano et al. [10] gave a linear time algorithm for the case where k = 4,
G is planar and the given terminals are located on the same face of a plane
embedding of G, while in 2016 Hoyer and Thomas [5] provided a polynomial
time algorithm for the general case of k = 4. And so far, this is where the list
ends, thus for k ≥ 5 it remains open whether there even exists a polynomial time
construction.

Towards a construction for general k, we consider restricting the class of
k-connected graphs instead of the values of k. More precisely, we consider (gen-
eralizations of) chordal k-connected graphs. A graph is called chordal, if it does
not contain an induced cycle of length more than three. The restriction to chordal
graphs is known to often yield tractability for otherwise NP-hard problems, for
example chromatic number, clique number, independence number, clique cover-
ing number and treewidth decomposition [13]. Apart from the interest chordal
graphs have from a graph theoretic point of view, their structural properties
have also been proven useful in biology when it comes to studying multidomain
proteins and network motifs (see e.g. [11,12]).

Our Contribution. To the best of our knowledge, this paper is the first to pursue
the route of restricting the Győri-Lovász Theorem to special graph classes in
order to develop a polynomial construction for general values of k on a non-
trivial subclass of k-connected graphs. We believe that in general considering
the structure of the minimal separators of a graph is promising when it comes
to developing efficient algorithms for the Győri-Lovász Theorem.

We give a constructive version of the Győri-Lovász Theorem for chordal k-
connected graphs with a running time in O(|V |2). Observe here that this con-
struction works for all values of k. Then we show how this result can be gener-
alized in two directions.

First, we generalize our result to the vertex weighted version of the Győri-
Lovász Theorem (as proven independently by Chandran et al. [2], Chen et al. [3]
and Hoyer [5]), specifically deriving the following theorem.

Theorem 1. Let k ≥ 2 be an integer, G = (V,E,w) a vertex-weighted k-
connected chordal graph with w : V → N and wmax := maxu∈V w(u), t1, . . . , tk ∈
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V distinct vertices, and w1, . . . , wk ∈ N with wi ≥ w(ti) for all i ∈ [k] and
∑k

i=1 wi = w(V ). A partition S1, . . . , Sk of V , such that G[Si] is connected,
ti ∈ Si and wi − wmax < w(Si) < wi + wmax , for all i ∈ [k], can be computed in
time O(|V |2).

We further use this weighted version to derive an approximate version of
the Győri-Lovász Theorem for a larger graph class. Specifically we define Iij
to contain all graphs that occur from two distinct chordless Cj ’s that have at
least i vertices in common. We focus on I24-free combined with HH-free graphs.
More specifically, we consider the subclass of k-connected graphs that contain
no hole or house as an induced subgraph (see preliminaries for the definitions
of structures such as hole, house etc.) and that does not contain two distinct
induced C4 that share more than one vertex. We call this class of graphs HHI24-
free . Note that HHI24-free , apart from being a strict superclass of chordal graphs,
is also a subclass of HHD-free graphs (that is house, hole, domino-free graphs),
a graph class studied and being used in a similar manner as chordal graphs as
it is also a class where the minimum fill-in set is proven to be polynomially
time solvable [1] (see also [6] for NP-hard problems solved in polynomial time on
HHD-free graphs). Taking advantage of the fact that given an HHI24-free graph,
the subgraph formed by its induced C4 has a treelike structure, we are able to
derive the following result.

Theorem 2. Let k ≥ 2 be an integer, G = (V,E,w) a vertex-weighted k-
connected HHI24-free graph with w : V → N and wmax := maxu∈V w(u),
t1, . . . , tk ∈ V distinct vertices, and w1, . . . , wk ∈ N with wi ≥ w(ti) for all
i ∈ [k] and

∑k
i=1 wi = w(V ). A partition S1, . . . , Sk of V , such that G[Si] is

connected, ti ∈ Si and wi − 2wmax < w(Si) < wi + 2wmax , for all i ∈ [k], can be
computed in time O(|V |4).
Notice that the above theorem implies a polynomial time algorithm with an
additive error of 1 for the unweighted case.

2 Preliminaries

All graphs mentioned in this paper are undirected, finite and simple. Given a
graph G and a vertex v ∈ V (G) we denote its open neighborhood by NG(v) :=
{u ∈ V (G) | uv ∈ E(G)} and by NG[v] its closed neighborhood, which is N(v) ∪
{v}. Similarly we denote by NG(S) :=

⋃
v∈S NG(v)\S the open neighborhood

of a vertex set S ⊆ V (G) and by NG[S] := NG(S) ∪ S its closed neighborhood.
We omit the subscript G when the graph we refer to is clear from the context.
A vertex v ∈ V (G) is universal to a vertex set S ⊂ V (G) if S ⊆ N(v). Let G be
a graph and S ⊆ V (G). The induced subgraph from S, denoted by G[S], is the
graph with vertex set S and all edges of E(G) with both endpoints in S.

A graph G is chordal if any cycle of G of size at least 4 has a chord (i.e.,
an edge linking two non-consecutive vertices of the cycle). A vertex v ∈ V (G)
is called simplicial if N [v] induces a clique. Based on the existence of simplicial
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vertices in chordal graphs, the following notion of vertex ordering was given.
Given a graph G, an ordering of its vertices (v1, . . . , vn) is called perfect elimi-
nation ordering (p.e.o.) if vi is simplicial in G[{vi, vi+1, . . . , vn}] for all i ∈ [n].
Given such an ordering σ : V (G) → {1, . . . , n} and a vertex v ∈ V (G) we call
σ(v) the p.e.o. value of v. Rose et al. [13] proved that a p.e.o. of any chordal
graph can be computed in linear time.

Let e = {u, v} be an edge of G. We denote by G/e the graph G′, that occurs
from G by the contraction of e, that is, by removing u and v from G and replacing
it by a new vertex z whose neighborhood is (N(u) ∪ N(v)) \{u, v}.

A graph G is connected if there exists a path between any pair of distinct
vertices. Moreover, a graph is k-connected for some k ∈ N if after the removal of
any set of at most k − 1 distinct vertices G remains connected. Given a graph
G and a vertex set S ⊆ V (G), we say that S is a separator of G if its removal
disconnects G. We call S a minimal separator of G if the removal of any subset
S′ ⊆ V (G) with |S′| < |S| results in a connected graph.

We now define some useful subgraphs, see also Fig. 1 for illustrations. An
induced chordless cycle of length at least 5 is called a hole. The graph that
occurs from an induced chordless C4 where exactly two of its adjacent vertices
have a common neighbor is called a house. When referring to the induced C3 part
of a house we call it roof while the induced C4 is called body. Two induced C4

sharing exactly one edge form a domino. A graph that contains no hole, house or
domino as an induced subgraph is called HHD-free. We call a graph that consists
of two C4 sharing a vertex, and an edge that connects the two neighbors of the
common vertex in a way that no other C4 exists a double house.

Lastly, let G = (V,E) be a k-connected graph, let t1, . . . , tk ∈ V be k distinct
vertices, and let n1, . . . , nk be natural numbers satisfying

∑k
i=1 ni = |V |. We

call S1, . . . Sk ⊆ V (G) a GL-Partition of G if S1, . . . Sk forms a partition of
V (G), such that for all i ∈ [k] we have that G[Si] is connected, ti ∈ Si and
|Si| = ni. When there exists an l ∈ N, such that for such a partition only
ni − l ≤ |Si| ≤ ni + l holds instead of |Si| = ni, we say that S1, . . . , Sk is a
GL-Partition of G with deviation l.

Fig. 1. Specific subgraphs used throughout the paper, from left to right: house, double
house, domino and hole example

3 GL-Partition for Chordal Graphs

We present a simple, implementable algorithm with quadratic running time
that computes GL-Partitions in chordal graphs. We then show that a slight
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modification of our algorithm is sufficient to compute a GL-Partition on a ver-
tex weighted graph, thus proving Theorem 1.

3.1 GL-Partition for Unweighted Chordal Graphs

For simplicity, we first prove the restricted version of Theorem 1 to unweighted
graphs. We use a p.e.o. to compute a vertex partition, as described formally
in Algorithm 1. This algorithm receives as input a k-connected chordal graph
G = (V,E), terminal vertices t1, . . . , tk ∈ V , and natural numbers n1, . . . , nk sat-
isfying

∑k
i=1 ni = n, and outputs connected vertex sets S1, . . . , Sk ⊆ V such that

|Si| = ni and ti ∈ Si. In the beginning of the algorithm we initialize each set Si

to contain only the corresponding terminal vertex ti, and add vertices iteratively
to the non-full sets (Si’s that have not reached their demanded size). We say a
vertex v is assigned if it is already part of some Si and unassigned otherwise. At
each iteration, the unassigned neighborhood of the union of the previously non-
full sets is considered, and the vertex with the minimum p.e.o. value is selected
to be added to a non-full set. In case there is more than one non-full set in the
neighborhood of this vertex, it is added to the one with lowest priority, where
the priority of each set is defined to be the largest p.e.o. value of its vertices so
far. The algorithm terminates once all vertices are assigned, in O(|V |2) time.

Algorithm 1: ChordalGL
Input: k-connected chordal graph G = (V, E), terminal vertices t1, . . . , tk ∈ V ,

and natural numbers n1, . . . , nk satisfying
∑k

i=1 ni = n
Output: Connected vertex sets S1, . . . , Sk ⊆ V such that |Si| = ni and ti ∈ Si

1 σ ← Compute p.e.o. of G as function σ : V → [|V |]
2 Si ← {ti}, for all i ∈ [k]
3 while

⋃
i∈[k] Si �= V (G) do

4 I ← {i ∈ [k] | |Si| < ni}
5 V ′ ← N(

⋃
i∈I Si)\ ⋃

i∈[k] Si

6 v′ ← arg minv∈V ′σ(v)
7 J ← {i ∈ I | v′ ∈ N(Si)}
8 j′ ← arg minj∈J max(σ(Sj))
9 Sj′ ← Sj′ ∪ {v′}

10 end
11 return S1, . . . , Sk

For the correctness of Algorithm 1 it is enough to show that the unassigned
neighborhood V ′ of all non-full sets is not empty in each iteration of the while-
loop, since this implies that we enlarge a non-full set (in the algorithm denoted
by Sj′) by one vertex (in the algorithm denoted by v′) while maintaining the size
of all remaining sets. That is, in each iteration we make progress in the sense
that |⋃i∈[k] Si| increases while maintaining the invariant |Si| ≤ ni for all Si’s.
Note that v′ ∈ N(Sj′) which in turn implies that G[Si] is always connected for
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all i ∈ [k]. Finally, by
∑k

i=1 ni = n and through the way we update I we ensure
that the algorithm (or while-loop) terminates as

⋃
i∈[k] Si = V only if we have

|Si| = ni for all Si’s.
Towards proving the required Lemmata for the correctness of Algorithm 1

we make the following observation for the p.e.o. of a graph.

Lemma 1. Let σ be a p.e.o of a graph G = (V,E) and P = {v1, v2, . . . , vk}
a vertex set of G that induces a simple path with endpoints v1 and vk. Then
σ(vi) > min{σ(v1), σ(vk)} for all i = 2, . . . , k − 1.

Lemma 2. In each iteration of the while-loop in Algorithm 1 we have V ′ 	= ∅.

Proof. We first define the z-connecting neighborhood of a vertex v to be the
neighbors of v that are included in some induced path connecting v to z.

We prove that every non-full set Si contains a vertex in its neighborhood
N(Si) that is unassigned, which implies that V ′ 	= ∅. Assume for a contradic-
tion that at some iteration of our algorithm there is an non-full set Si whose
neighborhood is already assigned to other sets. Let v be the vertex of Si of maxi-
mum σ value among its vertices and z be the vertex of maximum σ value among
the unassigned vertices. Note that vz 	∈ E(G). Let P be the set of all simple
induced paths of G with endpoints z and v. Consider now the following cases:

1. If σ(z) > σ(v), we get from Lemma 1 that every internal vertex of each path
in P has higher σ value than v. Note that no vertex of Si is an internal
vertex of some path in P, since all of them have smaller σ value than v by
the selection of v. Denote the z-connecting neighborhood of v by C.
Let a, b be two vertices in C and assume that a, b ∈ Sj for some j. Assume
also that during our algorithm, a is added to Sj before b. Since all vertices
of Si have smaller σ value than both a and b, and a is added to Sj before b,
the moment b is added to Sj , Si has already been formed. Consider now the
iteration that this happens. Since b ∈ N(v), G[Si∪{b}] is connected. Moreover
since σ(a) > σ(v) and Si is not full, b should be added to Si instead of Sj .
As a result each set apart from Si contains at most one such neighbor of v,
and hence |C| < k.
Observe that G\C has no induced path connecting z and v which in turn
implies that G\C has no z − v path in general. However, this contradicts the
k-connectivity of G.

2. If σ(z) < σ(v), since z is the unassigned vertex of the highest σ value among
all unassigned vertices, and by Lemma 1 all vertices in P have greater σ value
than z, all of its v-connecting neighbors in P are already assigned in some
set. Denote the set of v-connecting neighbors of z by C.
Assume now that there are two vertices of C, a and b, that are contained
in some Sj and assume also without loss of generality that a was added to
Sj before b. Note that since σ(z) < σ(b) at each iteration of our algorithm z
is considered before b to be added to some set if the induced graph remains
connected. As a result, after a is added to Sj , the induced subgraph G[Sj∪{z}]
is connected and hence z should be added to Sj before b.
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This means that each set contains at most one v-connecting neighbor of z
and therefore |C| < k. Since G\C has no induced path connecting z and v,
there is no z-v-path in G\C, which contradicts the k-connectivity.

Corollary 1. At each iteration of Algorithm 1, unless all vertices are assigned,
the neighborhood of each non-full set contains at least one unassigned vertex.

In the weighted case we use the above corollary of Lemma 2. In particular, it
follows from Corollary 1 that as long as we do not declare a set to be full, we
ensure that we are able to extend it by a vertex in its neighborhood that is
unassigned. Note that in the weighted case we do not know in advance how
many vertices are in each part.

3.2 GL-Partition for Weighted Chordal Graphs

With a slight modification of Algorithm 1 we can compute the weighted version
of a GL-Partition . In particular, we prove Theorem 1.

The input of our algorithm differs from the unweighted case by having a
positive vertex-weighted graph G = (V,E,w) and instead of demanded sizes
n1, . . . , nk we have demanded weights w1, . . . , wk for our desired vertex sets
S1, . . . , Sk, where

∑k
i=1 wi = w(V ). Note also that w(Si) is not allowed to deviate

more than wmax = maxv∈V w(v) from wi, i.e. wi − wmax < w(Si) < wi + wmax .
Again we set each terminal vertex ti to a corresponding set Si, and enlarge

iteratively the non-full weighted sets (Si’s that are not declared as full). One
difference to the previous algorithm is that we declare a set Si as full weighted
set, if together with the next vertex to be potentially added its weight would
exceed wi. After that, we decide whether to add the vertex with respect to the
currently full weighted sets. Similar to Algorithm 1 we interrupt the while-loop if
S1, . . . , Sk forms a vertex partition of V and the algorithm terminates. However,
to ensure that we get a vertex partition in every case, we break the while-loop
when only one non-full weighted set is left and assign all remaining unassigned
vertices to it.

Observe that we can make use of Corollary 1, since Algorithm 2 follows the
same priorities concerning the p.e.o. as Algorithm 1. Basically, it implies that as
long we do not declare a set as full weighted set and there are still unassigned
vertices then those sets have unassigned vertices in their neighborhood.

We conclude this section by extending the above algorithms to graphs having
distance k/2 from being chordal. In particular this corollary is based on the
observation that an edge added to a graph does not participate in any of the
parts those algorithms output if both of its endpoints are terminal vertices.

Corollary 2. Let G be a k-connected graph which becomes chordal after adding
k/2 edges. Given this set of edges, a GL-Partition (also its weighted version)
can be computed in polynomial time but without fixed terminals.
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Algorithm 2: WeightedChordalGL
Input: k-connected vertex-weighted chordal graph G(V, E, w), terminal vertices

t1, . . . , tk ∈ V , and positive weights w1, . . . , wk satisfying∑k
i=1 wi = w(V )

Output: Connected vertex sets S1, . . . , Sk ⊆ V such that
wi − wmax < w(Si) < wi + wmax and ti ∈ Si

1 σ ← Compute p.e.o. of G as function σ : V → [|V |]
2 Si ← {ti}, for all i ∈ [k]
3 I ← {i ∈ [k] | w(Si) < wi}
4 while |I| �= 1 and

⋃
i∈[k] Si �= V (G) do

5 V ′ ← N(
⋃

i∈I Si)\ ⋃
i∈[k] Si

6 v′ ← arg minv∈V ′σ(v)
7 J ← {i ∈ I | v′ ∈ N(Si)}
8 j′ ← arg minj∈J max(σ(Sj))
9 if w(Sj′) + w(v′) < wj′ then

10 Sj′ ← Sj′ ∪ {v′}
11 end
12 else
13 I ← I\{j′}
14 if

∑
i∈[k]\I(wi − w(Si)) ≥ 0 or w(Sj′) + w(v′) = wj′ then

15 Sj′ ← Sj′ ∪ {v′}
16 end

17 end

18 end
19 If |I| = 1, assign all vertices V \ ⋃

i∈[k] Si (possibly empty) to Sj with j ∈ I.

4 GL-Partition for HHI24-free

This section is dedicated to the proof of Theorem 2. The underlying idea for this
result is to carefully contract edges to turn a k-connected HHI24-free graph into
a chordal graph that is still k-connected. Note that we indeed have to be very
careful here to find a set of contractions, as we need it to satisfy three seemingly
contradicting properties: removing all induced C4, preserving k-connectivity, and
contracting at most one edge adjacent to each vertex. The last property is needed
to bound the maximum weight of the vertices in the contracted graph. Further,
we have to be careful not to contract terminal vertices.

The computation for the unweighted case of the partition for Theorem 2 is
given in Algorithm 3 below, which is later extended to the weighted case as well.
Note that we can assume that ni ≥ 2 since if ni = 1 for some i ∈ [k] we simply
declare the terminal vertex to be the required set and remove it from G. This
gives us a (k − 1)-connected graph and k − 1 terminal vertices.

Before starting to prove the Lemmata required for the correctness of Algo-
rithm 3 we give a structural insight which is used in almost all proofs of the
following Lemmata.
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Lemma 3. Given an HHI24-free graph G and an induced C4, C ⊆ V (G), then
any vertex in V (G)\C that is adjacent to two vertices of C is universal to C.
Moreover, the set of vertices that are universal to C induces a clique.

Algorithm 3: HHI24-free GL

Input: k-connected HHI24-free graph G(V,E), terminal vertices
t1, . . . , tk ∈ V , and positive integers n1, . . . , nk ≥ 2 satisfying∑k

i=1 ni = n
Output: Connected vertex sets S1, . . . , Sk ⊆ V such that

ni − 1 ≤ |Si| ≤ ni + 1 and ti ∈ Si

1 Add an edge between each pair of non-adjacent terminals that are part of
an induced C4

2 C ← Set of all induced C4 in G.
3 G′ ← (

⋃
C∈C V (C),

⋃
C∈C E(C))

4 E′ ← ∅

5 while C 	= ∅ do
6 Select three vertices v1, v2, v3 in G′ and the corresponding cycle C ∈ C

that satisfies that for all C ′ ∈ C\{C} we have V (C ′) ∩ {v1, v2, v3} = ∅.
7 Pick a vertex v from v1, v2, v3 that is not a terminal vertex and add an

incident edge of v in G′[{v1, v2, v3}] to E′.
8 Remove the cycle C from C and the vertices v1, v2, v3 from G′.
9 end

10 Transform G to a weighted graph G′′ by contracting each edge of E′ in G,
assigning to each resulting vertex as weight the number of original
vertices it corresponds to.

11 S1, . . . Sk ← Run Algorithm 2 with G′′, the given set of terminals
t1, . . . , tk, and the size (or weight) demands n1, . . . , nk as input.

12 Reverse the edge contraction of E′ in the sets S1, . . . , Sk accordingly.

Lemma 4. Let G be an HHI24-free graph. If G contains a double house as a
subgraph then at least one of the two C4 in it has a chord.

u13 u11

u3 u1 u21

u2 u22

C1

C2

z2

z1z3

z4

u w
u1

u3

u2 w2

w3

w1 v2 v3

v1 v4

u w

u1

u2

w1

w2

Fig. 2. Illustrations for the vertex namings used in proofs, from left to right: Lemma
4, Lemma 7 and Lemma 8

The following lemma captures the essence of why the algorithm provided
in this section cannot be applied also on HHD-free graphs, since it holds for
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HHI24-free graphs but not for HHD-free graphs. Think for example of a simple
path P of length 5 and a vertex disjoint induced chordless C4, C. Consider also
each vertex of P being universal to C. Observe that this graph is HHD- but not
HHI24-free . Every two non adjacent vertices of C together with the endpoints of
P create an induced chordless C4. Adding a chord connecting the two endpoints
of P creates a hole and hence the resulting graph is not HHD-free.

Lemma 5. Let G be an HHI24-free graph and C = {v1, v2, v3, v4} an induced C4

in G. Then the graph G′ created by adding the chord v1v3 to G is HHI24-free and
has one less induced C4 than G.

An essential property of the graph class we work on is being closed under
contraction, since our algorithm is based on contracting edges iteratively until the
resulting graph becomes chordal. Before proving this property though, although
“after an edge contraction a new cycle is created” is intuitively clear, we formally
define what it means for a C4 to be “new”.

Definition 1. Let G be a graph, uv ∈ E(G) and G′ = G/uv. Let also w be the
vertex of G′ that is created by the contraction of uv. We say that an induced
cycle C containing w in G′ is new if NC(w) 	⊆ NG(v) and NC(w) 	⊆ NG(u).

Lemma 6. HHI24-free graphs are closed under contraction of an edge of an
induced C4.

In order to prove that the contractions of our algorithm do not affect the
connectivity, we first study the possible role of vertices on an induced C4 in
minimal separators in HHI24-free graphs.

Lemma 7. Let G be a k-connected HHI24-free graph for k ≥ 5. Then no three
vertices of an induced C4 belong in the same minimal separator.

Proof. Let G be a k-connected HHI24-free graph for k ≥ 5 and v1, v2, v3, v4 ver-
tices that induce a C4, C. Assume that v1, v2, v3 belong in the a same minimal
separator S and hence, (G\{v1, v2, v3}) is only k − 3 connected. Let also u and
w be two distinct vertices belonging in different connected components of G\S.

Consider now the chordal graph G′ created, by adding v2v4 to C and one
chord to each other induced C4 of G. By Lemma 5 this is possible by adding
exactly one chord to each induced C4 of G - in particular each addition does
not create new induced C4. Since G′ is chordal each minimal separator induces
a clique, and hence v1, v2, v3 cannot be part of the same minimal separator in
G′ because they do not induce a triangle in G′. Thus G′\S remains connected.

Let P1 be a u − w path in G′\S that contains a minimal number of added
edges. Let z1z3 ∈ E(P1) be one of the added edges, such that z3 is closer to u on
P1 than z1. Note that z1 and z3 are part of some induced C4, C ′ = {z1, z2, z3, z4}
in G. Since z1z3 cannot be replaced by neither z1z2, z2z3, nor z1z4, z4z3 (oth-
erwise we get a path with strictly less added edges than P1) it follows that
z2, z4 ∈ S.
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We will use the u−w paths through S in G to reach a contradiction. Since S
is a minimal u−w separator in G, there are two internally vertex disjoint u−w
paths P2 and P3, with P2∩S = {z2} and P3∩S = {z4}. Let w2 be the neighbor of
z2 on P2 closer to w, w1 the respective neighbor of z1 on P1 and w3 the respective
neighbor of z4 on P3. Let also u1, u2, u3 be the corresponding neighbors of these
paths closer to u. See the illustration in Fig. 2 for these namings, keeping in mind
that it could be w1 ∈ {w2, w3} or u1 ∈ {u2, u3} or also w1 = w2 = w3 = w or
u1 = u2 = u3 = u.

We claim that, in G, z3 is adjacent to a vertex on P
[w2,w]
2 or P

[w3,w]
3 . Assume

otherwise, and assume that P
[w2,w]
2 , P

[w3,w]
3 are induced paths in G (shortcut

them otherwise). If w2 = w3 then notice that w2 = w = w3. In order for
z3, z2, z4, w not to induce a C4 with three common vertices to C, z3 has to be
adjacent to w which is on P

[w2,w]
2 . If w2 	= w3 then assume without loss of

generality that w2 	= w. In order to not be a hole, there has to be a chord in the
cycle build by P

[w2,w]
2 , P

[w3,w]
3 with z4, z3, z2. By assumption, this chord cannot

be from z3, so it has to involve z4 or z2. Since P
[w2,w]
2 and P

[w3,w]
3 are induced

and w2 	= w, either w2 is adjacent to z4, or w3 	= w is adjacent to z2. Both
cases create a C4 that has three vertices in common with C, (w2, z2, z3, z4, and
w3, z2, z3, z4, resp.) and since z4z2 /∈ E(G), the added chord for these C4 has to
be w2z3, resp. w3z3, leading again to z3 being adjacent to some vertex on P

[w2,w]
2

or P
[w3,w]
3 .

Thus we conclude that z3 is adjacent to a vertex x on P
[w2,w]
2 or P

[w3,w]
3 in G.

This however allows to create a path from u to w with (at least) one added edge
less than P1 in G (since P2, P3 do not contain any added edges). Specifically, if
x is on P2 we get P ′

1 = P
[u,z3]
1 xP

[x,w]
2 and if x ∈ P3, P ′

1 = P
[u,z3]
1 xP

[x,w]
3 .

Since C ′ was an arbitrary cycle we conclude that v1, v2, v3 cannot be part of
the same minimal separator in G.

Lemma 8. Let G be an HHI24-free k-connected graph and C = {v1, v2, v3, v4} be
an induced C4. The graph G′ = G/v1v2 is still k-connected.

Now, we finally look specifically at Algorithm 3, and first show that its sub-
routine creating G′′ works correctly.

Lemma 9. Given an HHI24-free graph G, the vertices selected in line 6 of Algo-
rithm 3 indeed exist as long as an induced C4 exists.

Proof. Let G be an HHI24-free graph and C the set of all induced C4 in G, consider
the bipartite graph T constructed through the following procedure: Its vertices
are partitioned into two sets B, and S referred to as big and small vertices of
T , respectively. Each big vertex represents an induced C4 of C while each small
vertex represents a vertex of G participating in at least two induced C4. Each
small vertex is adjacent to the big vertices which represent a C4 this vertex
participates in. We claim that with this definition T is indeed a tree (actually
a forest). Assume now for a contradiction that T contains a cycle and let C be
one of the shortest such cycles in T .
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First, consider the case that C has length l ≥ 6. Since T is bipartite, due
to its construction, l is even and the vertices of C = {s1, b1, s2, b2, . . . , sl/2, bl/2}
alternate between big and small. We denote by P sw,sz

bi
a shortest path containing

edges from the C4 represented by the big vertex bi with endpoints the vertices
represented by sw and sz. Due to C, the cycle P

s1,sl/2
b1

. . . P
sl/2−1,sl/2
bl/2

exists in G

as a subgraph. Note that since we have assumed that C is a minimal length cycle
of T it is also chordless. Hence, in order for a hole not to be an induced subgraph
of G at least one chord must exist connecting two vertices corresponding to two
small ones of T . This however would create a double house as a subgraph with
the two C4 forming it being the two that correspond to big vertices of T . By
Lemma 4 this means that one of the C4 is not induced, a contradiction to the
construction of T . Notice also that in the case where l = 6 we directly find a
double house and reach a contradiction using the same arguments.

Moreover the assumption that l = 4, leads us to a contradiction to the fact
that two C4 have at most one vertex in common. Hence, T is a forest and the
vertices mentioned in line 6 are the ones belonging only to a cycle represented
by one leaf belonging in B.

Lemma 10. Given an HHI24-free graph G, lines 1–10 of Algorithm 3 transforms
G into a weighted chordal graph G′′, with the same connectivity as G and such
that each vertex from G is involved in at most one edge contraction to create G′′.

At last, notice that we can easily alter Algorithm 3 to also work for weighted
graphs, with the simple change of setting the weights of a vertex in G′′ in line 10
to the sum of the weights of the original vertices it was contracted from. With
this alteration, we can conclude now the proof of Theorem 2 with the following.

Lemma 11. Algorithm 3 works correctly and runs in time O(|V |4).
Proof. By Lemma 10, G′′ is a chordal graph with maximum vertex weight 2wmax .
Further, observe that we did not merge terminal vertices with each other, thus
we can properly run Algorithm 2 on it. By the correctness of this algorithm
(Theorem 1), we know that S1, . . . , Sk in line 11 is a GL-partition for G′′ with
deviation 2wmax . Since reversing edge-contraction does not disconnect these sets,
the unfolded sets S1, . . . , Sk are thus also a GL-partition for G with deviation
2wmax ; note here that the only edges we added to create G′′ are between terminal
vertices, which are in separate sets Si by definition.

The most time consuming part of Algorithm 3 is the preprocessing to trans-
form the input graph into a weighted chordal graph which requires O(|V |4) time
in order to find all the induced C4 (note that the induced C4 are at most (n−4)/3
since they induce a tree).

Moreover, as is the case for chordal graphs, we can sacrifice terminals to
enlarge the considered graph class.
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Corollary 3. Let G be a k-connected graph which becomes HHI24-free after
adding k/2 edges. Then, given those edges, a GL-Partition of G with devia-
tion 1 (also its weighted version with deviation 2wmax − 1) can be computed in
polynomial time but without fixed terminals.
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9. Möhring, R.H., Schilling, H., Schütz, B., Wagner, D., Willhalm, T.: Partitioning
graphs to speedup Dijkstra’s algorithm. ACM J. Exp. Algorithmics 11, 2–8 (2006).
https://doi.org/10.1145/1187436.1216585

10. Nakano, S., Rahman, M.S., Nishizeki, T.: A linear-time algorithm for four-
partitioning four-connected planar graphs. Inf. Process. Lett. 62(6), 315–322
(1997). https://doi.org/10.1016/S0020-0190(97)00083-5

11. Przytycka, T.M.: An important connection between network motifs and parsimony
models. In: Apostolico, A., Guerra, C., Istrail, S., Pevzner, P.A., Waterman, M.
(eds.) RECOMB 2006. LNCS, vol. 3909, pp. 321–335. Springer, Heidelberg (2006).
https://doi.org/10.1007/11732990 27

12. Przytycka, T.M., Davis, G.B., Song, N., Durand, D.: Graph theoretical insights
into evolution of multidomain proteins. J. Comput. Biol. 13(2), 351–363 (2006).
https://doi.org/10.1089/cmb.2006.13.351

13. Rose, D.J., Tarjan, R.E., Lueker, G.S.: Algorithmic aspects of vertex elimination on
graphs. SIAM J. Comput. 5(2), 266–283 (1976). https://doi.org/10.1137/0205021

14. Suzuki, H., Takahashi, N., Nishizeki, T., Miyano, H., Ueno, S.: An algorithm for tri-
partitioning 3-connected graphs. J. Inf. Process. Soc. Japan 31(5), 584–592 (1990)

15. Suzuki, H., Takahashi, N., Nishizeki, T.: A linear algorithm for bipartition of bicon-
nected graphs. Inf. Process. Lett. 33(5), 227–231 (1990). https://doi.org/10.1016/
0020-0190(90)90189-5

https://doi.org/10.1007/BFb0024492
https://doi.org/10.1007/BFb0024492
https://doi.org/10.4230/LIPIcs.ICALP.2018.32
https://doi.org/10.1145/1255443.1255444
https://doi.org/10.1016/0166-218X(93)90048-S
https://doi.org/10.1016/0166-218X(93)90048-S
https://doi.org/10.1145/1187436.1216585
https://doi.org/10.1016/S0020-0190(97)00083-5
https://doi.org/10.1007/11732990_27
https://doi.org/10.1089/cmb.2006.13.351
https://doi.org/10.1137/0205021
https://doi.org/10.1016/0020-0190(90)90189-5
https://doi.org/10.1016/0020-0190(90)90189-5


156 K. Casel et al.

16. Wada, K., Kawaguchi, K.: Efficient algorithms for tripartitioning triconnected
graphs and 3-edge-connected graphs. In: van Leeuwen, J. (ed.) WG 1993. LNCS,
vol. 790, pp. 132–143. Springer, Heidelberg (1994). https://doi.org/10.1007/3-540-
57899-4 47

17. Zhou, X., Wang, H., Ding, B., Hu, T., Shang, S.: Balanced connected task alloca-
tions for multi-robot systems: an exact flow-based integer program and an approxi-
mate tree-based genetic algorithm. Expert Syst. Appl. 116, 10–20 (2019). https://
doi.org/10.1016/j.eswa.2018.09.001

https://doi.org/10.1007/3-540-57899-4_47
https://doi.org/10.1007/3-540-57899-4_47
https://doi.org/10.1016/j.eswa.2018.09.001
https://doi.org/10.1016/j.eswa.2018.09.001


Generating Faster Algorithms for d-Path
Vertex Cover
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Department of Theoretical Computer Science, Faculty of Information Technology,
Czech Technical University in Prague, Prague, Czech Republic

{radovan.cerveny,ondrej.suchy}@fit.cvut.cz

Abstract. Many algorithms which exactly solve hard problems require
branching on more or less complex structures in order to do their job.
Those who design such algorithms often find themselves doing a meticu-
lous analysis of numerous different cases in order to identify these struc-
tures and design suitable branching rules, all done by hand. This process
tends to be error prone and often the resulting algorithm may be difficult
to implement in practice.

In this work, we aim to automate a part of this process and focus on
the simplicity of the resulting implementation.

We showcase our approach on the following problem. For a constant
d, the d-Path Vertex Cover problem (d-PVC) is as follows: Given an
undirected graph and an integer k, find a subset of at most k vertices
of the graph, such that their deletion results in a graph not contain-
ing a path on d vertices as a subgraph. We develop a fully automated
framework to generate parameterized branching algorithms for the prob-
lem and obtain algorithms outperforming those previously known for
3 ≤ d ≤ 8, e.g., we show that 5-PVC can be solved in O(2.7k∗nO(1))
time.

1 Introduction

The motivation behind this paper is to renew the interest in computer aided
design of graph algorithms which was initiated by Gramm et al. [22]. Many
parameterized branching algorithms follow roughly the same pattern: 1) perform
a meticulous case analysis; 2) based on the analysis, construct branching and
reduction rules; 3) argue that once the rules cannot be applied, some specific
structure is achieved. Also, depending on how “deeply” you perform the case
analysis, you may slightly improve the running time of the algorithm, but bring
nothing new to the table.

This paper aims to provide a framework which could help in the first two
steps of the pattern at least for some problems. We phrase the framework for
a rather general problem which is as follows. For any nonempty finite set of

*The authors acknowledge the support of the OP VVV MEYS funded project
CZ.02.1.01/0.0/0.0/16 019/0000765 “Research Center for Informatics” and the Grant
Agency of the CTU in Prague funded grant No. SGS20/208/OHK3/3T/18.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Paulusma and B. Ries (Eds.): WG 2023, LNCS 14093, pp. 157–171, 2023.
https://doi.org/10.1007/978-3-031-43380-1_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43380-1_12&domain=pdf
http://orcid.org/0000-0003-4528-9525
http://orcid.org/0000-0002-7236-8336
https://doi.org/10.1007/978-3-031-43380-1_12
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connected graphs F we define the problem F-Subgraph Vertex Deletion,
F-SVD, where, given a graph G = (V,E) and an integer k, the task is to decide
whether there is a subset S of at most k vertices of G such that G\S does
not contain any graph from F as a subgraph (not even as a non-induced one).
While we only apply the framework to the problem of d-PVC defined later, the
advantage of phrasing the framework for F-SVD is twofold. First, it makes it
easier to apply it to other problems. Second, the general notation introduced
makes the description less cluttered.

Since the problem is NP-complete for most reasonable choices of F , as follows
from the meta-theorem of Lewis and Yannakakis [27], any algorithm solving the
problem exactly is expected to have exponential running time. In this paper we
aim on the parameterized analysis of the problem, that is, to confine the expo-
nential part of the running time to a specific parameter of the input, presumably
much smaller than the input size. In particular, we only use the most standard
parameter, which is the desired size of the solution k, also called the budget.
Algorithms achieving running time f(k)nO(1) are called parameterized, fixed-
parameter tractable, or FPT. See Cygan et al. [12] for a broader introduction to
parameterized algorithms.

To understand how parameterized branching algorithms typically work, con-
sider the following simple recursive algorithm for F-SVD. We find in the input
graph G an occurrence F ′ of graph F from F . We know that at least one of
the vertices of F ′ must be in any solution. Hence, for each vertex of F ′ we try
adding it to a prospective solution, decreasing the remaining budget by one, and
recursing. The recursion is stopped when the budget is exhausted, or there are
no more occurrences of graphs from F in G, i.e., we found a solution. It is easy
to analyze that this algorithm has running time1 O∗(dk), where d is the number
of vertices of the largest graph in F . Many parameterized branching problems
follow a similar scheme, branching into a constant number of alternatives in each
step, for each alternative making a recursive call with the budget (or some other
parameter) decreased by some constant.

One can improve upon this trivial algorithm by looking at F ′ together with its
surroundings. Working with this larger graph F ′′ often allows for more efficient
branching as now multiple overlapping occurences of graphs from F may appear
in F ′′ instead of just one. Our framework and that of Gramm et al. [22] rely
upon this observation, as they iteratively take larger and larger graphs into
consideration—similarly to what a human would do, but on a much larger scale.

The fundamental novelty of our framework in comparison to that of Gramm
et al. [22] is that we are able to identify which vertices of the graph F ′′ under
consideration can still have outside neighbors and which do not. We call the
latter “red”. This way we are able to say that if you find an occurrence of F ′′ in
the input graph, you can be sure that the red vertices do not have neighbors in
the input graph apart from those that are in F ′′.

This additional information allows us to eliminate some branches of the con-
structed branching rules, rapidly improving their efficiency. It also reduces the

1 The O∗() notation suppresses all factors polynomial in the input size.
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number of graphs we need to consider and also allows us to design better reduc-
tion rules to aid our framework.

We apply the general framework to the problem of d-Path Vertex Cover
(d-PVC). The problem lies in determining a subset S of vertices of a given
graph G = (V,E) of at most a given size k such that G\S does not contain
a path on d vertices (even not a non-induced one). It was first introduced by
Brešar et al. [2], but its NP-completeness for any d ≥ 2 follows already from
the above-mentioned meta-theorem of Lewis and Yannakakis [27]. The 2-PVC
problem corresponds to the well known Vertex Cover problem and the 3-PVC
problem is also known as Maximum Dissociation Set or Bounded Degree-
One Deletion. The d-PVC problem is motivated by the field of designing
secure wireless communication protocols [31] or route planning and speeding up
shortest path queries [20].

As mentioned above, d-PVC is directly solvable by a trivial FPT algorithm
that runs in O∗(dk) time. However, since d-PVC is a special case of d-Hitting
Set, it follows from the results of Fomin et al. [17] that for any d ≥ 4 we have
an algorithm solving d-PVC in O∗((d − 0.9245)k) time. For d ≥ 6 algorithms
with even better running times are presented in the work of Fernau [15].

In order to find more efficient solutions, the problem has been extensively
studied in a setting where d is a small constant. This is in particular the case for
the 2-PVC (Vertex Cover) problem [1,3,6,8,11,13,29,30], where the algo-
rithm of Chen, Kanj, and Xia [10] for a long time held the best known running
time of O∗(1.2738k), but recently Harris and Narayanaswamy [23] claimed the
running time of O∗(1.25288k). For 3-PVC, Tu [37] used iterative compression
to achieve a running time of O∗(2k). This was later improved by Katrenič [24] to
O∗(1.8127k), by Xiao and Kou [40] to O∗(1.7485k) by using a branch-and-reduce
approach and finally by Tsur [34] to O∗(1.713k). For the 4-PVC problem, Tu
and Jin [38] again used iterative compression and achieved a running time of
O∗(3k) and Tsur [35] gave the current best algorithm that runs in O∗(2.619k)
time. The authors of this paper developed an O∗(4k) algorithm for 5-PVC [4].
For d = 5, 6, and 7 Tsur [36] discovered algorithms for d-PVC with running
times O∗(3.945k), O∗(4.947k), and O∗(5.951k), respectively.

Using our automated framework, we are able to present algorithms with
improved running times for some d-PVC problems when parameterized by the
size of the solution k. The results are summarized in Table 1.

Further Related Work. The only other approach to generating algorithms with
provable worst-case running time upper bounds we are aware of is limited to
algorithms for SAT [14,25,26].

Several moderately exponential exact algorithms are known for 2-PVC and
3-PVC [7,39,41].

Full Version of the Paper. Due to space constraints, we omit most technical
details from this extended abstract. We refer the kind reader to the full version
of the paper [5].
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Table 1. Improved running times of some d-PVC problems.

d-PVC Previously known Our result Our # of rules

2-PVC O∗(1.25288k) [23] O∗(1.3294k) 9,345,243

3-PVC O∗(1.713k) [34] O∗(1.708k) 1,226,384

4-PVC O∗(2.619k) [35] O∗(2.138k) 911,193

5-PVC O∗(3.945k) [36] O∗(2.636k) 739,542

6-PVC O∗(4.947k) [36] O∗(3.334k) 414,247

7-PVC O∗(5.951k) [36] O∗(3.959k) 5,916,297

8-PVC O∗(7.0237k) [15] O∗(5.654k) 296,044

2 Fundamental Definitions and Basic Observations

In this paper we are going to assume that vertex sets of all graphs are finite
subsets of N, the set of all non-negative integers, i.e., we have a set of all graphs.
Furthermore, when adding a graph into a set of graphs, we only add the graph
if none of the graphs already in the set is isomorphic to it. Similarly, when
forming a set of graphs we only add one representative for each isomorphism
class. Finally, when subtracting a graph from a set, we remove from the set all
graphs isomorphic to it.

For any nonempty finite set of connected graphs F we define the problem:

F-Subgraph Vertex Deletion, F-SVD

Input: A graph G = (V, E), an integer k ∈ N

Output: A set S ⊆ V , such that |S| ≤ k and no subgraph of G\S is isomorphic to
a graph in F

We call F of F-SVD a bump-inducing set. We call a graph G bumpy if it
contains some graph from the bump-inducing set F as a subgraph. We call a
vertex subset S a solution (for a graph G = (V,E)), if the graph G\S is not
bumpy. Since F is finite, checking if G is bumpy is polynomial in the size of G.

Next we define a variant of a supergraph with a restriction that the original
graph has to be an induced subgraph of the supergraph.

Definition 1 (expansion, i-expansion, σ, σi, σ∗). Let H be a connected
graph. A graph G is an expansion of H, if G is connected, V (H) ⊆ V (G) and
G[V (H)] = H. It is an i-expansion for i ∈ N if furthermore |V (G)| = |V (H)| + i.
For i ∈ N let σi(H) denote the set of all i-expansions of H (note again that we
take only one representative for each isomorphism class). As shorthand, we will
use σ(H) = σ1(H). Let σ∗(H) =

⋃
i∈N

σi(H) denote the set of all expansions
of H.

The following (restricted) variant of a branching rule is the building block of
our algorithm.
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Definition 2 (Subgraph branching rule). A subgraph branching rule is a
triple (H,R,B), where H is a connected bumpy graph, R ⊆ V (H) is a set of red
vertices (representing the vertices supposed not to have neighbors outside H),
and B ⊆ (

2V (H)\{∅})
is a non-empty set of branches.

Definition 3 (An application of a subgraph branching rule). We say that
a subgraph branching rule (H,R,B) applies to graph G, if G contains an induced
subgraph H ′ isomorphic to H by isomorphism φ : V (H) → V (H ′) (witnessing
isomorphism) and for every r ∈ R we have NG(φ(r)) ⊆ V (H ′). In other words,
the vertices of H ′ corresponding to red vertices only have neighbors inside the
subgraph H ′. If the rule applies and the current instance is (G, k), then the
algorithm makes for each B ∈ B a recursive call with instance (G\φ(B), k−|B|).

Note that we do not allow ∅ ∈ B. Therefore the budget gets reduced and we
are making progress in every branch.

Definition 4 (Correctness of a subgraph branching rule). A subgraph
branching rule (H,R,B) is correct, if for every G and every solution S for G
such that (H,R,B) applies to G and φ : V (H) → V (H ′) is the witnessing
isomorphism, there exists a solution S′ for G with |S′| ≤ |S| and a branch
B ∈ B such that φ(B) ⊆ S′.

Definition 5 (Branching factor of a subgraph branching rule). For any
subgraph branching rule (H,R,B) let bf ((H,R,B)) be the branching factor of
the branches in B, i.e., the unique positive real solution of the equation: 1 =∑

B∈B x−|B| (see [19, Chapter 2.1 and Theorem 2.1] for more information on
(computing) branching factors).

Observation 1. For any connected bumpy graph H and any R ⊆ V (H) we can
always construct at least one correct subgraph branching rule.

The following definition formalizes a function that, given a graph H and a
set of vertices R, computes a set B of branches such that (H,R,B) is a correct
subgraph branching rule.

Definition 6 (Brancher). A brancher is a function which assigns to any con-
nected bumpy graph H and R ⊆ V (H) a correct branching rule τ(H,R) =
(H,R,B) for some non-empty set B ⊆ (

2V (H)\{∅}). For a brancher τ as a
shorthand let τ(H) = τ(H, ∅). For a set of graphs {H1,H2, . . . , Hr} we will have
τ({H1,H2, . . . , Hr}) = {τ(H1), τ(H2), . . . , τ(Hr)}.

The above observation shows that at least one brancher exists.

Definition 7. For a set of subgraph branching rules L = (�1, �2, . . . , �r) where
�i = (Hi, Ri,Bi) we will denote Ψ(L) = max{|V (Hi)| | (Hi, Ri,Bi) ∈ L} the
maximum number of vertices among the graphs of the subgraph branching rules
in L.
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The framework makes possible to introduce a number of handmade reduc-
tion2 or branching rules, denoted as A, to help the generating algorithm steer it
away from some difficult corner cases. Typically, their purpose is to ensure some
substructures no longer appear in the input graph.

Next we define the crucial property of a set of subgraph branching rules
which forms a base for the proof of correctness of the generated algorithm.

Definition 8. A set of subgraph branching rules L = (�1, �2, . . . , �r) is called
exhaustive with respect to A if every rule �i is correct and for every connected
bumpy graph G to which no handmade rule in A applies and which has at least
Ψ(L) vertices there is a subgraph branching rule �i in L that applies to G. If the
set is exhaustive with respect to ∅, that is, even without any handmade rules, we
will omit the “with respect to A” clause.

In the process of generating the algorithm, we aim to maintain an exhaustive
set of subgraph branching rules at all times.

The following observation identifies our starting set of graphs.

Observation 2. Let F be the bump-inducing set of some F-SVD problem. Let
f = maxH∈F |V (H)|. Let L = {F1, F2, . . . , Fr} be the set of all connected bumpy
graphs with f vertices. Let τ be a brancher. Then the set of subgraph branching
rules L = τ(L) is exhaustive.

3 The Output Algorithm and Its Correctness

Our goal will be to obtain a set L of subgraph branching rules with good branch-
ing factors which is exhaustive with respect to A. This section summarizes how
we use the set to design an algorithm for F-SVD once we obtain such a set. We
call the algorithm (A,L)-Algorithm for F-SVD and its pseudocode is available
in Algorithm 1.

The algorithm first applies some trivial stopping conditions (lines 3 to 5).
Then it applies the rules from A (lines 6 to 7). Next, if every connected com-
ponent is small, it finds a solution for each of them separately by a brute force
(lines 8 to 12). Finally, it takes a component which is large enough and finds a
subgraph branching rule from L that applies to the component and applies it by
making the appropriate recursive calls (lines 13 to 18).

The following theorem states that this algorithm is indeed correct.

Theorem 1. Let A be a list of handmade rules and L be a set of subgraph
branching rules. If L is exhaustive with respect to A, all rules in A are correct
and can be applied in polynomial time, and each branching rule in A ∪ L has
branching factor at most β, then the (A,L)-Algorithm for F-SVD is correct and
runs in O∗(βk) time.

2 Roughly speaking, a reduction rule is a polynomial-time procedure that replaces the
input instance with another one, preserving the answer.
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Implementation Considerations. We want to emphasize, that the effort needed
to implement the algorithm does not grow with the number of generated rules
in L as the code that implements the mechanic on line 14 remains the same
regardless of the number of rules. Further, the generated list L is given encoded
in a machine-readable format, which further simplifies the implementation.

Algorithm 1. (A,L)-Algorithm for F-SVD

1: Let A be a list of handmade rules and L be a set of subgraph branching rules.
2: function SolveRecursively(G, k)
3: if k < 0 then Return NO.

4: if G is not bumpy then Return YES.

5: if k = 0 then Return NO.
6: if Some rule from A can be applied to G then
7: Find the first rule �A from A that can be applied to G. Apply �A to G and

return the corresponding answer (might involve recursive calls to SolveRecursively).

8: if Each bumpy connected component of G has less than Ψ(L) vertices then
9: Find the optimal solution for each component separately by brute-force.

10: Let the solutions be S1, S2, . . . , Sc.
11: if

∑c
i=1 |Si| ≤ k then Return YES.

12: else Return NO.
13: Let C be the vertices of the bumpy connected component of G with at least

Ψ(L) vertices.
14: Find a branching rule (H, R, B) from the set L that can be applied to G[C].
15: Let φ be the corresponding isomorphism.
16: for B ∈ B do
17: if SolveRecursively(G\φ(B), k − |B|) outputs YES then Return YES.

18: Return NO.

4 The Generating Algorithm

In this section we describe the algorithm to generate a suitable list of subgraph
branching rules.

For a fixed F-SVD problem the input of the algorithm are the bump-inducing
set F , a function HandledA which can identify the situations handled by the
handmade branching and reduction rules in A, and the target branching factor
β ∈ R. We assume that the handmade rules in A are correct in the context of
the given F-SVD problem, they can be applied in polynomial time, and that the
branching rules have branching factors at most β. The output of the algorithm is
an ordered list of subgraph branching rules L, exhaustive with respect to A, such
that every rule in L has branching factor at most β. The algorithm will be called
the (F ,A, β)-Algorithm and its output satisfies the assumptions of Theorem 1.

4.1 Overview of the Algorithm

The algorithm maintains an ordered list and a set of connected bumpy graphs
named Lgood and Lbad, respectively. The list Lgood stores graphs that already
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give rise to good subgraph branching rules, whereas the set Lbad represents the
substructures for which the algorithm did not find any effective way to tackle
them yet. The algorithm starts with Lgood empty and Lbad being the set from
Observation 2.

The algorithm works in rounds and in each round it tries to move as many
graphs currently in Lbad to Lgood. Firstly, for each graph in Lbad, the algorithm
“colors red” the vertices that cannot have any outside neighbors. This process
is done by the Color function introduced below. Secondly, for each now colored
graph in Lbad, it checks whether the substructure can be handled by some hand-
made rule in A. If it does, the graph is moved from Lbad to the end of Lgood.
Otherwise, it designs a subgraph branching rule for it with the smallest branching
factor it can achieve and if the branching factor of the produced rule is at most β,
it again moves the graph from Lbad to the end of Lgood. In one round, the
algorithm repeats the above steps as long as possible. Once no graph from Lbad

can be moved to Lgood this way, the algorithm replaces all graphs in Lbad by all
their 1-expansions and starts a next round. This corresponds to deepening the
analysis, i.e., considering larger parts of the input graph at once.

4.2 Color function

Let H be a connected graph and F be a set of connected graphs. The vertex
v ∈ V (H) will be colored red, i.e., we put v into R, if all 1-expansions of H,
where the vertex v has more neighbors in the 1-expansion of H than in H itself,
are already also expansions of some graphs in F .

In our algorithm, H is some graph from Lbad and F is the list Lgood (see
Fig. 1 for an example).

Fig. 1. Illustration of the Color function.

5 Generating Subgraph Branching Rules

Once we have a graph H together with its red vertices R ⊆ V (H), we want to
generate a correct subgraph branching rule for it with as small branching factor
as possible.
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5.1 Overview of the Approach

We start by brute forcing all the local solutions for the graph H, we keep only
those that are inclusion-wise minimal, and we use them to get our initial set
of branches Bmin . It is easy to see, that the resulting subgraph branching rule
(H,R,Bmin) is correct, but not very efficient.

To improve this rule, we employ a function called DominanceFree (described
below) which uses the red vertices R to filter out some unnecessary branches.
Let us label the result as Bdf .

Finally, we further optimize Bdf with the following observation.

Observation 3. Let (H,R,B) be a correct subgraph branching rule. For any
A ⊆ V (H), A 	= ∅ construct the branches BA = {B | B ∈ B ∧ A 	⊆ B} ∪ {A}.
The subgraph branching rule (H,R,BA) is correct.

We greedily improve the branches Bdf by repeatedly trying all possible
replacements and picking those that minimize the branching factor the most.
Let us label the result Badj .

The final generated subgraph branching rule is then (H,R,Badj ).

5.2 DominanceFree function

The input of the function is a connected bumpy graph H, R ⊆ V (H), and B
such that (H,R,B) is a correct subgraph branching rule.

The point is that if a vertex v has no neighbors outside H (the red vertices),
then it might be more beneficial to have a different vertex in the solution instead
of v. We call this the dominance between branches.

The basic idea is to take a subset R∗ of the red vertices and replace all
vertices of the solution in this set by the open neighborhood NH(R∗)\R∗. We
only want to do that if this does not increase the size of the solution and if
H[R∗] is not bumpy. To increase the power of this notion, we do this in a graph
H ′ = H\Bdel , where Bdel is a set of vertices shared by both the branches.

Definition 9 (Dominated branch). Let (H,R,B) be a correct subgraph
branching rule. We say that branch B ∈ B is dominated by branch Bd ∈ B
if Bd 	= B and there exists a subset Bdel

� B such that for H ′ = H\Bdel ,
R′ = R\Bdel there exists a subset R∗ ⊆ R′, R∗ 	= ∅ such that the following holds:

1. H[R∗] is not bumpy,
2. |R∗ ∩ B| ≥ |NH′(R∗)\R∗| ≥ 1,
3. Bd ⊆ (B ∪ NH′(R∗))\R∗.

Note that if NH′(R∗)\R∗ = ∅, then Bd ⊆ B, a case that cannot appear in Bmin .

Lemma 1. If (H,R,B) is a correct subgraph branching rule and branch B ∈ B is
dominated by branch Bd ∈ B, then (H,R,B\{B}) is a correct subgraph branching
rule.

The purpose of the DominanceFree function is to remove branches that are
dominated by other branches. However, as there might be cycles of dominance,
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we have to be a little bit more careful. Consider directed graph GB = (B, EB)
such that (Bi, Bj) ∈ EB if and only if Bi is dominated by Bj . Let C1, C2, . . . , Cc

be the strongly connected components of GB. By rep(Ci) we denote an arbitrary,
but fixed, branch B ∈ Ci. A component Ci is called a sink component if there
is no other component Cj , i 	= j such that there exists an edge (Bi, Bj) ∈ EB
where Bi ∈ Ci and Bj ∈ Cj . The DominanceFree function returns the branches
Bdf = {rep(Ci) | i ∈ {1, 2, . . . , c} ∧ Ci is a sink component}.

6 Applying (F ,A, β)-Algorithm to d-PVC

We are now going to show the specifics of applying the (F ,A, β)-Algorithm
to the d-Path Vertex Cover problem. It is easy to see that d-PVC equals
F-SVD for F = {Pd}.

6.1 Handmade Rules

For the (F ,A, β)-Algorithm to work for interesting values of β, we provide two
handmade polynomial time reduction rules to A that are correct for d-PVC.

Reduction Rule 1 (Red component reduction for d-PVC.) Let (G, k) be an
instance of d-PVC. Let v ∈ V (G) be a vertex such that there are at least
two Pd-free connected components C1, C2 in G\v. If there is a Pd in G[{v} ∪
V (C1)∪V (C2)], reduce (G, k) to instance (G\({v}∪V (C1)∪V (C2)), k−1) which
corresponds to taking v into a solution. Otherwise, let P 1

i be the longest path in
G[{v} ∪ V (C1)] starting in v and let P 2

j be the longest path in G[{v} ∪ V (C2)]
starting in v. Assume, without loss of generality, that i ≤ j. Then, reduce the
instance (G, k) to (G\V (C1), k).
Reduction Rule 2 (Red star reduction for d-PVC, d ≥ 4) Let (G, k) be the
instance of d-PVC. Suppose there exists a subset C ⊆ V (G), |C| ≤ ⌊

d
2

⌋ − 1 for
which there is a subset L ⊆ V (G) such that ∀v ∈ L,N(v) = C and |L| ≥ 2|C|.
Let x ∈ L. Then reduce instance (G, k) to instance (G\{x}, k).
We now discuss how to incorporate these reduction rules into the (F ,A, β)-
Algorithm. Note that as a part of A, if the rule applies, we would make a call of
SolveRecursively(G\({v}∪V (C1)∪V (C2)), k−1), SolveRecursively(G\V (C1), k),
or SolveRecursively(G\{x}, k), respectively, and return the answer obtained. The
following two lemmata describe the function HandledA.

Lemma 2. For the case of the red component reduction rule, let H be a con-
nected bumpy graph and R ⊆ V (H) be its red vertices. If there is a vertex
v ∈ V (H) for which there are at least two d-path free connected components
C1, C2 in H\v with V (C1), V (C2) ⊆ R then the pair H,R is handled by the red
component reduction rule, i.e., whenever any subgraph branching rule (H,R,B)
would apply to a graph G, the red component reduction rule would also apply
to G.

Lemma 3. For the case of d-PVC, d ≥ 4. Let H be a connected bumpy graph
and R ⊆ V (H) be its red vertices. If there is a subset C ⊆ V (H), |C| ≤ ⌊

d
2

⌋ − 1
for which there is a subset L ⊆ R such that ∀v ∈ L,N(v) = C and 2|C| ≤ |L|,
then the pair H,R is handled by the red star reduction rule.
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6.2 Obtained Results

With careful implementation the (F ,A, β)-Algorithm together with our hand-
made reduction rules is able to achieve the results as summarized in Table 1. Note
that F is fixed to {Pd}, A is as described in the previous subsection and the only
parameter that varies is β. The question is then whether the algorithm finishes
with the given β or not. The table contains, for each d, the least values of β
for which our implementation of the algorithm finished. The full source code of
the implementation is available at https://github.com/generating-algorithms/
generating-dpvc. We also provide a separate repository https://github.com/
generating-algorithms/generating-dpvc-data with annotated descriptions of the
obtained algorithms. These are basically logs of the successful computation paths
taken by the algorithm and are, to some extent, verifiable by hand. Sadly, we
were not able to improve the running time of 2-PVC, but we do not know
whether it is a limitation of the algorithm itself or a limitation of time, space,
and resources.

To better understand the behavior of the generating algorithm, we provide
plots of the number of branching rules and time it takes to achieve target branch-
ing factor. The runs depicted in the plots were performed on a virtual computer
with 255 CPU cores and 128 GB of RAM.

The main point we would like to emphasize is that for the cases of d-PVC,
d ≥ 4, the first algorithms outperforming the state of the art were found in a
matter of seconds and minutes.

https://github.com/generating-algorithms/generating-dpvc
https://github.com/generating-algorithms/generating-dpvc
https://github.com/generating-algorithms/generating-dpvc-data
https://github.com/generating-algorithms/generating-dpvc-data
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7 Future Research Directions

We provided a framework to generate parameterized branching algorithms tai-
lored for specific vertex deletion problems. In comparison, the framework of
Gramm et al. [22] is also suited for problems where the task is to either delete
or even add edges to the graph. We wonder whether some of our ideas can be
translated to the edge setting.

While there are rather few studies on computer generated algorithms with
provable worst-case running time upper bounds, there are quite some papers
that use computer aided analysis of algorithms. In particular, the Measure &
Conquer approach, introduced by Fomin et al. [18], is popular especially for
moderately exponential algorithms [28,32,33,41]. Here the idea is to use simple
rules, while measuring the progress not only based on the number of vertices
resolved, but also on how favorably the remaining graph is structured, e.g., how
many vertices of rather low degree are present. The hope is to capture that some
unfavorable branching significantly improves the structure so that a favorable
branching appears subsequently. To accomplish this, the analysis of a single rule
is often split into many cases, based, e.g., on the degrees of the vertices involved.
The computer is then used to optimize the values assigned to favorable structures
so as to prove the lowest possible worst-case running time upper bound. Other
approaches trying to amortize between the rules with bad branching factors and
those with good branching factors include branching potential [21] or labeled
search trees [9]. See also Fernau and Raible [16] for an older survey of the topic.

It may seem interesting to combine the automated generation framework with
a computer assisted analysis of the algorithm. However, first, it seems that the
computer assisted analysis still requires a non-trivial amount of human interven-
tion, e.g., in design of the measure and cases to be distinguished by the computer.
Therefore it seems to be limited to algorithms with few branching rules and does
not scale to thousands of rules. Second, the favorable structure we gain, if it can
be captured in an automated manner at all, is then exploited in the immediate
neighborhood of the finished branching to gain the advantage. Hence, we might
possibly as well create a single branching rule encompassing both the structures
and “amortize within the rule”. Of course, many variants of such a rule would
be necessary. This is the approach already prevalent in our framework. However,
the sizes of the rules necessary might be beyond the reach of our implementation.
The question is whether some transfer of “branching potential” or some other
kind of advantage can be explicitly included in the construction of the rules in
order to enable this advanced analysis.

Finally, an obvious open question is whether there are, e.g., some handmade
rules that would help our algorithm generate a faster algorithm for Vertex
Cover (2-PVC). The fastest known algorithms of Chen, Kanj, and Xia [10] and
Harris and Narayanaswamy [23] are rather complex to both analyze (both from
the running time and correctness perspective) and implement. We made some
experiments with the struction and vertex-domination rules from [10], but these
did not seem to improve the performance of the generating algorithm.
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Discret. Appl. Math. 159(12), 1189–1195 (2011). https://doi.org/10.1016/j.dam.
2011.04.008

3. Buss, J.F., Goldsmith, J.: Nondeterminism within P. SIAM J. Comput. 22(3),
560–572 (1993). https://doi.org/10.1137/0222038
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Abstract. We introduce graph width parameters, called α-edge-
crossing width and edge-crossing width. These are defined in terms
of the number of edges crossing a bag of a tree-cut decomposition.
They are motivated by edge-cut width, recently introduced by Brand
et al. (WG 2022). We show that edge-crossing width is equivalent to
the known parameter tree-partition-width. On the other hand, α-edge-
crossing width is a new parameter; tree-cut width and α-edge-crossing
width are incomparable, and they both lie between tree-partition-width
and edge-cut width.

We provide an algorithm that, for a given n-vertex graph G and
integers k and α, in time 2O((α`k) log(α`k))n2 either outputs a tree-cut
decomposition certifying that the α-edge-crossing width of G is at most
2α2 `5k or confirms that the α-edge-crossing width of G is more than k.
As applications, for every fixed α, we obtain FPT algorithms for the
List Coloring and Precoloring Extension problems parameterized
by α-edge-crossing width. They were known to be W[1]-hard parameter-
ized by tree-partition-width, and FPT parameterized by edge-cut width,
and we close the complexity gap between these two parameters.

Keywords: α-edge-crossing width · List Coloring · FPT algorithm

1 Introduction

Tree-width is one of the basic parameters in structural and algorithmic graph
theory, which measures how well a graph accommodates a decomposition into a
tree-like structure. It has an important role in the graph minor theory developed
by Robertson and Seymour [14–16]. For algorithmic aspects, there are various
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Fig. 1. The hierarchy of the mentioned width parameters. For two width parameters
A and B, A Ñ B means that every graph class of bounded A has bounded B, but
there is a graph class of bounded B and unbounded A. Also, A ∼ B means that two
parameters A and B are equivalent. fen, carvw, ecw, tcw, stcw, ecrwα, ecrw, tpw, and
tw denote feedback edge set number, carving-width, edge-cut width, tree-cut width,
slim tree-cut width, α-edge-crossing width, edge-crossing width, tree-partition-width,
and tree-width, respectively.

fundamental problems that are NP-hard on general graphs, but fixed parameter
tractable (FPT) parameterized by tree-width, that is, that can be solved in time
f(k)nO(1) on n-vertex graphs of tree-width k for some computable function f .
However, various problems are still W[1]-hard parameterized by tree-width. For
example, List Coloring is W[1]-hard parameterized by tree-width [6].

Recently, edge counterparts of tree-width have been considered. One of such
parameters is the tree-cut width of a graph introduced by Wollan [17]. Similar
to the relationship between tree-width and graph minors, Wollan established a
relationship between tree-cut width and weak immersions, and discussed struc-
tural properties. Since tree-cut width is a weaker parameter than tree-width,
one could expect that some problems that are W[1]-hard parameterized by tree-
width, are fixed parameter tractable parameterized by tree-cut width. But still
several problems, including List Coloring, remain W[1]-hard parameterized
by tree-cut width [3,7,8,10,11].

This motivates Brand et al. [2] to consider a more restricted parameter called
the edge-cut width of a graph. For the edge-cut width of a graph G, a maximal
spanning forest F of G is considered as a decomposition tree. For each vertex
v of F , the local feedback edge set of v is the number of edges e P E(G)zE(F )
where the unique cycle of the graph obtained from F by adding e contains v, and
the edge-cut width of F is the maximum local feedback edge set plus one over all
vertices of G. The edge-cut width of G is the minimum edge-cut width among all
maximal spanning forests of G. The edge-cut width with respect to a maximal
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spanning forest was also considered by Bodlaender [1] to bound the tree-width
of certain graphs, with a different name called vertex remember number. Brand
et al. showed that the tree-cut width of a graph is at most its edge-cut width.
Furthermore, they showed that several problems including List Coloring are
fixed parameter tractable parameterized by edge-cut width.

A natural question is to find a width parameter f such that graph classes of
bounded f strictly generalize graph classes of bounded edge-cut width, and also
List Coloring admits a fixed parameter tractable algorithm parameterized by
f . This motivates us to define a new parameter called α-edge-crossing width. By
relaxing the condition, we also define a parameter called edge-crossing width,
but it turns out that this parameter is equivalent to tree-partition-width [5].
Recently, Ganian and Korchemna [9] introduced slim tree-cut width which also
generalizes edge-cut width. See Fig. 1 for the hierarchy of new parameters and
known parameters.

We define the α-edge-crossing width and edge-crossing width of a graph. For
a graph G, a pair T “ (T,X ) of a tree T and a collection X “ {Xt Ď V (G) :
t P V (T )} of disjoint sets of vertices in G, called bags (allowing empty bags),
with the property

⋃
tPV (T ) Xt “ V (G) is called the tree-cut decomposition of

G. For a node t P V (T ), let T1, T2, · · · , Tm be the connected components of
T ´ t, and let crossT (t) be the number of edges incident with two distinct sets
in {

⋃
tPV (Ti)

Xt : 1 ď i ď m}. We say that such an edge crosses Xt. The crossing
number of T is maxtPV (T ) crossT (t), and the thickness of T is maxtPV (T )|Xt|.
For a positive integer α, the α-edge-crossing width of a graph G, denoted by
ecrwα(G), is the minimum crossing number over all tree-cut decompositions
of G whose thicknesses are at most α. The edge-crossing width of T is the
maximum of the crossing number and the thickness of T . The edge-crossing
width of G, denoted by ecrw(G), is the minimum edge-crossing width over all
tree-cut decompositions of G.

It is not difficult to see that the 1-edge-crossing width of a graph is at most its
edge-cut width minus one, as we can take the completion of its optimal maximal
spanning forest for edge-cut width into a tree as a tree-cut decomposition with
small crossing number.

We provide an FPT approximation algorithm for α-edge-crossing width. We
adapt an idea for obtaining an FPT approximation algorithm for tree-cut width
due to Kim et al. [12].

Theorem 1. Given an n-vertex graph G and two positive integers α and k, one
can in time 2O((α`k) log(α`k))n2 either

– output a tree-cut decomposition of G with thickness at most α and crossing
number at most 2α2 ` 5k, or

– correctly report that ecrwα(G) ą k.

As applications of α-edge-crossing width, we show that List Coloring and
Precoloring Extension are FPT parameterized by α-edge-crossing width.
They were known to be W[1]-hard parameterized by tree-cut width (and so by
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tree-partition-width) [7], and FPT parameterized by edge-cut width [2] and by
slim tree-cut width [9]. We close the complexity gap between these parameters.

Theorem 2. For a fixed positive integer α, the List Coloring and Precol-
oring Extension problems are FPT parameterized by α-edge-crossing width.

We remark that the Edge-Disjoint Paths problem is one of the W[1]-hard
problems parameterized by tree-width that motivates to study width parame-
ters based on edge cuts. Ganian and Ordyniak [10] recently proved that Edge-
Disjoint Paths is NP-hard on graphs admitting a vertex cover of size 3. This
implies that for every α ě 3, this problem is NP-hard on graphs of α-edge-
crossing width 0.

This paper is organized as follows. In Sect. 2, we give basic definitions and
notations. In Sect. 3, we establish the relationship between width parameters as
presented in Fig. 1. We present an FPT approximation algorithm for α-edge-
crossing width in Sect. 4 and discuss algorithmic applications in Sect. 5. We con-
clude and present some open problems in Sect. 6.

Proofs of statements marked with “‹” are deferred to the full version.

2 Preliminaries

For a set X and a positive integer n, we call
(
X
n

)
the set of all subsets of X of

size exactly n. Let N be the set of all non-negative integers, and for a positive
integer n, let [n] “ {1, 2, · · · , n}.

For a graph G, we denote by V (G) and E(G) the vertex set and the edge
set of G, respectively. Let G be a graph. For a set S of vertices in G, let G[S]
denote the subgraph of G induced by S, and let G´S denote the subgraph of G
obtained by removing all the vertices in S. For v P V (G), let G ´ v :“ G ´ {v}.
For an edge e of G, let G ´ e denote the graph obtained from G by deleting
e. The set of neighbors of a vertex v is denoted by NG(v), and the degree of v
is the size of NG(v). For two disjoint sets S1, S2 of vertices in G, we denote by
δG(S1, S2) the set of edges incident with both S1 and S2 in G.

An edge e of a connected graph G is a cut edge if G ´ e is disconnected. A
connected graph is 2-edge-connected if it has no cut edges.

For two graphs G and H, we say that G is a subdivision of H if G can be
obtained from H by subsequently subdividing edges.

A tree-decomposition of a graph G is a pair of a tree T and a family of sets
{Bt}tPV (T ) of vertices in G such that (1) V (G) “ ⋃

tPV (T ) Bt, (2) for every edge
uv of G, there exists a node t of T such that u, v P Bt, and (3) for every vertex
v of G, the set {t P V (T ) : v P Bt} induces a subtree of T . The width of a
tree-decomposition is maxtPV (T ) |Bt| ´ 1, and the tree-width of a graph, denoted
by tw(G), is the maximum width over all its tree-decompositions.

A tree-decomposition (T, {Bt}tPV (T )) is called rooted if T is a rooted tree. A
rooted tree-decomposition (T, {Bt}tPV (T )) with a root r is called nice if (1) for
a non-root leaf t of T , |Bt| “ 1, and (2) if a node t is not a non-root leaf of T ,
then it is one of the following;
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– (Forget node) t has one child t′ and Bt “ Bt′z{v} for some v P Bt′ .
– (Introduce node) t has one child t′ and Bt “ Bt′ Y{v} for some v P V (G)zBt′ .
– (Join node) t has exactly two children t1 and t2 and Bt “ Bt1 “ Bt2 .

Theorem 3 (Korhonen [13]). There is an algorithm running in 2O(w)n time,
that given an n-vertex graph G and an integer w, either outputs a tree-
decomposition of G of width at most 2w ` 1 or reports that the tree-width of
G is more than w.

By applying the following lemma, we can find a nice tree-decomposition.

Lemma 1 (folklore; see Lemma 7.4 in [4]). Given a tree-decomposition of
an n-vertex graph G of width w, one can construct a nice tree-decomposition
(T,B) of width w with |V (T )| “ O(wn) in O(w2 · max(|V (T )|, n)) time.

3 Relationships Between Width Parameters

We compare width parameters as presented in Fig. 1 in the full version. Among
the relations, we prove the following inequality. This will be mainly used in our
approximation algorithm for α-edge-crossing width in Sect. 4.

Lemma 2. For every graph G and every positive integer α, tw(G) ď
5 ecrw(G) ´ 1 and tw(G) ď 3 ecrwα(G) ` 2α ´ 1.

Proof. We show the first inequality. Let k “ ecrw(G). Let T “ (T, {Xt}tPV (T ))
be a tree-cut decomposition of G of edge-crossing width ecrw(G). We consider
T as a rooted tree-cut decomposition with root node r. Let σ : V (G) Ñ V (T )
be the function where v is contained in Xσ(v).

We construct a rooted tree-decomposition (T, {Bt}tPV (T )) as follows. For each
node t of T , let Ft be the set of edges ab of G satisfying that either

– (type 1) the path between σ(a) and σ(b) in T contains t as an internal node,
or

– (type 2) the path between σ(a) and σ(b) in T has length at least 1, and
contains t as an end node, and the subtree of T rooted at t does not contain
the end node of this path other than t.

Let Bt be the union of Xt and the set of vertices of G incident with an edge
in Ft.

Since crossT (t) ď k, the number of the edges of type 1 is at most k. So,
because of this type, we put at most 2k vertices into Bt. If t is the root node,
then there is no edge of type 2. Assume that t is not the root node, and let
t′ be its parent. For type 2, σ(a) “ t or σ(b) “ t, and either the vertex in
{a, b} that is not contained in Xt is contained in Bt′ or ab crosses Xt′ . Since
the number of edges ab of type 2 crossing Xt′ is at most k, we may add at
most k vertices other than Xt Y Xt′ . As |Xt Y Xt′ | ď 2k, in total, we have that
|Bt| ď (2k) ` (2k) ` k “ 5k.
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We now verify that (T, {Bt}tPV (T )) is a tree-decomposition. Since Xt Ď Bt

for each t P V (T ), every vertex of G appears in some bag. Let ab P E(G) and
assume that there is no bag of T containing both a and b. If the path between
σ(a) and σ(b) in T contains some node t of T as an internal node, then by the
construction, Bt contains both a and b. Assume that there is no node in T that
is an internal node of the path between σ(a) and σ(b) in T . This means that
σ(a) is adjacent to σ(b) in T . By symmetry, we assume that σ(a) is the parent of
σ(b). Then ab is an edge of type 2 for the node t “ σ(b), and thus, {a, b} Ď Bσ(b).
Thus, (T, {Bt}tPV (T )) satisfies the second condition.

Lastly, to see that (T, {Bt}tPV (T )) satisfies the third condition, let a P V (G).
For every vertex b P V (G) adjacent to a in G, let Pab be the path between σ(a)
and σ(b) in T . We add a to Bx for all x P V (Pab ´ {a, b}). This is the only
procedure to add a to some Bx. Since Bσ(a) contains a, the subtree of T induced
by the union of all t where a P Bt is connected. This implies that (T, {Bt})tPV (T )

satisfies the third condition.
It is straightforward to verify the second inequality with the same argument.

We show that stcw ď ecrwα and ecrwα ę stcw. We also show that ecrwα ę
tcw and tcw ę ecrwα. For positive integers k and n, let Sk,n be the graph
obtained from K1,n by replacing each edge with k internally vertex-disjoint paths
of length 2.

Lemma 3 (Ganian and Korchemna [9]). The set {S2,n : n P N} has
unbounded slim tree-cut width.

Lemma 4 (‹). (1) {S3,n : n P N} has 1-edge-crossing width at most 2.
(2) {S3,n : n P N} has unbounded tree-cut width.

Lemma 5. For every positive integer α, ecrwα ę stcw and ecrwα ę tcw.

Proof. Note that S2,n is isomorphic to an induced subgraph of S3,n. So, by (1) of
Lemma 4, S2,n has 1-edge crossing width at most 2. On the other hand, Lemma 3
shows that {S2,n : n P N} has unbounded slim tree-cut width. This shows that
ecrw1 ę stcw. Since ecrw1 ď ecrwα, we have ecrwα ę stcw.

By (1) and (2) of Lemma 4, {S3,n : n P N} has 1-edge crossing width at most
2, but unbounded tree-cut width. Therefore, ecrw1 ę tcw. Since ecrw1 ď ecrwα,
we have ecrwα ę tcw.

We now show that tcw ę ecrwα. For all positive integers k and n, we con-
struct a graph Gn

k as follows. Let A :“ {ai : i P [n]}, B “ (
A
2

)
, and Bk “ {(W, �) :

W P B and � P [k]}. Let Gn
k be the graph such that V (Gn

k ) “ A Y Bk, and for
a P A and (W, �) P Bk, a is adjacent to (W, �) in E(Gn

k ) if and only if a P W .

Lemma 6. For every positive integer α, tcw ę ecrwα.

Proof. Observe that {Gα`1
k : k P N} has unbounded α-edge-crossing width.

We claim that for every k, Gα`1
k has tree-cut width at most α`1. Let (A,Bk)

be the bipartition of Gα`1
k given by the definition. Let T be a star with center t
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and leaves t1, . . . , tk(α`1
2 ). Let Xt “ A and each Xti

consists of a vertex of Bk.
Let T “ (T, {Xv}vPV (T )). Note that the 3-center of Ht has only vertices of A.
Thus, it has at most α ` 1 vertices. Also, for every edge e of T , adhT (e) ď 2.
So, T is a tree-cut decomposition of tree-cut width at most α ` 1.

To show stcw ď ecrwα, we use another equivalent parameter called super
edge-cut width introduced by Ganian and Korchemna [9]. The super edge-cut
width sec(G) of a graph G is defined as the minimum edge-cut width of (H,T )
over all supergraphs H of G and maximal spanning forests T of H.

Lemma 7 (‹). For every positive integer α, sec ď ecrwα.

4 An FPT Approximation Algorithm for α-Edge-Crossing
Width

We present an FPT approximation algorithm for α-edge-crossing width. We simi-
larly follow the strategy to obtain a 2-approximation algorithm for tree-cut width
designed by Kim et al. [12]. We formulate a new problem called Constrained
Star-Cut Decomposition, which corresponds to decomposing a large leaf bag
in a tree-cut decomposition, and we want to apply this subalgorithm recursively.
By Lemma 2, we can assume that a given graph admits a tree-decomposition of
bounded width, and we design a dynamic programming to solve Constrained
Star-Cut Decomposition on graphs of bounded tree-width.

For a weight function γ : V (G) Ñ N and a non-empty vertex subset S Ď
V (G), we define γ(S) :“ ∑

vPS γ(v) and γ(H) :“ 0.

Constrained Star-Cut Decomposition
Input : A graph G, two positive integers α, k, and a weight function
γ : V (G) Ñ N

Question : Determine whether there is a tree-cut decomposition T “
(T, {Xt}tPV (T )) of G such that

– T is a star with center tc and it has at least one leaf,
– |Xtc

| ď α and crossT (tc) ď k,
– for each leaf t of T , γ(Xt) ď α2 ` 2k and |δG(Xt,Xtc

)| ď α2 ` k, and
– there is no leaf q of T such that Xq “ V (G).

The following lemma explains how we will adapt an algorithm for Con-
straint Star-Cut Decomposition.

Lemma 8. Let G be a graph, let α, k be positive integers, and let S be a set of
vertices in G. Assume that |S| ě α ` 1 and |δG(S, V (G)zS)| ď 2α2 ` 4k. For
each vertex v P S, let γS(v) “ |δG({v}, V (G)zS)|.

If ecrwα(G) ď k, then (G[S], α, k, γS) is a Yes-instance of Constraint
Star-Cut Decomposition.
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Proof. Let T “ (T, {Xt}tPV (T )) be a tree-cut decomposition of G of thicknesses
at most α and crossing number at most k. For an edge e “ uv of T , let Te,u and
Te,v be two subtrees of T ´ uv which contain u and v, respectively.

We want to identify a node tc of T that will correspond to the central node
of the resulting star decomposition. First, we define an extension γ on V (G)
of the weight function γS on S as γ(v) “ γS(v) if v P S and γ(v) “ 0, other-
wise. We orient an edge e “ xy P E(T ) from x to y if the edge e satisfies at
least one of the following rules; (Rule 1) S X (

⋃
tPV (Te,x)

Xt) “ ∅ and (Rule 2)
γ(

⋃
tPV (Te,y)

Xt) ą α2 ` 2k. Note that an edge may have no direction.

Claim ( ‹). Every edge has at most one direction.

So, T has a node whose incident edges have no direction or a direction to the
node. Take such a node as a central node tc. Let T1, . . . , Tm be the connected
components of T ´ tc such that for every i P [m],

⋃
tPV (Ti)

Xt X S �“ H. Note
that there is at least one such component, because |S| ą α and |Xtc

| ď α.
Let (T ′, {X ′

t}tPV (T ′)) be a tree-cut decomposition of G[S] such that (1) T ′ is a
star with the central node tc and leaves t1, . . . , tm, (2) X ′

tc
“ Xtc

XS, and (3) for

every i P [m], X ′
ti

“
(⋃

tPV (Ti)
Xt

)
X S. We claim that (T ′, {X ′

t}tPV (T ′)) satisfies
the conditions of answer of Constrained Star-Cut Decomposition. By the
construction of decomposition, the first condition holds. Since X ′

tc
“ Xtc

XS and
the crossing number of tc in (T, {Xt}tPV (T )) is at most k, the second condition
also holds.

Let ti be a leaf of T ′ and let Vi “
(⋃

tPV (Ti)
Xt

)
. By Rule 2 of the orienta-

tion, we have that γ(X ′
ti

) ď α2 ` 2k. Let t′ be the node in Ti that is adjacent
to tc in T . Since |Xtc

| ď α and |Xt′ | ď α, we have |δG(Xtc
,Xt′)| ď α2. Fur-

thermore, because crossT (t′) ď k, we have |δG(Xtc
, VizXt′)| ď k. Thus, we have

|δG[S](X ′
tc

,X ′
ti

)| ď |δG(Xtc
, Vi)| ď α2 ` k.

Lastly, we claim that there is no leaf q of T ′ such that X ′
q “ S. Suppose that

there is a leaf q of T ′ such that X ′
q “ S. This means that there is no other leaf

in T ′ and X ′
tc

“ H. Let T ∗ be the connected component of T ´ tc for which⋃
tPV (T ∗) Xt X S “ X ′

q. Then for other connected component T ∗∗ of T ´ tc,⋃
tPV (T ∗∗) Xt X S “ H, and therefore the edge of T between T ∗∗ and the node tc

is oriented towards tc. Then the edge of T between T ∗ and tc should be oriented
towards T ∗, because Xtc

X S “ H. This contradicts the choice of tc.
This proves the lemma.
We now devise an algorithm for Constraint Star-Cut Decomposition

on graphs of bounded tree-width.

Lemma 9. Let (G,α, k, γ) be an instance of Constrained Star-Cut
Decomposition and let (T, {Bt}tPV (T )) be a nice tree-decomposition of width
at most w. In 2O((k`w) log(w(α`k)))|V (T )| time, one can either output a solution
of (G,α, k, γ), or correctly report that (G,α, k, γ) is a No-instance.
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Proof. Let r be the root of T . We design a dynamic programming to compute a
solution of Constrained Star-Cut Decomposition. For each node t of T ,
let At be the union of all bags Bt′ where t′ is a descendant of t in T .

Let Z Ď V (G) be a set. A pair (X ,P) of a sequence X “ (X0,X1, . . . , X2k, Y )
and a partition P of Y is legitimate with respect to Z if

– X0,X1, . . . , X2k, Y are pairwise disjoint subsets of Z that are possibly empty,
– (

⋃
iP{0,1,...,2k} Xi) Y Y “ Z,

– |X0| ď α,
– for each i P [2k], |δG(Xi,X0)| ď α2 ` k and γ(Xi) ď α2 ` 2k,
–

∑
{i,j}P([2k]

2 )|δG(Xi,Xj)| ď k,

– for each i P [2k] and each P P P, |δG(X0, P )| ď α2 ` k, and |δG(Xi, P )| “ 0,
– for any distinct sets Pi, Pj P P, |δG(Pi, Pj)| “ 0.

Claim ( ‹). (G,α, k, γ) is a Yes-instance if and only if there is a legitimate pair
(X ,P) with respect to V (G) with X “ (X0,X1, . . . , X2k, Y ) such that any set
of X1, . . . , X2k or a set of P is not the whole set V (G).

For a legitimate pair (X ,P) with respect to Z and Z ′ Ď Z, let X|Z′ “ (X0 X
Z ′,X1 XZ ′, . . . , X2k XZ ′, Y XZ ′) and P|Z′ “ {P XZ ′ : P P P, P XZ ′ �“ H}. We
can see that (X|Z′ ,P|Z′) is legitimate with respect to Z ′, because the constraints
are the number of vertices in a set, the number of edges between two sets, and
the sum of γ-values. Based on this fact, we will recursively store information
about all legitimate pairs with respect to At for nodes t.

Let t P V (T ). A tuple (I,Q, C1, C2,D1,D2, a, b) is a valid tuple at t if

– I : Bt Ñ {0, 1, . . . , 2k, 2k ` 1},
– Q is a partition of I´1(2k ` 1),
– C1 : [2k] Ñ {0, 1 . . . , α2 ` 2k},
– C2 : Q Ñ {0, 1 . . . , α2 ` 2k},
– D1 : [2k] Ñ {0, 1 . . . , α2 ` k},
– D2 : Q Ñ {0, 1 . . . , α2 ` k}, and
– a, b are two integers with 0 ď a ď α and 0 ď b ď k.

A valid tuple (I,Q, C1, C2,D1,D2, a, b) at a node t represents a legitimate pair
(X ,P) “ ((X0,X1, . . . , X2k, Y ),P) with respect to At if

– for every v P Bt, I(v) “ i if and only if v P
{

Xi if 0 ď i ď 2k
Y if i “ 2k ` 1

– Q “ P|Bt
,

– for each i P [2k], C1(i) “ γ(Xi),
– for each Q P Q, C2(Q) “ γ(Q),
– for each i P [2k], D1(i) “ |δG(Xi X At,X0 X At)|,
– for each Q P Q, D2(Q) “ |δG(Q X At,X0 X At)|,
– a “ |X0 X At|,
– b “ ∑

{i,j}Ď([2k]
2 )|δG(Xi,Xj)|.
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We say that a valid tuple is a record at t if it represents some legitimate pair
with respect to At. Let R(t) be the set of all records at t. It is not difficult to
verify that there is a legitimate pair with respect to At if and only if there is a
record at t. So, R(r) �“ H if and only if (G,α, k, γ) is a Yes-instance.

It is known that there is a constant d such that the number of partitions of
a set of m elements is at most dmm. We define a function

ζ(x) “ (2k ` 2)x(dxx)(α2 ` 2k ` 1)2(x´1)`4k(α ` 1)(k ` 1).

Observe that if Bt has size q, then the number of all possible valid tuples at t is
at most ζ(q). Note that ζ(q) “ 2O((q`k) log(q(α`k))). We describe how to store all
records in R(t) for each node t of T . Due to the space constraint, we only deal
with an introduction node.

(Case. t is an introduce node with child t′ such that Bt “ Bt′ Y {v}.)
We construct a set R∗ from R(t′) as follows. Let

J ′ “ (I ′,Q′, C ′
1, C

′
2,D

′
1,D

′
2, a

′, b′) P R(t′).

For every i P {0, 1, . . . , 2k, 2k ` 1} and Q∗ P Q′ Y {H} when i “ 2k ` 1, we
construct a new tuple J “ (I,Q, C1, C2,D1,D2, a, b) as follows:

– I(w) “
{

I ′(w) if w P Bt′

i if w “ v
,

– Q “
{

Q′ if 0 ď I(v) ď 2k
(Q′z{Q∗}) Y {Q∗ Y {v}} if I(v) “ 2k ` 1 ,

– for every j P [2k], C1(j) “ C ′
1(j) ` γ(I´1(j)),

– for every Q P Q, C2(Q) “
{

C ′
2(Q) if Q �“ Q∗ Y {v}

C ′
2(Q

∗) ` γ(v) if Q “ Q∗ Y {v} ,

– for every j P [2k], D1(j) “ D′
1(j) ` |δG(I´1(j2),X0 X Bt′)|,

– for every Q P Q, D2(Q) “
{

D′
2(Q) if Q �“ Q∗ Y {v}

D′
2(Q

∗) ` |δG({v},X0 X Bt′)| if Q “ Q∗ Y {v} ,

– a “
{

a′ ` 1 if I(v) “ 0
a′ otherwise ,

– b “
{

b′ ` |δG

(
{v}, I´1([2k]z{I(v)})

)
| if 1 ď I(v) ď 2k

b′ otherwise .

We add this tuple to R∗ whenever it is valid and

– if 1 ď I(v) ď 2k, then there is no edge between v and I´1(2k ` 1) in G,
– if I(v) “ 2k ` 1, then there is no edge between v and I´1({1, . . . , 2k}) in G

and there is no edge between v and I´1(2k ` 1)z(Q∗ Y {v}) in G.

We claim that R∗ “ R(t). First we show that R∗ Ď R(t). Let J be a
valid tuple constructed as above from J ′ P R(t′). We have to show that J
represents some legitimate pair with respect to At. Since J ′ P R(t′), it represents
a legitimate pair (X ′ “ (X ′

0, . . . , X
′
2k, Y ′),P ′) with respect to At′ .

If 0 ď i ď 2k, then we obtain X from X ′ by replacing X ′
i with X ′

i Y {v}
and set P “ P ′. If i “ 2k ` 1, then we obtain X from X ′ by replacing Y ′ with
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Y ′ Y {v} and adding v to the part P ∗ P P ′ with P ∗ X Bt “ Q∗ when Q∗ P Q′ or
adding a single part {v} when Q∗ “ H, to obtain a new partition P of Y ′ Y{v}.
Then it is straightforward to verify that (X ,P) is a legitimate pair with respect
to At and J represents it. This shows that J P R(t).

To show R(t) Ď R∗, suppose J “ (I,Q, C1, C2,D1,D2, a, b) P R(t). Then
there is a legitimate pair (X ,P) represented by J . Since a pair (X|Bt′ ,P|Bt′ )
is legitimate, there is a record J ′ P R(t′) which represents the pair. By the
construction, J is computed from J ′. Hence R(t) Ď R∗.

We take one record in R(t′) and construct a new tuple as explained above.
After then, we check its validity. Note that |R(t′)| ď ζ(w). Checking the validity
takes time O(w ` k). Hence, R(t) is computed in 2O((w`k) log(w(α`k))) time.

For other nodes t, we can also compute R(t) in time 2O((w`k) log(w(α`k))).
Overall, the algorithm runs in 2O((w`k) log(w(α`k)))|V (T )| time.

Theorem 4. Given an n-vertex graph G and two positive integers α and k, one
can in time 2O((α`k) log(α`k))n2 either

– output a tree-cut decomposition of G with thickness at most α and crossing
number at most 2α2 ` 5k, or

– correctly report that ecrwα(G) ą k.

Proof. We recursively apply the algorithm for Constrained Star-Cut
Decomposition as follows. At the beginning, we consider a trivial tree-
decomposition with one bag containing all the vertices. In the recursive steps,
we assume that we have a tree-cut decomposition T “ (T, {Xt}tPV (T )) such that

(i) for every internal node t of T , |Xt| ď α and crossT (t) ď 2α2 ` 5k,
(ii) for every leaf node t of T , |δG(Xt, V (G)zXt)| ď 2α2 ` 4k.

If all leaf bags have size at most α, then this decomposition has thickness at
most α and crossing number at most 2α2 ` 5k. Thus, we may assume that there
is a leaf bag X� having at least α ` 1 vertices.

We apply Theorem 3 for G[X�] with w “ 3k`2α´1. Then in time 2O(k`α)n,
either we have a tree-decomposition of width at most 2(3k ` 2α ´ 1) ` 1 “
6k ` 4α ´ 1 or we report that tw(G) ě tw(G[X�]) ą 3k ` 2α ´ 1. In the latter
case, by Lemma 2, we have ecrwα(G) ą k. Thus, we may assume that we have a
tree-decomposition of G[X�] of width at most 6k`4α´1. By applying Lemma 1,
we can find a nice tree-decomposition (F, {Bt}tPV (F )) of G[X�] of width at most
6k ` 4α ´ 1 with |V (F )| “ O((k ` α)n).

We define γ on X� so that γ(v) “ |δG({v}, V (G)zX�)|. We run the
algorithm in Lemma 9 for the instance (G[X�], α, k, γ). Then in time
2O((α`k) log(α`k))|V (F )|, one can either output a solution of (G[X�], α, k, γ), or
correctly report that (G[X�], α, k, γ) is a No-instance. In the latter case, we have
ecrwα(G) ą k, by Lemma 8. In the former case, let T ∗ “ (T ∗, {Yt}tPV (T ∗)) be
the outcome, where qc is the center of T ∗ and q1, . . . , qm are the leaves of T ∗.
Then we modify the tree-cut decomposition T by replacing X� with Yqc

and
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then attaching bags Yqi
to Yqc

, where corresponding nodes are qc and q1, . . . , qm.
Let T ′ be the resulting tree-cut decomposition.

Observe that |Yqc
| ď α and crossT ∗(qc) ď k. So, we have crossT ′(qc) ď

k ` (2α2 ` 4k) “ 2α2 ` 5k. Also, for each i P [m], we have

|δG(Yqi
, V (G)zYqi

)| ď |δG(Yqi
, V (G)zX�)| ` |δG(Yqi

, Yqc
)| ` crossT ∗(qc)

ď (α2 ` 2k) ` (α2 ` k) ` k “ 2α2 ` 4k.

Therefore, we obtain a refined tree-cut decomposition with properties (i) and
(ii). Note that by the last condition of the solution for Constraint Star-Cut
Decomposition, new leaf bags have size less than X�. Thus, the algorithm
will terminate in at most n recursive steps. When this procedure terminates, we
either obtain a tree-cut decomposition of G of thickness at most α and crossing
number at most 2α2 ` 5k or, conclude that ecrwα(G) ą k.

The total running time is (2O((α`k) log(α`k))n) · n “ 2O((α`k) log(α`k))n2.

5 Algorithmic Applications on Coloring Problems

We show that List Coloring and Precoloring Extension are fixed param-
eter tractable parameterized by α-edge-crossing width for every fixed α.

A vertex-coloring f : V (G) Ñ N on a graph G is said to be proper if f(u) �“
f(v) for all edges uv P E(G). For a given set {L(v) Ď N : v P V (G)}, a coloring
c : V (G) Ñ N is called an L-coloring if c(v) P L(v) for all v P V (G).

List Coloring
Input : A graph G and a set of lists L “ {L(v) Ď N : v P V (G)}
Question : Does G admit a proper L-coloring c : V (G) Ñ ⋃

L?

Assume that a tree-cut decomposition of the input graph G of thickness at
most α and crossing number w is given. In the dynamic programming, we need
to store colorings on w ` α boundaried vertices. Using Lemma 10 the number of
colorings to store can be reduced to g(w ` α) for some function g. For V P N

q,
W P N

t, B Ď [q] ˆ [t], we say that (V,W ) is B-compatible if V [i] �“ W [j] for
all (i, j) P B. When we have a vertex partition (X,Y ) of a graph G, possible
colorings on boundaried vertices in X and Y will be related to vectors V and W .

Lemma 10 (‹). Let q and t be positive integers, and let B Ď [q] ˆ [t]. For
every set P of distinct vectors in N

q, there is a subset P∗ of P of size at most
q!2

q(q`1)
2 tq´1(t ` 1) satisfying that for every W P N

t, if there is V P P where
(V,W ) is B-compatible, then there is V ∗ P P∗ where (V ∗,W ) is B-compatible.
Furthermore, such a set P∗ can be computed in time O(|P|2q2

tq`2).

Let G be a graph. For disjoint sets S, T of vertices in G and functions g : S Ñ
N and h : T Ñ N, we say that (S, g) is compatible with (T, h) if for every edge
vw with v P S and w P T , g(v) �“ h(w). If g and h are clear from the context,
we simply say that S and T are compatible.
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Proof. (of Theorem 2). We describe the algorithm for connected graphs. If a
given graph is disconnected, then we can apply the algorithm for each compo-
nent. We assume that G is connected. We may assume that each list L(v) has
size at most the degree of v; otherwise, we can freely color v after coloring G´v.

Let ecrwα(G) “ k. Using the algorithm in Theorem 4, we obtain a tree-
cut decomposition T “ (T,X “ {Xt}tPV (T )) of the input graph G of thickness
at most α and crossing number w ď 2α2 ` 5k. We consider it as a rooted
decomposition by choosing a root node r with Xr �“ H.

For every node t P V (T ), we denote by Tt the subtree of T rooted at t,
and let Gt “ G[

⋃
vPV (Tt)

Xv]. For every t P V (T ), let ∂(t) be the graph H

where E(H) is the set of edges incident with both V (Gt) and V (G)zV (Gt), and
V (H) is the set of vertices in G incident with an edge in E(H). Let ∂̂(t) :“
(V (∂(t)) X V (Gt)) Y Xt. Note that |∂̂(t)| ď α ` w for any node t of T .

Let t P V (T ). A coloring g on ∂̂(t) is valid at t if there is a proper L-coloring
f of Gt for which f |∂̂(t) “ g. Clearly, the problem is a Yes-instance if and only
if there is a valid coloring at the root node.

Let ζ “ max{(α ` w ` 1)!2
(α`w)(α`w`1)

2 (α ` w)α`w´1, (w ` 2α ´ 1)α}.
For each node t P V (T ), let Q[t] be the set of all valid colorings at t. We will

recursively construct a subset Q∗[t] Ď Q[t] of size at most ζ such that

(�) for every proper L-coloring h on G ´ V (Gt), if there is a valid coloring
g P Q[t] compatible with h, then there is g∗ P Q∗[t] compatible with h.

We describe how to construct Q∗[t] depending on whether t is a non-root leaf.
This is easy when t is a leaf. Let tp be the parent of t when t is not the root.

We classify the children of t into two types. Let A1 be the set of all children
p of t such that ∂(p)z∂̂(p) Ď Xt, and let A2 be the set of all other children of t.
Note that |A2| ď 2w because (T,X ) has crossing number at most w. Let C[t] be
the set of all proper L-colorings on Xt. Clearly, |C[t]| ď nα.

(Step 1.) We first find the set C ′[t] of all proper L-colorings f such that for
each x P A1, there exists gx P Q∗[x] that is compatible with f . This can be
checked by recursively choosing x P A1, and comparing each coloring in C[t]
with a coloring in Q∗[x], and then remaining one that has a compatible coloring
in Q∗[x]. The whole procedure runs in time O(|A1| · |Q∗[x]| · nα · (α ` w)2) “
O(ζ · nα`1 · (α ` w)2), because each Q∗[x] has the size at most ζ and |A1| ď n.

(Step 2.) Next, we compute the set I[t] of all tuples U in
∏

xPA2
Q∗[x] such

that for all distinct x, y P A2, U(x) and U(y) are compatible, where U(x)
denotes the coordinate of U that comes from Q∗[x]. Since |A2| ď 2w, we have
|
∏

xPA2
Q∗[x]| ď ζ2w. The set I[t] can be computed in time O(ζ2w ·w2 ·(α`w)2).

(Step 3.) Lastly, we construct Q′[t] from I[t] and C ′[t] as follows. For every
U P I[t] and every g P C ′[t] where U(x) and g are compatible for all x P A2, we
obtain a new function g′ on ∂̂(t) such that g′(v) “ (U(x))(v) if v P ∂̂(x) for some
x P A2, and g′(v) “ g(v) if v P Xt, and add it to Q′[t]. This can be done in time
O(|I[t]| · |C ′[t]| · (α(α ` w))2w) “ O(ζ2w · nα · (α(α ` w))2w). This stores valid
colorings at t and the size of Q′[t] is at most |I[t]| ˆ |C ′[t]|. Using Lemma 10,
we find a subset Q∗[t] of Q′[t] of size at most ζ. This can be computed in time
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O(|Q′[t]| · 2(α`w)2 · (α ` w)α`w`2) “ O(ζ2w · nα · 2(α`w)2 · (α ` w)α`w`2). The
total running time for this case is O(ζ2w · nα`1 · 2(α`w)2 · (α ` w)α`4w`2).

For the correctness, we prove that (‹) Q∗[t] satisfies the property (�).
As |V (T )| “ O(n), the algorithm runs in time O(ζ2w · nα`2 · 2(α`w)2 · (α `

w)α`4w`2) “ 2O((α2`k)3)nα`2.
Precoloring Extension asks whether a precoloring on a vertex set S can

be extended to a k-coloring of G. By making a list for a vertex S to the assigned
color, and making a list for a neighbor of v P S which avoids the assigned color
of v, we can reduce to List Coloring.

6 Conclusion

In this paper, we introduced a width parameter called α-edge-crossing width,
which lies between edge-cut width and tree-partition-width, and which is incom-
parable with tree-cut width. We showed that List Coloring and Precol-
oring Extension are FPT parameterized by α-edge-crossing width. It would
be interesting to find more problems that are W[1]-hard parameterized by tree-
partition-width, but FPT by α-edge-crossing width for any fixed α. There are six
more problems that are known to admit FPT algorithms parameterized by slim
tree-cut width, but W[1]-hard parameterized by tree-cut width [9], and these
problems are candidates for the next research.

We also introduced edge-crossing width, that is equivalent to tree-partition-
width. However, our proof is based on the characterization of graphs of bounded
tree-partition-width due to Ding and Oporowski [5], and finding an elementary
upper bound of tree-partition-width in terms of edge-crossing width is an inter-
esting problem. More specifically, we ask whether there is a constant c such that
for every graph G, tpw(G) ď c · ecrw(G).
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Abstract. Let G be an undirected graph. We say that G contains a
ladder of length k if the 2 × (k + 1) grid graph is an induced subgraph
of G that is only connected to the rest of G via its four cornerpoints.
We prove that if all the ladders contained in G are reduced to length
4, the treewidth remains unchanged (and that this bound is tight). Our
result indicates that, when computing the treewidth of a graph, long
ladders can simply be reduced, and that minimal forbidden minors for
bounded treewidth graphs cannot contain long ladders. Our result also
settles an open problem from algorithmic phylogenetics: the common
chain reduction rule, used to simplify the comparison of two evolutionary
trees, is treewidth-preserving in the display graph of the two trees.

Keywords: Treewidth · Reduction rules · Phylogenetics

1 Introduction

This is a story about treewidth, but it starts in the world of biology. A phylo-
genetic tree on a set of leaf labels X is a binary tree representing the evolution
of X. These are studied extensively in computational biology [16]. Given two
such trees a natural aim is to quantify their topological dissimilarity [12]. Many
such dissimilarity measures have been devised and they are often NP-hard to
compute, stimulating the application of techniques from parameterized complex-
ity [7]. Recently there has been a growing focus on treewidth. This is because, if
one takes two phylogenetic trees on X and identifies leaves with the same label,
we obtain an auxiliary graph structure known as the display graph [6]. Crucially,
the treewidth of this graph is often bounded by a function of the dissimilarity
measure that we wish to compute [13]. This has led to the use of Courcelle’s The-
orem within phylogenetics (see e.g. [11,13]) and explicit dynamic programs run-
ning over tree decompositions; see [10] and references therein. In [14] the spin-off
question was posed: is the treewidth of the display graph actually a meaningful
measure of phylogenetic dissimilarity in itself - as opposed to purely being a
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route to efficient algorithms? A closely-related question was whether parameter-
preserving reduction rules, applied to two phylogenetic trees to shrink them
in size, also preserve the treewidth of the display graph? The well-known sub-
tree reduction rule is certainly treewidth preserving [14]. However, the question
remained whether the common chain reduction rule [2] is treewidth-preserving.
A common chain is, informally, a sequence of leaf labels x1, . . . , xk that has
the same order in both trees. Concretely, the question arose [14]: is it possible
to truncate a common chain to constant length such that the treewidth of the
display graph is preserved? Common chains form ladder-like structures in the
display graph, i.e., this question is about how far ladders can be reduced in
length without causing the treewidth to decrease.

In this article we answer this question affirmatively, and more generally.
Namely, we do not restrict ourselves to display graphs, but consider arbitrary
graphs. A ladder L of length k ≥ 1 of a graph G is a 2 × (k + 1) grid graph
such that L induces (only) itself and that L is only connected to the rest of the
graph by its four cornerpoints. First, we prove that a ladder L can be reduced to
length 4 without causing the treewidth to decrease, and that this is best possible:
reducing to length 3 sometimes causes the treewidth to decrease. We also show
that if tw(G) ≥ 4 then reduction to length 3 is safe and, again, best possible.
These tight examples are also shown to exist for higher treewidths. Returning to
phylogenetics, and thus when G is a display graph, we leverage the extra struc-
ture in these graphs to show that common chains can be reduced to 4 leaf labels
(and thus the underlying ladder to length 3) without altering the treewidth: this
result is thus slightly stronger than on general G.

Our proofs are based on first principles: we directly modify a tree decompo-
sition to get what we need. In doing so we come across the problem that, unless
otherwise brought under control, the set of bags that contain a given ladder ver-
tex of G can wind and twist through the tree decomposition in very pathological
ways. Getting these snakes under control is where much of the hard work and
creativity lies, and is the inspiration for the title of this paper.

From a graph-theoretic perspective our results have the following significance.
First, it is standard folklore that shortening paths (i.e. suppressing vertices of
degree 2) is treewidth-preserving, but there is seemingly little in the literature
about shortening recursive structures that are slightly more complex than paths,
such as ladders. (Note that Sanders [15] did consider ladders, but only for rec-
ognizing graphs of treewidth at most 4, and in such a way that the reduction
destroys the ladder topology). Second, our results imply a new safe reduction rule
for the computation of treewidth; a survey of other reduction rules for treewidth
can be found in [1]. Third, we were unable to find sufficiently precise machinery,
characterisations of treewidth or restricted classes of tree decomposition in the
literature that would facilitate our results. Perhaps most closely related to our
ladders are the more general protrusions: low treewidth subgraphs that “hang”
from a small boundary [9, Ch. 15-16]. There are general (algorithmic) results [5]
wherein one can safely cut out a protrusion and replace it with a graph of
parameter-proportional size instead – these are based on a problem having finite
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integer index [4]. Such techniques might plausibly be used to prove that there is
some constant to which ladders might safely be shortened, but our tight bounds
seem out of their reach. Finally, the results imply that minimal forbidden minors
for bounded treewidth cannot have long ladders.

Due to space limitations a number of proofs have been deferred to an
appendix, which can be found in the arXiv version of this article [8].

2 Preliminaries

We follow [14] for notation. A tree decomposition of an undirected graph G =
(V,E) is a pair (B,T) where B = {B1, . . . , Bq}, Bi ⊆ V (G), is a multiset of bags
and T is a tree whose q nodes are in bijection with B, and

(tw1) ∪q
i=1Bi = V (G);

(tw2) ∀e = {u, v} ∈ E(G),∃Bi ∈ B s.t. {u, v} ⊆ Bi;
(tw3) ∀v ∈ V (G), all the bags Bi that contain v form a connected subtree of T.

The width of (B,T) is equal to maxq
i=1 |Bi| − 1. The treewidth of G, denoted

tw(G), is the smallest width among all tree decompositions of G. Given a tree
decomposition T of a graph G, we denote by V (T) the (multi)set of its bags and
by E(T) the set of its edges. Property (tw3) is also known as running intersection
property. Without loss of generality, we consider only connected graphs G.

Note that subdividing an edge {u, v} of G with a new degree-2 vertex uv does
not change the treewidth of G. In the other direction, suppression of degree-2
vertices is also treewidth preserving unless it causes the only cycle in a graph to
disappear (e.g. if G is a triangle); unlike [14] we will never encounter this bound-
ary case. An equivalent definition of treewidth is based on chordal graphs. Recall
that a graph G is chordal if every induced cycle in G has exactly three vertices.
The treewidth of G is the minimum, ranging over all chordal completions c(G)
of G (we add edges until G becomes chordal), of the size of the maximum clique
in c(G) minus one. Under this definition, each bag of a tree decomposition of G
naturally corresponds to a maximal clique in a chordal completion of G [3].

We say that a graph H is a minor of another graph G if H can be obtained
from G by deleting edges and vertices and by contracting edges.

A ladder L of length k ≥ 1 is a 2 × (k + 1) grid graph. A square of L is a set
of vertices of L that induce a 4-cycle in L. We call the endpoints of L, i.e., the
degree-2 vertices of L, the cornerpoints of L. We say that a graph G contains L
if the following holds (see Fig. 1 for illustration):

1. The subgraph induced by vertices of L is L itself.
2. Only cornerpoints of L can be incident to an edge with an endpoint outside L.

Observe that a ladder of length k is a minor of the ladder of length (k + 1).
Treewidth is non-increasing under the action of taking minors, so reducing the
length of a ladder in a graph cannot increase the treewidth of the graph.

Suppose G contains a ladder L. We say that L disconnects G if L contains
a square {u, v, w, x} such that the two horizontal edges of the square (following
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Fig. 1, these are the edges {u,w} and {v, x}) form an edge cut of the entire
graph G. Note that a square of L has this property if and only if all squares
of L do. Also, if we reduce the length of a ladder L to obtain a shorter ladder
L′, L′ disconnects G if and only if L does. We recall a number of results from
Section 5.2 of [14]; these will form the starting point for our work.

Lemma 1 ([14]). Suppose G contains a disconnecting ladder L. The ladder L
can be increased arbitrarily in length without increasing the treewidth of G.

For the more general case, the following weaker result is known.

Lemma 2 ([14]). Suppose G has tw(G) ≥ 3 and contains a ladder. If the ladder
is increased arbitrarily in length, the treewidth of G increases by at most one.

We now make the following (new) observation; the proof is in the appendix.

Observation 1. Suppose G contains a ladder L of length 2 or longer. If L is
not disconnecting, then tw(G) ≥ 3.

We can leverage Observation 1 to reformulate Lemma 2 without the tw(G) ≥
3 assumption. However it then only applies to ladders of size at least two.

Lemma 3. Suppose G contains a ladder L with length at least 2. If L is
increased arbitrarily in length, the treewidth of the graph increases by at most
one.

If we start from a sufficiently long ladder, can the ladder be increased in
length without increasing the treewidth? Past research has the following partial
result.

Theorem 1 ([14]). Let G be a graph with tw(G) = k. There is a value f(k) such
that if G contains a ladder of length f(k) or longer, the ladder can be increased
in length arbitrarily without altering (in particular: increasing) the treewidth.

Ideally we would like a single, universal value that does not depend on k. In this
article we will show that such a single, universal constant does exist.

3 Results

We first consider graphs of treewidth at least 4; we later remove this restriction.

Theorem 2. Let G be a graph with tw(G) ≥ 4. If G has a ladder L of length 3
or higher, the ladder can be lengthened arbitrarily without changing the treewidth.

Proof. Due to Lemma 1 we can assume that L is not disconnecting. Our general
strategy is to show that if G contains the ladder L shown in Fig. 1, we can insert
an extra ‘rung’ in the ladder without increasing the treewidth, thus obtaining
a ladder with one extra square (see Fig. 2). The extension of the ladder by one
square can then be iterated to obtain an arbitrary length ladder.
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Fig. 1. A ladder L of length 3 with cor-
ner points a, b, c, d.

Fig. 2. Inserting a new edge {u′, v′}
into ladder L results in ladder L′ of
length 4.

Let L be the ladder shown in Fig. 1, and assume that G contains L. Let (B,T)
be a minimum-width tree decomposition for G. We proceed with a case analysis.
The cases are cumulative: we will assume that earlier cases do not hold.
Case 1. Suppose that B contains a bag B such that all four vertices
from one of the squares of L are in B. Let {u, v, w, x}, say, be the square
of L contained in bag B, where the position of the vertices is as in Fig. 1. We
prolong the ladder as in Fig. 2 and create a valid tree decomposition for the
new graph as follows: we introduce a new size-5 bag B′ = {u′, u, v, w, x} which
we attach pendant to B in the tree decomposition, and a new size-5 bag B′′ =
{u′, v′, v, w, x} which we attach pendant to B′. Observe that this is a valid tree
decomposition for the new graph. Due to the fact that tw(G) ≥ 4, the treewidth
does not increase, and the statement follows. Note that in this construction
B′′ contains all four of {u′, w, v′, x}, which is a square of the new ladder, so
the construction can be applied iteratively many times as desired to produce a
ladder of arbitrary length.
Case 2. Suppose that B contains a bag B such that |B ∩ {a, u, w, c}| ≥ 2
and |B∩{b, v, x, d}| ≥ 2. Let h1, h2 be two distinct vertices from B∩{a, u, w, c}
and l1, l2 be two distinct vertices from B ∩ {b, v, x, d}.

Observe that it is possible to partition the sequence a, u, w, c into two disjoint
intervals H1,H2, and the sequence b, v, x, d into two disjoint intervals L1, L2 such
that h1 ∈ H1, h2 ∈ H2, l1 ∈ L1 and l2 ∈ L2. If we contract the edges and vertices
in each of H1,H2, L1, L2 we obtain a new graph G′ which is a minor of G. Note
that G′ is similar to G except that the ladder now has two fewer squares – the
three original squares have been replaced by a square whose corners correspond
to H1,H2, L1, L2. This square might contain a diagonal but we simply delete
this. We have tw(G′) ≤ tw(G) because treewidth is non-increasing under taking
minors. Now, by projecting the contraction operations onto (B,T) in the usual
way1, we obtain a tree decomposition (B′,T′) for G′ such that the width of T′

is less than or equal to the width of T. The bag in (B′,T′) corresponding to B,
let us call this B′, contains all four vertices H1,H2, L1, L2. Clearly, T′ is a valid
tree decomposition for G′. We distinguish two subcases.

1 In every bag of the decomposition vertices from H1 all receive the vertex label H1,
and similarly for the other subsets H2, L1, L2.
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1. If T′ has width at least 4, we can repeatedly apply the Case 1 transformation
to B′ to produce an arbitrarily long ladder without raising the width of T′.
The resulting decomposition will thus have width no larger than T.

2. Suppose T
′ has width strictly less than 4, and thus strictly less than the

width of T. The width of T
′ is at least 3 because of the bag containing

H1,H2, L1, L2. Case 1 introduces size-5 bags and can thus raise the width
of the decomposition by at most 1. Hence we again obtain a decomposition
whose width is no larger than T for a graph with an arbitrarily long ladder.

This concludes Case 2. Moving on, any chordalization of G must add the diagonal
{w, v} and/or the diagonal {u, x}. Hence we can assume that there is a bag
containing {u,w, v} and another bag containing {v, w, x}. (If the other diagonal
is added we can simply flip the labelling of the vertices in the horizontal axis i.e.
a ⇔ b, u ⇔ v and so on). As Case 1 does not hold we can assume that the bag
containing {u,w, v} is distinct from the bag containing {v, w, x}.

For the benefit of later cases we impose extra structure on our choice of
minimum-width tree decomposition of G. The distance of decomposition (B,T)
is the minimum, ranging over all pairs of bags B1, B2 such that B1 contains
{u,w, v} and B2 contains {v, w, x}, of the length of the path in T from B1 to B2.

We henceforth let (B,T) be a minimum-width tree decomposition of
G such that, ranging over all minimum-width tree decompositions,
the distance is minimized. Clearly such a tree decomposition exists.

Let B1, B2 be two bags from B with {u,w, v} ⊆ B1, {v, w, x} ⊆ B2 which achieve
this minimum distance. Let P be the path of bags from B1 to B2, including B1

and B2. We assume that P is oriented left to right, with B1 at the left end and
B2 on the right. As Case 2 does not hold, we obtain the following.

Observation 2. B1 does not contain b, x or d, and B2 does not contain a, u, c.

Case 3. B1 and B2 are adjacent in P . Although this could be subsumed into
a later case it introduces important machinery; we therefore treat it separately.

Subcase 3.1: Suppose a ∈ B1 (or, completely symmetrically, d ∈ B2). Note
that in this case all the edges in G incident to u are covered by B1. Hence,
we can safely delete u from all bags except B1. Next, we create a new bag
B∗ = {a, u, w, v} and attach it pendant to B1, and finally we replace u with x in
B1. It can be easily verified that this is a valid tree decomposition for G and that
the width is not increased, so it is still a minimum-width tree decomposition.
However, B1 is now a candidate for Case 2, and we are done. Note that replacing
u with x in B1 is only possible because B1 is next to B2 in P .

Subcase 3.2: Suppose Subcase 3.1 does not hold. Then a �∈ B1 (and, symmet-
rically, d �∈ B2). Putting all earlier insights together, we see a, b, x, d �∈ B1 and
a, u, c, d �∈ B2. Observe that a, which is not in B2, is not in any bag to the right
of B2. If it was, then the fact that some bag contains the edge {a, u}, and the
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running intersection property, entails that B2 would contain at least one of a and
u, neither of which is permitted. Hence, if a appears in bags other than B1, they
are all in the left part of the decomposition. Completely symmetrically, if d is in
bags other than B2, they are all in the right part of the decomposition. Because
of this, b can only appear on the left of the decomposition (because the edge
{a, b} has to be covered) and c can only be on the right of the decomposition
(because of the edge {c, d}). Summarising, B1 (respectively, B2) does not contain
a or b (respectively, c or d) and all bags containing a or b (respectively, c or d)
are in the left (respectively, right) part of the decomposition. Note that c �∈ B1.
This is because edge {c, d} has to be in some bag, and this must necessarily be
to the right of B2: but then running intersection puts at least one of c, d in B2,
contradiction. Symmetrically, b �∈ B2. So a, b, c, d, x �∈ B1 and a, b, c, d, u �∈ B2.

We now describe a construction that we will use extensively: reeling in (the
snakes) a and b. Observe that, due to coverage of the edge {a, u}, and running
intersection, there is a simple path of bags pua starting at B1 that all contain u
such that the endpoint of the path also contains a. The path will necessarily be
entirely on the left of the decomposition. Due to coverage of the edge {b, v} there
is an analogously-defined simple path pvb. (Note that pua and pvb both exit B1

via the same bag B′. If they exited via different bags, coverage of the edge {a, b}
would force at least one of a, b to be in B1, yielding a contradiction). Now, in the
bags along pua, except B1, we relabel u to be a, and in the bags along pvb, except
B1, we relabel v to be b. This is no longer necessarily a valid tree decomposition,
because coverage of the edges {u, a} and {v, b} is no longer guaranteed, but we
shall address this in due course. Next we delete the vertices u,w, v from all bags
on the left of the decomposition, except B1; they will not be needed. (The only
reason that w would be in a bag on the left, would be to meet c, since B1 and
B2 already cover the edges {u,w} and {w, x}. But then, due to coverage of the
edge {c, d} and the fact that d only appears on the right of the decomposition,
running intersection would put at least one of c, d in B1, contradiction.) Observe
that B′ contains {a, b}. We replace B1 with 5 copies of itself, and place these
bags in a path such that the leftmost copy is adjacent to B′, the rightmost copy
is adjacent to B2, and all other bags that were originally adjacent to B1 can
(arbitrarily) be made adjacent to the leftmost copy. In the 5 copied bags we
replace {u,w, v} respectively with: {a, u′, b}, {u′, b, v′}, {u′, u, v′}, {v′, u, v} and
{u,w, v}. It can be verified that this is a valid tree decomposition for G′, and our
construction did not inflate the treewidth - we either deleted vertices from bags
or relabelled vertices that were already in bags - so we are done. The operation
can easily be telescoped, if desired, to achieve an arbitrarily long ladder.
Case 4. P contains at least one bag other than B1 and B2.

Observation 3. All bags in P contain v, w, by the running intersection prop-
erty.

We partition the bags of the decomposition into (i) B1, (ii) bags left of B1,
(iii) B2, (iv) bags right of B2, (v) all other bags (which we call the interior).

Recall that b, d, x �∈ B1, a, c, u �∈ B2 (because Case 2 does not hold). The
proofs of the following two observations are in the appendix.
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Observation 4. No bag in the interior contains u or x. B1 does not contain x,
and no bag on the left contains x. Symmetrically, B2 does not contain u, and no
bag on the right contains u.

Observation 5. At least one of the following is true: a ∈ B1, a is in a bag on
the left. Symmetrically, at least one of the following is true: d ∈ B2, d is in a
bag on the right.

Now, suppose w is somewhere on the left. We will show that then either w can
be deleted from the bags on the left, or Case 2 holds. A symmetrical analysis
will hold if v is somewhere on the right. Specifically, the only possible reason for
w to be on the left would be to cover the edge {w, c} – all other edges incident
to w are already covered by B1 and B2. If no bags on the left contain c, we can
simply delete w from all bags on the left. On the other hand, if some bag on the
left contains c, then c ∈ B1, because: d �∈ B1, the need to cover the edge {c, d},
the presence of d on the other ‘side’ of the decomposition (Observation 5), and
running intersection. So we have that c, u, w, v ∈ B1. This bag already covers all
edges incident to w, except possibly the edge {w, x}. To address this, we replace
w everywhere in the tree decomposition with x - this is a legal tree decomposition
because some bag contains {w, x} - and then add a bag B′ = {u,w, x, c} pendant
to B. This new bag serves to cover all edges incident to w. But B1 now contains
u, v, c, x, so Case 2 applies, and we are done! Hence, we can assume that w is
nowhere on the left, and, symmetrically, that v is nowhere on the right. In fact,
the above argument can, independently of w, be used to trigger Case 2 whenever
c ∈ B1 or b ∈ B2. So at this stage of the proof we know: b, c, d, x �∈ B1 (and c is
not on the left) and a, b, c, u �∈ B2 (and b is not on the right).

Subcase 4.1: Suppose a �∈ B1. Then, a must only be on the left. It cannot be
in the interior (or on the right) because the edge {u, a} must be covered, a �∈ B1,
u ∈ B1, and u is not in the interior (Observation 4). Because a is on the left,
and because some bag must contain the edge {a, b}, b must also be on the left.
In fact b is only on the left. The presence of b both on the left and in the interior
(or on the right) would force b into B1 by running intersection, contradicting the
fact that b �∈ B1. So a, b are only on the left. We are now in a situation similar to
Subcase 3.2. We use the same reeling in a and b construction and we are done.

Subcase 4.2: Suppose a ∈ B1. Note that here u has all its incident edges
covered by B1, so u can be deleted from all other bags. Recall that b �∈ B1. Due
to edge {b, v} some bag must contain both v and b. Suppose there is such a bag
on the left. We attach a new bag {a, u, w, v} pendant to B1 and delete u from
B1. We put x in B1 and to ensure running intersection we replace v with x in
all bags anywhere to the right of B1. This is safe, because in the part of the
decomposition right of B1, v only needs to meet x (and not b, because v meets
b on the left). Thus, B1 now contains {a, v, w, x} and Case 2 can be applied.

Hence, we conclude that {v, b} is not in a bag on the left. Because of this
v can safely be deleted from all bags on the left. That is because any path pvb
that starts at B1 and finishes at a bag containing b must go via the interior. In
fact, such a path must avoid B2, and is thus entirely contained in the interior.
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Fig. 3. Path pab goes via the interior, but it cannot be relabelled to b because it is
used by other paths paz to some neighbour z of a that does not lie on the ladder.

It avoids B2 because a, b �∈ B2 and {v, b} cannot be in a bag to the right: if it
was, coverage of edge {a, b}, the fact that a ∈ B1 and running intersection would
mean that at least one of a and b is in B2, yielding a contradiction.

The only case that remains is a ∈ B1, {v, b} is not in a bag on the left and
thus pvb is in the interior. By symmetry, we assume that d ∈ B2, {w, c} is not in
a bag on the right and thus pwc is in the interior. Consider any path pab starting
at B1, defined in the now familiar way. Note that no bag on the left of B1 can
contain b. This is because {v, b} is in a bag in the interior: hence if b was also on
the left, b would then by running intersection be in B1 and we would be in an
earlier case. This means that pab must go via the interior. Suppose the following
operation gives a valid tree decomposition: delete u from B1, attach a new bag
B∗ = {a, u, w, v} pendant to B1, and relabel all occurrences of a along the path
pab (except in B1) with b. Then we are done, because we are back in Case 2. A
symmetrical situation holds for the path pdc.

Assume therefore that this transformation does not give a valid tree decom-
position. This is the most complicated case to deal with. It is depicted in Fig. 3.
The issue here is that the path pab (respectively, pdc) necessarily goes via the
interior, but cannot be relabelled with b (respectively, c) because the path is also
part of paz (respectively, pdz) where z is some non-ladder vertex that is adjacent
to a (respectively d). We deal with this as follows. We argue that some bag in
the decomposition must contain a, b, v (and possibly other vertices). Suppose
this is not the case. By standard chordalization arguments, every chordalization
adds at least one diagonal edge to every square of the ladder. If {a, b, v} are
not together in a bag, then this is because the corresponding chordalization did
not add the diagonal {a, v} to square {a, u, b, v}. Hence, the chordalization must
have added the diagonal {u, b}. This would in turn mean that some bag contains
{a, u, b}. Such a bag must be on the interior, because this is the only place that
b can be found. However, no bags in the interior contain u – contradiction.

Hence, some bag B′ indeed contains {a, b, v}. Again, because b is only on
the interior, B′ must be in the interior. There could be multiple such bags, but
this does not harm us. Let Bv-done be the rightmost bag on the path P that is
part of a path, starting from B1, from a to some bag B′ containing {a, b, v}. Let
Ba-done be the rightmost bag on P that contains a. Note that Bv-done contains
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Fig. 4. The bags B′, Bv-done and Ba-done illustrated. Note that Ba-done cannot be the
penultimate bag on the path P from B1 to B2, due to the presence of d in that bag.

a (because of running intersection: a ∈ B1 and a ∈ B′) and v, w (because it lies
on P ). We also have a, v, w ∈ Ba-done. By construction, Bv-done is either equal
to Ba-done or left of it. This is important because it means that the only reason
v might need to be in bags to the right of Ba-done is to reach a bag containing x
(i.e. to cover the edge {v, x}) – all other edges are already covered elsewhere in
the decomposition; in particular, edge {v, b} is covered by the bag B′ containing
{a, b, v}. See Fig. 4 for clarification.

Recall that none of the bags on the path P contain both a and d. (If they
did, there would be a bag containing {a, d, v, w} and we would be in Case 2,
done.) We also know that some path pdc goes via the interior and thus that the
penultimate bag on P (i.e. the one before B2) thus definitely contains d. (To
clarify: c �∈ B2, d ∈ B2, the edge {c, d} must be covered, and c is only in the
interior). Combining these insights tells us that this penultimate bag definitely
does not contain a, and hence Ba-done is not equal to the penultimate bag; it is
further left. This fact is crucial. Consider Ba-done and the bag immediately to
its right on P . Between these two bags we insert a copy of Ba-done, call it Br,
remove a from Br (i.e. forget it), and add the element x to it instead. Finally,
we switch v to x in all bags on P right of Br, including B2 itself, and delete v
from all bags in the tree decomposition that are anywhere to the right of Br;
there is no point having them there. It requires some careful checking but this
is a valid (minimum-width) tree decomposition. Moreover, Br contains w, v, x.
The fact that Ba-done was not the penultimate bag of P , means that the length
of the path from B1 to Br is strictly less than the length of the path from B1 to
B2: contradiction on the assumption that these were the closest bags containing
{u,w, v} and {w, v, x} respectively. We are done. �

We now deal with the situation when the tw(G) ≥ 4 assumption is removed.

Lemma 4. If G has a ladder L of length 5 or longer, the ladder can be increased
in length arbitrarily without altering (in particular: increasing) the treewidth.
This holds irrespective of the treewidth of G.

Proof. Let L be a ladder of length 5 or longer. We can assume that L is not
disconnecting and tw(G) ≤ 3. We select the three most central squares and
label these as in Fig. 1. These are flanked on both sides by at least one other
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square. Hence, a, b, c, d each has exactly one neighbour outside the 3 squares,
let us call these a′, b′, c′, d′ respectively, where {a′, b′} is an edge and {c′, d′} is
an edge. Now, tw(G) = 3 because L is not disconnecting. The only part of the
proof of Theorem 2 that does not work for tw(G) = 3 is Case 1 and (indirectly)
Case 2 because these create size-5 bags. We show that neither case can hold.

Consider Case 1. Let B be a bag containing one of the three most central
squares S of the ladder (these are the only squares to which Case 1 is ever
applied). A small tree decomposition is one where no bag is a subset of another.
If a tree decomposition is not small, then by running intersection it must contain
two adjacent bags B†, B‡ such that B† ⊆ B‡. The two bags can then be safely
merged into B‡. By repeating this a small tree decomposition can be obtained
without raising the width of the original minimum-width decomposition. Fur-
thermore, some bag B will still exist containing S. If B has five or more vertices
we immediately have tw(G) ≥ 4 and we are done. Otherwise, let B′ be any bag
adjacent to B; such a bag must exist because G has more than 4 vertices. Due
to the smallness of the decomposition we have B �⊆ B′ and B′ �⊆ B. Hence,
B ∩ B′ ⊂ B and B ∩ B′ ⊂ B′. A separator is a subset of vertices whose dele-
tion disconnects the graph. Now, B ∩ B′ is by construction, and the definition
of tree decompositions a separator of G. However, due to our use of the three
central squares, S is not a separator, and no subset of it is a separator either;
the inclusion of a′, b′, c′, d′ and the edges {a′, b′} and {c′, d}, alongside the fact
that L is not disconnecting, ensure this. This yields a contradiction. Hence Case
1 implies tw(G) ≥ 4 i.e. it cannot happen when tw(G) = 3.

We are left with Case 2. This case replaces the three centremost squares
with a single square, and deletes any diagonals that this single square might
have, to obtain a new graph G′. We have tw(G′) ≤ tw(G), by minors. Note that
tw(G′) ≥ 3 because the shorter ladder in G′ (which has length at least 3) is still
disconnecting. Hence, tw(G′) = tw(G) = 3. The decomposition T

′ of G′ obtained
by projecting the contraction operations onto the tree decomposition T of G, is a
valid tree decomposition (as argued in Case 2) with the property that the width
of T′ is less than or equal to the width of T. T′ cannot have width less than 3,
so it must have width 3. Hence it is a tree decomposition of G′ in which all bags
have at most four vertices. We then transform T

′ into a small tree composition:
this does not raise the width of the decomposition, and every bag prior to the
transformation either survives or is absorbed into another. Consider the bag B′

containing H1,H2, L1, L2. The presence of a′, b′, c,′ , d′ in G′ and the fact that the
ladder in G′ is not disconnecting, means that H1,H2, L1, L2 is not a separator
for G′, and neither is any subset of those four vertices. But the intersection of
B′ with any neighbouring bag must be a separator. Hence B′ must contain a
fifth vertex, contradiction. So Case 2 cannot happen when tw(G) = 3. �

We can, however, still do better. The following proof is in the appendix.

Theorem 3. If G has a ladder L of length 4 or longer, the ladder can be
increased in length arbitrarily without altering (in particular: increasing) the
treewidth. This holds irrespective of the treewidth of G.
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Fig. 5. A graph of treewidth 3 that contains a ladder with 3 squares, shown in red.
Increasing the length of the ladder by 1 square increases the treewidth to 4. (Color
figure online)
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Fig. 6. These graphs have treewidth 4 (left) and 5 (right) and each one has a length 2
ladder, induced by {1, 2, 3, 4, 5, 6}. In each case increasing the length of the ladder to
length 3 increases the treewidth of the graph by one.

Tightness. The constant 4 in the statement of Theorem 3 is equal to the con-
stant obtained for the ‘bottleneck’ case tw(G) = 3. An improved constant 3
for this case is not possible, as Fig. 5 shows. It is natural to ask whether, when
tw(G) ≥ 4, we can start from ladders of length 2, rather than 3. This is also not
possible. See Fig. 6. In fact, we have examples up to treewidth 20. These can be
found at https://github.com/skelk2001/snakes and ladders. We conjecture that
this holds for all treewidths, but defer this to future work.

Implications for Phylogenetics. A phylogenetic tree is a binary tree whose
leaves are bijectively labelled by a set X. The display graph of T1, T2 on X is
obtained by identifying leaves with the same label. In [14] it was asked whether
common chains could be truncated to constant length without lowering the
treewidth of the display graph. Theorem 3 establishes that the answer is yes. In
fact, due to the restricted structure of display graphs, we can prove a stronger
result: truncation to 4 leaves (i.e. 3 squares) is safe, and this is best possible.
Theorem 4 summarizes this. We provide full details in the appendix.

Theorem 4. Let T1, T2 be two unrooted binary phylogenetic trees on the same
set of taxa X, where |X| ≥ 4 and T1 �= T2. Then exhaustive application of the
subtree reduction and the common chain reduction (where common chains are
reduced to 4 leaf labels) does not alter the treewidth of the display graph. This is
best possible, because there exist tree pairs where truncation of common chains
to length 3 does reduce the treewidth of the display graph (see Fig 7).

https://github.com/skelk2001/snakes_and_ladders
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Fig. 7. Lengthening the common chain {a, b, c} to {a, b, c, d} in these phylogenetic trees
causes the treewidth of the display graph to increase. Equivalently: shortening common
chains to 3 leaf labels is not guaranteed to preserve treewidth in the display graph.

4 Future Work

A number of interesting open questions remain. First, can the results in this
paper be made constructive? That is, given a minimum-width tree decomposi-
tion for a graph with a short ladder, but not necessarily the special distance-
minimizing one assumed in our proofs, can we manipulate it to obtain a tree
decomposition of the same width after the ladder is lengthened? Second, can we
prove that for every starting treewidth, not just tw(G) ≤ 20, extending a ladder
of length 2 sometimes causes the treewidth to increase? Third, can our results
be (elegantly) generalized to more complex recursive structures than ladders?
This requires careful analysis of which parts of our proof are specific to ladders.
Finally, if our results are generalized to more general structures, the question
arises of how to implement these results as reduction rules: this requires efficient
algorithmic recognition of “long” structures in order to produce the “short”
variant.
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Abstract. A matching M in a graph G is an acyclic matching if the sub-
graph of G induced by the endpoints of the edges of M is a forest. Given
a graph G and a positive integer �, Acyclic Matching asks whether G
has an acyclic matching of size (i.e., the number of edges) at least �. In
this paper, we first prove that assuming W[1] � FPT, there does not exist
any FPT-approximation algorithm for Acyclic Matching that approx-
imates it within a constant factor when parameterized by �. Our reduc-
tion is general in the sense that it also asserts FPT-inapproximability for
Induced Matching and Uniquely Restricted Matching. We also
consider three below-guarantee parameters for Acyclic Matching, viz.
n
2

− �, MM(G)− �, and IS(G)− �, where n is the number of vertices in G,
MM(G) is the matching number of G, and IS(G) is the independence num-
ber of G. We note that the result concerning the below-guarantee param-
eter n

2
− � is the most technical part of our paper. Also, we show that

Acyclic Matching does not exhibit a polynomial kernel with respect
to vertex cover number (or vertex deletion distance to clique) plus the
size of the matching unless NP ⊆ coNP/poly.

Keywords: Acyclic Matching · Parameterized Algorithms ·
Kernelization Lower Bounds · Induced Matching · Uniquely Restricted
Matching

1 Introduction

Matchings form a central topic in graph theory and combinatorial optimization
[31]. In addition to their theoretical fruitfulness, matchings have various practical
applications, such as assigning new physicians to hospitals, students to high
schools, clients to server clusters, kidney donors to recipients [32], and so on.
Moreover, matchings can be associated with the concept of edge colorings [3,
6,40], and they are a useful tool for finding optimal solutions or bounds in
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competitive optimization games on graphs [2,21]. Matchings have also found
applications in Parameterized Complexity and Approximation Algorithms. For
example, Crown Decomposition, a construction widely used for kernelization, is
based on classical matching theorems [12], and matchings are one of the oldest
tools in designing approximation algorithms for graph problems (e.g., consider
the classical 2-approximation algorithm for Vertex Cover [1]).

A matching M is a P-matching if G[VM ] (the subgraph induced by the
endpoints of edges in M) has the property P, where P is some graph prop-
erty. The problem of deciding whether a graph admits a P-matching of a
given size (number of edges) has been investigated for several graph properties
[17,20,22,36,38,39]. If the property P is that of being a graph, a disjoint union
of edges, a forest, or having a unique perfect matching, then a P-matching is a
matching [33], an induced matching [39], an acyclic matching [20], and a uniquely
restricted matching [22], respectively. In this paper, we focus on the parameter-
ized complexity of acyclic matchings, but also discuss implications for the cases
of induced matchings and uniquely restricted matchings. In particular, we study
the parameterized complexity of these problems.

Problem Definitions and Related Works. Given a graph G and a posi-
tive integer �, Acyclic Matching asks whether G has an acyclic matching
of size at least �. Goddard et al. [20] introduced the concept of acyclic match-
ing, and since then, it has gained significant popularity [3,4,18,36,38]. Acyclic

Matching is known to be NP-complete for perfect elimination bipartite graphs
[38], star-convex bipartite graphs [36], and dually chordal graphs [36]. On the
positive side, Acyclic Matching is known to be polynomial-time solvable for
chordal graphs [4] and bipartite permutation graphs [38]. Fürst and Rautenbach
[18] characterized the graphs for which every maximum matching is acyclic and
gave linear-time algorithms to compute a maximum acyclic matching in graph
classes such as P4-free graphs and 2P3-free graphs. With respect to approxi-
mation, Panda and Chaudhary [36] showed that Acyclic Matching is hard
to approximate within factor n1−ε for every ε > 0 unless P = NP. Apart from
that, Baste et al. [4] showed that finding a maximum cardinality 1-degenerate
matching in a graph G is equivalent to finding a maximum acyclic matching
in G.

From the viewpoint of Parameterized Complexity, Hajebi and Javadi [24]
studied Acyclic Matching. See Table 1 for a tabular view of known parame-
terized results concerning acyclic matchings.

Recall that a matching M is an induced matching if G[VM ] is a disjoint
union of K ′

2s. In fact, note that every induced matching is an acyclic matching,
but the converse need not be true. Given a graph G and � ∈ N, Induced

Matching asks whether G has an induced matching of size at least �. Induced
Matching has been studied extensively due to its various applications and
relations with other graph problems [7,11,15,25–27,29,34,37,39,42]. Given a
graph G and a positive integer �, Induced Matching Below Triviality

(IMBT) asks whether G has an induced matching of size at least � with the
parameter k = n

2 −�, where n = |V (G)|. IMBT has been studied in the literature,
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Table 1. Overview of parameterized results for Acyclic Matching. Here, c4 and tw
denote the number of cycles with length four and the treewidth of the input graph,
respectively.

Parameter Result

1 size of the matching W[1]-hard on bipartite graphs [24]

2 size of the matching FPT on line graphs [24]

3 size of the matching FPT on every proper minor-closed class of graphs [24]

4 size of the matching plus c4 FPT [24]

5 tw FPT [9,24]

albeit under different names: Moser and Thilikos [35] gave an algorithm to solve
IMBT in O(9k · nO(1)) time. Subsequently, Xiao and Kou [41] developed an
algorithm running in O(3.1845k ·nO(1)) time. Induced Matching with respect
to some new below guarantee parameters have also been studied recently [28].

Next, recall that a matching M is a uniquely restricted matching if G[VM ]
has exactly one perfect matching. Note by definition that an acyclic matching is
always a uniquely restricted matching, but the converse need not be true. Given
a graph G and a positive integer �, Uniquely Restricted Matching asks
whether G has a uniquely restricted matching of size at least �. The concept
of uniquely restricted matching, motivated by a problem in Linear Algebra,
was introduced by Golumbic et al. [22]. Some more results related to uniquely
restricted matchings can be found in [5,6,8,17,20,22].

Our Contributions and Methods. Proofs of the results marked with a (∗)
are omitted due to lack of space and can be found in the full version (see [10]).

In Sect. 3, we show that it is very unlikely that there exists any FPT-
approximation algorithm for Acyclic Matching that approximates it to a
constant factor. Our simple reduction also asserts the FPT-inapproximability of
Induced Matching and Uniquely Restricted Matching. In particular,
we have the following theorem.

Theorem 1. Assuming W[1] � FPT, there is no FPT algorithm that approxi-
mates any of the following to any constant when the parameter is the size of the
matching: (1) Acyclic Matching; (2) Induced matching; (3) Uniquely

Restricted Matching.

If R ∈ {acyclic, induced, uniquely restricted}, then the R matching num-
ber of G is the maximum cardinality of an R matching among all R matchings
in G. We denote by AM(G), IM(G), and URM(G), the acyclic matching num-
ber, the induced matching number, and the uniquely restricted matching number,
respectively, of G. Also, we denote by IS(G) the independence number of G.

In order to prove Theorem 1, we exploit the relationship of IS(G) with the
following: AM(G), IM(G), and URM(G). While the relationship of AM(G) and
IM(G) with IS(G) is straightforward, extra efforts are needed to state a similar
relation between URM(G) and IS(G), which may be of independent interest as
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well. Also, we note that Induced Matching is already known to be W[1]-hard,
even for bipartite graphs [34]. However, for Uniquely Restricted Matching,
Theorem 1 is the first to establish the W[1]-hardness of the problem.

In Sect. 4, we consider below-guarantee parameters for Acyclic Matching,
i.e., parameterizations of the form UB− � for an upper bound UB on the size of
any acyclic matching in G. Since the inception of below-guarantee (and above-
guarantee) parameters, there has been significant progress in the area concerning
graph problems parameterized by such parameters (see a recent survey paper by
Gutin and Mnich [23]). It is easy to observe that in a graph G, the size of any
acyclic matching is at most n

2 , where n = |V (G)|. This observation yields the
definition of Acyclic Matching Below Triviality, which, given a graph G
with |V (G)| = n and a positive integer �, asks whether G has an acyclic matching
of size at least �. Here, the parameter is k = n − 2�.

Note that for ease of exposition, we are using the parameter n − 2� instead
of n

2 − �. Next, we have the following theorem.

Theorem 2. There exists a randomized algorithm that solves AMBT with suc-
cess probability at least 1 − 1

e in 10k · nO(1) time.

The proof of Theorem 2 is the most technical part of our paper. The initial
intuition in proving Theorem 2 was to take a cue from the existing literature
on similar problems (which are quite a few) like Induced Matching Below

Triviality. However, induced matchings have many nice properties, which do
not hold for acyclic matchings in general, and thus make it more difficult to char-
acterize edges or vertices that should necessarily belong to an optimal solution of
Acyclic Matching Below Triviality. However, there is one nice property
about Acyclic Matching, and it is that it is closely related to the Feedback

Vertex Set problem as follows. Given an instance (G, �) of Acyclic Match-

ing, where n = |V (G)|, G has an acyclic matching of size � if and only if there
exists a (not necessarily minimal) feedback vertex set, say, X, of size n − 2�
such that G − X has a perfect matching. We use randomization techniques to
find a (specific) feedback vertex set of the input graph and then check whether
the remaining graph (which is a forest) has a matching of the desired size or
not. Note that the classical randomized algorithm for Feedback Vertex Set

(which is a classroom problem now) [12] cannot be applied “as it is” here. In
other words, since our ultimate goal is to find a matching, we cannot get rid of
the vertices or edges of the input graph by applying some reduction rules “as
they are”. Instead, we can do something meaningful if we store the informa-
tion about everything we delete or modify, and maintain some specific property
(called Property R by us) in our graph. We also use our own lemma (Lemma 7)
to pick a vertex in our desired feedback vertex set with high probability. Then,
using an algorithm for Max Weight Matching (see Sect. 2), we compute an
acyclic matching of size at least �, if such a matching exists.

In light of Theorem 2, for AMBT, we ask if Acyclic Matching is FPT for
natural parameters smaller than n

2 − �. Here, an obvious upper bound on AM(G)
is the matching number of G. Thus, we consider the below-guarantee parameter
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MM(G) − �, where MM(G) denotes the matching number of G, which yields
Acyclic Matching Below Maximum Matching (AMBMM). Given a graph
G and a positive integer �, AMBMM asks whether G has an acyclic matching of
size at least �. Note that the parameter in AMBMM is k = MM(G) − �.

In [18], Fürst and Rautenbach showed that deciding whether a given bipartite
graph of maximum degree at most 4 has a maximum matching that is also an
acyclic matching is NP-hard. Thus, for k = 0, the AMBMM problem is NP-hard,
and we have the following result.

Corollary 1. AMBMM is para-NP-hard even for bipartite graphs of maximum
degree at most 4.

Next, consider the following lemma.

Lemma 1. (∗) If G has an acyclic matching M of size �, then G has an inde-
pendent set of size at least �. Moreover, given M , the independent set is com-
putable in polynomial time.

By Lemma 1, for any graph G, IS(G) ≥ AM(G), which yields the Acyclic

Matching Below Independent Set (AMBIS) problem. Given a graph G and
a positive integer �, AMBIS asks whether G has an acyclic matching of size at
least �. Note that the parameter in AMBIS is k = IS(G) − �.

In [36], Panda and Chaudhary showed that Acyclic Matching is hard
to approximate within factor n1−ε for any ε > 0 unless P = NP by giving
a polynomial-time reduction from Independent Set. We notice that with a
more careful analysis of the proof, the reduction given in [36] can be used to
show that AMBIS is NP-hard for k = 0. Therefore, we have the following result.

Corollary 2. AMBIS is para-NP-hard.

We note that Hajebi and Javadi [24] showed that Acyclic Matching

parameterized by treewidth (tw) is FPT by using Courcelle’s theorem. Since
tw(G) ≤ vc(G)1, this result immediately implies that Acyclic Matching is
FPT with respect to the parameter vc. We complement this result by showing
that it is unlikely for Acyclic Matching to admit a polynomial kernel when
parameterized not only by vc, but also when parameterized jointly by vc plus
the size of the acyclic matching. In particular, we have the following.

Theorem 3. Acyclic Matching does not admit a polynomial kernel when
parameterized by vertex cover number plus the size of the matching unless NP ⊆
coNP/poly.

Parameterization by the size of a modulator (a set of vertices in a graph whose
deletion results in a graph that belongs to a well-known and easy-to-handle
graph class) is another natural choice of investigation. We observe that with
only a minor modification in our construction (in the proof of Theorem 3), we
derive the following result.
1 We denote by vc(G), the vertex cover number of a graph G.
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Theorem 4. Acyclic Matching does not admit a polynomial kernel when
parameterized by the vertex deletion distance to clique plus the size of the match-
ing unless NP ⊆ coNP/poly.

Due to space constraints, the section concerning negative kernelization results
has been deferred to the full version of the paper (see [10]).

2 Preliminaries

For k ∈ N, let [k] = {1, 2, . . . , k}. We consider only simple and undirected graphs
unless stated otherwise. For a graph G, let V (G) denote its vertex set, and E(G)
denote its edge set. For a graph G, the subgraph of G induced by S ⊆ V (G) is
denoted by G[S], where G[S] = (S,ES) and ES = {xy ∈ E(G) : x, y ∈ S}. Given
a matching M , a vertex v ∈ V (G) is M -saturated if v is incident on an edge of M .
Given a graph G and a matching M , we use the notation VM to denote the set
of M -saturated vertices. The matching number of G is the maximum cardinality
of a matching among all matchings in G, and we denote it by MM(G). The edges
in a matching M are matched edges. A matching that saturates all the vertices
of a graph is a perfect matching. If uv ∈ M , then v is the M -mate of u and
vice versa. Given a weighted graph G with a weight function w : E(G) → R
and a weight W ∈ R, Max Weight Matching asks whether G has a matching
with weight at least W in G, and can be solved in O(m

√
n log(N)) time, where

m = |E(G)|, n = |V (G)|, and the weights are integers lying in [0, N ] [14].
The degree of a vertex v, denoted by dG(v), is |NG(v)|. When there is no

ambiguity, we do not use the subscript G. The minimum degree of graph G is
denoted by δ(G). We use the notation ̂d(u, v) to represent the distance between
two vertices u and v in a graph G. We denote by IS(G), the independence number
of a graph G. Given a (multi)graph G and a positive integer �, Feedback

Vertex Set asks whether there exists a feedback vertex set in G of size at
most �. A factor of a graph G is a spanning subgraph of G (a subgraph with
vertex set V (G)). A k-factor of a graph is a k-regular subgraph of order n. In
particular, a 1-factor is a perfect matching. Let Kn denote a complete graph
with n vertices. The size of a clique modulator of minimum size is known as the
vertex deletion distance to a clique. For a graph G and a set X ⊆ V (G), we use
G − X to denote G[V (G)\X].

Standard notions in Parameterized Complexity not explicitly defined here can
be found in [12,13]. In the framework of Parameterized Complexity, each instance
of a problem Π is associated with a positive integer parameter k. A parameterized
problem Π is fixed-parameter tractable (FPT) if there is an algorithm that, given
an instance (I, k) of Π, solves it in time f(k) · |I|O(1), for some computable
function f(·). Due to space constraints, the definition of FPT-approximation
algorithm has been deferred to the full version (see [10]).

3 FPT-Inapproximation Results

To obtain our result, we need the following proposition.
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Proposition 1 ([30]). Assuming W[1] � FPT, there is no FPT-algorithm that
approximates Clique to any constant.

From Proposition 1, we derive the following corollary.

Corollary 3. Assuming W[1] � FPT, there is no FPT-algorithm that approxi-
mates Independent Set to any constant.

Before presenting our reduction from Independent Set, we establish the
relationship of IS(G) with the following: AM(G), IM(G), and URM(G), which will
be critical for the arguments in the proof of our main theorem in this section.

Relation of IS(G) with AM(G), IM(G) and URM(G).

Lemma 1. (∗) If G has an acyclic matching M of size �, then G has an indepen-
dent set of size at least �. Moreover, given M , the independent set is computable
in polynomial time.

Since every induced matching is also an acyclic matching, the next lemma
directly follows from Lemma 1.

Lemma 2. If G has an induced matching M of size �, then G has an indepen-
dent set of size at least �. Moreover, given M , the independent set is computable
in polynomial time.

Proving a similar lemma for uniquely restricted matching is more compli-
cated. To this end, we need the following notation. Given a graph G, an even
cycle (i.e., a cycle with an even number of edges) in G is said to be an alternating
cycle with respect to a matching M if every second edge of the cycle belongs
to M . The following proposition characterizes uniquely restricted matchings in
terms of alternating cycles.

Proposition 2 ([22]). Let G be a graph. A matching M in G is uniquely
restricted if and only if there is no alternating cycle with respect to M in G.

Our proof will also identify some bridges based on the following proposition.

Proposition 3 ([19]). A graph with a unique 1-factor has a bridge that is
matched.

Lemma 3. If G has a uniquely restricted matching M of size �, then G has an
independent set of size at least �+1

2 . Moreover, given M , the independent set is
computable in polynomial time.

Proof. Let M be a uniquely restricted matching in G of size �. By the definition of
a uniquely restricted matching, G[VM ] has a unique perfect matching (1-factor).
Let H and I be two sets. Initialize H = G[VM ] and I = ∅. Next, we design an
iterative algorithm, say, Algorithm Find, to compute an independent set in H
with the help of Proposition 3. Algorithm Find does the following:

While H has a connected component of size at least four, go to 1.
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1. Pick a bridge, say, e, in H that belongs to M , and go to 2. (The existence of
e follows from Proposition 3.)

2. If e is a pendant edge, then remove e along with its endpoints from H, and
store the pendant vertex incident on e to I. Else, go to 3.

3. Remove e along with its endpoints from H.

After recursively applying 1–3, Algorithm Find arbitrarily picks exactly one
vertex from each of the remaining connected components and adds them to I.

Now, it remains to show that I is an independent set of H (and therefore
also of G) of size at least �+1

2 . For this purpose, we note that Algorithm Find

gives rise to a recursive formula (defined below).
Let Rh denote a lower bound on the maximum size of an independent set in

H of a maximum matching of size h. First, observe that if H has a matching of
size one, then it is clear that H has an independent set of size at least 1 (we can
pick one of the endpoints of the matched edge). Thus, R1 = 1. Now, we define
how to compute Rh recursively.

Rh = min{Rh−1 + 1, min
1 ≤ i ≤ h − 2

Ri + Rh−i−1}. (1)

The first term in (1) corresponds to the case where the matched bridge is a
pendant edge. On the other hand, the second term in (1) corresponds to the case
where the matched bridge is not a pendant edge. In this case, all the connected
components have at least one of the matched edges. Next, we claim the following,

Rh ≥ h + 1
2

. (2)

We prove our claim by applying induction on the maximum size of a matching
in H. Recall that R1 = 1. Next, by the induction hypothesis, assume that (2)
is true for all k < h. Note that since h − 1 < h, (2) is true for k = h − 1, i.e.,
Rh−1 ≥ h

2 . To prove that (2) is true for k = h, we first assume that the first
term, i.e., Rh−1 +1 gives the minimum in (1). In this case, Rh ≥ h

2 +1 = h+2
2 ≥

h+1
2 . Next, assume that the second term gives the minimum in (1) for some

i′, 1 ≤ i′ ≤ h − 2. In this case, note that i′ < h and h − i′ − 1 ≤ h − 2 < h, and
thus, by the induction hypothesis, (2) holds for both Ri′ and Rh−i′−1. Therefore,
Rh ≥ i′+1

2 + h−i′
2 = h+1

2 . �

Remark 1. Throughout this section, let Restricted ∈ {Acyclic, Induced,
Uniquely Restricted} and R ∈ {acyclic, induced, uniquely restricted}.

By Lemmas 1–3, we have the following corollary.

Corollary 4. If a graph G has an R matching M of size �, then G has an
independent set of size at least �+1

2 . Moreover, given M , the independent set is
computable in polynomial time.

Now, consider the following construction.



Parameterized Results on Acyclic Matchings 209

Construction. Given a graph G, where V (G) = {v1, . . . , vn}, we construct
a graph H = reduce(G) as follows. Let G1 and G2 be two copies of G. Let
V 1 = {v1

1 , . . . , v
1
n} and V 2 = {v2

1 , . . . , v
2
n} denote the vertex sets of G1 and G2,

respectively. Let V (H) = V (G1) ∪ V (G2) and E(H) = E(G1) ∪ E(G2) ∪ {v1
i v2

i :
i ∈ [n]}. Let us call the edges between G1 and G2 vertical edges.

Lemma 4. (∗) Let G and H be as defined above. If H has R matching of the
form M = {v1

1v
2
1 , . . . , v

1
pv2

p}, then IM = {v1, . . . , vp} is an independent set of G.

Hardness of Approximation Proof. To prove Theorem 1, we first suppose
that Restricted Matching can be approximated within a ratio of α > 1,
where α ∈ R+ is a constant, by some FPT-approximation algorithm, say, Algo-
rithm A. By the definition of A, the following is true:

i) If H does not have an R matching of size �, then the output of A is arbitrary
(indicating that (H, �) is a No-instance).

ii) If H has an R matching of size �, then A returns an R matching, say, X,
such that |X| ≥ �

α and |X| ≤ opt(H), where opt(H) denotes the optimal size
of an R matching in H.

Next, we propose an FPT-approximation algorithm, say, Algorithm B, to
compute an FPT-approximate solution for Independent Set as follows. Given
an instance (G, �) of Independent Set, Algorithm B first constructs an
instance (H, �) of Restricted Matching, where H = reduce(G). Algorithm B
then solves (H, �) by using Algorithm A. If Algorithm A returns an R matching
X, then Algorithm B returns an independent set of size at least |X|

8 (≥ �
8α ). Else,

the output is arbitrary.
Now, it remains to show that Algorithm B is an FPT-approximation algo-

rithm for Independent Set with an approximation factor of β > 1, where
β ∈ R+, which we will show with the help of the following two lemmas.

Lemma 5. (∗) Algorithm B approximates Independent Set within a con-
stant factor β > 1, where β ∈ R+.

Lemma 6. (∗) Algorithm B runs in FPT time.

By Corollary 4 and Lemmas 5 and 6, we have Theorem 1.

4 FPT Algorithm for AMBT

In this section, we prove that AMBT is FPT by giving a randomized algorithm
that runs in time 10k · nO(1), where n = |V (G)| and k = n − 2�.

First, we define some terminology that is crucial for proceeding further in
this section. A graph G has property R if δ(G) ≥ 2 and no two adjacent vertices
of G have degree exactly 2. A path P is a maximal degree-2 path in G if: (i)
it has at least two vertices, (ii) the degree of each vertex in P (including the
endpoints) is exactly 2, and (iii) it is not contained in any other degree-2 path.
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If we replace a maximal degree-2 path P with a single vertex, say, vP , of degree
exactly 2 (in G), then we call this operation Path-Replacement(P ,vP ) (note
that the neighbors of vP are the neighbors of the endpoints of P that do not
belong to P ). Furthermore, we call the newly introduced vertex (that replaces
a maximal degree-2 path in G) virtual vertex. Note that if both endpoints of
P have a common neighbor, then this gives rise to multiple edges in G. Next,
if there exists a cycle, say, C, of length p ≥ 2 such that the degree of each
vertex in C is exactly 2 (in G), then the Path-Replacement operation also
identifies such cycles and replaces each of them with a virtual vertex having a
self-loop, and the corresponding maximal degree-2 path, in this case, consists of
all the vertices of C. Therefore, it is required for us to consider AMBT in the
more general setting of multigraphs, where the graph obtained after applying
the Path-Replacement operation may contain multiple edges and self-loops.
We also note that multiple edges and self-loops are cycles.

We first present a lemma (Lemma 7) that is crucial to prove Theorem 2.

Lemma 7. (∗) Let G be a graph on n vertices with the property R. Then, for
every feedback vertex set X of G, more than |E(G)|

5 of the edges of G have at
least one endpoint in X.

Now, consider Algorithm 1.

Observe that the task of Algorithm 1 is first to modify an input graph G to
a graph that has property R. By abuse of notation, we call this modified graph
G. Since G is non-empty and G has property R, then G definitely has a cycle,
and by Lemma 7, with probability at least 1

10 , we pick one vertex, say v, that
belongs to a specific feedback vertex set of G. We store this vertex in a set ̂X.
After removing v from G, we also decrease k by 1. We again repeat the process
until either the graph becomes empty or k becomes non-positive while there are
still some cycles left in the graph; we return No in the latter case, and the sets
A, Z, and ̂X in the former case.

Given an input graph G and a positive integer k, let ̂X be a virtual feedback
vertex set returned by Algorithm 1. Note that the set ̂X contains a combination
of virtual vertices and the vertices from the set V (G). Let ̂V ⊆ ̂X be the set of
virtual vertices. If vP ∈ ̂V , then there exists some maximal degree-2 path P such
that (vP , P ) ∈ A. If all the vertices in P are from V (G), then we say that the set
of vertices in P is safe for vP . On the other hand, if the path P contains some
virtual vertices, then note that there exist maximal degree-2 paths corresponding
to these virtual vertices as well. In this case, we recursively replace the virtual
vertices present in P with their corresponding maximal degree-2 paths until we
obtain a set that contains vertices from V (G) only, and we say that these vertices
are safe for vP . The process of obtaining a set of safe vertices corresponding to
virtual vertices is shown in Fig. 1. Note that, for the graph shown in Fig. 1 (i),
if ̂X = {vP3 , vP4 , vP6} is a virtual feedback vertex set returned by Algorithm 1
corresponding to X = {i, k, a}, then the safe set corresponding to vP3 is {i, j},
corresponding to vP4 is {k, l}, and corresponding to vP6 is {a, b, c, d, e, f, g, h}.
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Algorithm 1
Input: A graph G and a positive integer k;
Output: A set ̂X of size at most k, a set Z, and a set A or No;
Initialize Z ← ∅, A ← ∅, ̂X ← ∅;
while (V (G) �= ∅) do

while (δ(G) ≤ 1) do
Pick a vertex v ∈ V (G) such that d(v) ≤ 1;
Z ← Z ∪ {v};
V (G) ← V (G)\{v};

while (there exists a maximal degree-2 path P in G) do
Path-Replacement(P ,vP );
A ← A ∪ {(P, vP )};

if (k > 0 and G has a cycle) then
if (G has a self-loop at some v) then

̂X ← ̂X ∪ {v};
V (G) ← V (G)\{v};
k ← k − 1;

else
Pick an edge e ∈ E(G);
Pick an endpoint v of e;
̂X ← ̂X ∪ {v};
V (G) ← V (G)\{v};
k ← k − 1;

else if (k ≤ 0 and G has a cycle) then
return No;

return ̂X, Z, A;

Remark 2. Throughout this section, if ̂X is a virtual feedback vertex set returned
by Algorithm 1, then let ̂V ⊆ ̂X denote the set of virtual vertices.

Definition 1. Let ̂X be a virtual feedback vertex set returned by Algorithm 1 if
given as input a graph G and a positive integer k. A set X ⊆ V (G) is compatible
with ̂X if the following hold: (1) For every vP ∈ ̂V , X contains at least one
vertex from the set of safe vertices corresponding to vP ; (2) For every v ∈ ̂X\̂V ,
v belongs to X; (3) |X| ≤ k.

Lemma 8. (∗) Given a graph G and a positive integer k, if ̂X is a virtual
feedback vertex set returned by Algorithm 1, then any set X ⊆ V (G) compatible
with ̂X is a feedback vertex set of G.

Lemma 9. (∗) Let G be a graph and k ∈ N. Then, for any feedback vertex set
X of G of size at most k, with probability at least 10−k, Algorithm 1 returns a
virtual feedback vertex set ̂X such that X is compatible with ̂X.

Remark 3. Let Algorithm A be any algorithm that solves Max Weight

Matching in polynomial time.
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Fig. 1. After applying Path-Replacement to paths P1-P4 in (i), we obtain the graph

in (ii), which has property R. We assume that Algorithm 1 picks vP3 in ̂X. After
removing vP3 , we obtain the graph shown in (iii) that has a maximal degree-2 path
P5. After applying Path-Replacement to P5, we obtain the graph in (iv). We assume

that Algorithm 1 picks vP4 in ̂X. After removing vP4 , we obtain the graph shown in
(v). Note that the Path-Replacement operation identifies the cycle shown in (v) as
a maximal degree-2 path and replaces it with vP6 with a self-loop, as shown in (vi).

Algorithm 1 then picks vP6 in ̂X.

Next, consider Algorithm 2.

Lemma 10. (∗) Let G, �, ̂X, GW , MW , and M be as defined in Algorithm 2.
If MW is of weight at least � + |̂V | · c, then M is an acyclic matching in G of
size at least �.

Lemma 11. (∗) Let (G, �) be a Yes-instance of Acyclic Matching with n =
|V (G)|. Then, with probability at least 102�−n, Algorithm 2 returns an acyclic
matching M in G of size at least �.

Lemma 12. (∗) Let (G, �) be a No-instance of Acyclic Matching with n =
|V (G)|. Then, with probability 1, Algorithm 2 returns No.

We can improve the success probability of Algorithm 1 and thus Algorithm
2, by repeating it, say, t times, and returning a No only if we are not able to find
a virtual feedback vertex set of size at most k in each of the repetitions. Clearly,
due to Lemma 12, given a No-instance, even after repeating the procedure t
times, we will necessarily get No as an answer. However, given a Yes-instance,
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Algorithm 2
Input: An instance (G, �) of Acyclic Matching with n = |V (G)|;
Output: An acyclic matching M in G of size at least � or No;
Call Algorithm 1 with input (G, n − 2�);
if (Algorithm 1 returns No) then

return No;

else if (Algorithm 1 returns a virtual feedback vertex set ̂X) then
Initialize GW = G;
For every vP ∈ ̂V , add a vertex wP to GW and make it adjacent to every vertex
in the safe set corresponding to vP . Call all edges introduced here new edges.
Remove all v ∈ ̂X\\̂V from GW ;
Assign weight c = |E(G)| + 1 to all new edges of GW and weight 1 to all the
remaining edges of GW ;
Call Algorithm A with input (GW , � + |̂V | · c);

if (Algorithm A returns a matching MW of weight at least � + |̂V | · c) then
M = {e ∈ MW : weight of e is 1};
return M ;

else
return No;

we return a No only if all t repetitions return an incorrect No, which, by Lemma
11, has probability at most

(1 − 10−k)t ≤ (e−10−k

)t ≤ 1
e10−kt

. (3)

Note that we are using the identity 1 + x ≤ ex in (3). In order to obtain
a constant failure probability, we take t = 10k. By taking t = 10k, the success
probability becomes at least 1 − 1

e . Thus, we have the following theorem.

Theorem 1. There exists a randomized algorithm that solves AMBT with suc-
cess probability at least 1 − 1

e in 10k · nO(1) time.

5 Conclusion and Future Research

Based on the results given by Moser and Sikdar [34], we note that both Acyclic

Matching and Uniquely Restricted Matching admit quadratic kernels
(with respect to the maximum degree of the input graph) for bounded degree
graphs. In fact, for Uniquely Restricted Matching, the quadratic kernel can
be further improved to a linear kernel. The following is true for any maximum
uniquely restricted matching.

Property ̂P: If M is a maximum uniquely restricted matching in a graph G, then
for each vertex v ∈ V (G), there exists a vertex u ∈ VM such that ̂d(u, v) ≤ 1.

One possible direction for future research is to seek a below-guarantee param-
eter smaller than the parameter n

2 − �, so that Acyclic Matching remains
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FPT. Also, it would be interesting to see if the running time in Theorem 2 can
be substantially improved. Apart from that, we strongly believe that the argu-
ments presented in this work (in Sect. 4) will be useful for other future works
concerning problems where one seeks a solution that, among other properties,
satisfies that it is itself, or its complement, a feedback vertex set, or, much more
generally, an alpha-cover (see [16]). A more detailed conclusion can be found in
the full version (see [10]).
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Abstract. A matching is a subset of edges in a graph G that do not
share an endpoint. A matching M is a P-matching if the subgraph of
G induced by the endpoints of the edges of M satisfies property P. For
example, if the property P is that of being a matching, being acyclic,
or being disconnected, then we obtain an induced matching, an acyclic
matching, and a disconnected matching, respectively. In this paper, we
analyze the problems of the computation of these matchings from the
viewpoint of Parameterized Complexity with respect to the parameter
treewidth.

Keywords: Matching · Treewidth · Parameterized Algorithms ·
Exponential Time Hypothesis

1 Introduction

Matching in graphs is a central topic of Graph Theory and Combinatorial Opti-
mization [28]. Matchings possess both theoretical significance and practical appli-
cations, such as the assignment of new physicians to hospitals, students to high
schools, clients to server clusters, kidney donors to recipients [29], and so on.
Additionally, the field of competitive optimization games on graphs has wit-
nessed substantial growth in recent years, where matching serves as a valuable
tool for determining optimal solutions or bounds in such games [1,19]. The study
of matchings is closely related to the concept of edge colorings as well [2,5,38],
and the minimum number of matchings into which the edge set of a graph G
can be partitioned is known as the chromatic index of G [38].

Given a graph G, Maximum Matching is the problem of finding a match-
ing of maximum size (number of edges) in G. A matching M is said to be a
P-matching if G[VM ] (the subgraph of G induced by the endpoints of edges in
M) has property P, where P is some graph property. The problem of deciding
whether a graph admits a P-matching of a given size has been investigated for
many different properties [4,16,18,20,34,37]. If the property P is that of being a
graph, a disjoint union of K ′

2s, a forest, a connected graph, a disconnected graph,
or having a unique perfect matching, then a P-matching is a matching [30], an
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induced matching [37], an acyclic matching [18], a connected matching1 [18],
a disconnected matching2 [18], and a uniquely restricted matching [20], respec-
tively. Notably, only the optimization problem corresponding to matching [30]
and connected matching [18] are polynomial-time solvable for a general graph,
while the decision problems corresponding to other above-mentioned variants of
matching are NP-complete [18,20,37].

Given a graph G and a positive integer �, the Induced Matching problem
asks whether G has an induced matching of size at least �. The concept of
induced matching was introduced by Stockmeyer and Vazirani as the “risk-free”
marriage problem in 1982 [37]. Since then, this concept, and the corresponding
Induced Matching problem, have been studied extensively due to their wide
range of applications and connections to other graph problems [8,12,23,25,31,
37]. Similarly, the Acyclic Matching problem considers a graph G and a
positive integer �, and asks whether G contains an acyclic matching of size at
least �. Goddard et al. [18] introduced the concept of acyclic matching, and
since then, it has gained significant popularity in the literature [2,3,17,34]. For
a fixed c ∈ N, a matching M is c-disconnected if G[VM ] has at least c connected
components. In the c-Disconnected Matching problem, given a graph G
and a positive integer �, we seek to determine if G contains a c-disconnected
matching of size at least �. In the c-Disconnected Matching problem, if c is
a part of the input, then the problem that arises is known as the Disconnected
Matching problem. Goddard et al. [18] introduced the concept of disconnected
matching and asked about the complexity of determining the maximum size of
a matching whose vertex set induces a disconnected graph, which is a restricted
version of c-disconnected matching studied in this paper.

The parameter considered in this paper is treewidth, a structural parameter
that indicates how much a graph resembles a tree. Robertson and Seymour
introduced the notion of treewidth in their celebrated work on graph minors
[35], and since then, over 4260 papers on google scholar consider treewidth as a
parameter in the context of Parameterized Complexity. In practice also, graphs
of bounded treewidth appear in many different contexts; for example, many
probabilistic networks appear to have small treewidth [7]. Thus, concerning the
problems studied in this paper, after the solution size, treewidth is one of the
most natural parameters. In fact, many of the problems investigated in this
paper have already been analyzed with respect to treewidth as the parameter.

Related Work. In what follows, we present a brief survey of algorithmic results
concerning the variants of matchings discussed in this paper.

Induced Matching: From the viewpoint of Parameterized Complexity, in
[31], Moser and Sikdar showed that Induced Matching is fixed-parameter
tractable (FPT) when parameterized by treewidth by developing an O(4tw · n)-
time dynamic programming algorithm. In the same paper, when the parameter
1 This name is also used for a different problem where we are asked to find a matching
M such that every pair of edges in M has a common edge [9].

2 In this paper, we are using a different (more general) definition for disconnected
matching than the one mentioned in [18].
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is the size of the matching �, Induced Matching was shown to be FPT for
line graphs, planar graphs, bounded-degree graphs, and graphs of girth at least
6 that include C4-free graphs3. On the other hand, for the same parameter, that
is, �, the problem is W[1]-hard for bipartite graphs [31]. Song [36] showed that
given a Hamiltonian cycle in a Hamiltonian bipartite graph, Induced Match-

ing is W[1]-hard with respect to � and cannot be solved in time no(
√

�) unless
W[1] = FPT, where n = |V (G)|. Induced Matching with respect to below
guarantee parameterizations have also been studied [26,32,39].

Acyclic Matching: From the viewpoint of Parameterized Complexity, Hajebi
and Javadi [22] showed that Acyclic Matching is FPT when parameterized by
treewidth using Courcelle’s theorem. Furthermore, they showed that the problem
is W[1]-hard on bipartite graphs when parameterized �. However, under the same
parameter, the authors showed that the problem is FPT for line graphs, C4-
free graphs, and every proper minor-closed class of graphs. In the same paper,
Acyclic Matching was shown to be FPT when parameterized by the size of
the matching plus the number of cycles of length four in the given graph. Some
more results concerning acyclic matchings can be found in [2,11,17,34].

c-Disconnected Matching and Disconnected Matching: For every fixed
integer c ≥ 2, c-Disconnected Matching is known to be NP-complete even
for bounded diameter bipartite graphs [21]. On the other hand, for c = 1, c-
Disconnected Matching is the same as Maximum Matching, which is
known to be polynomial-time solvable [30]. Regarding disconnected match-
ings, Disconnected Matching is NP-complete for chordal graphs [21] and
polynomial-time solvable for interval graphs [21]. Also, since Induced Match-
ing is a special case of Disconnected Matching, we note that Discon-
nected Matching is NP-hard for every graph class for which Induced Match-
ing is NP-hard [21].

From the viewpoint of Parameterized Complexity, Gomes et al. [21] proved
that for graphs with a polynomial number of minimal separators, Discon-
nected Matching parameterized by the number of connected components,
belongs to XP. Furthermore, unless NP ⊆ coNP/poly, Disconnected Match-
ing does not admit a polynomial kernel when parameterized by vertex cover (vc)
plus � nor when parameterized by the vertex deletion distance to clique plus �. In
the same paper, the authors also proved that Disconnected Matching is FPT
when parameterized by treewidth (tw). They used the standard dynamic pro-
gramming technique, and the running time of their algorithm is O(8tw ·η3

tw+1·n2),
where ηi is the i-th Bell number (the Bell number ηi counts the number of dif-
ferent ways to partition a set that has exactly i elements).

Our Contribution and Methods. In this paper, we consider the parameter to
be the treewidth of the input graph, and as is customary in the field, we suppose
that the input also consists of a tree decomposition T = (T, {Bx}x∈V (T)) of
width tw of the input graph. Proofs of the results marked with a (∗) are omitted
and can be found in the full version (see [10]).
3 Here, Cn denotes a cycle on n vertices.
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First, we present a 3tw · twO(1) · n time algorithm for Induced Matching
in graphs with n vertices, improving upon the O(4tw · n) time bound by Moser
and Sikdar [31]. For this purpose, we use a nice tree decomposition that satisfies
the “deferred edge property” (defined in Sect. 2) and the fast subset convolution
(see Sect. 2) for the join nodes. Due to space constraints, this section has been
deferred to the full version of the paper (see [10]).

Theorem 1. Induced Matching can be solved in 3tw · twO(1) · n time by a
deterministic algorithm.

In Sect. 3, we present a 6tw · nO(1) time algorithm for Acyclic Match-
ing in graphs with n vertices, improving the result by Hajebi and Javadi [22],
who proved that Acyclic Matching parameterized by tw is FPT. They used
Courcelle’s theorem, which is purely theoretical, and thus the hidden parameter
dependency in the running time is huge (a tower of exponents). To develop our
algorithm, we use the Cut & Count method introduced by Cygan et al. [13] in
addition to the fast subset convolution. The Cut & Count method allows us to
deal with connectivity-type problems through randomization; here, randomiza-
tion arises from the usage of the Isolation Lemma (see Sect. 2).

Theorem 2. Acyclic Matching can be solved in 6tw · nO(1) time by a ran-
domized algorithm. The algorithm cannot give false positives and may give false
negatives with probability at most 1

3 .

In Sect. 4, we present a (3c)tw ·twO(1) ·n time algorithm for c-Disconnected
Matching in graphs with n vertices. We use dynamic programming along with
the fast subset convolution for the join nodes. This resolves an open question
by Gomes et al. [21], who asked whether c-Disconnected Matching can be
solved in a single exponential time with vertex cover (vc) as the parameter. Since
for any graph G, tw(G) ≤ vc(G), we answer their question in the affirmative.

Theorem 3. For a fixed positive integer c ≥ 2, c-Disconnected Matching
can be solved in (3c)tw · twO(1) · n time by a deterministic algorithm.

In Sect. 5, we present a lower bound for the time complexity of Discon-
nected Matching, proving that for any choice of a constant c, an O(ctw · n)-
time algorithm for Disconnected Matching is unlikely. In fact, we prove that
even an O(cpw · n)-time algorithm is not possible, where pw is the pathwidth of
the graph which is bounded from below by the treewidth.

Theorem 4. Assuming the Exponential Time Hypothesis, there is no
2o(pw log pw) · nO(1)-time algorithm for Disconnected Matching.

2 Preliminaries

Graph-Theoretic Notations and Definitions. For a graph G, let V (G)
denote its vertex set and E(G) denote its edge set. Given a matching M , a
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vertex v ∈ V (G) is M -saturated if v is incident on an edge of M . Given a graph
G and a matching M , let VM denote the set of M -saturated vertices and G[VM ]
denote the subgraph of G induced by VM . A matching that saturates all the
vertices of a graph is a perfect matching. If uv ∈ M , then v is the M -mate of u,
and vice versa. Standard graph-theoretic terms not defined here can be found in
[15].

A cut of a set X ⊆ V (G) is a pair (Xl,Xr) with Xl ∩ Xr = ∅ and Xl ∪ Xr =
X, where X is an arbitrary subset of V (G). When X is immaterial, we do not
mention it explicitly. A cut (Xl,Xr) is consistent in a subgraph H of G if u ∈ Xl

and v ∈ Xr implies uv /∈ E(H). For a graph G, let cc(G) denote the number of
connected components of G. For a graph G, a coloring on a set X ⊆ V (G) is a
function f : X → S, where S is any set and the elements of S are called colors.

Algebraic Definitions. For a set X, let 2X denote the set of all subsets of X.
For a positive integer k, let [k] denote the set {1, . . . , k}. In the set [k] × [k], a
row is a set {i} × [k] and a column is a set [k] × {i} for some i ∈ [k]. For two
integers, a and b, we use a ≡ b to indicate that a is even if and only if b is even.
If w : U → {1, . . . , N}, then for S ⊆ U , w(S) =

∑

e∈S

w(e). For definitions of ring

and semiring, we refer the readers to any elementary book on abstract algebra.
Given an integer n > 1, called a modulus, two integers a and b are congruent
modulo n if there is an integer k such that a − b = kn. Note that two integers
are said to be congruent modulo 2 if they have the same parity (that is, either
both are odd or both are even). For a set S, we use the notation |S|2 to denote
the number of elements in set S congruent modulo 2.

Subset Convolution

Definition 1. Let B be a finite set and R be a semiring. Then, the subset
convolution of two functions f, g : 2B → R is the function (f ∗ g) : 2B → R such
that for every Y ⊆ B, (f ∗g)(Y ) =

∑

X⊆Y

f(X)g(Y \X). (1)

Equivalently, (1) can be written as (f ∗ g)(Y ) =
∑

A∪B=Y
A∩B=∅

f(A)g(B).

Given f and g, a direct evaluation of f ∗ g for all X ⊆ Y requires Ω(3n)
semiring operations, where n = |B|. However, we have the following results.

Proposition 5 ([6,13]). For two functions f, g : 2B → Z, where n = |B| and Z

is a ring, given all the 2n values of f and g in the input, all the 2n values of the
subset convolution of f ∗ g can be computed in O(2n · n3) arithmetic operations.

Proposition 6 ([13]). For two functions f, g : 2B → {−P, . . . , P}, where n =
|B|, given all the 2n values of f and g in the input, all the 2n values of the subset
convolution of f ∗ g over the integer max-sum semiring can be computed in time
2n · nO(1) · O(P log P log log P ).



222 J. Chaudhary and M. Zehavi

Treewidth. Due to space constraints, the definitions of tree decomposition, nice
tree decomposition, path decomposition, treewidth, and pathwidth have been
deferred to the full version (see [10]). We denote the treewidth and pathwidth of a
graph by tw and pw, respectively. Standard notions in Parameterized Complexity
not explicitly defined here can be found in [13].

For our problems, we want the standard nice tree decomposition to satisfy
an additional property, and that is, among the vertices present in the bag of a
join node, no edges have been introduced yet. To achieve this, we use another
known type of node, an introduce edge node, which is defined as follows:

Introduce Edge Node: x has exactly one child y, and x is labeled with an
edge uv ∈ E(G) such that u, v ∈ Bx and Bx = By. We say that uv is introduced
at x.

The use of introduce edge nodes enables us to add edges one by one in our
nice tree decomposition. We additionally require that every edge is introduced
exactly once. For every vertex v ∈ V (G), there exists a unique highest node
t(v) such that v ∈ Bt(v). Further, without loss of generality, assume t(v) is an
ancestor of t(u). Our nice tree decomposition will insert the introduce edge bags
(introducing edges of the form uv) between t(u) and its parent in an arbitrary
order. If a nice tree decomposition having introduce edge nodes satisfies these
additional conditions, then we say that it exhibits the deferred edge property.
Note that, given a tree decomposition of a graph G, where n = |V (G)|, a nice
tree decomposition satisfying the deferred edge property of equal width, at most
O(tw ·n) nodes, and at most tw ·n edges can be found in twO(1) ·n time [13,24].
Furthermore, for each node x of the tree decomposition, let Vx be the union of
all the bags present in the subtree of T rooted at x, including Bx. Then, for each
node x of the tree decomposition, define the subgraph Gx of G as follows:

Gx = (Vx, Ex = {e : e is introduced in the subtree of T rooted at x}).
Now, consider the following two definitions.

Definition 2 (Valid Coloring). Given a node x of T, a coloring d : Bx →
{0, 1, 2} is valid on Bx if there exists a coloring d̂ : Vx → {0, 1, 2} in Gx, called
a valid extension of d, such that the following hold: (i) d̂ restricted to Bx is
exactly d, (ii) The subgraph induced by the vertices colored 1 under d̂ has a
perfect matching, (iii) Vertices colored 2 under d̂ must all belong to Bx.

Definition 3 (Correct Coloring). Given a graph G and a set X ⊆ V (G),
two colorings f1, f2 : X → {0, 1, 2} are correct for a coloring f : X → {0, 1, 2}
if the following conditions hold: (i) f(v) = 0 if and only if f1(v) = f2(v) = 0,
(ii) f(v) = 1 if and only if (f1(v), f2(v)) ∈ {(1, 2), (2, 1)}, (iii) f(v) = 2 if and
only if f1(v) = f2(v) = 2.

In Sects. 3 and 4, we use different colors to represent the possible states of a
vertex in a bag Bx of T with respect to a matching M as follows:

– white(0): A vertex colored 0 is not saturated by M .
– black(1): A vertex colored 1 is saturated by M , and the edge between the

vertex and its M -mate has also been introduced in Gx.
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– gray(2): A vertex colored 2 is saturated by M , and either its M -mate has not
yet been introduced in Gx, or the edge between the vertex and its M -mate
has not yet been introduced in Gx.

Definition 4 (Monte Carlo Algorithms with False Negatives). An algo-
rithm is Monte Carlo with false negatives if when queried about the existence
of an object: If it answers yes, then it is true, and if it answers no, then it is
correct with probability at least 2

3 (here, the constant 2
3 is chosen arbitrarily).

Cut & Count Method. The Cut & Count method was introduced by Cygan
et al. [14]. It is a tool for designing algorithms with a single exponential running
time for problems with certain connectivity requirements. The method is mainly
divided into the following two parts:

The Cut part: Let S denote the set of feasible solutions. Here, we relax the
connectivity requirement by considering a set R ⊇ S of possibly connected
candidate solutions. Furthermore, we consider a set C of pairs (X,C), where
X ∈ R and C is a consistent cut of X.

The Count part: Here, we compute the cardinality of |C|2 using a sub-
procedure. Non-connected candidate solutions X ∈ R \ S cancel since they are
consistent with an even number of cuts and the connected candidates x ∈ S
remain.

More information on the Cut & Count method can be found in [13,14].

Isolation Lemma. Let U be a universe. A function w : U → Z isolates a set
family F ⊆ 2U if there is a unique S′ ∈ F with w(S′) = min

S∈F
w(S). Let F ⊆ 2U

be a set family over a universe U with |F| > 0. For each u ∈ U , choose a weight
w(u) ∈ {1, 2, . . . , N} uniformly and independently at random. Then, isolation
lemma states that prob(w isolates F) ≥ 1 − |U |

N [33].

3 Algorithm for Acyclic Matching

We use the Cut & Count technique along with a concept called markers (see
[14]). Given that the Acyclic Matching problem does not impose an explicit
connectivity requirement, we can proceed by selecting the (presumed) forest
obtained after choosing the vertices saturated by an acyclic matching M and
using the following result:

Proposition 7 ([14]). A graph G with n vertices and m edges is a forest if and
only if it has at most n − m connected components.

Our solution set contains pairs (X,P ), where X ⊆ V (G) is a set of M -
saturated vertices and P ⊆ V (G) is a set of marked vertices (markers) such
that each connected component in G[X] contains at least one marked vertex.
Markers will be helpful in bounding the number of connected components in
G[X] by n′ − m′, where n′ = |X| and m′ is the number of edges in G[X]
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(so that Proposition 7 can be applied). Since we will use the Isolation lemma,
we will be assigning random weights to the vertices of X. Furthermore, note
that two pairs from our solution set with different sets of marked vertices are
necessarily considered to be two different solutions. For this reason, we assign
random weights both to the vertices of X and vertices of P .

Throughout this section, as the universe, we take the set U = V (G)×{F,P},
where V (G) × {F} is used to assign weights to vertices of the chosen forest
and V (G) × {P} is used to assign weights to vertices chosen as markers. Also,
throughout this section, we assume that we are given a weight function w : U →
{1, 2, . . . , N}, where N = 3|U | = 6|V (G)|.

Let us first consider the Cut part and define the objects we will count.

Definition 5. Let G be a graph with n vertices and m edges. For integers 0 ≤
A ≤ n, 0 ≤ B ≤ m, 0 ≤ C ≤ n, and 0 ≤ W ≤ 2Nn, we define the following:

1. RA,B,C
W = {(X,P ) : X ⊆ V (G) ∧ |X| = A ∧ G[X] contains exactly B edges ∧

G[X] has a perfect matching ∧ P ⊆ X ∧ |P | = C ∧ w(X × {F}) + w(P ×
{P}) = W}.

2. SA,B,C
W = {(X,P ) ∈ RA,B,C

W : G[X] is a forest containing at least one marker
from the set P in each connected component}.

3. CA,B,C
W = {((X,P ), (Xl,Xr)) : (X,P ) ∈ RA,B,C

W ∧ P ⊆ Xl ∧ (Xl,Xr) is a
consistent cut of G[X]}.

We call R =
⋃

A,B,C,W RA,B,C
W the family of candidate solutions, S =

⋃
A,B,C,W SA,B,C

W the family of solutions, and C =
⋃

A,B,C,W CA,B,C
W the fam-

ily of cuts.
Let us now define the count part.

Lemma 8 (∗). Let G,A,B,C,W, CA,B,C
W , and SA,B,C

W be as defined in Definition
5. Then, for every A,B,C,W satisfying C ≤ A − B,

∣∣CA,B,C
W

∣∣
2

≡
∣∣SA,B,C

W

∣∣.

Remark 1. Condition C ≤ A − B is necessary for Lemma 8 as otherwise (if
A − B < C), it is not possible to bound the number of connected components
in G[X] by A − B. As a result, the elements of SA,B,C

W could not be identified,
and Proposition 7 could not be applied.

By Isolation Lemma [33], we have the following lemma.

Lemma 9. Let G and SA,B,C
W be as defined in Definition 5. For each u ∈ U ,

where U is the universe, choose a weight w(u) ∈ {1, 2, . . . , 3|U |} uniformly
and independently at random. For some A,B,C,W satisfying C ≤ A − B, if
|SA,B,C

W | > 0, then prob
(
w isolates SA,B,C

W

)
≥ 2

3 .

The following observation helps us in proving Theorem 2.

Observation 10 (∗). G admits an acyclic matching of size �
2 if and only if

there exist integers B and W such that the set S�,B,�−B
W is nonempty.



P-Matchings Parameterized by Treewidth 225

Now we describe a procedure that, given a nice tree decomposition T with
the deferred edge property, a weight function w : U → {1, 2, . . . , N}, and inte-
gers A,B,C,W as defined in Definition 5 and satisfying C ≤ A − B, computes∣∣CA,B,C

W

∣∣
2

using dynamic programming. For this purpose, consider the following.

Definition 6. For every bag Bx of the tree decomposition T , for every integer
0 ≤ a ≤ n, 0 ≤ b < n, 0 ≤ c ≤ n, 0 ≤ w ≤ 12n2, for every coloring d : Bx →
{0, 1, 2}, for every coloring s : Bx → {0, l, r}, we define the following:

1. Rx[a, b, c, d, w] = {(X,P ) : d is a valid coloring of Bx ∧ X is the set of

vertices colored 1 or 2 under some valid extension d̂ of d in Gx ∧ |X| =
a ∧|Ex∩E(G[X])| = b ∧P ⊆ X\Bx ∧|P | = c∧w(X×{F})+w(P×{P}) = w}.

2. Cx[a, b, c, d, w] = {((X,P ), (Xl,Xr)) : (X,P ) ∈ Rx[a, b, c, d, w] ∧ P ⊆ Xl ∧
(X, (Xl,Xr)) is a consistently cut subgraph of Gx}.

3. Ãx[a, b, c, d, w, s] = |{((X,P ), (Xl,Xr)) ∈ Cx[a, b, c, d, w] : (s(v) = l ⇒ v ∈
Xl) ∧ (s(v) = r ⇒ v ∈ Xr) ∧ (s(v) = 0 ⇒ v /∈ X)}|.

Remark 2. In Definition 6, we assume b < n because otherwise, an induced
subgraph containing b edges is definitely not a forest.

The intuition behind Definition 6 is that the set Rx[a, b, c, d, w] contains all
pairs (X,P ) that could potentially be extended to a candidate solution from R
(with cardinality and weight restrictions as prescribed by a, b, c, and w), and the
set Cx[a, b, c, d, w] contains all consistently cut subgraphs of Gx that could poten-
tially be extended to elements of C (with cardinality and weight restrictions as
prescribed by a, b, c, and w). The number Ãx[a, b, c, d, w, s] counts precisely those
elements of Cx[a, b, c, d, w] for which s(v) describes whether for every v ∈ Bx, v
lies in Xl,Xr, or outside X depending on whether s(v) is l, r, or 0, respectively.

We have a table A with an entry Ax[a, b, c, d, w, s] for each bag Bx of T, for
integers 0 ≤ a ≤ n, 0 ≤ b < n, 0 ≤ c ≤ n, 0 ≤ w ≤ 12n2, for every coloring
d : Bx → {0, 1, 2}, and for every coloring s : Bx → {0, l, r}. We say that s and
d are compatible if for every v ∈ Bx, the following hold: d(v) = 0 if and only
if s(v) = 0. Note that we have at most O(tw · n) many choices for x, at most
n choices for a, b, and c, at most 12n2 choices for w, and at most 5tw many
compatible choices for d and s. Whenever s is not compatible with d, we do not
store the entry Ax[a, b, c, d, w, s] and assume that the access to such an entry
returns 0. Therefore, the size of table A is bounded by O(5tw · tw · n). We will
show how to compute the table A so that the following will be satisfied.

Lemma 11. If d is valid and d is compatible with s, then Ax[a, b, c, d, w, s] stores
the value Ãx[a, b, c, d, w, s]. Else, the entry Ax[a, b, c, d, w, s] stores the value 0.

By Lemma 8, we seek values
∣∣CA,B,C

W

∣∣
2
. By Observation 10, Definition 6, and

Lemma 11, it suffices to compute values Ar[�,B, � − B, ∅,W, ∅] for all B and W ,
where r is the root of the decomposition T . (Note that Ar[�,B, � − B, ∅,W, ∅] =∣∣C�,B,�−B

W

∣∣, and we will calculate the modulo 2 separately.) Further, to achieve
the time complexity we aim to achieve, we decide whether to mark a vertex
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or not in its forget bag. Our algorithm computes Ax[a, b, c, d, w, s] for all bags
Bx ∈ T in a bottom-up manner for all integers 0 ≤ a ≤ n, 0 ≤ b < n, 0 ≤
c ≤ n, 0 ≤ w ≤ 12n2, and for all compatible colorings d : Bx → {0, 1, 2} and
s : Bx → {0, l, r}. Further details are deferred to the full version (see [10]).

We note that, by the naive method, the evaluation of all leaf nodes, introduce
vertex and edge nodes, and forget nodes can be done in 5tw ·nO(1) time, but the
evaluation of all join nodes altogether can be done in 7tw · nO(1) time. However,
the fast subset convolution can be used to handle join nodes more efficiently, and
therefore the evaluation of all join nodes altogether can be done in 6tw · nO(1)

time, and hence we have Theorem 2.

4 Algorithm for c-Disconnected Matching

We first define the following notion.

Definition 7 (Fine Coloring). Given a node x of T and a fixed integer c ≥ 2,
a coloring f : Bx → {0, 1, . . . , c} is a fine coloring if there exists a coloring
f̂ : Vx → {0, 1, . . . , c} in Gx, a fine extension of f , such that the following hold:
(i) f̂ restricted to Bx is f , (ii) If uv ∈ Ex, f̂(u) �= 0, f̂(v) �= 0, then f̂(u) = f̂(v).

Note that point (ii) in Definition 7 implies that whenever two vertices in Gx

have an edge between them, then they should get the same color under a fine
extension except possibly when either of them is colored 0.

Before we begin the formal description of the algorithm, let us briefly
discuss the idea that yields us a single exponential running time for the c-
Disconnected Matching problem rather than a slightly exponential running
time4 (which is common for most of the naive dynamic programming algorithms
for connectivity type problems). We will use Definition 7 to partition the vertices
of Vx into color classes (at most c). Note that we do not require in Definition 7
that Gx[f̂−1(i)] for any i ∈ [c] is a connected graph. This is the crux of our effi-
ciency. Specifically, this means that we do not keep track of the precise connected
components of G[VM ] in Gx for a matching M , yet Definition 7 is sufficient for
us.

Now, let us discuss our ideas more formally. We have a table A with an
entry Ax[d, f, ĉ] for each bag Bx, for every coloring d : Bx → {0, 1, 2}, for every
coloring f : Bx → {0, 1, . . . , c}, and for every set ĉ ⊆ {1, 2, . . . , c}. We say that
d and f are compatible if for every v ∈ Bx, the following hold: d(v) = 0 if and
only if f(v) = 0. We say that f and ĉ are compatible if for any v ∈ Bx, f(v) ∈ ĉ.
Note that we have at most O(tw · n) many choices for x, at most (2c + 1)tw

many choices for compatible d and f , and at most 2c choices for ĉ. Furthermore,
whenever f is not compatible with d or ĉ, we do not store the entry Ax[d, f, ĉ]
and assume that the access to such an entry returns −∞. Therefore, the size of
table A is bounded by O((2c + 1)tw · tw · n). The following definition specifies
the value each entry Ax[d, f, ĉ] of A is supposed to store.

4 That is, running time 2O(tw) · nO(1) rather than twO(tw) · nO(1)..
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Definition 8. If d is valid, f is fine, f is compatible with d and ĉ, and there
exists a fine extension f̂ of f such that ĉ equals the set of distinct non-zero colors
assigned by f̂ , then the entry Ax[d, f, ĉ] stores the maximum number of vertices
that are colored 1 or 2 under some valid extension d̂ of d in Gx such that for
every v ∈ Vx, d̂(v) = 0 if and only if f̂(v) = 0. Otherwise, the entry Ax[d, f, ĉ]
stores the value −∞.

Since the root of T is an empty node, note that the maximum number of ver-
tices saturated by any c-disconnected matching is exactly Ar[∅, ∅, {1, 2, . . . , c}],
where r is the root of T. We now provide recursive formulas to compute the
entries of table A.

Leaf Node: For a leaf node x, we have that Bx = ∅. Hence there is only
one possible coloring on Bx, that is, the empty coloring (for both d and f).
Since f and Gx are empty, the only compatible choice for ĉ is {}, and we have
Ax[∅, ∅, {}] = 0.

Introduce Vertex Node: Suppose that x is an introduce vertex node with child
node y such that Bx = By ∪ {v} for some v /∈ By. For every coloring d : Bx →
{0, 1, 2}, every set ĉ ⊆ {1, 2, . . . , c}, and every coloring f : Bx → {0, 1, . . . , c}
such that f is compatible with d and ĉ, we have the following recursive formula:

Ax[d, f, ĉ] =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Ay[d|By
, f |By

, ĉ] if d(v) = 0,
−∞ if d(v) = 1,
max{Ay[d|By

, f |By
, ĉ \ {f(v)}] + 1,

Ay[d|By
, f |By

, ĉ] + 1} if d(v) = 2.

Introduce Edge Node: Suppose that x is an introduce edge node that intro-
duces an edge uv, and let y be the child of x. For every coloring d : Bx → {0, 1, 2},
every set ĉ ⊆ {1, 2, . . . , c}, and every coloring f : Bx → {0, 1, . . . , c} such that f
is compatible with d and ĉ, we consider the following cases:

If at least one of d(u) or d(v) is 0, then

Ax[d, f, ĉ] = Ay[d, f, ĉ].

Else, if at least one of d(u) or d(v) is 2, and f(u) = f(v), then

Ax[d, f, ĉ] = Ay[d, f, ĉ].

Else, if both d(u) and d(v) are 1, and f(u) = f(v), then

Ax[d, f, ĉ] = max{Ay[d, f, ĉ],Ay[d{u,v}→2, f, ĉ]}.

Else, Ax[d, f, ĉ] = −∞.

Forget Node: Suppose that x is a forget vertex node with a child y such that
Bx = By \ {u} for some u ∈ By. For every coloring d : Bx → {0, 1, 2}, every
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Fig. 1. An illustration of the construction of G from H. Here, we assume that Ss =
{(2, 1), (k, 2)}.

set ĉ ⊆ {1, 2, . . . , c}, and every coloring f : Bx → {0, 1, . . . , c} such that f is
compatible with d and ĉ, we have

Ax[d, f, ĉ] = max{Ay[du→0, fu→0, ĉ],max
c∈ĉ

{Ay[du→1, fu→c, ĉ]}}.

Join Node: Let x be a join node with children y1 and y2. For every coloring
d : Bx → {0, 1, 2}, every set ĉ ⊆ {1, 2, . . . , c}, and for every coloring f : Bx →
{0, 1, . . . , c} such that f is compatible with d and ĉ, we have

Ax[d, f, ĉ] = max
d1,d2

{ max
ĉy1 ,ĉy2

ĉy1∪ĉy2=ĉ

{Ay1 [d1, f, ĉy1 ]+Ay2 [d2, f, ĉy2 ]−|d−1(1)|−|d−1(2)|}},

where d1 : By1 → {0, 1, 2}, d2 : By2 → {0, 1, 2}, ĉy1 , ĉy2 ⊆ {1, 2, . . . , c} such that
f is compatible with d1, d2, ĉy1 , and ĉy2 , and d1, d2 are correct for d.

Further details are deferred to the full version (see [10]). We note that, by
the naive method, the evaluation of all leaf nodes, introduce vertex and edge
nodes, and forget nodes can be done in (2c + 1)tw · twO(1) · n time, but the
evaluation of all join nodes altogether can be done in (4c+2)tw · twO(1) ·n time.
However, the fast subset convolution can be used to handle join nodes more
efficiently, and therefore the evaluation of all join nodes altogether can be done
in (3c)tw · twO(1) · n time, and hence we have Theorem 3.

5 Lower Bound for Disconnected Matching

We give a reduction from k × k Hitting Set. The input of k × k Hitting Set
consists of a family of sets S1, . . . , Sm ⊆ [k] × [k] such that each set contains at
most one element from each row of [k] × [k], and the question is to determine
if there exists a set Ŝ containing exactly one element from each row such that
Ŝ ∩ Si �= ∅ for every i ∈ [m]? Here, the parameter is k.
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Proposition 12 ([27]). Assuming Exponential Time Hypothesis, there is no
2o(k log k) · nO(1)-time algorithm for k × k Hitting Set.

Our reduction is inspired by the reduction given by Cygan et al. in [14] to
prove that there is no 2o(pw log pw) · nO(1)-time algorithm for Maximally Dis-
connected Dominating Set unless the Exponential Time Hypothesis fails.
Given an instance (k, S1, . . . , Sm) of k ×k Hitting Set, we construct an equiv-
alent instance (G, 3k +m, k) of Disconnected Matching in polynomial time.
First, we define a simple gadget that will be used in our construction.

Definition 9 (Star Gadget). By adding a star gadget to a vertex set X ⊆
V (G), we mean the following construction: We introduce a new vertex of degree
|X| and connect it to all vertices in X.

If we attach a star gadget to multiple vertex disjoint subsets of H, then we
have the following lemma.

Lemma 13 (∗). Let H be a graph and let G be the graph constructed from H
by adding star gadgets to vertex disjoint subsets X1, . . . , Xl of V (H). Assume we
are given a path decomposition P̃ of H of width pw with the following property:
For each Xi, i ∈ [l], there exists a bag in P̃ that contains Xi. Then, in polynomial
time, we can construct a path decomposition of G of width at most pw + 1.

Now, consider the following construction (see Fig. 1 for an illustration).

Construction D. Let Pi = {i} × [k] be a set containing all elements in the i-th
row in the set [k] × [k]. We define S = {Ss : s ∈ [m]} ∪ {Pi : i ∈ [k]}. Note
that for each X ∈ S, we have |X| ≤ k, as each Ss, s ∈ [m] contains at most one
element from each row and |Pi| = k for each i ∈ [k].

First, let us define a graph H. We start by introducing vertices vL
i for each

i ∈ [k] and vertices vR
j for each j ∈ [k]. Then, for each set X ∈ S, we introduce

vertices vX
i,j for every (i, j) ∈ X. Let V X = {vX

i,j : (i, j) ∈ X}. We also introduce
the edge set {vL

i vX
i,j} ∪ {vX

i,jv
R
j } for each X ∈ S and i, j ∈ [k]. This ends the

construction of H. Now, we construct a graph G from the graph H as follows:
For each i ∈ [k] and j ∈ [k], we attach star gadgets to vertices vL

i and vR
j .

Furthermore, for each X ∈ S, we attach star gadgets to X. For each i ∈ [k]
(resp. j ∈ [k]), let uL

i (resp. uR
j ) denote the unique vertex in the star gadget

corresponding to vL
i (resp. vR

j ). For each X ∈ S, let uX denote the unique
vertex in the star gadget corresponding to X. Let EX = {vX

i,ju
X : (i, j) ∈ X}.

We now provide a pathwidth bound on G.

Lemma 14 (∗). Let H and G be as defined in Construction D. Then, the
pathwidth of G is at most 3k.

Lemma 15 (∗). Let G be as defined in Construction D. If the initial k × k
Hitting Set instance is a Yes-instance, then there exists a matching M in G
such that |M | = 3k + m and G[VM ] has exactly k connected components.
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Lemma 16 (∗). Let G be as defined in Construction D. If there exists a match-
ing M in G such that |M | ≥ 3k + m and G[VM ] has at least k connected compo-
nents, then the initial k × k Hitting Set instance is a Yes-instance.

By Proposition 12 and Lemmas 14, 15 and 16, we have Theorem 4.

6 Conclusion

A detailed conclusion (where we briefly discuss the SETH lower bounds) can be
found in the full version (see [10]).
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1 Université Clermont Auvergne, CNRS, Clermont Auvergne INP, Mines
Saint-Étienne, LIMOS, 63000 Clermont-Ferrand, France

{antoine.dailly,florent.foucaud,anni.hakanen}@uca.fr
2 Department of Mathematics and Statistics, University of Turku,

20014 Turku, Finland

Abstract. In the Metric Dimension problem, one asks for a
minimum-size set R of vertices such that for any pair of vertices of the
graph, there is a vertex from R whose two distances to the vertices of the
pair are distinct. This problem has mainly been studied on undirected
graphs and has gained a lot of attention in the recent years. We focus
on directed graphs, and show how to solve the problem in linear-time on
digraphs whose underlying undirected graph (ignoring multiple edges)
is a tree. This (nontrivially) extends a previous algorithm for oriented
trees. We then extend the method to unicyclic digraphs (understood
as the digraphs whose underlying undirected multigraph has a unique
cycle). We also give a fixed-parameter-tractable algorithm for digraphs
when parameterized by the directed modular-width, extending a known
result for undirected graphs. Finally, we show that Metric Dimension
is NP-hard even on planar triangle-free acyclic digraphs of maximum
degree 6.

1 Introduction

The metric dimension of a (di)graph G is the smallest size of a set of vertices
that distinguishes all vertices of G by their vectors of distances from the vertices
of the set. This concept was introduced in the 1970s by Harary and Melter [14]
and by Slater [30] independently. Due to its interesting nature and numerous
applications (such as robot navigation [18], detection in sensor networks [30]
or image processing [22], to name a few), it has enjoyed a lot of attention. It
also has been studied in the more general setting of metric spaces [3], and is
generally part of the rich area of identification problems of graphs and other
discrete structures [20].

More formally, let us denote by dist(x, y) the distance from x to y in a
digraph. Here, the distance dist(x, y) is taken as the length of a shortest directed
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path from x to y; if no such path exists, dist(x, y) is infinite, and we say that y is
not reachable from x. We say that a set S is a resolving set of a digraph G if for
any pair of distinct vertices v, w from G, there is a vertex x in S with dist(x, v) �=
dist(x,w). Furthermore, we require that every vertex of G is reachable from at
least one vertex of S. The metric dimension of G is the smallest size of a resolving
set of G, and a minimum-size resolving set of G is called a metric basis of G.1

We denote by Metric Dimension the computational version of the problem:
given a (di)graph G, determine its metric dimension.

For undirected graphs, Metric Dimension has been extensively studied,
and its non-local nature makes it highly nontrivial from an algorithmic point
of view. On the hardness side, Metric Dimension was shown to be NP-hard
for planar graphs of bounded degree [7], split, bipartite and line graphs [9], unit
disk graphs [17], interval and permutation graphs of diameter 2 [11], and graphs
of pathwidth 24 [19]. On the positive side, it can easily be solved in linear time
on trees [4,14,18,30]. More involved polynomial-time algorithms exist for uni-
cyclic graphs [29] and, more generally, graphs of bounded cyclomatic number [9];
outerplanar graphs [7]; cographs [9]; chain graphs [10]; cactus-block graphs [16];
bipartite distance-hereditary graphs [24]. There are fixed parameter tractable
(FPT) algorithms for the undirected graph parameters max leaf number [8],
tree-depth [13], modular-width [2] and distance to cluster [12], but FPT algo-
rithms are highly unlikely to exist for parameters solution size [15] and feedback
vertex set [12].

Due to the interest for Metric Dimension on undirected graphs, it is natu-
ral to ask what can be said in the context of digraphs. The metric dimension of
digraphs was first studied in [5] under a somewhat restrictive definition; for our
definitions, we follow the recent paper [1], in which the algorithmic aspects of
Metric Dimension on digraphs have been addressed. We call oriented graph
a digraph without directed 2-cycles. A directed acyclic digraph (DAG for short)
has no directed cycles at all. The underlying multigraph of a digraph is the one
obtained by ignoring the arc orientations; its underlying graph is obtained from
it by ignoring multiple edges. In a digraph, a strongly connected component is a
subgraph where every vertex is reachable from all other vertices. Note that for
the Metric Dimension problem, undirected graphs can be seen as a special
type of digraphs where each arc has a symmetric arc.

The NP-hardness of Metric Dimension was proven for oriented graphs
in [27] and, more recently, for bipartite DAGs of maximum degree 8 and maxi-
mum distance 4 [1] (the maximum distance being the length of a longest directed
path without shortcuts). A linear-time algorithm for Metric Dimension on ori-
ented trees was given in [1].

1 The definition that we use has been called strong metric dimension in [1], as opposed
to weak metric dimension, where one single vertex may be unreachable from any
resolving set vertex. The former definition seems more natural to us. However, the
term strong metric dimension is already used for a different concept, see [25]. Thus,
to prevent confusion, we avoid the prefix strong in this paper.
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Our Results. We generalize the linear-time algorithm for Metric Dimension on
oriented trees from [1] to all digraphs whose underlying graph is a tree. In other
words, here we allow 2-cycles. This makes a significant difference with oriented
trees, and as a result our algorithm is nontrivial. We then extend the used meth-
ods to solve Metric Dimension in linear time for unicyclic digraphs (digraphs
with a unique cycle). Then, we prove that Metric Dimension can be solved
in time f(t)nO(1) for digraphs of order n and modular-width t (a parameter
recently introduced for digraphs in [31]). This extends the same result for undi-
rected graphs from [2], and is the first FPT algorithm for Metric Dimension
on digraphs. Finally, we complement the hardness result from [1] by showing that
Metric Dimension is NP-hard even for planar triangle-free DAGs of maximum
degree 6 and maximum distance 4. For results marked with (∗), we omit the full
proof due to space constraints; those can be found in [6].

2 Digraphs Whose Underlying Graph is a Tree

For the sake of convenience, we call di-tree a digraph whose underlying graph is
a tree. Trees are often the first non-trivial class to study for a graph problem.
Metric Dimension is no exception to this, having been studied in the first
papers for the undirected [4,14,18,30] and the oriented [1] cases. In the undi-
rected case, a minimum-size resolving set can be found by taking, for each vertex
of degree at least 3 spanning k legs, the endpoint of k − 1 of its legs (a leg is
an induced path spanning from a vertex of degree at least 3, having its inner
vertices of degree 2, and ending in a leaf). In the case of oriented trees, taking all
the sources (a source is a vertex with no in-neighbour) and k−1 vertices in each
set of k in-twins yields a metric basis (two vertices are in-twins if they have the
same in-neighbourhood). Our algorithm, being on di-trees (which include both
undirected trees and oriented trees), will reuse those strategies, but we will need
to refine them in order to obtain a metric basis. The first refinement is of the
notion of in-twins:

Definition 1. A strongly connected component E of a di-tree is an escalator if
it satisfies the following conditions:

1. its underlying graph is a path with vertices e1, . . . , ek (k ≥ 2);
2. there is a unique vertex y �∈ E such that the arc −→ye1 (resp. −→yek) exists;
3. there can be any number (possibly, zero) of vertices z �∈ E such that the arc−→ekz (resp. −→e1z) exists; for every i ∈ {1, . . . , k − 1} (resp. i ∈ {2, . . . , k}), no

arc −→eiz with z �∈ E exists.

Definition 2. In a di-tree, a set of vertices A = {a1, . . . , ak} is a set of almost-
in-twins if there is a vertex x such that:

1. for every i ∈ {1, . . . , k}, the arc −→xai exists and the arc −→aix does not exist;
2. for every i ∈ {1, . . . , k}, either ai is a trivial strongly connected component

and N−(ai) = {x}, or ai is the endpoint of an escalator and N−(ai) = {x, y}
where y is its neighbour in the escalator.
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Note that regular in-twins are also almost-in-twins. The second refinement
is the following (for a given vertex x in a strongly connected component with C
as an underlying graph, we call dC(x) the degree of x in C):

Definition 3. Given the underlying graph C of a strongly connected component
of a di-tree and a set D of vertices, we call a set S of vertices inducing a path
of order at least 2 in C a special leg if it verifies the four following properties:

1. S has a unique vertex v such that v ∈ D or dC(v) ≥ 3;
2. S has a unique vertex w such that dC(w) = 1, furthermore w �∈ D: w is called

the endpoint of S;
3. all of the other vertices x of S verify dC(x) = 2 and x �∈ D;
4. at least one of the vertices y ∈ S \ {w} has an out-arc −→yz with z /∈ C.

Note that several special legs can span from the same vertex, from which
regular legs can also span. Algorithm 1, illustrated in Fig. 1, computes a metric
basis of a di-tree.

Explanation of Algorithm 1. The algorithm will compute a metric basis B
of a di-tree T in linear-time. The first thing we do is to add every source in T
to B (line 1). Then, for every set of almost-in-twins, we add all of them but one
to B (lines 2–3). Those two first steps, depicted in Fig. 1a, are the ones used to
compute the metric basis of an orientation of a tree [1], and as such they are still
necessary for managing the non-strongly connected components of the di-tree.
Note that we are specifically managing sets of almost-in-twins, which include sets
of in-twins, since it is necessary to resolve the specific case of escalators. The
rest of the algorithm consists in managing the strongly connected components.

For each strongly connected component having C as an underlying graph,
we first identify each vertex x of C that has an in-arc coming from outside
C. Indeed, since x is the “last” vertex of a path coming from outside C, there
are vertices of B “behind” this in-arc (or they can themselves be a vertex in
B), which we will call Bx. However, the vertices in Bx can be “projected” on
x since, T being a di-tree, x is on every shortest path from the vertices of B
“behind”the in-arc to the vertices of C. Hence, we will mark x as a dummy
vertex (lines 5–7, depicted in Figure 1b): we will consider that it is in B for the
rest of this step, and acts as a representative of the set Bx with respect to C.

We then have to manage some specific cases whenever C is a path (lines 8–
17). Indeed, the last two steps of the algorithm do not always work under some
conditions. Those specific conditions are highlighted in the proof.

The last two steps are then applied. First, we have to consider the special
legs defined in Definition 3. The idea behind those special legs is the following:
for every out-arc −→yz with y in the special leg and z outside of C, any vertex in
the metric basis “before” the start of the special leg will not distinguish z and
the next neighbour of y in the special leg. Hence, we have to add at least one
vertex to B for each special leg, and we choose the endpoint of the special leg
(lines 18–19, depicted in Fig. 1c). Finally, we apply the well-known algorithm for
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Algorithm 1: An algorithm computing the metric basis of a di-tree.
Input : A di-tree T .
Output: A metric basis B of T .

1 B ← Every source of T
2 foreach set I of almost-in-twins do
3 Add |I| − 1 vertices of I to B
4 foreach strongly connected component with C as an underlying graph do
5 D ← ∅
6 foreach arc −→uv with v ∈ C and u �∈ C do
7 Add v to D

8 if C is a path with endpoints x and y then
9 if there is no vertex in C ∩ D then

10 if there is no out-arc from C to outside of C then
11 Add x to B
12 else if there is an out-arc from x (resp. y) to outside of C and no

other out-arc from C to outside of C then
13 Add y (resp. x) to B
14 else
15 Add x and y to B
16 else if there is exactly one vertex w in C ∩D, w is neither x nor y, and

there is no out-arc from w to outside of C then
17 Add x to B
18 foreach special leg L of C do
19 Add the endpoint of L to B
20 foreach vertex of degree ≥ 3 in C from which span k ≥ 2 legs of C that do

not have a vertex in B or in D do
21 Add the endpoint of k − 1 such legs to B
22 return B

computing the metric basis of a tree to the remaining parts of C (lines 20–21,
depicted in Fig. 1d). The special legs and the legs containing a dummy vertex,
being already resolved, are not considered in this part.

Theorem 4 (∗). Algorithm 1 computes a metric basis of a di-tree in linear
time.

3 Orientations of Unicyclic Graphs

A unicyclic graph U is constituted of a cycle C with vertices c1, . . . , cn, and
each vertex ci is the root of a tree Ti (we can have Ti be simply the isolated ci
itself). The metric dimension of an undirected unicyclic graph has been studied
in [26,28,29]. In [26], Poisson and Zhang proved bounds for the metric dimension
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Fig. 1. Illustration of Algorithm 1. For the sake of simplicity, there are only two strongly
connected components, for which we only represent the underlying graph with bolded
edges, so every bolded edge is a 2-cycle. One of the two strongly connected components
is a simple path that does not require any action. Vertices in the metric basis are colored
in red. (Color figure online)

of a unicyclic graph in terms of the metric dimension of a tree we obtain by
removing one edge from the cycle. Sedlar and Škrekovski showed more recently
that the metric dimension of a unicyclic graph is one of two values in [28], and
then the exact value of the metric dimension based on the structure of the graph
in [29]. In this section, we will show that one can compute a metric basis of an
orientation of a unicyclic graph in linear time. The algorithm mostly consists in
using sources and in-twins, with a few specific edge cases to consider.

In this section, an induced directed path
−→
P is the orientation of an induced

path with only one source and one sink which are its two endpoints. It is said
to be spanning from u if u is its source endpoint, and its length is its number of
edges. We also need the following definition:
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Definition 5. Let
−→
U be the orientation of a unicyclic graph. Given an orienta-

tion of a cycle
−→
C of even length n = 2k with two sources, if its sources are ci

and ci+2, its sinks are ci+1 and ci+1+k, and there are, in
−→
C \ {ci, ci+2}, neither

in-twins nor in-arcs coming from outside of
−→
C , we call an induced directed path−→

P an concerning path if it verifies the three following properties:

1.
−→
P spans from ci+1;

2.
−→
P has length k − 2;

3.
−→
P has no in-arc coming from outside of

−→
P ∪ −→

C ;

Furthermore, if, for every vertex in
−→
P belonging to a nonempty set I of in-twins,

every vertex in I belongs to a concerning path, then, we call
−→
P an unfixable path.

A path that is a concerning path, but not an unfixable path, will be called a
fixable path.

Finally, a vertex might belong both to an unfixable path and to a fixable path;
in this case, the fixable path takes precedence ( i.e., we will consider that the
vertex belongs to the fixable path).

Algorithm 2: An algorithm computing the metric basis of an orientation
of a unicyclic graph.

Input : An orientation
−→
U of a unicyclic graph U .

Output: A metric basis B of
−→
U .

1 Add to B every source of
−→
U

2 Apply the special cases in Algorithm 3

3 foreach set I of in-twins in
−→
U that are not already in B do

4 if all the vertices of I are in concerning paths then
5 Add |I| − 1 vertices of I to B, prioritizing vertices in unfixable paths
6 else

7 Add |I| − 1 vertices of I to B, prioritizing vertices in the cycle
−→
C or in

concerning paths, if there are any

8 return B

Explanation of Algorithm 2. The algorithm will compute a metric basis B of
an orientation

−→
U of a unicyclic graph U in linear-time. The first thing we do is

to add every source in
−→
U to B (line 1). We will also manage the sets of in-twins

in
−→
U (lines 3–7), which we need to do after taking care of some special cases that

might influence the choice of in-twins. When we have the choice, we prioritize
taking in-twins that are in the cycle to guarantee reachability of vertices in the
cycle. Note that those two sets (along with the right priority) are enough in most
cases.
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Algorithm 3: Special cases of Algorithm 2.

1 if the cycle
−→
C has no sink, there is no in-arc coming from outside of C, and no

vertex of C is in a set of in-twin then
2 Add c1 to B
3 if the cycle

−→
C has no sink, there is exactly one in-arc −→uci with u �∈ −→

C , no vertex

cj with j �= i is an in-twin or has in-arc coming from outside of
−→
C , and u has

an out-neighbour v with N−(v) = {u} then
4 Add ci to B
5 if the cycle

−→
C has exactly one source ci then

6 if the one sink is either ci−1 or ci+1, and no vertex cj with j �= i is an

in-twin or has an in-arc coming from outside of
−→
C then

7 Add ci−1 to B
8 else if the one sink is ci+k with k > 1, |−→C | ≥ 2k, ci+k−1 (resp. ci+k+1) has

an out-neighbour v such that N−(v) = {ci+k−1} (resp. N−(v) = {ci+k+1}),
no vertex in {ci−1, ci−2, . . . , ci+k} (resp. {ci+1, ci+2, . . . , ci+k}) has an
in-arc, and no vertex in {ci−2, ci−3, . . . , ci+k+1} (resp.
{ci+2, ci+3, . . . , ci+k−1}) is an in-twin then

9 Add ci−1 (resp. ci+1) to B
10 else if the one sink is ci+k with k > 1, |−→C | = 2k, ci+k−1 has an

out-neighbour v− such that N−(v−) = {ci+k−1}, ci+k+1 has an

out-neighbour v+ such that N−(v+) = {ci+k+1}, no vertex in
−→
C except ci

has an in-arc, no vertex in
−→
C \ {ci, ci−1, ci+1} is an in-twin, and ci−1 and

ci+1 are not in a set I of in-twins verifying |I| ≥ 3 then
11 Add ci+k to B

12 if the cycle
−→
C has exactly two sources ci and ci+2, |−→C | = 2k with k > 2, the two

sinks are ci+1 and ci+1+k, no vertex from
−→
C except ci and ci+2 is an in-twin or

has an in-arc coming from outside of
−→
C , there is at least one unfixable path, and

there is no fixable path then
13 Add ci+1 to B

We then have to manage six specific cases (line 2). Those special cases
are handled in Algorithm 3. The first two special cases occur when the cycle
has no sink. First, if the cycle has no sink, no in-twin, and no arc coming from
outside, then, we have to add one vertex of the cycle to B in order to maintain
reachability (lines 1–2). Then, if the cycle has no sink, only one in-arc −→uci is
coming from outside of it, and there is a vertex v with N−(v) = {u}, then, we
have to add either ci or v to B in order to resolve them (lines 3–4).

The next three special cases occur when the cycle has one sink. First, if there
is only one sink in the cycle, it is an out-neighbour of the source, and no vertex
from the cycle apart from the source is an in-twin or has an in-arc coming from
outside of the cycle, then we need to add one of the out-neighbours of the source
in the cycle to B in order to resolve them (lines 6–7).
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Then, there are two specific cases when the cycle has one sink, both based
on the same principle. Both happen when the source is ci, the sink is ci+k, it
has no in-arc, and the cycle contains at least 2k vertices. In the fourth special
case (lines 8–9), the vertex ci+k−1 has an out-neighbour v verifying N−(v) =
{ci+k−1}. We can see that, if no vertex in the other path from ci to ci+k (the
path going through ci−1, ci−2, . . . , ci+k+1) is in B, then, v and ci+k will not be
resolved. Those vertices can be added to B if they have an in-arc or if they are
an in-twin (they will have priority). However, note that ci−1 might be an in-twin
of ci+1, in which case it should be added to B, resolving the conflict. Hence, if
none of ci−1, ci−2, . . . , ci+k+1 has an in-arc or is an in-twin, then, we can add
ci−1 to B in order to resolve v and ci+k. Note that, in this case, in comparison
to just the sources and the resolution of sets of in-twins, we add one more vertex
to B if ci−1 is the only in-twin of ci+1. The same reasoning can be made with
the symmetric case.

The fifth special case (lines 10–11) occurs when the cycle contains exactly 2k
vertices and both ci+k−1 and ci+k+1 have an out-neighbour (respectively v− and
v+) with in-degree 1: the pairs of vertices (v−, ci+k) and (v+, ci+k) might not
be resolved. We can see that any in-arc or in-twin along a path from ci to ci+k

will resolve ci+k and the v pendant on the other path (thus either fully resolving
those two pairs, or bringing us back to the previous special case), except if ci−1

and ci+1 are the only in-twins in the cycle and if they do not have another in-
twin. Hence, if no vertex from the cycle except ci has an in-arc, no vertex from
the cycle except ci, ci−1 and ci+1 is an in-twin, and ci−1 and ci+1 do not have
another in-twin, then, we need to add at least one more vertex to B in order to
resolve the two pairs of vertices, and adding ci+k does exactly that.

Finally, the sixth special case is more complex (lines 12–13 and consideration
in the choice of in-twins). Assume that the cycle

−→
C is of even length n, has

neither in-twin nor in-arc coming from outside (except the sources), and that
there are two sinks in the

−→
C : one at distance 1 from the sources, and the other

at the opposite end of
−→
C . Now, if the first sink has spanning concerning paths,

then, the second cycle and the endpoints of those concerning paths might not
be resolved, since they are at the same distance (n2 − 1) of both sources of

−→
C .

Thus, we need to apply a strategy in order to resolve those vertices while trying
to not add a supplementary vertex to B. This is done by considering the two
kinds of concerning paths, and having a priority in the selection of in-twins.

All the other cases of the cycle are already resolved through the sources and
in-twins steps.

Theorem 6 (∗). Algorithm 2 computes a metric basis of an orientation of a
unicyclic graph in linear time.

4 Modular Width

In a digraph G, a set X ⊆ V (G) is a module if every vertex not in X ’sees’ all
vertices of X in the same way. More precisely, for each v ∈ V (G) \ X one of the
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following holds: (i) (v, x), (x, v) ∈ E(G) for all x ∈ X, (ii) (v, x), (x, v) /∈ E(G) for
all x ∈ X, (iii) (v, x) ∈ E(G) and (x, v) /∈ E(G) for all x ∈ X, (iv) (v, x) /∈ E(G)
and (x, v) ∈ E(G) for all x ∈ X. The singleton sets, ∅, and V (G) are trivially
modules of G. We call the singleton sets the trivial modules of G.

The graph G[X] where X is a module of G is called a factor of G. A family
X = {X1, . . . , Xs} is a factorization of G if X is a partition of V (G), and each
Xi is a module of G. If X and Y are two non-intersecting modules, then the
relationship between x ∈ X and y ∈ Y is one of (i)-(iv) and always the same no
matter which vertices x and y are exactly. Thus, given a factorization X , we can
identify each module with a vertex, and connect them to each other according to
the arcs between the modules. More formally, we define the quotient G/X with
respect to the factorization X as the graph with the vertex set X = {X1, . . . , Xs}
and (Xi,Xj) ∈ E(G/X ) if and only if (xi, xj) ∈ E(G) where xi ∈ Xi and xj ∈
Xj . A quotient depicts the connections of the different modules of a factorization
to each other while omitting the internal structure of the factors. Each factor
itself can be factorized further (as long as it is nontrivial, i.e. not a single vertex).
By factorizing the graph G and its factors until no further factorization can be
done, we obtain a modular decomposition of G. The width of a decomposition is
the maximum number of sets in a factorization (or equivalently, the maximum
number of vertices in a quotient) in the decomposition. The modular width of G
is defined as the minimum width over all possible modular decompositions of G,
and we denote it by mw(G). An optimal modular decomposition of a digraph can
be computed in linear time [21]. Metric Dimension for undirected graphs was
shown to be fixed parameter tractable when parameterized by modular width
by Belmonte et al. [2]. We will generalize their algorithm to directed graphs.

The following result lists several useful observations.

Proposition 7 (∗). Let X = {X1, . . . , Xs} be a factorization of G, and let
W ⊆ V (G) be a resolving set of G.

(i) For all x, y ∈ Xi and z ∈ Xj, i �= j, we have distG(x, z) = distG(y, z) and
distG(z, x) = distG(z, y).

(ii) For all x ∈ Xi and y ∈ Xj, i �= j, we have distG(x, y) = distG/X (Xi,Xj).
(iii) For all x, y ∈ V (G) we have either distG(x, y) ≤ mw(G) or distG(x, y) = ∞.
(iv) The set {Xi ∈ X |W ∩ Xi �= ∅} is a resolving set of the quotient G/X .
(v) For all distinct x, y ∈ Xi, where Xi ∈ X is nontrivial, we have distG(w, x) �=

distG(w, y) for some w ∈ W ∩ Xi.
(vi) Let w1, w2 ∈ Xi. If distG(w1, x) �= distG(w2, x), then x ∈ Xi and

distG(w1, x) �= distG(w1, y) or distG(w2, x) �= distG(w2, y) for each y /∈ Xi.

The basic idea of our algorithm (and that of [2]) is to compute metric bases
that satisfy certain conditions for the factors and combine these local solutions
into a global solution. We know that nontrivial modules must contain elements
of a resolving set, as modules must be resolved locally (Proposition 7 (i)). While
combining the local solutions of nontrivial modules, we need to make sure that a
vertex x ∈ Xi, where Xi is nontrivial, is resolved from all y /∈ Xi. If x and y are
resolved as described in Proposition 7 (vi), then we need to do nothing special.
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However, if x ∈ Xi is such that distG(w, x) = d for all w ∈ Wi and a fixed
d ∈ {1, . . . ,mw(G),∞}, there might exist a vertex y /∈ Xi such that Wi does not
resolve x and y. We call such a vertex x d-constant (with respect to Wi). We
need to keep track of d-constant vertices and make sure they are resolved when
we combine the local solutions. There are at most mw(G)+1 d-constant vertices
in each factor due to Proposition 7 (iii). We need to also make sure vertices in
different modules that contain no elements of the solution set are resolved. To do
this, we might need to include some vertices from the trivial modules in addition
to the vertices we have included from the nontrivial modules.

In the algorithm presented in [2], the problems described above are dealt
with by computing values w(H, p, q) for every factor H, where w(H, p, q) is the
minimum cardinality of a resolving set of H (with respect to the distance in G)
where some vertex is 1-constant iff p = true and some vertex is 2-constant iff
q = true (for undirected graphs these are the only two relevant cases). The same
values are then computed for the larger graph by combining different solutions
of the factors and taking their minimum. Our generalization of this algorithm is
along the same lines as the original, however, we have more boolean values to
keep track of. One difference to the techniques of the original algorithm is that
we do not use the auxiliary graphs Belmonte et al. use. These auxiliary graphs
were needed to simulate the distances of the vertices of a factor in G as opposed
to only within the factor. In our approach, we simply use the distances in G.

Theorem 8 (∗). The metric dimension of a digraph G with mw(G) ≤ t can be
computed in time O(t52t

2
n + n3 + m) where n = |V (G)| and m = |E(G)|.

Proof (sketch). Let us consider one level of an optimal modular decomposition of
G. Let H be a factor somewhere in the decomposition, and let X = {X1, . . . , Xs}
be the factorization of H according to the modular decomposition. For the graph
H (and its nontrivial factors H[Xi]) we denote by w(H,p) the minimum cardi-
nality of a set W ⊆ V (H) such that

(i) W resolves V (H) in G,
(ii) p = (p1, . . . , pmw(G), p∞) where pd = true if and only if H contains a d-

constant vertex with respect to W .

If such a set does not exist, then w(H,p) = ∞. In order to compute the
values w(H,p), we next introduce the auxiliary values ω(p, I, P ). The values
w(H[Xi],p) are assumed to be known for all p and nontrivial modules Xi. Let
the factorization X be labeled so that the modules Xi are trivial for i ∈ {1, . . . , h}
and nontrivial for i ∈ {h+1, . . . , s}. Let I ⊆ {1, . . . , h} and P =

(
ph+1, . . .ps

)T .
We define ω(p, I, P ) = |I| +

∑s
i=h+1 w(H[Xi],pi) if the conditions (a)–(d)

hold. In what follows, a representative of a module Xi is denoted by xi.

(a) The set Z = {Xi ∈ X | i ∈ I ∪ {h + 1, . . . , s}} resolves the quotient H/X
with respect to the distances in G.

(b) For d ∈ {1, . . . ,mw(G),∞} and i ∈ {h + 1, . . . , s}, if pid = true, then for
each trivial module Xj = {xj} where j /∈ I we have distG(xi, xj) �= d or
there exists Xk ∈ Z \ {Xi} such that distG(xk, xi) �= distG(xk, xj).
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(c) For d1, d2 ∈ {1, . . . ,mw(G),∞} and distinct i, j ∈ {h + 1, . . . , s}, if pid1
=

pjd2
= true, then distG(xi, xj) �= d1, or distG(xj , xi) �= d2, or there exists

Xk ∈ Z \ {Xi,Xj} such that distG(xk, xi) �= distG(xk, xj).
(d) For all d ∈ {1, . . . ,mw(G),∞}, we have pd = true (in p) if and only if for

some i ∈ {1, . . . , h} \ I we have distG(xj , xi) = d for all Xj ∈ Z, or for
some i ∈ {h + 1, . . . , s} we have pid = true and distG(xj , xi) = d for all
Xj ∈ Z \ {Xi}.

If these conditions cannot be met, then we set ω(p, I, P ) = ∞.
When we know all the values ω(p, I, P ), we can easily calculate w(H,p) since

w(H,p) = minI,P ω(p, I, P ) (proof omitted due to lack of space).
To conclude the proof, we note that w(G,p) is the minimum cardinality of a

resolving set that gives some vertices the specific distance combinations accord-
ing to p. Thus, the metric dimension of G is min w(G,p) where the minimum is
taken over all p such that p∞ = false. �

5 NP-Hardness for Restricted DAGs

We now complement the hardness result from [1], which was for bipartite DAGs
of maximum degree 8 and maximum distance 4.

Theorem 9 (∗). Metric Dimension is NP-complete, even on planar triangle-
free DAGs of maximum degree 6 and maximum distance 4.

Proof (sketch). We reduce from Vertex Cover on 2-connected planar cubic
graphs, which is known to be NP-complete [23, Theorem 4.1].

Given a 2-connected planar cubic graph G, we construct a DAG G′ as follows.
First of all, note that by Petersen’s theorem, G contains a perfect matching
M ⊂ E(G), that can be constructed in polynomial time. A planar embedding
of G can also be constructed in polynomial time, so we fix one. We let V (G′) =
V (G)

⋃
e=uv∈E(G){ae, be, ce, d

u
e , dve}

⋃
e=uv∈M{fe, ge, he}. For every edge e = uv

of G, we add the arcs {−−→aebe,
−−→
bece,

−−→
ced

u
e ,

−−→
ced

v
e ,

−−→
udue ,

−→
vdve}. For every edge e = uv of

the perfect matching M of G, assuming the neighbours of u (in the clockwise
cyclic order with respect to the planar embedding of G) are v, x, y and those of
v are u, s, t, we arbitrarily fix one side of the edge uv to place the vertices fe, ge
and he (say, on the side that is close to the edges ux and vt). We add the arcs
{−−→
fege,

−−→gece,
−−→
gehe,

−−→
heu,

−→
hev,−−−→cecuy,

−−−→cecvs,
−−−→
hecux,

−−−→
hecvt}.

Using the embedding of G, G′ can also be drawn in a planar way, it has
maximum degree 6 (the vertices of type ce are of degree 6), has no triangles, and
no shortest directed path of length 4.

We claim that G has a vertex cover of size at most k if and only if G′ has
metric dimension at most k + |E(G)|+ |M | (proof omitted due to lack of space).

�
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6 Conclusion

Metric Dimension can be solved in polynomial time on outerplanar graphs,
using an involved algorithm [7]. Can one generalize our algorithms for trees
and unicyclic graphs to solve Metric Dimension for directed (or at least,
oriented) outerplanar graphs in polynomial time? Extending our algorithm to
cactus graphs already seems nontrivial.

Is Metric Dimension NP-hard on planar bipartite subcubic DAGs?
Also, it would be interesting to see which hardness results known for Metric

Dimension of undirected graphs also hold for DAGs, or for oriented graphs.
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Abstract. In the paper, we define a new parameter for tournaments
called degreewidth which can be seen as a measure of how far is the tour-
nament from being acyclic. The degreewidth of a tournament T denoted
by Δ(T ) is the minimum value k for which we can find an ordering
〈v1, . . . , vn〉 of the vertices of T such that every vertex is incident to at
most k backward arcs (i.e. an arc (vi, vj) such that j < i). Thus, a tour-
nament is acyclic if and only if its degreewidth is zero. Additionally, the
class of sparse tournaments defined by Bessy et al. [ESA 2017] is exactly
the class of tournaments with degreewidth one.

We study computational complexity of finding degreewidth. We show
it is NP-hard and complement this result with a 3-approximation algo-
rithm. We provide a O(n3)-time algorithm to decide if a tournament is
sparse, where n is its number of vertices.

Finally, we study classical graph problems Dominating Set and
Feedback Vertex Set parameterized by degreewidth. We show the
former is fixed-parameter tractable whereas the latter is NP-hard even
on sparse tournaments. Additionally, we show polynomial time algorithm
for Feedback Arc Set on sparse tournaments.

Keywords: Tournaments · NP-hardness · graph-parameter · feedback
arc set · approximation algorithm · parameterized algorithms

1 Introduction

A tournament is a directed graph such that there is exactly one arc between
each pair of vertices. Tournaments form a very rich subclass of digraphs which
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has been widely studied both from structural and algorithmic point of view [4].
Unlike for complete graphs, a number of classical problems remain difficult in
tournaments and therefore interesting to study. These problems include Dom-

inating Set [14], Winner Determination [22], or maximum cycle packing
problems. For example, Dominating Set is W[2]-hard on tournaments with
respect to solution size [14]. However, many of these problems become easy on
acyclic tournaments (i.e. without directed cycle). Therefore, a natural question
that arises is whether these problems are easy to solve on tournaments that are
close to being acyclic. The phenomenon of a tournament being “close to acyclic”
can be captured by minimum size of a feedback arc set (fas). A fas is a collection
of arcs that, when removed from the digraph (or, equivalently, reversed) makes
it acyclic. This parameter has been widely studied, for numerous applications in
many fields, such as circuit design [19], or artificial intelligence [5,13]. However,
the problem of finding a minimum fas on tournaments (the problem is then called
FAST for Feedback Arc Set in Tournaments), remained opened for over a
decade before being proven NP-complete [3,10]. From the approximability point
of view, van Zuylen and Williamson [25] provided a 2-approximation of FAST,
and Kenyon-Mathieu and Schudy [21] a PTAS algorithm. On the parameterized-
complexity side, Feige [15] as well as Karpinski and Schudy [20] independently
proved an 2O(

√
k) + nO(1) running-time algorithm. Another way to define FAST

is to consider the problem of finding an ordering of the vertices 〈v1, . . . , vn〉 min-
imising the number of arcs (vi, vj) with j < i; such arcs are called backward
arcs. Then, it is easy to see that a tournament is acyclic if and only if it admits
an ordering with no backward arcs. Several parameters exploiting an ordering
with specific properties have been studied in this sense [18] such as the cutwidth.
Given an ordering of vertices, for each prefix of the ordering we associate a cut
defined as the set of backward arcs with head in the prefix and tail outside of it.
Then cutwidth is the minimum value, among all the orderings, of the maximum
size of any possible cut w.r.t the ordering (a formal definition is introduced in
next section). It is well-known that computing cutwidth is NP-complete [17], and
has an O(log2(n))-approximation on general graphs [23]. Specifically on tourna-
ments, one can compute an optimal ordering for the cutwidth by sorting the
degrees according to the in-degrees [16].

In this paper, we propose a new parameter called degreewidth using the con-
cept of backward arcs in an ordering of vertices. Degreewidth of a tournament
is the minimum value, among all the orderings, of the maximum number of
backward arcs incident to a vertex. Hence, an acyclic tournament is a tour-
nament with degreewidth zero. Furthermore, one can notice that tournaments
with degreewidth at most one are the same as the sparse tournaments intro-
duced in [8,24]. A tournament is sparse if there exists an ordering of vertices
such that the backward arcs form a matching. It is known that computing a
maximum sized arc-disjoint packing of triangles and computing a maximum
sized arc-disjoint packing of cycles can be done in polynomial time [7] on sparse
tournaments.

To the best of our knowledge this paper is the first to study the parameter
degreewidth. As we will see in the next part, although having similarities with the
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cutwidth, this new parameter differs in certain aspects. We first study structural
and computational aspects of degreewidth. Then, we show how it can be used
to solve efficiently some classical problems on tournaments.

Our Contributions and Organization of the Paper. Next section pro-
vides the formal definition of degreewidth and some preliminary observations.
In Sect. 3, we first study the degreewidth of a special class of tournaments, called
regular tournaments, of order 2k+1 and prove they have degreewidth k. We then
prove that it is NP-hard to compute the degreewidth in general tournaments.
We finally give a 3-approximation algorithm to compute this parameter which
is tight in the sense that it cannot produce better than 3-approximation for a
class of tournaments.

Then in Sect. 4, we focus on tournaments with degreewidth one, i.e., the
sparse tournaments. Note that it is claimed in [8] that there exists a polynomial-
time algorithm for finding such ordering, but the only available algorithm appear-
ing in [24, Lemma 35.1, p.97] seems to be incomplete (see discussion Subsect.
4.2). We first define a special class of tournaments that we call U -tournaments.
We prove there are only two possible sparse orderings for such tournaments.
Then, we give a polynomial time algorithm to decide if a tournament is sparse
by carefully decomposing it into U -tournaments.

Finally, in Sect. 5 we study degreewidth as a parameter for some classical
graph problems. First, we show an FPT algorithm for Dominating Set w.r.t
degreewidth. Then, we focus on tournaments with degreewidth one. We design
an algorithm running in time O(n3) to compute a Feedback Arc Set on tour-
naments on n vertices with degreewidth one. However, we show that Feedback
Vertex Set remains NP-complete on this class of tournaments.

Due to paucity of space the missing proofs are deferred to full version [12].

2 Preliminaries

2.1 Notations

In the following, all the digraphs are simple, that is without self-loop and multiple
arcs sharing the same head and tail, and all cycles are directed cycles. The
underlying graph of a digraph D is an undirected graph obtained by replacing
every arc of D by an edge. Furthermore, we use [n] to denote the set {1, 2, . . . , n}.

A tournament is a digraph where there is exactly one arc between each pair
of vertices. It can alternatively be seen as an orientation of the complete graph.
Let T be a tournament with vertex set {v1, . . . , vn}. We denote N+(v) the out-
neighbourhood of a vertex v, that is the set {u | (v, u) ∈ A(T )}. Then, T being
a tournament, the in-neighbourhood of the vertex v denoted N−(v) corresponds
to V (T ) \ (N+(v) ∪ {v}). The out-degree (resp. in-degree) of v denoted d+(v)
(resp. d−(v)) is the size of its out-neighbourhood (resp. in-neighbourhood).

A tournament T of order 2k + 1 is regular if for any vertex v, we have
d+(v) = d−(v) = k. Let X be a subset of V (T ). We denote by T − X the
subtournament induced by the vertices V (T )\X. Furthermore, when X contains
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only one vertex {v} we simply write T − v instead of T − {v}. We also denote
by T [X] the tournament induced by the vertices of X. Finally, we say that T [X]
dominates T if, for every x ∈ X and every y ∈ V (T ) \X, we have (x, y) ∈ A(T ).
For more definitions on directed graphs, please refer to [4].

Given a tournament T , we equip the vertices of T with is a strict total order
≺σ. This operation also defines an ordering of the set of vertices denoted by
σ := 〈v1, . . . , vn〉 such that vi ≺σ vj if and only if i < j. Given two distinct
vertices u and v, if u ≺σ v we say that u is before v in σ; otherwise, u is after v
in σ. Additionally, an arc (u, v) is said to be forward (resp. backward) if u ≺σ v
(resp. v ≺σ u). A topological ordering is an ordering without any backward
arcs. A tournament that admits a topological ordering does not contain a cycle.
Hence, it is said to be acyclic.

A pattern p1 := 〈v1, . . . , vk〉 is a sequence of vertices that are consecutive
in an ordering. Furthermore, considering a second pattern p2 := 〈u1, . . . , uk′〉
where {v1, . . . , vk} and {u1, . . . , uk′} are disjoint, the pattern 〈p1, p2〉 is defined
by 〈v1, . . . , vk, u1, . . . , uk′〉.
Degreewidth. Given a tournament T , an ordering σ of its vertices V (T ) and a
vertex v ∈ V (T ), we denote dσ(v) to be the number of backward arcs incident
to v in σ, that is dσ(v) := |{u | u ≺σ v, u ∈ N+(v)} ∪ {u | v ≺σ u, u ∈ N−(v)}|.
Then, we define the degreewidth of a tournament with respect to the ordering
σ, denoted by Δσ(T ) := max{dσ(v) | v ∈ V (T )}. Note that Δσ(T ) is also the
maximum degree of the underlying graph induced by the backward arcs of σ.
Finally, we define the degreewidth Δ(T ) of the tournament T as follows.

Definition 1. The degreewidth of a tournament T , denoted Δ(T ), is defined as
Δ(T ) := minσ∈Σ(T ) Δσ(T ), where Σ(T ) is the set of possible orderings for V (T ).

As mentioned before, this new parameter tries to measure how far a tour-
nament is from being acyclic. Indeed, it is easy to see that a tournament T is
acyclic if and only if Δ(T ) = 0. Additionally, when degreewidth of a tournament
is one, it coincides with the notion of sparse tournaments, introduced in [8].

Remark. The definition of degreewidth naturally extends to directed graphs
and we hope it will be an exciting parameter for problems on directed graphs.
However, in this article we study this as a parameter for tournaments which
is well-studied in various domains [2,9,22]. Moreover, degreewidth also gives a
succinct representation of a tournament. Informally, sparse graphs1 are graphs
with a low density of edges. Hence, it may be surprising to talk about sparsity
in tournaments. However, if a tournament on n vertices admits an ordering σ
where the backward arcs form a matching, then it can be encoded by σ and
the set of backward arcs (at most n/2). Thus, the size of the encoding for such
tournament is O(n), instead of O(n2). For a tournament with degreewidth k,
the same reasoning implies that it can be encoded in O(kn) space.

1 Not to be confused with sparse tournaments that has an arc between every pair of
vertices, hence, is not a sparse graph.
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2.2 Links to Other Parameters

Feedback Arc/Vertex Set. A feedback arc set (fas) is a collection of arcs that,
when removed from the digraph (or, equivalently, reversed) makes it acyclic. The
size of a minimum fas is considered for measuring how far the digraph is from
being acyclic. In this context, degreewidth comes as a promising alternative.
Finding a small subset of arcs hitting all substructures (in this case, directed
cycles) of a digraph is one of the fundamental problems in graph theory. Note
that we can easily bound the degreewidth of a tournament by its minimum fas f .

Observation 1. For any tournament T , we have Δ(T ) ≤ |f |.
Note however that the opposite is not true; it is possible to construct tour-

naments with small degreewidth but large fas, see Fig. 1(a).

v1 v2 v3 v4 v5 v6 v7 v8 v9

(a) Example of a tournament with de-
greewidth one but fas (resp. fvs) |V (T )|

3 .

v1 v4 v5 v7 v2 v3 v6

(b) Example of a tournament T with
fvs one (v7) but degreewidth |V (T )|−3

2 .
The topological ordering of T − v7 is
v1, v2, v3, v4, v5, v6 .

1

v1

2

v2

3

v3

3

v4

4

v5

5

v6

6

v7

(c) Example of a tournament with de-
greewidth one but cutwidth |V (T )|−1

2 .
Since the vertices are sorted by increasing
in-degrees (values inside the vertices), this
is an optimal ordering for the cutwidth.

Fig. 1. Link between degreewidth and other parameters. All the non-depicted arcs are
forward.

Similarly, a feedback vertex set (fvs) consists of a collection of vertices that,
when removed from the digraph makes it acyclic. However, – unlike the feedback
arc set – the link between feedback vertex set and degreewidth seems less clear;
we can easily construct tournaments with low degreewidth and large fvs (see
Fig. 1(a)) as well as large degreewidth and small fvs (see Fig. 1(b)).

Cutwidth. Let us first recall the definition of the cutwidth of a digraph. Given
an ordering σ := 〈v1, . . . , vn〉 of the vertices of a digraph D, we say that a
prefix of σ is a sequence of consecutive vertices 〈v1, . . . , vk〉 for some k ∈ [n]. We
associate for each prefix of σ a cut defined as the set of backward arcs with head
in the prefix and tail outside of it. The width of the ordering σ is defined as the
size of a maximum cut among all the possible prefixes of σ. The cutwidth of D,
ctw(D), is the minimum width among all orderings of the vertex set of D.

Intuitively, the difference between the cutwidth and the degreewidth is that
the former focuses on the backward arcs going “above” the intervals between
the vertices while the latter focuses on the backward arcs coming from and to
the vertices themselves. Observe that for any tournament T , the degreewidth is
bounded by a function of the cutwidth. Formally, we have the following
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Observation 2. For any tournament T , we have Δ(T ) ≤ 2ctw(T ).

Note however that the opposite is not true; it is possible to construct tour-
naments with small degreewidth but large cutwidth, see Fig. 1(c). We remark
that the graph problems that we study parameterized by degreewidth, namely,
minimising fas, fvs, and dominating set are FPT w.r.t cutwidth [1,11].

3 Degreewidth

In this section, we present some structural and algorithmical results for the com-
putation of degreewidth. We first introduce the following lemma that provides
a lower bound on the degreewith.

Lemma 1. Let T be a tournament. Then Δ(T ) ≥ minv∈V (T ) d−(v) and Δ(T ) ≥
minv∈V (T ) d+(v).

3.1 Degreewidth of Regular Tournaments

Theorem 1. Let T be a regular tournament of order 2k + 1. Then Δ(T ) = k.
Furthermore, for any ordering σ, by denoting u and v respectively the first and
last vertices in σ, we have dσ(u) = dσ(v) = k.

Note that regular tournaments contain many cycles; therefore it is not sur-
prising that their degreewidth is large. This corroborates the idea that this
parameter measures how far a tournament is from being acyclic.

3.2 Computational Complexity

We now show that computing the degreewidth of a tournament is NP-hard by
defining a reduction from Balanced 3-SAT(4), proven NP-complete [6] where
each clause contains exactly three unique literals and each variable occurs two
times positively and two times negatively.

Let ϕ be a Balanced 3-SAT(4) formula with m clauses c1, . . . , cm and n
variables x1, . . . , xn. In the construction, we introduce several regular tourna-
ments of size W or W+1

2 + n + m, where W is value greater than n3 + m3. Note
that n + m is necessarily odd since 4n = 3m. By taking a value W = 3 mod 4,
we ensure that every regular tournament of size W or W+1

2 + n + m has an odd
number of vertices.

Construction 1. Let ϕ be a Balanced 3-SAT(4) formula with m clauses
c1, . . . , cm clauses and n variables x1, . . . , xn such that n is odd and m is even. Let
W = 3 mod 4 be an integer greater than n3 + m3. We construct a tournament
T as follows.

– Create two regular tournaments A and D of order W+1
2 + m + n such that D

dominates A.
– Create two regular tournaments B and C of order W such that A dominates

B ∪ C, B dominates C and B ∪ C dominates D.
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A true zone B U Y C false zone D H

Fig. 2. Example of a nice ordering. A rectangle represents an acyclic tournament, while
a rectangle with rounded corners represents a regular tournament. A plain arc between
two patterns P and P ′ represents the fact that there is a backward arc between every
pair of vertices v ∈ P and v′ ∈ P ′. A dashed arc means some backward arcs may exist
between the patterns.

– Create an acyclic tournament X of order 2n with topological ordering
〈v1, v′

1, . . . , vn, v′
n〉 such that A ∪ C dominates X and X dominates B ∪ D.

– Create an acyclic tournament Y of order 2m with topological ordering
〈q1, q′

1, . . . , qm, q′
m〉 such that B ∪ D dominates Y and Y dominates A ∪ C.

– For each clause c� and each variable xi of ϕ,
• if xi occurs positively in c�, then {vi, v

′
i} dominates {q�, q

′
�},

• if xi occurs negatively in c�, then {q�, q
′
�} dominates {vi, v

′
i},

• if xi does not occur in c�, then introduce the paths (vi, q�, v
′
i) and

(v′
i, q

′
�, vi).

– Introduce an acyclic tournament U = {up
i , ū

p
i | i ≤ n, p ≤ 2} of order 4n such

that U dominates A ∪ Y ∪ C and B ∪ D dominates U . For each variable xi,
add the following paths,

• for all variable xk 	= xi and all p ≤ 2, introduce the paths (vk, up
i , v

′
k) and

(v′
k, ūp

i , vk),
• introduce the paths (vi, u

1
i , v

′
i), (v′

i, u
2
i , vi), (vi, ū

1
i , v

′
i) and (v′

i, ū
2
i , vi).

– Finally, introduce an acyclic tournament H = {h1, h2} with topological order-
ing 〈h1, h2〉 and such that A ∪ B ∪ C ∪ X ∪ Y ∪ D dominates H and H
dominates U .

We call a vertex of X a variable vertex and a vertex of Y a clause vertex.
Furthermore, we say that the vertices (vi, v

′
i) (resp. (q�, q

′
�)) is a pair of variable

vertices (resp. pair of clause vertices).

Definition 2. Let T be a tournament resulting from Construction 1. An order-
ing σ of T is nice if:

– Δσ(A) = |A|−1
2 , Δσ(B) = |B|−1

2 , Δσ(C) = |C|−1
2 , and Δσ(D) = |D|−1

2 ,
– σ respects the topological ordering of U ∪ Y ,
– A ≺σ B ≺σ U ≺σ Y ≺σ C ≺σ D ≺σ H, and
– for any variable xi, either A ≺σ vi ≺σ v′

i ≺σ B or C ≺σ vi ≺σ v′
i ≺σ D.

An example of a nice ordering is depicted in Fig. 2. Let σ be a nice ordering,
we call the pattern corresponding to the vertices between A and B, the true
zone and the pattern after the vertices of C the false zone. Let (q�, q

′
�) be a

pair of clause vertices and let (vi, v
′
i) be a pair of variable vertices such that
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Fig. 3. Example of a tournament where the approximate algorithm can return an
ordering σapp (on the left) with degreewidth three while the optimal solution is one in
σopt (on the right). Coloured vertices are the ones incident to the maximum number
of backward arcs. all non-depicted arcs are forward arcs.

xi occurs positively (resp. negatively) in c� in ϕ. We say that the pair (vi, v
′
i)

satisfies (q�, q
′
�) if vi and v′

i both belong to the true zone (resp. false zone). Note
that there is no backward arc between {q�, q

′
�} and {vi, v

′
i} if and only if (vi, v

′
i)

satisfies (q�, q
′
�). Notice also that for any pair of variable vertices (vi, v

′
i) such

that xi does not appear in c� and (vi, v
′
i) is either in the true zone or in the false

zone, then there is exactly two backward arcs between {q�, q
′
�} and {vj , v

′
j}.

Let ϕ be an instance of Balanced 3-SAT(4) and T its tournament resulting
from Construction 1. We show that ϕ is satisfiable if and only if there exists an
ordering σ of T such that Δσ(T ) < W +2m+3n+4, which yields the following.

Theorem 2. Given a tournament T and an integer k, it is NP-complete to
compute an ordering σ of T such that Δσ(T ) ≤ k.

3.3 An Approximation Algorithm to Compute Degreewidth

In this subsection, we prove that sorting the vertices by increasing in-degree is a
tight 3-approximation algorithm to compute the degreewidth of a tournament.
Intuitively, the reasons why it returns a solution not too far from the optimal are
twofold. Firstly, observe that the only optimal ordering for acyclic tournaments
(i.e. with degreewidth 0) is an ordering with increasing in-degrees. Secondly, this
strategy also gives an optimal solution for cutwidth in tournaments.

Theorem 3. Ordering the vertices by increasing order of in-degree is a tight
3-approximation algorithm to compute the degreewidth of a tournament (see
Fig. 3).

4 Results on Sparse Tournaments

In this section, we focus on tournaments with degreewidth one, called sparse
tournaments. The main result of this section is that unlike in the general case,
it is possible to compute in polynomial time a sparse ordering of a tournament
(if it exists). We begin with an observation about sparse orderings (if it exists).

Lemma 2. Let T be a sparse tournament of order n > 4 and σ be an ordering of
its vertices. If σ is a sparse ordering, then for any vertex v such that d−(v) = i,
the only possible positions of v in σ are {i, i + 1, i + 2} ∩ [n].
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Note that Lemma 2 gives immediately an exponential running-time algorithm
to decide if a tournament is sparse. However, we give in Subsect. 4.2 a polynomial
running-time algorithm for this problem. Before that we study a useful subclass
of sparse tournaments, we call the U -tournaments.

4.1 U-Tournaments

In this subsection, we study one specific type of tournaments called U -
tournaments. Informally, they correspond to the acyclic tournaments where we
reversed all the arcs of its Hamiltonian path.

Definition 3. For any integer n ≥ 1, we define Un as the tournament on n
vertices with V (Un) = {v1, v2, . . . , vn} and A(Un) = {(vi+1, vi) | ∀i ∈ [n − 1]} ∪
{(vi, vj) | 1 ≤ i < n, i + 1 < j ≤ n}. We say that a tournament of order n is a
U -tournament if it is isomorphic to Un.

Figures 4(a) and 4(d) depict respectively the tournaments U7 and U8. This
family of tournaments seems somehow strongly related to sparse tournaments
and the following results will be useful later for both the polynomial algorithm to
decide if a tournament is sparse and the polynomial algorithm for minimum feed-
back arc set in sparse tournaments. To do so, we prove that each U -tournament
of order n > 4 has exactly two sparse orderings of its vertices that we formally
define.

Definition 4. Let P (k) = 〈vk+1, vk〉 be a pattern of two vertices of Un for some
integer k ∈ [n − 1]. For any integer n ≥ 2, we define the following special
orderings of Un:

– if n is even:
• Π(Un) is the ordering given by 〈v1, P (2), P (4), . . . , P (n − 2), vn〉.
• Π1,n(Un) is the ordering given by 〈P (1), P (3), . . . , P (n − 2), P (n)〉.

– if n is odd:
• Π1(Un) is the ordering given by 〈P (1), P (3), . . . , P (n − 2), vn〉.
• Πn(Un) is the ordering given by 〈v1, P (2), P (4), . . . , P (n − 3), P (n − 1)〉.

Figures 4(b) and 4(c) (and Figs. 4(e) and 4(f)) depict the orderings Π1(U7)
and Π7(U7) (resp. Π(U8) and Π1,8(U8)) of the tournament U7 (resp. U8). One
can notice that these orderings are sparse and the subscript of Π indicates the
vertex (or vertices) without a backward arc incident to it in this ordering. In
the following, we prove that when n > 4 there are no other sparse orderings of
Un. However, note that there are three possible sparse orderings of U3 (namely,
Π1(U3) and Π3(U3) defined previously, as well as Π2(U3) := 〈v3, v2, v1〉) and
three sparse orderings of U4 (namely, Π(U4), Π1,4(U4) as defined before, and
Π ′(U4) := 〈v2, v4, v1, v3〉).
Theorem 4. For each integer n > 4 there are exactly two sparse orderings of
Un. Specifically, if n is even, these two sparse orderings are Π(Un) and Π1,n(Un);
otherwise, the two sparse orderings are Π1(Un) and Πn(Un).
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Fig. 4. The tournaments U7 and U8 and their sparse orderings. The non-depicted arcs
are forward arcs.

4.2 A Polynomial Time Algorithm for Sparse Tournaments

We give here a polynomial algorithm to compute a sparse ordering of a tour-
nament (if any). First of all, let us recall a classical algorithm to compute a
topological ordering of a tournament (if any): we look for the vertex v with the
smallest in-degree; if v has in-degree one or more, we have a certificate that the
tournament is not acyclic. Otherwise, we add v at the beginning of the ordering,
and we repeat the reasoning on T − v, until V (T ) is empty.

The idea of the original “proof” in [24, Lemma 35.1, p.97] was similar: con-
sidering the set of vertices X of smallest in-degrees, put X at the beginning of
the ordering, and remove X from the tournament. However, potential backward
arcs from the remaining vertices of V \ X to X may have been forgotten. For
example, consider a tournament over 9 vertices consisting of a U5 (with ver-
tex set {v1, . . . , v5}) that dominates a U4 (with vertex set {u1, ..., u4}) except
for the backward arc (u4, v5). It is sparse (〈Π5(U5),Π1,4(U4)〉) but the algo-
rithm returns the (non-sparse) ordering 〈Π1(U5),Π1,4(U4)〉 (v5 is incident to
two backward arcs). The problem is that this algorithm is too “local”; it will
always prefer the sparse ordering Π1(U2k+1) over Π2k+1(U2k+1), but it may be
necessary to take the latter. Therefore, to correct this, we needed a much more
involved algorithm, requiring the study of the U-tournaments and the notion of
quasi-domination (see Definition 6). Indeed, unlike the algorithm for the topo-
logical ordering, we may have to look more carefully how the vertices with low
in-degrees are connected to the rest of the digraph. These correspond to the case
where there exists a U -sub-tournament of T which either dominates or “quasi-
dominates” (see Definition 6) the tournament T . Because of the latter possibility
(where a backward arc (a, b) is forced to appear), we need to look for specific
sparse orderings, called M -sparse orderings (where a or b should not be end-
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Fig. 5. An example where X (b, a)-quasi-dominates T . Non-depicted arcs are forward.
The vertex a′ is an out-neighbour of a in X, and b′, b′′ are in-neighbours of b in T −X.

vertices of other backward arcs). As all the sparse orderings for U -tournaments
have been described, we can derive a recursive algorithm.

Definition 5. Let T be a tournament, X be a subset of vertices of T , and M
be a subset of X. We say T [X] is M -sparse if there exists an ordering σ of X
such that Δσ(T [X])(X) ≤ 1 and dσ(v) = 0 for all v ∈ M . In that case, σ is said
to be an M -sparse ordering of T [X].

For example, U4[{v1, v2, v3}] is {v2}-sparse, because there exists a sparse
ordering σ := 〈v3, v2, v1〉 of U4[{v1, v2, v3}] such that dσ(v2) = 0. We remark
that T is sparse if and only if T is ∅-sparse. In fact, the algorithm described in
this section computes a ∅-sparse ordering of the given tournament (if any).

Definition 6 (see Fig. 5). Given a tournament T and two of its vertices a
and b, we say that a subset of vertices X quasi-dominates T if:

– there exists an arc (b, a) ∈ A(T ) such that a ∈ X and b 	∈ X,
– (u, v) ∈ A(T ) for every (u, v) ∈ (X × (V (T ) \ X)) \ {(a, b)},
– d−(b) ≥ |X| + 1, and
– the vertex a has an out-neighbour in X.

In this case, we also say X (b, a)-quasi-dominates T .

We can create the algorithm isUkMsparse which given (v1, . . . , vk) a U -
tournament and M a subset of these vertices, returns a boolean which is True
if and only if this tournament is M -sparse. We can also create the algorithm
getUsubtournament which given T a tournament, and X = (u1, . . . , uk) a list
of vertices such that d−(u1) = 1 and d−(ui) = i − 1 and (ui, ui−1) ∈ A(T ) for
all i ∈ {2, . . . , k}, returns a U -subtournament dominating or quasi-dominating
T . With these two previous algorithms, we can derive Algorithm 3 isMsparse.

Algorithm 1: getUsubtournament
Data: T a tournament, and X = (u1, . . . , uk) a list of vertices such that d−(u1) = 1 and

d−(ui) = i − 1 and (ui, ui−1) ∈ A(T ) for all i ∈ {2, . . . , k}.
Result: A U-subtournament dominating or quasi-dominating T .

1 w ←− a vertex of N−(uk) \ X;

2 if d−(w) = d−(uk) then return X ∪ {w} /* this set dominates T */ ;

3 else if d−(w) = d−(uk) + 1 then return getUsubtournament(T, X ∪ {w}) ;
4 else return X /* this set (w, uk)-quasi-dominates T */ ;

Algorithm 2: isUkMsparse
Data: (v1, . . . , vk) a Uk tournament, M a subset of the vertices of Uk

Result: True if Uk is M-sparse and False otherwise
1 if k ≤ 2 then return True ;
2 else if k = 3 then return |M | ≤ 1 ;
3 else if k is even then return |M \ {v1, vk}| = 0 ;
4 else if k is odd then return (v1 	∈ M or vk 	∈ M) and |M \ {v1, vk}| = 0 ;
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Algorithm 3: isMsparse
Data: T a tournament, M a subset of the vertices of T
Result: True if T is M-sparse and False otherwise

1 if |V (T )| ≤ 1 then return True ;

2 else if minv∈V (T ) d−(v) ≥ 2 then return False ;

3 else if minv∈V (T ) d−(v) = 0 then
4 v ←− the vertex of in-degree 0;
5 return isMsparse(T − v, M \ {v});
6 else if |{v ∈ V (T ) : d−(v) = 1}| = 1 then
7 v, w ←− two vertices such that d−(v) = 1 and (w, v) ∈ A(T );
8 return v 	∈ M and isMsparse(T − v, (M ∪ {w}) \ {v});
9 else

10 v, w ←− two vertices of in-degree 1 such that (w, v) ∈ A(T );
11 X ←− getUsubtournament(T ,(v, w));
12 if X dominates T then
13 return (isUkMsparse(X,M ∩ X) and isMsparse(T − X, M \ X));
14 else
15 a, b ←− the vertices such that X (b, a)-quasi-dominates T ;
16 return (isUkMsparse(X,(M ∪ {a}) ∩ X) and isMsparse(T − X, (M ∪ {b}) \ X));

Theorem 5. Algorithm 3 is correct. Hence, it is possible to decide if a tourna-
ment T with n vertices is sparse in O(n3) by calling isMsparse(T ,∅).
Observe that we can easily modify Algorithm 3 to obtain a sparse ordering (if
exists). Next corollary follows from the above algorithm.

Corollary 1. The vertex set of a sparse tournament on n vertices can be decom-
posed into a sequence Un1 , Un2 , . . . , Un�

for some � ≤ n such that each T [Uni
]

dominates or quasi-dominates T [ ∪
i<j≤�

Unj
] and

∑
i∈[�] ni = n.

5 Degreewidth as a Parameter

5.1 Dominating Set Parameterized by Degreewidth

A set of vertices X of a directed graph G is a dominating set (DS) if for
each vertex v ∈ V (G) \ X, we have N+(v) ∩ X 	= ∅. Observe that in graphs
where degreewidth is zero, DS is of size one. Similarly, for tournaments with
degreewidth equals to one, the DS is of size at most two. That is, we have trivial
solutions for DS for acyclic and sparse tournaments. This motivates us to look
for FPT algorithm parameterized by degreewidth. In the following, we develop
an FPT algorithm for Dominating Set using universal families. Before that we
observe that size of a dominating is always bounded by the size of degreewidth.

Observation 3. The size of a minimum dominating set of a tournament T is
at most Δ(T ) + 1.

Theorem 6. Dominating Set is FPT in tournaments with respect to
degreewidth.
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5.2 FAST and FVST in Sparse Tournaments

A forbidden pattern corresponds to the patterns Π(U2k) for any k ≥ 1 as well as
Π ′(U4) := 〈v2, v4, v1, v3〉. An example of the forbidden pattern Π(U8) is depicted
in Fig. 4(e). We say a sparse ordering has forbidden pattern if a contiguous sub-
sequence of the ordering is a forbidden pattern. Intuitively, the problem of such
patterns is that the set of their backward arcs is not a minimum fas. Hopefully,
we can use Theorem 4 in such a way that if the pattern Π(U2k) appears, we can
restructure it into Π1,2k(U2k).

If a sparse ordering does not contain a forbidden pattern then its set of
backward arcs is a fas. Hence, we obtain the following result.

Theorem 7. FAST is solvable in time O(n3) in sparse tournaments on n ver-
tices.

For FVST, we show that the problem is difficult to solve on sparse tournaments.

Theorem 8. FVST is NP-complete on sparse tournaments.

6 Conclusion

In this paper, we studied a new parameter for tournaments, called degreewidth.
We showed that it is NP-hard to decide if degreewidth is at most k, for some natu-
ral number k and we proceeded to design a 3-approximation for the degreewidth.
One may ask if there is a PTAS for this problem. Then, we investigated sparse
tournaments, i.e., tournaments with degreewidth one and developed a polyno-
mial time algorithm to compute a sparse ordering. Is it possible to generalise
this result by providing an FPT algorithm to compute the degreewidth? We
also showed that FAST can be solved in polynomial time in sparse tournaments,
matching with the known result that Arc-Disjoint Triangles Packing and
Arc-Disjoint Cycle Packing are both polynomial in sparse tournaments [7].
Therefore, the question arise: can this parameter be used to provide an FPT
algorithm for FAST in the general case?

Furthermore, we showed an FPT algorithm for DS w.r.t degreewidth. Are
there other domination problems e.g., perfect code, partial dominating set, or
connected dominating set that is FPT w.r.t degreewidth? Lastly, we also can
wonder if this parameter is useful for general digraphs.

Acknowledgements. We would like to thank Frédéric Havet for pointing us a
counter-example to the polynomial running-time algorithm in [24, Lemma 35.1, p.
97].
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Abstract. We give a comprehensive study of bin packing with conflicts
(BPC). The input is a set I of items, sizes s : I → [0, 1], and a conflict
graph G = (I, E). The goal is to find a partition of I into a minimum
number of independent sets, each of total size at most 1. Being a gener-
alization of the notoriously hard graph coloring problem, BPC has been
studied mostly on polynomially colorable conflict graphs. An intriguing
open question is whether BPC on such graphs admits the same best
known approximation guarantees as classic bin packing.

We answer this question negatively, by showing that (in contrast
to bin packing) there is no asymptotic polynomial-time approximation
scheme (APTAS) for BPC already on seemingly easy graph classes, such
as bipartite and split graphs. We complement this result with improved
approximation guarantees for BPC on several prominent graph classes.
Most notably, we derive an asymptotic 1.391-approximation for bipar-
tite graphs, a 2.445-approximation for perfect graphs, and a

(
1 + 2

e

)
-

approximation for split graphs. To this end, we introduce a generic frame-
work relying on a novel interpretation of BPC allowing us to solve the
problem via maximization techniques. Our framework may find use in
tackling BPC on other graph classes arising in applications.

1 Introduction

We study the bin packing with conflicts (BPC) problem. We are given a set I of n
items, sizes s : I → [0, 1], and a conflict graph G = (I, E) on the items. A packing
is a partition (A1, . . . , At) of I into independent sets called bins, such that for
all b ∈ {1, . . . , t} it holds that s (Ab) =

∑
�∈Ab

s(�) ≤ 1. The goal is to find a
packing in a minimum number of bins. Let I = (I, s, E) denote a BPC instance.
We note that BPC is a generalization of bin packing (BP) (where E = ∅) as
well as the graph coloring problem (where s(�) = 0 ∀� ∈ I).1 BPC captures
many real-world scenarios such as resource clustering in parallel computing [2],
examination scheduling [21], database storage [16], and product delivery [3]. As
the special case of graph coloring cannot be approximated within a ratio better
than n1−ε [28], most of the research work on BPC has focused on families of

1 See the formal definitions of graph coloring and independent sets in Sect. 2.

A full version of the paper is available in [6].
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conflict graphs which can be optimally colored in polynomial time [4,5,8,15–
17,22,23].

Let OPT = OPT(I) be the value of an optimal solution for an instance I
of a minimization problem P. As in the bin packing problem, we distinguish
between absolute and asymptotic approximation. For α ≥ 1, we say that A is
an absolute α-approximation algorithm for P if for any instance I of P we
have A(I)/OPT(I) ≤ α, where A(I) is the value of the solution returned by
A. Algorithm A is an asymptotic α-approximation algorithm for P if for any
instance I it holds that A(I) ≤ αOPT(I) + o(OPT(I)). An APTAS is a family
of algorithms {Aε} such that, for every ε > 0, Aε is a polynomial time asymp-
totic (1+ε)-approximation algorithm for P. An asymptotic fully polynomial-time
approximation scheme (AFPTAS) is an APTAS {Aε} such that Aε(I) runs in
time poly(|I|, 1

ε ), where |I| is the encoding length of the instance I.
It is well known that, unless P=NP, BP cannot be approximated within ratio

better than 3
2 [10]. This ratio is achieved by First-Fit Decreasing (FFD) [26].2

Also, BP admits an AFPTAS [19], and an additive approximation algorithm
which packs any instance I in at most OPT(I) + O(log(OPT(I))) bins [14].
Despite the wide interest in BPC on polynomially colorable graphs, the intrigu-
ing question whether BPC on such graphs admits the same best known approx-
imation guarantees as classic bin packing remained open.

Table 1. Known results for Bin Packing with Conflict Graphs

Absolute Asymptotic

Lower Bound Upper Bound Lower Bound Upper Bound

General graphs n1−ε [28] O
(

n(log log n)2

(log n)3

)
[13] n1−ε [28] O

(
n(log log n)2

(log n)3

)
[13]

Perfect graphs · 2.445 (2.5 [8]) c > 1 2.445 (2.5 [8])

Chordal graphs · 7
3

[8] c > 1 7
3

[8]

Cluster graphs · 2 [1] 1 [5]

Cluster complement · 3/2 3/2 3/2

Split graphs · 1 + 2/e (2 [15]) c > 1 1 + 2/e (2 [15])

Bipartite graphs · 5
3

[15] c > 1 1.391 ( 5
3

[15])

Partial k-trees · 2 + ε [17] 1 [16]

Trees · 5
3

[15] ·
No conflicts 3

2
[10] 3

2
[26] 1 [25]

We answer this question negatively, by showing that (in contrast to bin pack-
ing) there is no APTAS for BPC even on seemingly easy graph classes, such as
bipartite and split graphs. We complement this result with improved approxima-
tion guarantees for BPC on several prominent graph classes. For BPC on bipar-
tite graphs, we obtain an asymptotic 1.391-approximation. We further derive
improved bounds of 2.445 for perfect graphs,

(
1 + 2

e

)
for split graphs, and 5

3 for

2 We give a detailed description of Algorithm FFD in [6].



Approximating Bin Packing with Conflict Graphs 263

bipartite graphs.3 Finally, we obtain a tight 3
2 -asymptotic lower bound and an

absolute 3
2 -upper bound for graphs that are the complements of cluster graphs

(we call these graphs below complete multi-partite).
Table 1 summarizes the known results for BPC on various classes of graphs.

New bounds given in this paper are shown in boldface. Entries that are marked
with · follow by inference, either by using containment of graph classes (trees
are partial k-trees), or since the hardness of BPC on all considered graph classes
follows from the hardness of classic BP. Empty entries for lower bounds follow
from tight upper bounds.

1.1 Related Work

The BPC problem was introduced by Jansen and Öhring [17]. They presented
a general algorithm that initially finds a coloring of the conflict graph, and
then packs each color class separately using the First-Fit Decreasing algorithm.
This approach yields a 2.7-approximation for BPC on perfect graph. The paper
[17] includes also a 2.5-approximation for subclasses of perfect graphs on which
the corresponding precoloring extension problem can be solved in polynomial
time (e.g., interval and chordal graphs). The authors present also a (2 + ε)-
approximation algorithm for BPC on cographs and partial k-trees.

Epstein and Levin [8] present better algorithms for BPC on perfect graphs
(2.5-approximation), graphs on which the precoloring extension problem can
be solved in polynomial time (73 -approximation), and bipartite graphs (74 -
approximation). Their techniques include matching between large items and a
sophisticated use of new item weights. Recently, Huang et al. [15] provided fresh
insights to previous algorithms, leading to 5

3 -approximation for BPC on bipartite
graphs and a 2-approximation on split graphs.

Jansen [16] presented an AFPTAS for BPC on d-inductive conflict graphs,
where d ≥ 1 is some constant. This graph family includes trees, grid graphs, pla-
nar graphs, and graphs with constant treewidth. For a survey of exact algorithms
for BPC see, e.g., [15].

1.2 Techniques

There are several known approaches for tackling BPC instances. One celebrated
technique introduced by Jansen and Öhring [17] relies on finding initially a mini-
mum coloring of the given conflict graph, and then packing each color class using
a bin packing heuristic, such as First-Fit Decreasing. A notable generalization
of this approach is the sophisticated integration of precoloring extension [8,17],
which completes an initial partial coloring of the conflict graph, with no increase
to the number of color classes. Another elegant technique is a matching-based
algorithm, applied by Epstein and Levin [8] and by Huang et al. [15].

3 Recently, Huang et al. [15] obtained a 5
3
-approximation for bipartite graphs, simul-

taneously and independently of our work. We note that the techniques of [15] are
different than ours, and their algorithm is more efficient in terms of running time.
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The best known algorithms (prior to this work), e.g., for perfect graphs [8]
and split graphs [15] are based on the above techniques. While the analyses
of these algorithms are tight, the approximation guarantees do not match the
existing lower bounds for BPC on these graph classes; thus, obtaining improved
approximations requires new techniques.

In this paper we present a novel point of view of BPC involving the solution
of a maximization problem as a subroutine. We first find an initial packing of
a subset S ⊆ I of items, which serves as a baseline packing with high potential
for adding items (from I \ S) without increasing the number of bins used. The
remaining items are then assigned to extra bins using a simple heuristic. Thus,
given a BPC instance, our framework consists of the following main steps.

1. Find an initial packing A = (A1, . . . , Am) of high potential for S ⊆ I.
2. Maximize the total size of items in A by adding items in I \ S.
3. Assign the remaining (unpacked) items to extra bins using a greedy approach

respecting the conflict graph constraints.

The above generic framework reduces BPC to cleverly finding an initial pack-
ing of high potential, and then efficiently approximating the corresponding max-
imization problem, while exploiting structural properties of the given conflict
graph. One may view classic approaches for solving BP (e.g., [20]), as an appli-
cation of this technique: find an initial packing of high potential containing the
large items; then add the small items using First-Fit. In this setting, the tricky
part is to find an initial high potential packing, while adding the small items is
trivial. However, in the presence of a conflict graph, solving the induced maxi-
mization problem is much more challenging.

Interestingly, we are able to obtain initial packings of high potential for BPC
on several conflict graph classes. To solve the maximization problem, we first
derive efficient approximation for maximizing the total size of items within a
single bin. Our algorithm is based on finding a maximum weight independent set
of bounded total size in the graph, combined with enumeration over items of large
sizes. Using the single bin algorithm, the maximization problem is solved via
application of the separable assignment problem (SAP) [9] framework, adapted
to our setting. Combined with a hybrid of several techniques (to efficiently handle
different types of instances) this leads to improved bounds for BPC on perfect,
split, and bipartite graphs (see Sects. 3, 4, and the full version of the paper [6]).
Our framework may find use in tackling BPC on other graph classes arising in
applications.

1.3 Organization

In Sect. 2 we give some definitions and preliminary results. Section 3 presents an
approximation algorithm for BPC on perfect graphs and an asymptotic approx-
imation on bipartite graphs. In Sect. 4 we give an algorithm for split graphs.
We present our hardness results in Sect. 5 and conclude in Sect. 6. Due to space
constraints, some of our results and proofs are given in the full version of the
paper [6].
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2 Preliminaries

For any k ∈ R, let [k] = {1, 2, . . . , 	k
}. Also, for a function f : A → R≥0 and a
subset of elements C ⊆ A, we define f(C) =

∑
e∈C f(e).

2.1 Coloring and Independent Sets

Given a graph G = (V,E), an independent set in G is a subset of vertices
S ⊆ V such that for all u, v ∈ S it holds that (u, v) /∈ E. Let IS(G) be the
collection of all independent sets in G. Given weight function w : V → R≥0, a
maximum independent set w.r.t. w is an independent set S ∈ IS(G) such that
w(S) is maximized. A coloring of G is a partition (V1, . . . , Vt) of V such that
∀i ∈ [t] : Vi ∈ IS(G); we call each subset of vertices Vi color class i. Let χ(G) be
the minimum number of colors required for a coloring of G. A graph G is perfect
if for every induced subgraph G′ of G the cardinality of the maximum clique
of G′ is equal to χ(G′); note that G′ is also a perfect graph. The following well
known result is due to [12].

Lemma 2.1. Given a perfect graph G = (V,E), a minimum coloring of G and
a maximum weight independent set of G can be computed in polynomial time.

2.2 Bin Packing with Conflicts

Given a BPC instance I, let GI = (I, E) denote the conflict graph of I. A
packing of a subset of items S ⊆ I is a partition B = (B1, . . . , Bt) of S such that,
for all i ∈ [t], Bi is an independent set in GI , and s(Bi) ≤ 1. Let #B be the
number of bins (i.e., entries) in B.

In this paper we consider BPC on several well studied classes of perfect
graphs and the acronym BPC refers from now on to perfect conflict graphs. For
bin packing with bipartite conflicts (BPB), where the conflict graph is bipartite,
we assume a bipartition of V is known and given by XV and YV . Recall that
G = (V,E) is a split graph if there is a partition K,S of V into a clique and an
independent set, respectively. We call this variant of BPC bin packing with split
graph conflicts (BPS).

The following notation will be useful while enhancing a partial packing by
new items. For two packings B = (B1, . . . , Bt) and C = (C1, . . . , Cr), let B ⊕C =
(B1, . . . , Bt, C1, . . . , Cr) be the concatenation of B and C; also, for t = r let
B + C = (B1 ∪ C1, . . . , Bt ∪ Ct) be the union of the two packings; note that
the latter is not necessarily a packing. We denote by items(B) =

⋃
i∈[t] Bi the

set of items in the packing B. Finally, let I = (I, s, E) be a BPC instance
and T ⊆ I a subset of items. Define the BPC instances I ∩ T = (T, s, ET ) and
I \T = (I \T, s, EI\T ) where for all X ∈ {T, I \T} EX = {(u, v) ∈ E | u, v ∈ X}.

2.3 Bin Packing Algorithms

We use I = (I, s) to denote a BP instance, where I is a set of n items for some
n ≥ 1, and s : I → [0, 1] is the size function. Let LI = {� ∈ I | s(�) > 1

2} be the
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set of large items, MI = {� ∈ I | 1
3 < s(�) ≤ 1

2} the set of medium items, and
SI = {� ∈ I | s(�) ≤ 1

3} the set of small items. Our algorithms use as building
blocks also algorithms for BP. The results in the next two lemmas are tailored
for our purposes. We give the detailed proofs in [6].4

Lemma 2.2. Given a BP instance I = (I, s), there is a polynomial-time algo-
rithm First-Fit Decreasing (FFD) which returns a packing B = (B1, . . . , Bt) of
I where #B ≤ (1 + 2 · max�∈I s(�)) · s(I) + 1. Moreover, it also holds that
#B ≤ |LI | + 3

2 · s(MI) + 4
3 · s(SI) + 1.

Lemma 2.3. Given a BP instance I = (I, s), there is a polynomial-time algo-
rithm AsymptoticBP which returns a packing B = (B1, . . . , Bt) of I such that
t = OPT(I) + o(OPT(I)). Moreover, if OPT(I) ≥ 100 then t ≤ 1.02 · OPT(I).

3 Approximations for Perfect and Bipartite Graphs

In this section we consider the bin packing problem with a perfect or bipartite
conflict graph. Previous works (e.g., [8,17]) showed the usefulness of the approach
based on finding first a minimum coloring of the given conflict graph, and then
packing each color class as a separate bin packing instance (using, e.g., algorithm
FFD). Indeed, this approach yields efficient approximations for BPC; however,
it does reach a certain limit. To enhance the performance of this coloring based
approach, we design several subroutines. Combined, they cover the problematic
cases and lead to improved approximation guarantees (see Table 1).

Our first subroutine is the coloring based approach, with a simple modifica-
tion to improve the asymptotic performance. For each color class Ci, i = 1, . . . , k
in a minimum coloring of the given conflict graph, we find a packing of Ci using
FFD, and another packing using AsymptoticBP (see Lemma 2.3). We choose the
packing which has smaller number of bins. Finally, the returned packing is the
concatenation of the packings of all color classes. The pseudocode of Algorithm
Color Sets is given in Algorithm 1.

Algorithm 1. Color Sets(I = (I, s, E))
1: Compute a minimum coloring C = (C1, . . . , Ck) of GI .
2: Initialize an empty packing B ← ().
3: for i ∈ [k] do
4: Compute A1 ← FFD((Ci, s)) and A2 ← AsymptoticBP((Ci, s)).
5: B ← B ⊕ arg minA∈{A1,A2} #A.
6: end for
7: Return B.

For the remainder of this section, fix a BPC instance I = (I, s, E). The
performance guarantees of Algorithm Color Sets are stated in the next lemma.
4 For more details on algorithms FFD and AsymptoticBP see, e.g., [27].



Approximating Bin Packing with Conflict Graphs 267

Lemma 3.1. Given a BPC instance I = (I, s, E), Algorithm Color Sets returns
in polynomial time in |I| a packing B of I such that #B ≤ χ(GI) + |LI | + 3

2 ·
s(MI) + 4

3 · s(SI). Moreover, if I is a BPB instance then #B ≤ 3
2 · |LI | + 4

3 ·
(OPT(I) − |LI |) + o(OPT(I)).

Note that the bounds may not be tight for instances with many large items.
Specifically, if |LI | ≈ OPT(I) then a variant of Algorithm Color Sets was shown
to yield a packing of at least 2.5 · OPT(I) bins [8]. To overcome this, we use an
approach based on the simple yet crucial observation that there can be at most
one large item in a bin. Therefore, we view the large items as bins and assign
items to these bins to maximize the total size packed in bins including large
items. We formalize the problem initially on a single bin.

Definition 3.2. In the bounded independent set problem (BIS) we are given a
graph G = (V,E), a weight function w : V → R≥0, and a budget β ∈ R≥0. The
goal is to find an independent set S ⊆ V in G such that w(S) is maximized and
w(S) ≤ β. Let I = (V,E,w, β) be a BIS instance.

Towards solving BIS, we need the following definitions. For α ∈ (0, 1], A is
an α-approximation algorithm for a maximization problem P if, for any instance
I of P, A outputs a solution of value at least α · OPT (I). A polynomial-time
approximation scheme (PTAS) for P is a family of algorithms {Aε} such that,
for any ε > 0, Aε is a polynomial-time (1 − ε)-approximation algorithm for P.
A fully PTAS (FPTAS) is a PTAS {Aε} where, for all ε > 0, Aε is polynomial
also in 1

ε . We now describe a PTAS for BIS. Fix a BIS instance I = (V,E,w, β)
and ε > 0. As there can be at most ε−1 items with weight at least ε · β in some
optimal solution OPT for I, we can guess this set F of items via enumeration.
Then, to add smaller items to F , we define a residual graph GF of items with
weights at most ε · β which are not adjacent to any item in F . Formally, define
GF = (VF , EF ), where

VF = {v ∈ V \F | w(v) ≤ ε·β,∀u ∈ F : (v, u) /∈ E}, EF = {(u, v) ∈ E | u, v ∈ VF }

Now, we find a maximum weight independent set S in GF . Note that this can
be done in polynomial time for perfect and bipartite graphs. If w(F ∪S) ≤ β then
we have an optimal solution; otherwise, we discard iteratively items from S until
the remaining items form a feasible solution for I. Since we discard only items
with relatively small weights, we lose only an ε-fraction of the weight relative to
the optimum. The pseudocode for the scheme is given in Algorithm 2.

Lemma 3.3. Algorithm 2 is a PTAS for BIS.

We note that by a result of [7], unless P=NP, BIS does not admit an efficient
PTAS, even on bipartite graphs.5 Thus, our PTAS for this problem is of an
independent interest.

5 An efficient PTAS is a PTAS {Aε} where, for all ε > 0, the running time of Aε is
given by f(1/ε) times a polynomial of the input size.
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Algorithm 2. PTAS((V,E,w, β), ε)
1: Initialize A ← ∅.
2: for all independent sets F ⊆ V in (V, E) s.t. |F | ≤ ε−1, w(F ) ≤ β do
3: Define the residual graph GF = (VF , EF ).
4: Find a maximum independent set S of GF w.r.t. w.
5: while w(F ∪ S) > β do
6: Choose arbitrary z ∈ S.
7: Update S ← S \ {z}.
8: end while
9: if w(A) < w(F ∪ S) then

10: Update A ← F ∪ S.
11: end if
12: end for
13: Return A.

We now define our maximization problem for multiple bins. We solve a
slightly generalized problem in which we have an initial partial packing in t
bins. Our goal is to add to these bins (from unpacked items) a subset of items
of maximum total size. Formally,

Definition 3.4. Given a BPC instance I = (I, s, E), S ⊆ I, and a packing
B = (B1, . . . , Bt) of S, define the maximization problem of I and B as the
problem of finding a packing B+C of S∪T , where T ⊆ I \S and C = (C1, . . . , Ct)
is a packing of T , such that s(T ) is maximized.

Our solution for BIS is used to obtain a (1− 1
e −ε)-approximation for the max-

imization problem described in Definition 3.4. This is done using the approach
of [9] for the more general separable assignment problem (SAP).

Lemma 3.5. Given a BPC instance I = (I, s, E), S ⊆ I, a packing B =
(B1, . . . , Bt) of S, and a constant ε > 0, there is an algorithm MaxSize which
returns in time polynomial in |I| a (1− 1

e −ε)-approximation for the maximization
problem of I and B. Moreover, given an FPTAS for BIS on the graph (I, E),
the weight function s, and the budget β = 1, MaxSize is a (1− 1

e )-approximation
algorithm for the maximization problem of I and B.

We use the above to obtain a feasible solution for the instance. This is done
via a reduction to the maximization problem of the instance with a singleton
packing of the large items and packing the remaining items in extra bins. Specif-
ically, in the subroutine MaxSolve, we initially put each item in LI in a separate
bin. Then, additional items from SI and MI are added to the bins using Algo-
rithm MaxSize (defined in Lemma 3.5). The remaining items are packed using
Algorithm Color Sets. The pseudocode of the subroutine MaxSolve is given in
Algorithm 3.

The proof of Lemma 3.6 uses Lemmas 3.1, 3.3, and 3.5.

Lemma 3.6. Given a BPC instance I = (I, s, E) and an ε > 0, Algorithm
MaxSolve returns in polynomial time in |I| a packing C of I such that there are
0 ≤ x ≤ s(MI) and 0 ≤ y ≤ s(SI) such that the following holds.
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Algorithm 3. MaxSolve(I = (I, s, E), ε)
1: Define T ← ({�} | � ∈ LI).
2: A ← MaxSize(I, LI , T, ε).
3: B ← Color Sets(I \ items(A)).
4: Return A ⊕ B.

1. x + y ≤ OPT(I) − |LI | +
(
1
e + ε

) · |LI |
2 .

2. #C ≤ χ(GI) + |LI | + 3
2 · x + 4

3 · y.

Lemma 3.6 improves significantly the performance of Algorithm Color Sets for
instances with many large items. However, Algorithm MaxSize may prefer small
over medium items; the latter items will be packed by Algorithm Color Sets (see
Algorithm 3). The packing of these medium items may harm the approximation
guarantee. Thus, to tackle instances with many medium items, we use a reduction
to a maximum matching problem for packing the large and medium items in at
most OPT(I) bins.6 Then, the remaining items can be packed using Algorithm
Color Sets. The graph used for the following subroutine Matching contains all
large and medium items; there is an edge between any two items which can be
assigned to the same bin in a packing of the instance I. Formally,

Definition 3.7. Given a BPC instance I = (I, s, E), the auxiliary graph of
I is HI = (LI ∪ MI , EH), where EH = {(u, v) | u, v ∈ LI ∪ MI , s({u, v}) ≤
1, (u, v) /∈ E}.
Algorithm Matching finds a maximum matching in HI and outputs a packing
of the large and medium items where pairs of items taken to the matching
are packed together, and the remaining items are packed in extra bins using
Algorithm Color Sets. The pseudocode of the subroutine Matching is given in
Algorithm 4.

Algorithm 4. Matching(I = (I, s, E))
1: Find a maximum matching M in HI .
2: B ← ({u, v} | (u, v) ∈ M) ⊕ ({v} | v ∈ MI ∪ LI , ∀u ∈ MI ∪ LI : (u, v) /∈ M).
3: Return B ⊕ Color Sets(I \ (MI ∪ LI)).

The proof of Lemma 3.8 follows by noting that the cardinality of a maximum
matching in HI in addition to the number of unmatched vertices in LI ∪ MI is
at most OPT(I).

Lemma 3.8. Given a BPC instance I = (I, s, E), Algorithm Matching returns
in polynomial time in |I| a packing A of I such that #A ≤ OPT(I) + χ(GI) +
4
3 · s(SI).

6 We note that a maximum matching based technique for BPC is used also in [8,15].
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We now have the required components for the approximation algorithm for
BPC and the asymptotic approximation for BPB. Our algorithm, ApproxBPC,
applies all of the above subroutines and returns the packing which uses the
smallest number of bins. We use ε = 0.0001 for the error parameter in MaxSolve.
The pseudocode of ApproxBPC is given in Algorithm 5.

Algorithm 5. ApproxBPC(I)
1: Let ε = 0.0001.
2: Compute A1 ← Color Sets(I), A2 ← MaxSolve(I, ε), A3 ← Matching(I).
3: Return arg minA∈{A1,A2,A3} #A.

We give below the main result of this section. The proof follows by the argu-
ment that the subroutines Color Sets, MaxSolve, and Matching handle together
most of the difficult cases. Specifically, if the instance contains many large items,
then MaxSolve produces the best approximation. If there are many large and
medium items, then Matching improves the approximation guarantee. Finally,
for any other case, our analysis of the Color Sets algorithm gives us the desired
ratio. We summarize with the next result.

Theorem 3.9. Algorithm 5 is a 2.445-approximation for BPC and an asymp-
totic 1.391-approximation for BPB.

4 Split Graphs

In this section we enhance the use of maximization techniques for BPC to obtain
an absolute approximation algorithm for BPS. In particular, we improve upon
the recent result of Huang et al. [15]. We use as a subroutine the maximization
technique as outlined in Lemma 3.5. Specifically, we start by obtaining an FPTAS
for the BIS problem on split graphs. For the following, fix a BPS instance I =
(I, s, E). It is well known (see, e.g., [11]) that a partition of the vertices of a
split graph into a clique and an independent set can be found in polynomial
time. Thus, for simplicity we assume that such a partition of the split graph G
is known and given by KG, SG. We note that an FPTAS for the BIS problem on
split graphs follows from a result of Pferschy and Schauer [24] for knapsack with
conflicts, since split graphs are a subclass of chordal graphs. We give a simpler
FPTAS for our problem in [6].

Lemma 4.1. There is an algorithm FPTAS-BIS that is an FPTAS for the BIS
problem on split graphs.

Our next goal is to find a suitable initial packing B to which we apply MaxSize.
Clearly, the vertices KGI must be assigned to different bins. Therefore, our initial
packing contains the vertices of KGI distributed to |KGI | bins as {{v} | v ∈
KGI }. In addition, let α ∈ {0, 1, . . . , �2 · s(I)� + 1} be a guess of OPT(I)−|KGI |;
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then, (∅)i∈[α] is a packing of α bins that do not contain items. Together, the
two above packings form the initial packing Bα. Our algorithm uses MaxSize
to add items to the existing bins of Bα and packs the remaining items using
FFD. Note that we do not need an error parameter ε, since we use MaxSize
with an FPTAS (see Lemma 3.5). For simplicity, we assume that OPT(I) ≥ 2
(else we can trivially pack the instance in a single bin) and omit the case where
OPT(I) = 1 from the pseudocode. We give the pseudocode of our algorithm for
BPS in Algorithm 6.

Algorithm 6. Split-Approx(I = (I, s, E))
1: for α ∈ {0, 1, . . . , �2 · s(I)� + 1} do
2: Define Bα = {{v} | v ∈ KGI } ⊕ (∅)i∈[α]

3: Aα ← MaxSize(I, KGI , Bα).
4: A∗

α ← Aα ⊕ FFD(I \ items(Aα)).
5: end for
6: Return arg minα∈{0,1,...,�2·s(I)�+1} #A∗

α.

By Lemmas 4.1 and 3.5 we have a
(
1 − 1

e

)
-approximation for the maximiza-

tion problem of the BPS instance I and an initial partial packing B. Hence, for
a correct guess α = OPT(I) − |KGI |, the remaining items to be packed by FFD

are of total size at most s(I)
e and can be packed in 2·OPT(I)

e bins. Thus, we have

Theorem 4.2. Algorithm 6 is a
(
1 + 2

e

)
-approximation for BPS.

5 Asymptotic Hardness for Bipartite and Split Graphs

In this section we show that there is no APTAS for BPB and BPS, unless
P = NP . We use a reduction from the Bounded 3-dimensional matching (B3DM)
problem, that is known to be MAX SNP-complete [18].

For the remainder of this section, let c > 2 be some constant. A B3DM
instance is a four-tuple J = (X,Y,Z, T ), where X,Y,Z are three disjoint finite
sets and T ⊆ X × Y × Z; also, for each u ∈ X ∪ Y ∪ Z there are at most c
triples in T to which u belongs. A solution for J is M ⊆ T such that for all
u ∈ X ∪Y ∪Z it holds that u appears in at most one triple of M . The objective
is to find a solution M of maximum cardinality. Let OPT(J ) be the value of an
optimal solution for J . We use in our reduction a restricted instance of B3DM
defined as follows.

Definition 5.1. For k ∈ N, a B3DM instance J is k-restricted if OPT(J ) ≥ k.

In the next lemma we show the hardness of k-restricted B3DM. Intuitively,
since B3DM instances J with OPT(J ) ≤ k are polynomially solvable for a fixed
k (e.g., by exhaustive enumeration), it follows that restricted-B3DM must be
hard to approximate, by the hardness result of Kann [18].
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Lemma 5.2. There is a constant α < 1 such that for any k ∈ N there is no
α-approximation for the k-restricted B3DM problem unless P=NP.

We give below the main idea of our reduction, showing the asymptotic hard-
ness of BPB and BPS. A more formal description and the proof of Lemma 5.2
are given in [6]. For a sufficiently large n ∈ N, let J = (X,Y,Z, T ) be an
n-restricted instance of B3DM, and let the components of J , together with
appropriate indexing, be U = X ∪ Y ∪ Z and T , where

X = {x1, . . . , xx̃}, Y = {y1, . . . , yỹ}, Z = {z1, . . . , zz̃}, T = {t1, . . . , tt̃}.

We outline our reduction for BPB and later show how it can be modified
to yield the hardness result for BPS. Given an n-restricted B3DM instance, we
construct a sequence of BPB instances. Each BPB instance contains an item for
each element u ∈ U , and an item for each triple t ∈ T . There is an edge (u, t) if
u ∈ U and t ∈ T , and u does not appear in t, i.e., we forbid packing an element
u in the same bin with a triple not containing u, for any u ∈ U . Since we do not
know the exact value of OPT(J ), we define a family of instances with different
number of filler items; these items are packed in the optimum of our constructed
BPB instance together with elements not taken to the solution for J .

Specifically, for a guess i ∈ {n, n + 1, . . . , |T |} of OPT(J ), we define a BPB
instance Ii = (Ii, s, E). The set of items in Ii is Ii = U ∪ Pi ∪ T ∪ Qi, where
Pi, Qi are a set of t̃ − i (filler) items and a set of x̃ + ỹ + z̃ − 3 · i (filler) items,
respectively, such that Pi ∩U = ∅ and Qi ∩U = ∅. The bipartite (conflict) graph
of Ii is Gi = (Ii, E), where E = EX ∪ EY ∪ EZ is defined as follows.

EX = {(x, t) | x ∈ X, t = (x′, y, z) ∈ T, x �= x′}
EY = {(y, t) | y ∈ Y, t = (x, y′, z) ∈ T, y �= y′}
EZ = {(z, t) | z ∈ Z, t = (x, y, z′) ∈ T, z �= z′}

Finally, define the sizes of items in Ii to be

∀u ∈ U, p ∈ Pi, q ∈ Qi, t ∈ T : s(u) = 0.15, s(p) = 0.45, s(q) = 0.85, s(t) = 0.55.

By the above, the only way to pack three items from x, y, z ∈ U with a triple
t ∈ T is if (x, y, z) = t; also, s ({x, y, z, t}) = 1. For an illustration of the reduction
see Fig. 1.

Given a packing (A1, . . . , Aq) for the BPB instance Ii, we consider all useful
bins Ab in the packing, i.e., Ab = {x, y, z, t}, where x ∈ X, y ∈ Y, z ∈ Z and
t = (x, y, z). The triple t from bin Ab is taken to our solution for the original
n-restricted B3DM instance J . Note that taking all triples as described above
forms a feasible solution for J , since each element is packed only once. Thus, our
goal becomes to find a packing for the reduced BPB instance with a maximum
number of useful bins. Indeed, since s(Ab) = 1 for any useful bin Ab, finding
a packing with many useful bins coincides with an efficient approximation for
BPB.

For the optimal guess i∗ = OPT(J ), it is not hard to see that the optimum for
the BPB instance Ii∗ satisfies s(Ii∗) = OPT(Ii∗); that is, all bins in the optimum
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Fig. 1. An illustration of the BPB instance Ii = (Ii, s, E), where i = OPT(J ) = 2. The
optimal solution for Ii contains the bins {x1, y1, z1, (x1, y1, z1)}, {x2, y2, z2, (x2, y2, z2)},
and {p, (x1, y2, z1)}; this corresponds to an optimal solution (x1, y1, z1), (x2, y2, z2) for
the original B3DM instance. Note that in this example Qi = ∅.

are fully packed. For a sufficiently large n, and assuming there is an APTAS for
BPB, we can find a packing of Ii∗ with a large number of bins that are fully
packed. A majority of these bins are useful, giving an efficient approximation for
the original B3DM instance. A similar reduction to BPS is obtained by adding
to the bipartite conflict graph of the BPB instance an edge between any pair
of vertices in T ; thus, we have a split conflict graph. We summarize the above
discussion in the next result (the proof is given in [6]).

Theorem 5.3. There is no APTAS for BPB and BPS, unless P=NP.

6 Discussion

In this work we presented the first theoretical evidence that BPC on polynomially
colorable graphs is harder than classic bin packing, even in the special cases of
bipartite and split graphs. Furthermore, we introduced a new generic framework
for tackling BPC instances, based on a reduction to a maximization problem.
Using this framework, we improve the state-of-the-art approximations for BPC
on several well studied graph classes.

We note that better bounds for the maximization problems solved within our
framework will imply improved approximation guarantees for BPC on perfect,
bipartite, and split graphs. It would be interesting to apply our techniques to
improve the known results for other graph classes, such as chordal graphs or
partial k-trees.
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Abstract. We extend known results on chordal graphs and distance-
hereditary graphs to much larger graph classes by using only a common
metric property of these graphs. Specifically, a graph is called αi-metric
(i ∈ N ) if it satisfies the following αi-metric property for every ver-
tices u, w, v and x: if a shortest path between u and w and a short-
est path between x and v share a terminal edge vw, then d(u, x) ≥
d(u, v) + d(v, x) − i. Roughly, gluing together any two shortest paths
along a common terminal edge may not necessarily result in a shortest
path but yields a “near-shortest” path with defect at most i. It is known
that α0-metric graphs are exactly ptolemaic graphs, and that chordal
graphs and distance-hereditary graphs are αi-metric for i = 1 and i = 2,
respectively. We show that an additive O(i)-approximation of the radius,
of the diameter, and in fact of all vertex eccentricities of an αi-metric
graph can be computed in total linear time. Our strongest results are
obtained for α1-metric graphs, for which we prove that a central vertex
can be computed in subquadratic time, and even better in linear time
for so-called (α1, Δ)-metric graphs (a superclass of chordal graphs and of
plane triangulations with inner vertices of degree at least 7). The latter
answers a question raised in (Dragan, IPL, 2020). Our algorithms follow
from new results on centers and metric intervals of αi-metric graphs. In
particular, we prove that the diameter of the center is at most 3i + 2
(at most 3, if i = 1). The latter partly answers a question raised in
(Yushmanov & Chepoi, Mathematical Problems in Cybernetics, 1991).

Keywords: metric graph classes · chordal graphs · αi-metric ·
radius · diameter · vertex eccentricity · eccentricity approximating
trees · approximation algorithms

1 Introduction

Euclidean spaces have the following nice property: if the geodesic between u
and w contains v, and the geodesic between v and x contains w, then their
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union must be the geodesic between u and x. In 1991, Chepoi and Yushmanov
introduced αi-metric properties (i ∈ N ), as a way to quantify by how much a
graph is close to satisfy this above requirement [39] (see also [10,11] for earlier
use of α1-metric property). All graphs G = (V,E) occurring in this paper are
connected, finite, unweighted, undirected, loopless and without multiple edges.
The length of a path between two vertices u and v is the number of edges in
the path. The distance dG(u, v) is the length of a shortest path connecting u
and v in G. The interval IG(u, v) between u and v consists of all vertices on
shortest (u, v)-paths, that is, it consists of all vertices (metrically) between u
and v: IG(u, v) = {x ∈ V : dG(u, x) + dG(x, v) = dG(u, v)}. Let also Io

G(u, v) =
IG(u, v) \ {u, v}. If no confusion arises, we will omit subindex G.

αi-metric property: if v ∈ I(u,w) and w ∈ I(v, x) are adjacent, then
d(u, x) ≥ d(u, v) + d(v, x) − i = d(u, v) + 1 + d(w, x) − i.

Roughly, gluing together any two shortest paths along a common terminal edge
may not necessarily result in a shortest path (unlike in the Euclidean space)
but yields a “near-shortest” path with defect at most i. A graph is called αi-
metric if it satisfies the αi-metric property. αi-Metric graphs were investigated
in [10,11,39]. In particular, it is known that α0-metric graphs are exactly the
distance-hereditary chordal graphs, also known as ptolemaic graphs [32]. Fur-
thermore, α1-metric graphs contain all chordal graphs [10] and all plane trian-
gulations with inner vertices of degree at least 7 [25]. α2-Metric graphs con-
tain all distance-hereditary graphs [39] and, even more strongly, all HHD-free
graphs [13]. Evidently, every graph is an αi-metric graph for some i. Chepoi
and Yushmanov in [39] also provided a characterization of all α1-metric graphs:
They are exactly the graphs where all disks are convex and the graph W++

6

from Fig. 1 is forbidden as an isometric subgraph (see [39] or Theorem 5). This
nice characterization was heavily used in [3] in order to characterize δ-hyperbolic
graphs with δ ≤ 1/2.

Let the eccentricity of a vertex v in G be defined as eG(v) = maxu∈V dG(u, v).
The diameter and the radius of a graph are defined as diam(G) = maxu∈V eG(u)
and rad(G) = minu∈V eG(u), respectively. Let the center of a graph G be defined
as C(G) = {u ∈ V : eG(u) = rad(G)}. Each vertex from C(G) is called a central
vertex. In this paper, we investigate the radius, diameter, and all eccentricities
computation problems in αi-metric graphs. Understanding the eccentricity func-
tion of a graph and being able to efficiently compute or estimate the diameter,
the radius, and all vertex eccentricities is of great importance. For example, in the
analysis of complex networks, the eccentricity of a vertex is used to measure its
importance: the eccentricity centrality index of v [33] is defined as 1

e(v) . Further-
more, the problem of finding a central vertex is one of the most famous facility
location problems. In [39], the following nice relation between the diameter and
the radius of an αi-metric graph G was established: diam(G) ≥ 2rad(G)− i− 1.
Recall that for every graph G, diam(G) ≤ 2rad(G) holds. Authors of [39] also
raised a question1 whether the diameter of the center of an αi-metric graph can
1 It is conjectured in [39] that diam(C(G)) ≤ i + 2 for every αi-metric graph G.
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be bounded by a linear function of i. It is known that the diameters of the centers
of chordal graphs or of distance-hereditary graphs are at most 3 [11,39].

Related Work. There is a naive algorithm which runs a BFS from each vertex
in order to compute all eccentricities. It has running time O(nm) on an n-vertex
m-edge graph. Interestingly, this is conditionally optimal for general graphs as
well as for some restricted families of graphs [1,5,15,36] since, under plausible
complexity assumptions, neither the diameter nor the radius can be computed
in truly subquadratic time (i.e., in O(namb) time, for some positive a, b such
that a+ b < 2). In a quest to break this quadratic barrier, there has been a long
line of work presenting more efficient algorithms for computing the diameter
and/or the radius, or even better all eccentricities, on some special graph classes.
For example, linear-time algorithms are known for computing all eccentricities
of interval graphs [26,34]. Extensions of these results to several superclasses of
interval graphs are also known [6,7,16,17,21,28–31]. Chordal graphs are another
well-known generalization of interval graphs, for which the diameter can unlikely
be computed in subquadratic time [5]. For all that, there is an elegant linear-
time algorithm for computing the radius and a central vertex of a chordal graph
[12]. Until this work there has been little insight about how to extend this nice
result to larger graph classes (a notable exception being the work in [13]). This
intriguing question is partly addressed in our paper.

Since the existence of subquadratic time algorithm for exact diameter or
radius computation is unlikely, even for simple families of graphs, a large vol-
ume of work was also devoted to approximation algorithms [1,2,9,36,38].
Authors of [9] additionally address a more challenging question of obtaining
an additive c-approximation for the diameter, i.e., an estimate D such that
diam(G) − c ≤ D ≤ diam(G). A simple Õ(mn1−ε) time algorithm achieves
an additive nε-approximation and, for any ε > 0, getting an additive nε-
approximation algorithm for the diameter running in O(n2−ε′

) time for any
ε′ > 2ε would falsify the Strong Exponential Time Hypothesis (SETH). How-
ever, much better additive approximations can be achieved for graphs with
bounded (metric) parameters. For example, a vertex furthest from an arbitrary
vertex has eccentricity at least diam(G) − 2 for chordal graphs [12] and at least
diam(G)−�k/2� for k-chordal graphs [8]. Later, those results were generalized to
all δ-hyperbolic graphs [14,15,23,24]. In [20], we also introduce a natural gener-
alization of αi-metric and hyperbolic graphs, which we call a (λ, μ)-bow metric:
namely, if two shortest paths P (u,w) and P (v, x) share a common shortest sub-
path P (v, w) of length more than λ (that is, they overlap by more than λ),
then the distance between u and x is at least d(u, v) + d(v, w) + d(w, x) − μ.
δ-Hyperbolic graphs are (δ, 2δ)-bow metric and αi-metric graphs are (0, i)-bow
metric. (α1,Δ)-Metric graphs form an important subclass of α1-metric graphs
and contain all chordal graphs and all plane triangulations with inner vertices of
degree at least 7. In [25], it was shown that every (α1,Δ)-metric graph admits
an eccentricity 2-approximating spanning tree, i.e., a spanning tree T such that
eT (v)−eG(v) ≤ 2 for every vertex v. Finding similar results for general α1-metric
graphs was left as an open problem in [25].
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Our Contribution. We prove several new results on intervals, eccentricity and
centers in αi-metric graphs, and their algorithmic applications, thus answering
open questions in the literature [18,25,39]. To list our contributions, we need to
introduce on our way some additional notations and terminology.

Section 2 is devoted to general αi-metric graphs (i ≥ 0). The set Sk(u, v) =
{x ∈ I(u, v) : d(u, x) = k} is called a slice of the interval I(u, v) where 0 ≤ k ≤
d(u, v). An interval I(u, v) is said to be λ-thin if d(x, y) ≤ λ for all x, y ∈ Sk(u, v),
0 < k < d(u, v). The smallest integer λ for which all intervals of G are λ-thin is
called the interval thinness of G. The disk of radius r and center v is defined
as {u ∈ V : d(u, v) ≤ r}, and denoted by D(v, r). In particular, N [v] = D(v, 1)
and N(v) = N [v] \ {v} denote the closed and open neighbourhoods of a vertex
v, respectively. More generally, for any vertex-subset S and a vertex u, we define
d(u, S) = minv∈S d(u, v), D(S, r) =

⋃
v∈S D(v, r), N [S] = D(S, 1) and N(S) =

N [S]\S. We say that a set of vertices S ⊆ V of a graph G = (V,E) is dk-convex
if for every two vertices x, y ∈ S with d(x, y) ≥ k ≥ 0, the entire interval I(x, y)
is in S. For k ≤ 2, this definition coincides with the usual definition of convex
sets in graphs [4,10,37]. We show first that, in αi-metric graphs G, the intervals
are (i + 1)-thin, and the disks (and, hence, the centers C(G)) are d2i−1-convex.
The main result of Sect. 2.1 states that the diameter of the center C(G) of G is
at most 3i + 2, thus answering a question raised in [39].

Let FG(v) be the set of all vertices of G that are most distant from v. A
pair x, y is called a pair of mutually distant vertices if x ∈ FG(y), y ∈ FG(x). In
Sect. 2.2, we show that an additive O(i)-approximation of the radius and of the
diameter of an αi-metric graph G with m edges can be computed in O(m) time.
For that, we carefully analyze the eccentricities of most distant vertices from an
arbitrary vertex and of mutually distant vertices. In Sect. 2.3, we present three
approximation algorithms for all eccentricities, with various trade-offs between
their running time and the quality of their approximation. Hence, an additive
O(i)-approximation of all vertex eccentricities of an αi-metric graph G with m
edges can be computed in O(m) time.

Section 3 is devoted to α1-metric graphs. The eccentricity function e(v) of
a graph G is said to be unimodal, if for every non-central vertex v of G there
is a neighbor u ∈ N(v) such that e(u) < e(v) (that is, every local minimum of
the eccentricity function is a global minimum). We show in Sect. 3.1 that the
eccentricity function on α1-metric graphs is almost unimodal and we charac-
terize non-central vertices that violate the unimodality (that is, do not have a
neighbor with smaller eccentricity). Such behavior of the eccentricity function
was observed earlier in chordal graphs [25], in distance-hereditary graphs [22]
and in all (α1,Δ)-metric graphs [25]. In Sect. 3.2, we show that the diameter
of C(G) is at most 3. This generalizes known results for chordal graphs [11]
and for (α1,Δ)-metric graphs [25]. Finally, based on these results we present in
Sect. 3.3 a local-search algorithm for finding a central vertex of an arbitrary α1-
metric graph in subquadratic time. Our algorithm even achieves linear runtime
on (α1,Δ)-metric graphs, thus answering an open question from [25].

All omitted proofs can be found in our technical report [19].
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2 General Case of αi-Metric Graphs for Arbitrary i ≥ 0

First we present two important lemmas for what follows.

Lemma 1. Let G be an αi-metric graph, and let u, v, x, y be vertices such that
x ∈ I(u, v), d(u, x) = d(u, y), and d(v, y) ≤ d(v, x)+k. Then, d(x, y) ≤ k+ i+2.

Lemma 2. If G is an αi-metric graph, then its interval thinness is at most i+1.

2.1 Centers of αi-Metric Graphs

We provide an answer to a question raised in [39] whether the diameter of the
center of an αi-metric graph can be bounded by a linear function of i. For that,
we show first that every disk must be d2i−1-convex.

Lemma 3. Every disk of an αi-metric graph G is d2i−1-convex. In particular,
the center C(G) of an αi-metric graph G is d2i−1-convex.

Next auxiliary lemma is crucial in obtaining many results of this section.

Lemma 4. Let G be an αi-metric graph. For any x, y, v ∈ V and any
integer k ∈ {0, . . . , d(x, y)}, there is a vertex c ∈ Sk(x, y) such that
d(v, c) ≤ max{d(v, x), d(v, y)} − min{d(x, c), d(y, c)} + i and d(v, c) ≤
max{d(v, x), d(v, y)} + i/2. For an arbitrary vertex z ∈ I(x, y), we have
d(z, v) ≤ max{d(x, v), d(y, v)} − min{d(x, z), d(y, z)} + 2i + 1 and d(z, v) ≤
max{d(x, v), d(y, v)} + 3i/2 + 1. Furthermore, e(z) ≤ max{e(x), e(y)} −
min{d(x, z), d(y, z)} + 2i + 1 and e(z) ≤ max{e(x), e(y)} + 3i/2 + 1 when
v ∈ F (z).

Using Lemma 4, one can easily prove that the diameter of the center C(G)
of an αi-metric graph G is at most 4i + 3. Below we improve the bound.

Theorem 1. If G is an αi-metric graph, then diam(C(G)) ≤ 3i + 2.

Proof. Let r = rad(G). Suppose by contradiction diam(C(G)) > 3i + 2. Since
C(G) is d2i−1-convex, there exist x, y ∈ C(G) such that d(x, y) = 3i + 3 and
I(x, y) ⊆ C(G). Furthermore, for every u ∈ V such that max{d(u, x), d(u, y)} <
r, I(x, y) ⊆ D(u, r−1) because the latter disk is also d2i−1-convex. Therefore, for
every z ∈ I(x, y), F (z) ⊆ F (x) ∪ F (y). Let ab be an edge on a shortest xy-path
such that d(a, x) < d(b, x). Assume F (b) 	⊆ F (a). Let v ∈ F (b)\F (a). Since G is
αi-metric, d(v, y) ≥ d(v, b)+ d(b, y)− i = r +(d(b, y) − i). Therefore, d(b, y) ≤ i.
In the same way, if F (a) 	⊆ F (b), then d(a, x) ≤ i. By induction, F (z) ⊆ F (x)
(F (z) ⊆ F (y), respectively) for every z ∈ I(x, y) such that d(y, z) ≥ i + 1
(d(x, z) ≥ i + 1, respectively). In particular, if i + 1 ≤ t ≤ d(x, y) − i − 1,
then F (z) ⊆ F (x) ∩ F (y) for every z ∈ St(x, y). Note that the above properties
are also true for every x′, y′ ∈ C(G) with d(x′, y′) ≥ 2i − 1, as d2i−1-convexity
argument can still be used.
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Let c ∈ I(x, y) be such that F (c) ⊆ F (x)∩F (y) and k := |F (c)| is minimized.
We claim that k < |F (x) ∩ F (y)|. Indeed, let v ∈ F (x) ∩ F (y) be arbitrary.
By Lemma 4, some vertex cv ∈ Si+1(x, y) satisfies d(cv, v) ≤ r − 1. Then,
F (cv) ⊆ (F (x) ∩ F (y)) \ {v}, and k ≤ |F (cv)| ≤ |F (x)∩F (y)| − 1 by minimality
of c. Let yc ∈ I(x, y) be such that F (yc) ∩ F (x) ∩ F (y) ⊆ F (c) and d(x, yc)
is maximized. We have yc 	= y because F (x) ∩ F (y) 	⊆ F (c). Therefore, the
maximality of d(x, yc) implies the existence of some v ∈ (F (x) ∩ F (y)) \ F (c)
such that d(v, yc) = r −1. Since G is αi-metric, d(v, y) ≥ d(v, yc)+d(yc, y)− i =
r+(d(yc, y) − i − 1). As a result, d(yc, y) ≤ i+1. Then, for every z ∈ Si+1(x, yc),
since we have d(z, yc) = d(x, y) − i − 1 − d(yc, y) ≥ d(x, y) − 2i − 2 = i + 1,
F (z) ⊆ F (x)∩F (y)∩F (yc) ⊆ F (c). By minimality of k, F (z) = F (c). However,
let v ∈ F (c) be arbitrary. By Lemma 4, there exists some c′ ∈ Si+1(x, yc) such
that d(c′, v) ≤ r − 1, thus contradicting F (c′) = F (c). ��

2.2 Approximating Radii and Diameters of αi-Metric Graphs

In this subsection, we show that a vertex with eccentricity at most rad(G)+O(i)
and a vertex with eccentricity at least diam(G) − O(i) of an αi-metric graph G
can be found in parameterized linear time. We summarize algorithmic results of
this section in the following theorem.

Theorem 2. There is a linear (O(m)) time algorithm which finds vertices v
and c of an m-edge αi-metric graph G such that e(v) ≥ diam(G) − 5i − 2,
e(c) ≤ rad(G)+4i+(i+1)/2+2 and C(G) ⊆ D(c, 4i+(i+1)/2+2). Furthermore,
there is an almost linear (O(im)) time algorithm which finds vertices v and c of G
such that e(v) ≥ diam(G)−3i−2, e(c) ≤ rad(G)+2i+1 and C(G) ⊆ D(c, 4i+3).

Our algorithms are derived from the following new properties of an αi-metric
graph G, whose proofs are omitted due to lack of space.

– Let x, y be a pair of mutually distant vertices. Then, d(x, y) ≥ 2rad(G) −
4i − 3 and d(x, y) ≥ diam(G) − 3i − 2. Furthermore, any middle vertex z of a
shortest path between x and y satisfies e(z) ≤ d(x, y)/2�+2i+1 ≤ rad(G)+
2i + 1, and C(G) ⊆ D(z, 4i + 3). There is also a vertex c in S�d(x,y)/2�(x, y)
with e(c) ≤ rad(G) + i.

– Let v ∈ V , x ∈ F (v) and y ∈ F (x). Then, e(x) = d(x, y) ≥ 2rad(G) − 2i −
diam(C(G)) ≥ 2rad(G)−5i−2 ≥ diam(G)−5i−2. Furthermore, any middle
vertex z of a shortest path between x and y satisfies e(z) ≤ min{rad(G) +
4i + (i + 1)/2 + 2, d(x, y)/2� + 7i + 3} and C(G) ⊆ D(z, 4i + (i + 1)/2 + 2).

In particular, using at most O(i) breadth-first-searches, one can generate a
sequence of vertices v := v0, x := v1, y := v2, v3, . . . vk with k ≤ 5i + 4 such
that each vi is most distant from vi−1 and vk, vk−1 are mutually distant vertices
(because the initial value d(x, y) ≥ diam(G) − 5i − 2 can be improved at most
5i+2 times). Therefore, a pair of mutually distant vertices of an αi-metric graph
can be computed in O(im) total time, thus proving Theorem 2.
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For every vertex v ∈ V \ C(G) of a graph G we can define a parameter
loc(v) = min{d(v, x) : x ∈ V, e(x) < e(v)} and call it the locality of v. It shows
how far from v a vertex with a smaller eccentricity than that one of v exists. In
αi-metric graphs, the locality of each vertex is at most i + 1.

Lemma 5. Let G be an αi-metric graph. Then, for every vertex v, loc(v) ≤ i+1.

In αi-metric graphs, the difference between the eccentricity of a vertex v and
the radius of G shows how far vertex v can be from the center C(G) of G.

Lemma 6. Let G be an αi-metric graph and k be a positive integer. Then, for
every vertex v of G with e(v) ≤ rad(G) + k, d(v, C(G)) ≤ k + i.

Proof. Let x be a vertex from C(G) closest to v. Consider a neighbor z of x on an
arbitrary shortest path from x to v. Necessarily, e(z) = e(x) + 1 = rad(G) + 1.
Consider a vertex u ∈ F (z). We have d(u, x) = rad(G) and x ∈ I(z, u), z ∈
I(x, v). By the αi-metric property, d(v, u) ≥ d(v, x) + d(x, u) − i = d(v, x) − i +
rad(G). As e(v) ≥ d(v, u) and e(v) ≤ rad(G) + k, we get rad(G) + k ≥ e(v) ≥
d(v, x) − i + rad(G), i.e., d(v, x) ≤ i + k. ��

As an immediate corollary of Lemma 6 we get.

Corollary 1. Let G be an αi-metric graph. Then, for every vertex v of G,
d(v, C(G)) + rad(G) ≥ e(v) ≥ d(v, C(G)) + rad(G) − i.

So, in αi-metric graphs, to approximate the eccentricity of a vertex v up-to
an additive one-sided error i, one needs to know only rad(G) and the distance
from v to the center C(G) of G.

2.3 Approximating all Eccentricities in αi-Metric Graphs

In this subsection, we show that the eccentricities of all vertices of an αi-metric
graph G can be approximated with an additive one-sided error at most O(i) in
(almost) linear total time. The following first result is derived from the interesting
property that the distances from any vertex v to two mutually distant vertices
give a very good estimation on the eccentricity of v.

Theorem 3. Let G be an αi-metric graph with m-edges. There is an algorithm
which in total almost linear (O(im)) time outputs for every vertex v ∈ V an
estimate ê(v) of its eccentricity e(v) such that e(v) − 3i − 2 ≤ ê(v) ≤ e(v).

A spanning tree T of a graph G is called an eccentricity k-approximating
spanning tree if for every vertex v of G eT (v) ≤ eG(v)+k holds [35]. All (α1,�)-
metric graphs (including chordal graphs and the underlying graphs of 7-systolic
complexes) admit eccentricity 2-approximating spanning trees [25]. An eccen-
tricity 2-approximating spanning tree of a chordal graph can be computed in
linear time [18]. An eccentricity k-approximating spanning tree with minimum
k can be found in O(nm) time for any n-vertex, m-edge graph G [27]. It is also
known [15,23] that if G is a δ-hyperbolic graph, then G admits an eccentric-
ity (4δ + 1)-approximating spanning tree constructible in O(δm) time and an
eccentricity (6δ)-approximating spanning tree constructible in O(m) time.
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Lemma 7. Let G be an αi-metric graph with m edges. If c is a middle vertex
of any shortest path between a pair x, y of mutually distant vertices of G and T
is a BFS(c)-tree of G, then, for every vertex v of G, eG(v) ≤ eT (v) ≤ eG(v) +
4i + 2. That is, G admits an eccentricity (4i + 2)-approximating spanning tree
constructible in O(im) time.

Lemma 8. Let G be an αi-metric graph with m edges, and let z ∈ V , x ∈ F (z)
and y ∈ F (x). If c is a middle vertex of any shortest path between x and y
and T is a BFS(c)-tree of G, then, for every vertex v of G, eG(v) ≤ eT (v) ≤
eG(v)+9i+5. That is, G admits an eccentricity (9i+5)-approximating spanning
tree constructible in O(m) time.

It is a folklore by now that the eccentricities of all vertices in any tree
T = (V,U) can be computed in O(|V |) total time. Consequently, by Lemma 7
and Lemma 8, we get the following additive approximations for the vertex eccen-
tricities in αi-metric graphs.

Theorem 4. Let G be an αi-metric graph with m edges. There is an algorithm
which in total linear (O(m)) time outputs for every vertex v ∈ V an estimate
ê(v) of its eccentricity e(v) such that e(v) ≤ ê(v) ≤ e(v) + 9i + 5. Furthermore,
there is an algorithm which in total almost linear (O(im)) time outputs for every
vertex v ∈ V an estimate ê(v) of its eccentricity e(v) such that e(v) ≤ ê(v) ≤
e(v) + 4i + 2.

3 Graphs with α1-Metric

Now we concentrate on α1-metric graphs, which contain all chordal graphs and
all plane triangulations with inner vertices of degree at least 7 (see [10,11,25,39]).
For them we get much sharper bounds. First we recall some known results.

Theorem 5 ([39]). G is an α1-metric graph if and only if all disks D(v, k)
(v ∈ V , k ≥ 1) of G are convex and G does not contain the graph W++

6 from
Fig. 1 as an isometric subgraph.

Fig. 1. Forbidden isometric subgraph W++
6 .

Lemma 9 ([37]). All disks D(v, k) (v ∈ V , k ≥ 1) of a graph G are con-
vex if and only if for every vertices x, y, z ∈ V and v ∈ I(x, y), d(v, z) ≤
max{d(x, z), d(y, z)}.

Letting z to be from F (v), we get:

Corollary 2. If all disks D(v, k) (v ∈ V , k ≥ 1) of a graph G are convex then
for every vertices x, y ∈ V and v ∈ I(x, y), e(v) ≤ max{e(x), e(y)}.



284 F. F. Dragan and G. Ducoffe

Lemma 10 ([25]). Let G be an α1-metric graph and x be its arbitrary vertex
with e(x) ≥ rad(G) + 1. Then, for every vertex z ∈ F (x) and every neighbor v
of x in I(x, z), e(v) ≤ e(x) holds.

3.1 The Eccentricity Function on α1-Metric Graphs is Almost
Unimodal

We prove the following theorem.

Theorem 6. Let G be an α1-metric graph and v be an arbitrary vertex of G. If

(i) e(v) > rad(G) + 1 or
(ii) e(v) = rad(G) + 1 and diam(G) < 2 rad(G) − 1,

then there must exist a neighbor w of v with e(w) < e(v).

Theorem 6 says that if a vertex v with loc(v) > 1 exists in an α1-metric
graph G then diam(G) ≥ 2rad(G) − 1, e(v) = rad(G) + 1 and d(v, C(G)) = 2.
Two α1-metric graphs depicted in Fig. 2 show that this result is sharp.

Fig. 2. Sharpness of the result of Theorem 6. (a) An α1-metric graph G with diam(G) =
2rad(G) − 1 and a vertex (topmost) with locality 2. (b) A chordal graph (and hence
an α1-metric graph) G with diam(G) = 2rad(G) and a vertex (topmost) with locality
2. The number next to each vertex indicates its eccentricity.

We formulate three interesting corollaries of Theorem 6.

Corollary 3. Let G be an α1-metric graph. Then,

(i) if diam(G) < 2rad(G) − 1 (i.e., diam(G) = 2rad(G) − 2) then every local
minimum of the eccentricity function on G is a global minimum.

(ii) if diam(G) ≥ 2rad(G)−1 then every local minimum of the eccentricity func-
tion on G is a global minimum or is at distance 2 from a global minimum.

Corollary 4. For every α1-metric graph G and any vertex v, the following for-
mula is true: d(v, C(G))+rad(G) ≥ e(v) ≥ d(v, C(G))+rad(G)−ε, where ε ≤ 1,
if diam(G) ≥ 2rad(G) − 1, and ε = 0, otherwise.

A path (v = v0, . . . , vk = x) of a graph G from a vertex v to a vertex x is
called strictly decreasing (with respect to the eccentricity function) if for every i
(0 ≤ i ≤ k−1), e(vi) > e(vi+1). It is called decreasing if for every i (0 ≤ i ≤ k−1),
e(vi) ≥ e(vi+1). An edge ab ∈ E of a graph G is called horizontal (with respect
to the eccentricity function) if e(a) = e(b).
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Corollary 5. Let G be an α1-metric graph and v be an arbitrary vertex. Then,
there is a shortest path P (v, x) from v to a closest vertex x in C(G) such that:

(i) if diam(G) < 2rad(G) − 1 (i.e., diam(G) = 2rad(G) − 2) then P (v, x) is
strictly decreasing;

(ii) if diam(G) ≥ 2rad(G) − 1 then P (v, x) is decreasing and can have only one
horizontal edge, with an end-vertex adjacent to x.

3.2 Diameters of Centers of α1-Metric Graphs

In this section, we provide sharp bounds on the diameter and the radius of the
center of an α1-metric graph. Previously, it was known that the diameter (the
radius) of the center of a chordal graph is at most 3 (at most 2, respectively) [11].
To prove our result, we will need a few technical lemmas.

Lemma 11. Let G be an α1-metric graph. Then, for every shortest path P =
(x1, x2, x3, x4, x5) and a vertex u of G with d(u, xi) = k for all i ∈ {1, . . . , 5},
there exist vertices t, w, s such that d(t, u) = d(s, u) = k − 1, k − 2 ≤ d(w, u) ≤
k − 1, and t is adjacent to x1, x2, w and s is adjacent to x4, x5, w.

Lemma 12. Let G be an α1-metric graph. Then, for every shortest path P =
(x1, x2, x3, x4, x5) and a vertex u of G with d(u, xi) = k for all i ∈ {1, . . . , 5},
there exists a shortest path Q = (y1, y2, y3) such that d(u, yi) = k − 1, for each
i ∈ {1, . . . , 3}, and N(y1) ∩ P = {x1, x2}, N(y2) ∩ P = {x2, x3, x4} and N(y3) ∩
P = {x4, x5}.
Theorem 7. Let G be an α1-metric graph. For every pair of vertices s, t of G
with d(s, t) ≥ 4 there exists a vertex c ∈ Io(s, t) such that e(c) < max{e(s), e(t)}.
Proof. It is sufficient to prove the statement for vertices s, t with d(s, t) = 4.
We know, by Corollary 2, that e(c) ≤ max{e(s), e(t)} for every c ∈ I(s, t).
Assume, by way of contradiction, that there is no vertex c ∈ Io(s, t) such that
e(c) < max{e(s), e(t)}. Let, without loss of generality, e(s) ≤ e(t). Then, for
every c ∈ Io(s, t), e(c) = e(t). Consider a vertex c ∈ S1(s, t). If e(c) > e(s),
then e(c) = e(s) + 1. Consider a vertex z from F (c). Necessarily, z ∈ F (s).
Applying the α1-metric property to c ∈ I(s, t), s ∈ I(c, z), we get e(c) = e(t) ≥
d(t, z) ≥ d(c, t) + d(s, z) = 3 + e(s) = 2 + e(c), which is impossible. So, e(s) =
e(c) = e(t) for every c ∈ Io(s, t). Consider an arbitrary shortest path P =
(s = x1, x2, x3, x4, x5 = t) connecting vertices s and t. We claim that for any
vertex u ∈ F (x3) all vertices of P are at distance k := d(u, x3) = e(x3) from
u. As e(xi) = e(x3), we know that d(u, xi) ≤ k (1 ≤ i ≤ 5). Assume d(u, xi) =
k − 1, d(u, xi+1) = k, and i ≤ 2. Then, the α1-metric property applied to
xi ∈ I(u, xi+1) and xi+1 ∈ I(xi, xi+3) gives d(xi+3, u) ≥ k − 1 + 2 = k + 1,
which is a contradiction with d(u, xi+3) ≤ k. So, d(u, x1) = d(u, x2) = k. By
symmetry, also d(u, x4) = d(u, x5) = k. Hence, by Lemma 12, for the path
P = (x1, x2, x3, x4, x5), there exists a shortest path Q = (y1, y2, y3) such that
d(u, yi) = k − 1, for each i ∈ {1, . . . , 3}, and N(y1) ∩ P = {x1, x2}, N(y2) ∩ P =
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{x2, x3, x4} and N(y3) ∩ P = {x4, x5}. As yi ∈ Io(x1, x5) = Io(s, t) for each
i ∈ {1, . . . , 3}, we have e(yi) = e(x3) = k.

All the above holds for every shortest path P = (s = x1, x2, x3, x4, x5 = t)
connecting vertices s and t. Now, assume that P is chosen in such a way that,
among all vertices in S2(s, t), the vertex x3 has the minimum number of furthest
vertices, i.e., |F (x3)| is as small as possible. As y2 also belongs to S2(s, t) and
has u at distance k − 1, by the choice of x3, there must exist a vertex u′ ∈ F (y2)
which is at distance k − 1 from x3. Applying the previous arguments to the
path P ′ := (s = x1, x2, y2, x4, x5 = t), we will have d(xi, u

′) = d(y2, u′) = k
for i = 1, 2, 4, 5 and, by Lemma 12, get two more vertices v and w at distance
k − 1 from u′ such that vx1, vx2, wx4, wx5 ∈ E and vy2, wy2 /∈ E. By convexity
of disk D(u′, k − 1), also vx3, wx3 ∈ E. Now consider the disk D(x2, 2). Since
y3, w are in the disk and x5 is not, vertices w and y3 must be adjacent. But then
vertices y2, x3, w, y3 form an induced cycle C4, which is forbidden because disks
in G must be convex.

Thus, a vertex c ∈ Io(s, t) with e(c) < max{e(s), e(t)} must exist. ��
Corollary 6. Let G be an α1-metric graph. Then, diam(C(G)) ≤ 3 and
rad(C(G)) ≤ 2.

Corollary 6 generalizes an old result on chordal graphs [11]. Finally, note that
results of Theorem 7 and Corollary 6 are sharp.

3.3 Finding a Central Vertex of an α1-Metric Graph

We present a local-search algorithm for computing a central vertex of an arbi-
trary α1-metric graph in subquadratic time (Theorem 8). Our algorithm even
achieves linear runtime on an important subclass of α1-metric graphs, namely,
(α1,Δ)-metric graphs (Theorem 9), thus answering an open question from [25]
where this subclass was introduced. The (α1,Δ)-metric graphs are exactly the
α1-metric graphs that further satisfy the so-called triangle condition: for every
vertices u, v, w such that u and v are adjacent, and d(u,w) = d(v, w) = k, there
must exist some common neighbour x ∈ N(u) ∩ N(v) such that d(x,w) = k − 1.
Chordal graphs, and plane triangulations with inner vertices of degree at least
7, are (α1,Δ)-metric graphs (see [10,11,25,39]).

We first introduce the required new notations and terminology for this part.
In what follows, let proj(v,A) = {a ∈ A : d(v, a) = d(v,A)} denote the metric
projection of a vertex v to a vertex subset A. For every k such that 0 ≤ k ≤
d(v,A), we define Sk(A, v) =

⋃{Sk(a, v) : a ∈ proj(v,A)}. A distance-k gate of
v with respect to A is a vertex v∗ such that v∗ ∈ ⋂{I(a, v) : a ∈ proj(v,A)}
and d(v∗, A) ≤ k. If k = 1, then following [12] we simply call it a gate. Note that
every vertex v such that d(v,A) ≤ k is its own distance-k gate. A cornerstone of
our main algorithms is that, in α1-metric graphs, for every closed neighbourhood
(for every clique, resp.), every vertex has a gate (a distance-two gate, resp.).
Proofs are omitted due to lack of space.

The problem of computing gates has already attracted some attention, e.g.,
see [12]. We use this routine in the design of our main algorithms.
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Lemma 13 ([30]). Let A be an arbitrary subset of vertices in some graph G with
m edges. In total O(m) time, we can map every vertex v /∈ A to some vertex
v∗ ∈ D(v, d(v,A)− 1)∩N(A) such that |N(v∗)∩A| is maximized. Furthermore,
if v has a gate with respect to A, then v∗ is a gate of v.

The efficient computation of distance-two gates is more challenging. We
present a subquadratic-time procedure that only works in our special setting.

Lemma 14. Let K be a clique in some α1-metric graph G with m edges. In
total O(m1.41) time, we can map every vertex v /∈ K to some distance-two gate
v∗ with respect to K. Furthermore, in doing so we can also map v∗ to some
independent set JK(v∗) ⊆ D(v∗, 1) such that proj(v∗,K) is the disjoint union
of neighbour-sets N(w) ∩ K, for every w ∈ JK(v∗).

Then, we turn our attention to the following subproblem: being given a vertex
x in an α1-metric graph G, either compute a neighbour y such that e(y) <
e(x), or assert that x is a local minimum for the eccentricity function (but not
necessarily a central vertex). Our analysis of the next algorithms essentially
follows from the results of Sect. 3.1. We first present the following special case,
for which we obtain a better runtime than for the more general Lemma 16.

Lemma 15. Let x be an arbitrary vertex in an α1-metric graph G with m edges.
If e(x) ≥ rad(G) + 2, then

⋂{N(x) ∩ I(x, z) : z ∈ F (x)} 	= ∅, and every
neighbour y in this subset satisfies e(y) < e(x). In particular, there is an O(m)-
time algorithm that either outputs a y ∈ N(x) such that e(y) < e(x), or asserts
that e(x) ≤ rad(G) + 1.

Note that Lemma 15 relies on the existence of gates for every vertex with
respect to D(x, 1), and that it uses Lemma 13 as a subroutine. We can strengthen
Lemma 15 as follows, at the expenses of a higher runtime.

Lemma 16. Let x be an arbitrary vertex in an α1-metric graph G with m edges.
There is an O(m1.41)-time algorithm that either outputs a y ∈ N(x) such that
e(y) < e(x), or asserts that x is a local minimum for the eccentricity function.
If G is (α1,Δ)-metric, then its runtime can be lowered down to O(m).

The improved runtime for (α1,Δ)-metric graphs comes from the property
that for every clique in such a graph, every vertex has a gate [25], and that gates
are easier to compute than distance-two gates.

Theorem 8. If G is an α1-metric graph with m edges, then a vertex x0 such
that e(x0) ≤ rad(G) + 1 can be computed in O(m) time. Furthermore, a central
vertex can be computed in O(m1.71) time.

Let us sketch our algorithm for general α1-metric graphs. By Theorem 2,
we can compute in O(m) time a vertex x0 such that e(x0) ≤ rad(G) + 3. We
repeatedly apply Lemma 15 until we can further assert that e(x0) ≤ rad(G) + 1
(and, hence, by Theorem 6, d(x0, C(G)) ≤ 2). Since there are at most two
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calls to this local-search procedure, the runtime is in O(m). Now, if x0 has
small enough degree (≤ m.29), then we can apply Lemma 16 to every vertex
of D(x0, 1) in order to compute a minimum eccentricity vertex within D(x0, 2),
which must be central. Otherwise, we further restrict our search for a central
vertex to X1 := D(x0, 5) ∩ D(z0, e(x0) − 1), for some arbitrary z0 ∈ F (x0),
which must be a superset of C(G) provided that x0 is non-central. Starting
from an arbitrary vertex of X1, if we apply Lemma 15 at most five times, then
we can either extract some x1 ∈ X1 such that e(x1) ≤ e(x0), or assert that
x0 is central. If e(x1) < e(x0), then x1 is central. Otherwise, we repeat our
above procedure for x1. Doing so, we compute a decreasing chain of subsets
X0 = V ⊃ X1 ⊃ . . . ⊃ Xi ⊃ . . . XT , and vertices x0, x1, . . . , xi, . . . , xT such that
xi ∈ Xi \ Xi+1 for every i, 0 ≤ i ≤ T . We continue until we compute a vertex of
smaller eccentricity than x0, or we reach XT+1 = ∅ (in which case, x0 is central).

To lower the runtime to O(m) for the (α1,Δ)-metric graphs, we use a different
approach that is based on additional properties of these graphs. Unfortunately,
these properties crucially depend on the triangle condition.

Theorem 9. If G is an (α1,Δ)-metric graph with m edges, then a central vertex
can be computed in O(m) time.

Roughly, the algorithm starts from a vertex x which is a local minimum for
the eccentricity function of G. We run a core procedure which either outputs two
adjacent vertices u, v ∈ D(x, 1) such that e(u) = e(v) = e(x) and F (u), F (v) are
not comparable by inclusion, or outputs a central vertex. In the former case, we
can either assert that x is central, or extract a central vertex from Se(x)−1(y, z)
for some arbitrary y ∈ F (u) \ F (v), z ∈ F (v) \ F (u). Indeed, we can apply
Lemma 16 to the latter slice because Se(x)−1(y, z) ⊆ D(w, 1) for some w [25].
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Abstract. The maximum edge colouring problem considers the max-
imum colour assignment to edges of a graph under the condition that
every vertex has at most a fixed number of distinct coloured edges inci-
dent on it. If that fixed number is q we call the colouring a maximum
edge q-colouring. The problem models a non-overlapping frequency chan-
nel assignment question on wireless networks. The problem has also been
studied from a purely combinatorial perspective in the graph theory lit-
erature.

We study the question when the input graph is sparse. We show the
problem remains NP-hard on 1-apex graphs. We also show that there
exists PTAS for the problem on minor-free graphs. The PTAS is based on a
recently developed Baker game technique for proper minor-closed classes,
thus avoiding the need to use any involved structural results. This fur-
ther pushes the Baker game technique beyond the problems expressible
in the first-order logic.

Keywords: Polynomial-time approximation scheme · Edge colouring ·
Minor-free graphs

1 Introduction

For a graph G = (V,E), an edge q-colouring of G is a mapping f : E(G) → Z
+

such that the number of distinct colours incident on any vertex v ∈ V (G) is
bounded by q, and the spread of f is the total number of distinct colours it uses.
The maximum edge q-chromatic number χ′

q(G) of G is the maximum spread of
an edge q-colouring of G.

A more general notion has been studied in the combinatorics and graph
theory communities in the context of extremal problems, called anti-Ramsey
number. For given graphs G and H, the anti-Ramsey number ar(G,H) denotes
the maximum number of colours that can be assigned to edges of G so that there
does not exist any subgraph isomorphic to H which is rainbow, i.e., all the edges

Supported by project 22-17398S (Flows and cycles in graphs on surfaces) of Czech
Science Foundation

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
D. Paulusma and B. Ries (Eds.): WG 2023, LNCS 14093, pp. 291–304, 2023.
https://doi.org/10.1007/978-3-031-43380-1_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43380-1_21&domain=pdf
https://doi.org/10.1007/978-3-031-43380-1_21
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of the subgraph receive distinct colours under the colouring. The maximum edge
q-chromatic number of G is clearly equal to ar(G,K1,q+1), where K1,q+1 is a star
with q + 1 edges.

The notion of anti-Ramsey number was introduced by Erdős and Simonovits
in 1973 [14]. The initial studies focused on determining tight bounds for ar(G,H).
A lot of research has been done on the case when G = Kn, the complete graph,
and H is a specific type of a graph (a path, a complete graph, . . . ) [26,29,31].
For a comprehensive overview of known results in this area, we refer interested
readers to [17]. Bounds on ar(Kn,H) where H is a star graph are reported
in [21,24]. Gorgol and Lazuka computed the exact value of ar(Kn,H) when H is
K1,4 with an edge added to it [18]. For general graph G, Montellano-Ballesteros
studied ar(G,K1,q) and reported an upper bound [25].

The algorithmic aspects of this problem started gaining attention from
researchers around fifteen years ago, due to its application to wireless net-
works [27]. At that time there was a great interest to increase the capacity
of wireless mesh networks (which are commonly called wireless broadband nowa-
days). The solution that became the industry standard is to use multiple chan-
nels and transceivers with the ability to simultaneously communicate with many
neighbours using multiple radios over the channels [27]. Wireless networks based
on the IEEE 802.11a/b/g and 802.16 standards are examples of such systems.
But, there is a physical bottleneck in deploying this solution. Enabling every
wireless node to have multiple radios can possibly create an interface and thus
reduce reliability. To circumvent that, there is a limit on the number of channels
simultaneously used by any wireless node. In the IEEE 802.11 b/g standard and
IEEE 802.11a standard, the numbers of permittable simultaneous channels are
3 and 12, respectively [34].

If we model a wireless network as a graph where each wireless node cor-
responds to a vertex of the graph, then the problem can be formulated as a
maximum edge colouring problem. The nonoverlapping channels can be associ-
ated with distinct colours. On each vertex of the graph, the number of distinctly
coloured edges allowed to be incident on it captures the limit on the number of
channels that can be used simultaneously at each wireless node. The question
of how many channels can be used simultaneously by a given network translates
into the number of colours that can be used in a maximum edge colouring.

Devising an efficient algorithm for the maximum edge q-colouring problem
is not an easy task. In [1], the problem is reported NP-hard for every q ≥ 2.
The authors further showed that the problem is hard to approximate within a
factor of (1 + 1

q ) for every q ≥ 2, assuming the unique games conjecture [2]. A
simple 2-approximation algorithm for the maximum edge 2-colouring problem
is reported in [15]. The same algorithm from [15] has an approximation ratio of
5/3 with the additional assumption that the graph has a perfect matching [2].
It is also known that the approximation ratio can be improved to 8/5 if the
input graph is assumed to be triangle-free [7]. An almost tight analysis of the
algorithm is known for the maximum edge q-colouring problem (q ≥ 3) when
the input graph satisfies certain degree constraints [6]. The q = 2 case is also
known to be fixed-parameter tractable [19].
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In spite of several negative theoretical results, the wireless network question
continued drawing the attention of researchers due to its relevance in appli-
cations. There are several studies focusing on improving approximation under
further assumptions on constraints that are meaningful in practical applica-
tions [23,30,33,34]. This motivates us to study the more general question on
a graph class that captures the essence of wireless mesh networks. Typically,
disk graphs and unit disk graphs are well-accepted abstract models for wireless
networks. But they can capture more complex networks than what a real-life
network looks like [30]. By definition, both unit disk graphs and disk graphs
can have arbitrary size cliques. In a practical arrangement of a wireless mesh
network, it is quite unlikely to place too many wireless routers in a small area.
In other words, a real-life wireless mesh network can be expected to be fairly
sparse and avoid large cliques. In this paper, we focus on a popular special case
of sparse networks, those avoiding a fixed graph as a minor. In particular, this
includes the graphs that can be made planar by deletion of a bounded number
k of vertices (the k-apex graphs).

From a purely theoretical perspective, the graphs avoiding a fixed minor are
interesting on their own merit. Famously, they admit the structural decompo-
sition devised by Robertson and Seymour [28], but also have many interesting
properties that can be shown directly, such as the existence of sublinear sep-
arators [3] and admitting layered decomposition into pieces of bounded weak
diameter [22]. They have been also intensively studied from the algorithmic per-
spective, including the PTAS design. Several techniques for this purpose have been
developed over the last few decades. The bidimensionality technique bounds the
treewidth of the graph in terms of the size of the optimal solution and uses the
balanced separators to obtain the approximation factor [10,16]. A completely dif-
ferent approach based on local search is known for unweighted problems [5,20].
Dvořák used thin systems of overlays [12] and a generalization of Baker’s layer-
ing approach [4,13] to obtain PTASes for a wide class of optimization problems
expressible in the first-order logic and its variations.

1.1 Our results

Our contribution is twofold. First, we show that the maximum edge q-colouring
problem is NP-hard on 1-apex graphs. Our approach is similar in spirit to the
approximation hardness reduction for the problem on general graphs [1].

Secondly, we show that there exists a PTAS for the maximum edge q-colouring
problem for graphs avoiding a fixed minor. The result uses the Baker game
approach devised in [13], avoiding the use of involved structural results. The
technique was developed to strengthen and simplify the results of [9] giving
PTASes for monotone optimization problems expressible in the first-order logic.
Our work demonstrates the wider applicability of this technique to problems not
falling into this framework.
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2 Preliminaries

A graph H is a minor of a graph G if a graph isomorphic to H can be obtained
from a subgraph of G by a series of edge contractions. We say that G is H-minor-
free if G does not contain H as a minor. A graph is called planar if it can be
drawn in the plane without crossings. A graph G is a k-apex graph if there exists
a set A ⊆ V (G) of size at most k such that G − A is planar. The k-apex graphs
are one of the standard examples of graphs avoiding a fixed minor; indeed, they
are Kk+5-minor-free.

Given a function f assigning colours to edges of a graph G and a vertex
v ∈ V (G), we write f(v) to denote the set {f(e) : e is adjacent to v}, and
f(G) = {f(e) : e ∈ E(G)}. Recall that f is an edge q-colouring of G if and only
if |f(v)| ≤ q for every v ∈ V (G), and the maximum edge q-chromatic number of
G is

χ′
q(G) = max{|f(G)| : f is an edge q-colouring of G}.

A matching in a graph G is a set of edges of G where no two are incident
with the same vertex. A matching M is maximal if it is not a proper subset
of any other matching. Note that a maximal matching is not necessarily the
largest possible. Let |G| denote |V (G)|+ |E(G)|. For all other definitions related
to graphs not defined in this article, we refer readers to any standard graph
theory textbook, such as [11].

3 PTAS for Minor-Free Graphs

Roughly speaking, we employ a divide-and-conquer approach to approximate
χ′

q(G), splitting G into vertex disjoint parts G1, . . . , Gm in a suitable way,
solving the problem for each part recursively, and combining the solutions. An
issue that we need to overcome is that it may be impossible to compose the edge
q-colourings, e.g., if an edge (v1, v2) joins distinct parts and disjoint sets of q
colours are used on the neighbourhoods of v1 and v2 already. To overcome this
issue, we reserve the colour 0 to be used to join the “boundary” vertices. This
motivates the following definition.

For a set S of vertices of a graph G, an edge q-colouring f is S-composable if
|f(v)\{0}| ≤ q−1 for every v ∈ S. Let χ′

q(G,S) denote the maximum number of
non-zero colours that can be used by an S-composable edge q-colouring of G. Let
us remark that G has an S-composable edge q-colouring using any non-negative
number k′ ≤ χ′

q(G,S) of non-zero colours, as all edges of any colour c �= 0 can
be recoloured to 0.

Observation 1 For any graph G, we have χ′
q(G) = χ′

q(G, ∅), and χ′
q(G, S) ≤

χ′
q(G) for any S ⊆ V (G).

We need the following approximation for χ′
q(G,S) in terms of the size of a

maximal matching, analogous to one for edge 2-colouring given in [15]. Let us
remark that the S-composable edge q-colouring problem is easy to solve for q = 1,
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since we have to use colour 0 on all edges of each component intersecting S and
we can use a distinct colour for all edges of any other component. Consequently,
in all further claims, we assume q ≥ 2.

Observation 2 For any graph G, any S ⊆ V (G), any maximal matching M in
G, and any q ≥ 2,

|M | ≤ χ′
q(G,S) ≤ χ′

q(G) ≤ 2q|M |.
Proof. We can assign to each edge of M a distinct positive colour and to all
other edges (if any) the colour 0, obtaining an S-composable edge 2-colouring
using |M | non-zero colours. On the other hand, consider the set X of vertices
incident with the edges of M . By the maximality of M , the set X is a vertex
cover of G, i.e., each edge of G is incident with a vertex of X, and thus at most
q|X| = 2q|M | colours can be used by any edge q-colouring of G.

In particular, as we show next, the lower bound implies that the S-
composable edge q-colouring problem is fixed-parameter tractable when param-
eterized by the value of the solution (a similar observation on the maximum edge
2-colouring is reported in [19]).

Observation 3 There exists an algorithm that, given a graph G, a set S ⊆
V (G), and integers q ≥ 2 and s, in time Oq,s(|G|) returns an S-composable edge
q-colouring of G using at least min(χ′

q(G,S), s) colours.

Proof. We can in linear time find a maximal matching M in G. If |M | ≥ s, we
return the colouring that gives each edge of M a distinct non-zero colour and
all other edges colour 0. Otherwise, the set X of vertices incident with M is a
vertex cover of G of size at most 2s−2, and thus G has treewidth at most 2s−2.
Note also that for any s′, there exists a formula ϕs′,q in monadic second-order
logic such that G,S,E0, . . . , Es′ |= ϕs′,q if and only if E0, . . . , Es′ is a partition
of the edges of G with all parts except possibly for E0 non-empty such that the
function f defined by letting f(e) = i for each i ∈ {0, . . . , s′} and e ∈ Ei is an
S-composable edge q-colouring of G. Therefore, we can find an S-composable
edge q-colouring of G with the maximum number s′ ≤ s of non-zero colours
using Courcelle’s theorem [8] in time Oq,s(|G|).

A layering of a graph G is a function λ : V (G) → Z
+ such that |λ(u)−λ(v)| ≤

1 for every edge (u, v) ∈ E(G). In other words, the graph is partitioned into layers
λ−1(i) for i ∈ Z

+ such that edges of G only appear within the layers and between
the consecutive layers. Baker [4] gave a number of PTASes for planar graphs
based on the fact that in a layering of a connected planar graph according to
the distance from a fixed vertex, the union of a constant number of consecutive
layers induces a subgraph of bounded treewidth. This is not the case for graphs
avoiding a fixed minor in general, however, a weaker statement expressed in
terms of Baker game holds. We are going to describe that result in more detail
in the following subsection. Here, let us state the key observation that makes
layering useful for approximating the edge q-chromatic number.
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For integers r ≥ 2 and m such that 0 ≤ m ≤ r −1, the (λ, r,m)-stratification
of a graph G is the pair (G′, S′) such that

– G′ is obtained from G by deleting all edges uv such that λ(u) ≡ m (mod r)
and λ(v) ≡ m + 1 (mod r), and

– S′ is the set of vertices of G incident with the edges of E(G) \ E(G′).

Lemma 1. Let G be a graph, S a subset of its vertices, and q, r ≥ 2 integers.
Let λ be a layering of G. For m ∈ {0, . . . , r − 1}, let (Gm, Sm) be the (λ, r,m)-
stratification of G.

– χ′
q(Gm, S ∪ Sm) ≤ χ′

q(G,S) for every m ∈ {0, . . . , r − 1}.
– There exists m ∈ {0, . . . , r−1} such that χ′

q(Gm, S∪Sm) ≥
(
1− 6q

r

)
χ′

q(G,S).

Proof. Given an (S ∪ Sm)-composable edge q-colouring of Gm, we can assign
the colour 0 to all edges of E(G) \ E(Gm) and obtain an S-composable edge
q-colouring of G using the same number of non-zero colours, which implies that
χ′

q(Gm, S ∪ Sm) ≤ χ′
q(G,S).

Conversely, consider an S-composable edge q-colouring f of G using k =
χ′

q(G,S) non-zero colours. For m ∈ {0, . . . , r −1}, let Bm be the bipartite graph
with vertex set Sm and edge set E(G) \ E(Gm) and let Mm be a maximal
matching in Bm. Let P be a partition of the set {0, . . . , r − 1} into at most
three disjoint parts such that none of the parts contains two integers that are
consecutive modulo r. For each P ∈ P, let MP =

⋃
m∈P Mm, and observe that

MP is a matching in G. By Observation 2, it follows that k ≥ |MP |, and thus

3k ≥ |P |k ≥
∑
P∈P

|MP | =
r−1∑
m=0

|Mm|.

Hence, we can fix m ∈ {0, . . . , r − 1} such that |Mm| ≤ 3
r k. By Observation 2,

any edge q-colouring of Bm, and in particular the restriction of f to the edges
of Bm, uses at most 2q|Mm| ≤ 6q

r k distinct colours.
Let f ′ be the edge q-colouring of G obtained from f by recolouring all edges

whose colour appears on the edges of Bm to colour 0. Clearly f ′ uses at least(
1 − 6q

r

)
k non-zero colours. Moreover, each vertex v ∈ Sm is now incident with

an edge of colour 0, and thus |f ′(v) \ {0}| ≤ q − 1. Therefore, the restriction of
f ′ to E(Gm) is an (S ∪ Sm)-composable edge q-colouring, implying that

χ′
q(Gm, S ∪ Sm) ≥

(
1 − 6q

r

)
k =

(
1 − 6q

r

)
χ′

q(G,S).

Hence, if r � q, then a good approximation of χ′
q(Gm, S ∪ Sm) for all m ∈

{0, . . . , r−1} gives a good approximation for χ′
q(G,S). We will also need a similar

observation for vertex deletion; here we only get an additive approximation in
general, but as long as the edge q-chromatic number is large enough, this suffices
(and if it is not, we can determine it exactly using Observation 3).
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Lemma 2. Let G be a graph, S a set of its vertices, and v a vertex of G. Let
S′ = (S \ {v}) ∪ N(v). For any integer q ≥ 2, we have

χ′
q(G,S) ≥ χ′

q(G − v, S′) ≥ χ′
q(G,S) − q,

and in particular if ε > 0 and χ′
q(G,S) ≥ q/ε, then

χ′
q(G − v, S′) ≥ (1 − ε)χ′

q(G,S).

Proof. Any S′-composable edge q-colouring of G−v extends to an S-composable
edge q-colouring of G by giving all edges incident on v colour 0, implying that
χ′

q(G,S) ≥ χ′
q(G − v, S′). Conversely, any S-composable edge q-colouring of G

can be turned into an S′-composable edge q-colouring of G − v by recolouring
all edges whose colour appears on the neighbourhood of v to 0 and restricting
it to the edges of G − v. This loses at most q non-zero colours (those appearing
on the neighborhood of v), and thus χ′

q(G − v, S′) ≥ χ′
q(G,S) − q. �

3.1 Baker game

For an infinite sequence r = r1, r2, . . . and an integer s ≥ 0, let tail(r) denote the
sequence r2, r3, . . . and let head(r) = r1. Baker game is played by two players
Destroyer and Preserver on a pair (G, r), where G is a graph and r is a sequence
of positive integers. The game stops when V (G) = ∅, and Destroyer’s objective
is to minimise the number of rounds required to make the graph empty. In each
round of the game, either

– Destroyer chooses a vertex v ∈ V (G), Preserver does nothing and the game
moves to the state (G \ {v}, tail(r)), or

– Destroyer selects a layering λ of G, Preserver selects an interval I of head(r)
consecutive integers and the game moves to the state (G[λ−1(I)], tail(r)). In
other words, Preserver selects head(r) consecutive layers and the rest of the
graph is deleted.

Destroyer wins in k rounds on the state (G, r) if regardless of Preserver’s strat-
egy, the game stops after at most k rounds. As we mentioned earlier Destroyer’s
objective is to minimise the number of rounds of this game and it is known that
they will succeed if the game is played on a graph that forbids a fixed minor
(the upper bound on the number of rounds depends only on the sequence r and
the forbidden minor, not on G).

Theorem 1 (Dvořák [13]). For every graph F and every sequence r =
r1, r2, . . . of positive integers, there exists a positive integer k such that for every
graph G avoiding F as a minor, Destroyer wins Baker game from the state (G, r)
in at most k rounds. Moreover, letting n = |V (G)|, there exists an algorithm that
preprocesses G in time OF (n2) and then in each round determines a move for
Destroyer (leading to winning in at most k rounds in total) in time OF,r(n).

Let us now give the algorithm for approximating the edge q-chromatic num-
ber on graphs for which we can quickly win Baker game.
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Lemma 3. There exists an algorithm that, given

– a graph G, a set S ⊆ V (G), an integer q ≥ 2, and
– a sequence r = r1, r2, . . . of positive integers such that Destroyer wins Baker

game from the state (G, r) in at most k rounds, and in each state that arises
in the game is able to determine the move that achieves this in time T ,

returns an S-composable edge q-colouring of G using at least
(∏k

i=1

(
1 − 6q

ri

)) ·
χ′

q(G,S) non-zero colours, in time Or,k,q(|G|T ).

Proof. First, we run the algorithm from Observation 3 with s = �r1/3�. If the
obtained colouring uses less than s non-zero colours, it is optimal and we return
it. Otherwise, we know that χ′

q(G,S) ≥ s. In particular, E(G) �= ∅, and thus
Destroyer have not won the game yet.

Let R =
(∏k

i=2

(
1 − 6q

ri

))
. Let us now consider two cases depending on

Destroyer’s move from the state (G, r).

– Suppose that Destroyer decides to delete a vertex v ∈ V (G). We apply the
algorithm recursively for the graph G − v, set S′ = (S \ {v}) ∪ N(v), and
the sequence tail(r), obtaining an S′-composable edge q-colouring f of G − v
using at least R · χ′

q(G − v, S′) non-zero colours. By Lemma 2 with ε = q
s , we

conclude that f uses at least

R · χ′
q(G − v, S′) ≥ R(1 − ε)χ′

q(G,S) ≥ R
(
1 − 6q

r1

)
χ′

q(G,S)

non-zero colours. We turn f into an S-composable edge q-colouring of G by
giving all edges incident on v colour 0 and return it.

– Suppose that Destroyer chooses a layering λ. We now recurse into several
subgraphs, each corresponding to a valid move of Preserver. For each m ∈
{0, . . . , r1 − 1}, let (Gm, Sm) be the (λ, r1,m)-stratification of Gm. Note that
Gm is divided into parts Gm,1, . . . , Gm,tm , each contained in the union of r1
consecutive layers of λ. For each m ∈ {0, . . . , r1−1} and each i ∈ {1, . . . , tm},
we apply the algorithm recursively for the graph Gm,i, set Sm,i = (Sm ∪
S) ∩ V (Gm,i), and the sequence tail(r), obtaining an Sm,i-composable edge
q-colouring fm,i of Gm,i using at least R · χ′

q(Gm,i, Sm,i) non-zero colours.
Let fm be the union of the colourings fm,i for i ∈ {1, . . . , tm} and observe
that fm is an (S ∪ Sm)-composable edge q-colouring of Gm using at least
R ·χ′

q(Gm, S ∪Sm) non-zero colours. We choose m ∈ {0, . . . , r1 −1} such that
fm uses the largest number of non-zero colours, extend it to an S-composable
edge q-colouring of G by giving all edges of E(G)\E(Gm) colour 0, and return
it. By Lemma 1, the colouring uses at least

R · χ′
q(Gm, S ∪ Sm) ≥ R

(
1 − 6q

r1

)
χ′

q(G,S)

non-zero colours, as required.
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For the time complexity, note that each vertex and edge of G belongs to at most∏d
i=1 ri subgraphs processed at depth d of the recursion, and since the depth of

the recursion is bounded by k, the sum of the sizes of the processed subgraphs is
Or,k,q(|G|). Excluding the recursion and time needed to select Destroyer’s moves,
the actions described above can be performed in linear time. Consequently, the
total time complexity is Or,k,q(|G|T ).

Our main result is then just a simple combination of this lemma with Theo-
rem 1.

Theorem 2. There exists an algorithm that given an F -minor-free graph G and
integers q, p ≥ 2, returns in time OF,p,q(|G|2) an edge q-colouring of G using at
least (1 − 1/p)χ′

q(G) colours.

Proof. Let r be the infinite sequence such that ri = 10pqi2 for each positive
integer i, and let k be the number of rounds in which Destroyer wins Baker game
from the state (G′, r) for any F -minor-free graph G′, using the strategy given
by Theorem 1. Note that

R =
k∏

i=1

(
1 − 6q

ri

) ≥ 1 −
∞∑

i=1

6q

ri

= 1 − 3
5p

∞∑
i=1

1
i2

= 1 − 3
5p

· π2

6
≥ 1 − 1

p
.

Let n = |G|. After running the preprocessing algorithm from Theorem 1, we
apply the algorithm from Lemma 3 with S = ∅ and T = OF,r(n) = OF,p,q(n),
obtaining an edge q-colouring of G using at least R · χ′

q(G, ∅) = R · χ′
q(G) ≥

(1 − 1/p)χ′
q(G) colours, in time OF,p,q(n2). �

4 Hardness on 1-apex graphs

In this section, we study the complexity of the maximum edge 2-colouring prob-
lem on 1-apex graphs. We present a reduction from Planar (≤3, 3)-SAT which
is known to be NP-hard [32].

The incidence graph G(ϕ) of a Boolean formula ϕ in conjunctive normal
form is the bipartite graph whose vertices are the variables appearing in ϕ and
the clauses of ϕ, and each variable is adjacent exactly to the clauses in which
it appears. A Boolean formula ϕ in conjunctive normal form is called Planar
(≤3, 3)-SAT if

– each clause of ϕ contains at most three distinct literals,
– each variable of ϕ appears in exactly three clauses,
– the incidence graph G(ϕ) is planar.
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In Planar (≤3, 3)-SAT problem, we ask whether such a formula ϕ has a satis-
fying assignment.

We follow the strategy used in [1], using an intermediate maximum edge 1, 2-
colouring problem. The instance of this problem consists of a graph G, a function
g : V (G) → {1, 2}, and a number t. An edge g-colouring of G is an edge colouring
f such that |f(v)| ≤ g(v) for each v ∈ V (G). The objective is to decide whether
there exists an edge g-colouring of G using at least t distinct colours. We show
the maximum edge {1, 2}-colouring problem is NP-hard on 1-apex graphs by
establishing a reduction from Planar (≤ 3, 3)-SAT problem. We then use this
result to show that the maximum edge q-colouring problem on planar graphs is
NP-hard when q ≥ 2. Let us start by establishing the intermediate result.

Lemma 4. The maximum edge {1, 2}-colouring problem is NP-hard even when
restricted on the class of 1-apex graphs.

Proof. Consider a given Planar (≤3, 3)-SAT formula ϕ with m clauses and n
variables and a plane drawing of its incidence graph G(ϕ). Let the clauses of ϕ
be c1, . . . , cm and the variables x1, . . . , xn; we use the same symbols for the
corresponding vertices of G(ϕ).

Let H be a graph obtained from G(ϕ) as follows. For all j ∈ {1, 2, . . . , n},
if the clauses in which xj appears are c�j,1 , c�j,2 , and c�j,3 , split xj to three
vertices xj,1, xj,2, and xj,3, where xj,a is adjacent to c�j,a for a ∈ {1, 2, 3}. For
1 ≤ a < b ≤ 3, add a vertex nj,a,b and if xj appears positively in c�j,a and
negatively in c�j,b or vice versa, make it adjacent to xj,a and xj,b (otherwise
leave it as an isolated vertex). Finally, we add a new vertex u adjacent to ci for
i ∈ {1, . . . , m} and to nj,a,b for j ∈ {1, . . . , n} and 1 ≤ a < b ≤ 3. Clearly, H is
a 1-apex graph, since H − u is planar.

Let us define the function g : V (H) → {1, 2} as follows:

– g(u) = 1,
– g(ci) = 2 for all i ∈ {1, 2, . . . ,m},
– g(xj,a) = 1 for all j ∈ {1, 2, . . . , n} and a ∈ {1, 2, 3}, and
– g(nj,a,b) = 2 for all j ∈ {1, 2, . . . , n} and 1 ≤ a < b ≤ 3.

First, we show if there exists a satisfying assignment for the formula ϕ, then
H has an edge g-colouring using n+1 colours. For i ∈ {1, . . . , n}, choose a vertex
xj,a adjacent to ci such that the (positive or negative) literal of ci containing
the variable xj is true in the assignment, and give colour i to the edge (ci, xj,a)
and all other edges incident on xj,a (if any). All other edges receive colour 0.

Clearly, u is only incident with edges of colour 0, for each j ∈ {1, . . . , n}
and a ∈ {1, . . . , 3} all edges incident on xj,a have the same colour, and for each
i ∈ {1, . . . , m}, the edges incident on ci have colours 0 and i. Finally, consider
a vertex nj,a,b for some j ∈ {1, . . . , n} and 1 ≤ a < b ≤ 3 adjacent to xj,a

and xj,b. By the construction of H, the variable xj appears positively in c�j,a

and negatively in c�j,b or vice versa, and thus at most one of the corresponding
literals is true in the assignment. Hence, nj,a,b is incident with edges of colour 0
and of at most one of the colours �j,a and �j,b.
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Conversely, suppose that there exists an edge g-colouring f of H using at
least m+1 distinct colours, and let us argue that there exists a satisfying assign-
ment for ϕ. Since g(u) = 1, we can without loss of generality assume that each
edge incident with u has colour 0. If a colour c �= 0 is used to colour the edge
(nj,a,b, xj,k) for some j ∈ {1, . . . , n}, 1 ≤ a < b ≤ 3, and k ∈ {a, b}, then since
g(xj,k) = 1, this colour is also used on the edge (xj,k, c�j,k). Hence, every non-
zero colour appears on an edge incident with a clause. Since each clause is also
joined to u by an edge of colour 0, it can be only incident with edges of one
other colour. Since f uses at least m + 1 colours, we can without loss of gen-
erality assume that for i ∈ {1, . . . , m}, there exists an edge (ci, xj,a) for some
j ∈ {1, . . . , n} and a ∈ {1, . . . , 3} of colour i. Assign to xj the truth value that
makes the literal of ci in which it appears true.

We only need to argue that this rule does not cause us to assign to xj both
values true and false. If that were the case, then there would exist 1 ≤ a < b ≤ 3
such that the variable xj appears positively in clause c�j,a and negatively in
clause c�j,b or vice versa, the edge corresponding to the variable xj,a has colour
�j,a and the edge corresponding to the variable xj,b has colour �j,b. However,
since g(xj,a) = g(xj,b) = 1, this would imply that nj,a,b is incident with the
edge (nj,a,b, xj,a) of colour �j,a, the edge (nj,a,b, xj,b) of colour �j,b, and the edge
(nj,a,b, u) of colour 0, which is a contradiction.

Therefore, we described how to transform in polynomial time a Planar
(≤3, 3)-SAT instance ϕ to an equivalent instance H, g, t = m+1 of the maximum
edge {1, 2}-colouring problem. �

Now we are ready to prove the main theorem of this section. The proof
strategy is similar to the APX-hardness proof in [1]. We include the details for
completeness.

Theorem 3. For an arbitrary integer q ≥ 2 the maximum edge q-colouring
problem is NP-hard even when the input instance is restricted to 1-apex graphs.

Proof. We construct a reduction from the maximum edge {1, 2}-colouring prob-
lem on 1-apex graphs. Let G, g, t be an instance of this problem, and let
n = |V (G)| and r = |{v ∈ V (G) : g(v) = 1}|. We create a graph G′ from G
by adding for each vertex v ∈ V (G) exactly q − g(v) pendant vertices adjacent
to v. Clearly, G′ is an 1-apex graph. We show that G has an edge g-colouring
using at least t distinct colours if and only if G′ has an edge q-colouring using
at least t + r + (q − 2)n colours.

In one direction, given an edge g-colouring of G using at least t colours, we
colour each of the added pendant edges using a new colour, obtaining an edge
q-colouring of G using at least t + r + (q − 2)n colours.

Conversely, let f be an edge q-colouring of G′ using at least t + r + (q − 2)n
colours. Process the vertices v ∈ V (G) one by one, performing for each of them
the following operation: For each added pendant vertex u adjacent to v in order,
let c′ be the colour of the edge (u, v), delete u, and if v is incident with an edge e
of colour c �= c′, then recolour all remaining edges of colour c′ to c. Note that the
number of eliminated colours is bounded by the number r + (q − 2)n of pendant
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vertices, and thus the resulting colouring still uses at least t colours. Moreover,
at each vertex v ∈ V (G), we either end up with all edges incident on v having the
same colour or we eliminated one colour from the neighbourhood of v for each
adjacent pendant vertex; in the latter case, since |f(v)| ≤ q and v is adjacent to
q − g(v) pendant vertices, at most g(v) colours remain on the edges incident on
v. Hence, we indeed obtain an edge g-colouring of G using at least t colours. �

5 Future directions

We conclude with some possible directions for future research. The maximum
edge 2-colouring problem on 1-apex graphs is NP-hard. But the complexity of the
problem is unknown when the input is restricted to planar graphs. We consider
this an interesting question left unanswered. The best-known approximation
ratio is known to be 2, without any restriction on the input instances. Whereas,
a lower bound of (1+q

q ), for q ≥ 2 is known assuming unique games conjecture.
There are not many new results reported in the last decade that bridge this gap.
We think, even a (2−ε) algorithm, for any ε > 0, will be a huge progress towards
that direction. The Baker game technique can yield PTASes for monotone opti-
mization problems beyond problems expressible in the first-order logic. Clearly,
the technique can’t be extended to the entire class of problems expressible in
the monadic second-order logic. It will be interesting to characterise the prob-
lems expressible in the monadic second-order logic where the Baker game yield
PTASes.
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Abstract. [Alecu et al.: Graph functionality, JCTB2021] define func-
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research the relation of functionality to many other graph param-
eters (tree-width, clique-width, VC-dimension, etc.). Extending their
research, we prove a logarithmic lower bound for functionality of ran-
dom graph G(n, p) for large range of p. Previously known graphs have
functionality logarithmic in number of vertices. We show that for every
graph G on n vertices we have fun(G) ≤ O(

√
n log n) and we give a

nearly matching Ω(
√

n)-lower bound provided by projective planes.
Further, we study a related graph parameter symmetric difference, the

minimum of |N(u)ΔN(v)| over all pairs of vertices of the “worst possible”
induced subgraph. It was observed by Alecu et al. that fun(G) ≤ sd(G)+1
for every graph G. We compare fun and sd for the class INT of interval
graphs and CA of circular-arc graphs. We let INTn denote the n-vertex
interval graphs, similarly for CAn.

Alecu et al. ask, whether fun(INT) is bounded. Dallard et al. answer
this positively in a recent preprint. On the other hand, we show that
Ω( 4

√
n) ≤ sd(INTn) ≤ O( 3

√
n). For the related class CA we show that

sd(CAn) = Θ(
√

n).
We propose a follow-up question: is fun(CA) bounded?
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1 Introduction

Let G = (V,E) be a graph and v ∈ V be a vertex. The set of neighbors of v in G
is denoted by NG(v), we omit the subscript if the graph is clear from the context.
An adjacency matrix AG of G is 0-1 matrix such that its rows and columns are
indexed by vertices of G and A[u, v] = 1 if and only if u and v are connected by
an edge. Now, we define the functionality and symmetric difference of a graph
– two principle notion of this papers – as introduced by Alecu et al. [1], and
implicitly also by Atminas et al. [3].

A vertex v of a graph G = (V,E) is a function of vertices u1, . . . , uk ∈ V (dif-
ferent from v) if there exists a boolean function f of k variables such that for any
vertex w ∈ V \ {v, u1, . . . , uk} it holds that A[v, w] = f

(
A[v, u1], . . . , A[v, uk]

)
.

Informally, we can determine if v and w are connected from the adjacencies of
v with the ui’s. The functionality funG(v) of a vertex v in G is the minimum k
such that v is a function of k vertices of G. We drop the subscript and write just
fun(v) if the graph G is clear from the context. Then, the functionality fun(G)
of a graph G is defined as

fun(G) = max
H⊆G

min
v∈V (H)

funH(v),

where the maximum is taken over all induced subgraphs H of G.
It is observed in [3] that if fun(G) ≤ k then we can encode G using

n(2k + (k + 1) log n) bits, where n is the number of vertices of G. Thus, if every
graph G in some graph class G has bounded functionality then G contains at most
2O(n log n) graphs on n vertices. Such classes are said to be of factorial growth [4]
and include diverse classes of practical importance (interval graphs, line graphs,
forests, planar graphs, more generally all proper minor-closed classes). Thus,
Alecu et al. [1] introduce functionality as a tool to study graph classes of facto-
rial growth, and the related Implicit graph conjecture (although this conjecture
was recently disproved [6]). This was also our original motivation. Moreover,
functionality is a natural generalization of the graph degeneracy, as the degree
of a vertex v is a trivial upper bound for the functionality of v. Thus, it deserves
a study for its own sake.

Alecu et al. [1] research the relation of functionality to many other graph
parameters: in particular they provide a linear upper bound in terms of clique-
width and a lower bound in terms of some function of VC-dimension. They also
give a lower bound for the functionality of the hypercube that is linear in the
dimension (i.e., logarithmic in the number of vertices).

Another parameter related to functionality is the so-called symmetric differ-
ence. Given two vertices u, v of G, let sdG(u, v) (or just sd(u, v) when the graph
is clear from the context) be the number of vertices different from u and v that
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are adjacent to exactly one of u and v. The symmetric difference sd(G) of a
graph G is defined as

max
H⊆G

min
u,v∈V (H)

sdH(u, v),

where the maximum is again taken over all induced subgraphs. We may view
sd(u, v) as the size of the set (N(u)ΔN(v)) \ {u, v}, which explains the term
“symmetric difference”. It is noted by Alecu et al. [1] that fun(G) ≤ sd(G) + 1.
However, there is no lower bound in terms of sd as there are graphs of constant
functionality and polynomial symmetric difference – for example the interval
graphs. This was shown by Theorem 3.2 of Dallard et al. [5] and by our The-
orem 7, while Corollary 5.3 of [5] shows that sd(INT) is unbounded, without
providing explicit lower bounds.

The intersection graph of a family of sets F is a graph G = (V,E) where
V = {v1, . . . , vn} and two vertices vi and vj are connected if and only if the
corresponding sets Si and Sj of F intersect. An interval graph is an intersection
graph of n intervals on a real line. A circular arc graph is an intersection graph
of n arcs of a circle. We let INTn denote the family of all intersection graphs
with n vertices, INT the family of all interval graphs. In the same vein, we define
CAn and CA for circular arc graphs.

1.1 Our Results

In this paper, we show several lower and upper bounds for functionality and
symmetric difference of various graph classes. As far as we know, there were
only logarithmic lower bounds for functionality [1,3,5]. Thus, it would have
been possible that the functionality is at most logarithmic (similarly to the VC-
dimension [7]). However, we show that the functionality of the incidence graph
of a finite projective plane of order k is exactly k + 1, i.e., roughly

√
n. We

complement this result with an almost matching upper bound that functionality
of any graph is at most O(

√
n log n). Further, we show for 3 log2 n

n ≤ p ≤ 1 −
3 log2 n

n that a random graph G(n, p) has at least logarithmic functionality with

probability 1− o(1). Note that if p ≤ o
(

log n
n

)
then fun(G(n, p)) ≤ o(log n) with

high probability because the minimum degree of G(n, p) for such p is o(log n)
with high probability and fun(G) is bounded by the minimum degree of the
graph G. Similarly for p ≥ 1 − o

(
log n

n

)
, as the functionality of a graph G and

its complement Ḡ is the same, and complement of G(n, p) is G(n, 1 − p). Thus,
our range of p is almost optimal – up to a logarithmic factor. Further, we prove
that any vertex of G(n, 1

2 ) is a function of at most O(log n) vertices with high
probability. Unfortunately, it does not imply that functionality of G(n, 1

2 ) is
logarithmic as it still can contain an induced subgraph of higher functionality.
Overall, it suggests that graphs with polynomial functionality are quite rare and
should be very structured (like the case of finite projective plane).

Further, we study symmetric difference of interval and circular arc graphs.
We show that symmetric difference of circular arc graph is Θ(

√
n), i.e., we prove

that any circular arc graph has symmetric difference at most O(
√

n) and we
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present a circular arc graph of symmetric difference Ω(
√

n). Recently, it was
shown that interval graphs have bounded functionality and unbounded symmet-
ric difference [5]. Even though it was not explicitly mentioned, the construction
given by Dallard et al. [5] leads to the lower bound Ω( 4

√
n) for the symmetric

difference of interval graphs. We independently came up with a different con-
struction leading to the same lower bound, however analysis of our construction
is simpler than the one from the previous work. For interval graphs, we also
present the upper bound O( 3

√
n) for symmetric difference. Thus, we are leaving

a gap between the lower and upper bound. However, we show the symmetric
difference of interval graphs is polynomial and strictly smaller than symmetric
difference of circular arc graphs.

2 Functionality

2.1 Finite Projective Planes

Recall that a finite projective plane is a pair (X,L), where X is a finite set and
L ⊆ 2X , satisfying the following axioms [8]:

1. For every p �= q ∈ X, there is exactly one subset of L containing p and q.
2. For every L �= M ∈ L, we have |L ∩ M | = 1.
3. There exists a subset Y ⊆ X of size 4 such that |L ∩ Y | ≤ 2 for every L ∈ L.

Elements of X are called points and elements of L are called lines. We note
that for every k which is a power of a prime, a finite projective plane with the
following properties can be constructed. Each line contains exactly k + 1 points.
Each point is incident to exactly k + 1 lines. The total number of points is
k2 + k + 1. The total number of lines is also k2 + k + 1. The number k is called
the order of the finite projective plane.

The incidence graph of a finite projective plane is a bipartite graph with
one part X and the second part L. In this graph, x ∈ X is adjacent to � ∈ L
iff x is incident to �. The following theorem shows that the incidence graph
of a finite projective plane has functionality approximately

√
n, where n is the

number of vertices. Alecu et al. [1] have shown that there exists a function f such
that for every graph G we have vc(G) ≤ f(fun(G)). Our result complements this
inequality by showing that the functionality of a graph cannot be upper bounded
by its VC-dimension as it is known that the VC-dimension of a finite projective
plane of any order is 2 [2].

Theorem 1. Consider a finite projective plane of order k and its incidence
graph G. Then, fun(G) = k + 1. Moreover, for any proper induced subgraph
G′ ⊂ G we have fun(G′) ≤ k.

Proof. First, note that G is a (k + 1)-regular graph, thus fun(G) ≤ k + 1. Since
G is connected, every proper subgraph G′ ⊂ G contains a vertex of degree at
most k. Thus, fun(G′) ≤ k.

It remains to prove that the functionality of every vertex v ∈ V (G) is at least
k + 1. Let � be a line of the projective plane. Because of the point-line duality
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of finite projective planes [8], it is enough to show that the functionality of �
is at least k + 1. Let S = {p1, . . . , pa, �1, . . . , �b} be a set of points pi and lines
�j (distinct from �) such that |S| = a + b ≤ k. We will prove that there exist
vertices u and w satisfying:

1. The vertices u and w are not in S and they are not adjacent to any vertices
in S. They are also different from �.

2. The vertex u is adjacent to �, i.e., u is a point incident to �.
3. The vertex w is not adjacent to �, i.e., w is a point not incident to � or it is

a line.

Once we prove the existence of these two vertices, we are done as their existence
implies that � is not a function of S.

There are k+1 points on each line and every two lines intersect in one point.
It follows that there is a point q on � which is distinct from each pi and it is not
incident with any �i. Thus, the vertex q is not adjacent to any vertex in S and
it is adjacent to �. We set u = q.

Let L = {�, �1, . . . , �b}. We will prove the existence of the vertex w by con-
sidering two cases. The first case is b = k, i.e., the set S consists of k lines and
no points. We may consider any line �′ �∈ L as the vertex w. The vertex w is not
adjacent to any vertex in S as it contains only lines and it is not adjacent to the
line � either. Thus, the vertex w satisfies the sought properties.

The second case is b ≤ k − 1. Let P be the set of points p1, . . . , pa together
with all the points that are incident to some line from L. We will show that
|P | ≤ k2 + k, which implies existence of a vertex w ∈ V (G) \ P satisfying the
sought properties. First, note that if b = 0 (i.e., S contains only points), then
|P | ≤ k + 1 + a = 2k + 1. Next, we suppose that b ≥ 1 which means that L
contains at least two lines. Recall that each pair of line intersects in a point.
Thus, there are at most (b + 1)(k + 1) − 1 points incident to the lines in L (the
−1 comes from the fact that we have at least two lines). Moreover, we have a
points p1, . . . , pa. Thus, |P | ≤ (b + 1)(k + 1) − 1 + a. Since a + b ≤ k, we have
a ≤ k − b. Therefore,

|P | ≤ (b + 1)(k + 1) − 1 + k − b = bk + 2k ≤ k2 + k.

This concludes the second case and also the whole proof. 
�

2.2 Upper Bound for General Graphs

Theorem 2. If G is a graph with n vertices, then fun(G) ≤ √
c · n ln n for any

c > 3, if n is big enough.

Proof. We show that there is v ∈ V (G) such that funG(v) ≤ d(n) :=
√

c · n ln n.
As d(n) is increasing, this suffices to show existence of such vertex also in a
subgraph of G. We will write d = d(n).

First, suppose that |sd(u, v)| < d for some u, v of G. Since sd(u, v) =
(N(u)ΔN(v)) \ {u, v}, the vertex v is a function of the set sd(u, v) ∪ {u}. Next,
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suppose all sets sd(u, v) have at least d vertices. In this case we choose an arbi-
trary vertex v ∈ V (G). We also choose a random set S ⊆ V (G) by independently
putting each vertex of G different from v to S with probability p = d/n. Suppose
v is not a function of S. Then, there exists u1 ∈ N(v)\S and u2 /∈ N(v)∪S∪{v}
such that neighbors of u1 and u2 in S are the same, that happens if and only if
sd(u1, u2) ∩ S = ∅. We bound the probability of this event by the union bound

Pr
[∃u1 ∈ N(v) \ S, u2 /∈ N(v) ∪ S ∪ {v} : S ∩ sd(u1, u2) = ∅]

≤
∑

u1,u2

(1 − p)|sd(u1,u2)|−1 ≤ n2(1 − p)d−1.

The −1 in the exponent is caused by v ∈ sd(u1, u2), but v cannot be chosen
to belong to S. Thus, the probability that v is not a function of S is at most
n2e−p(d−1), which is strictly smaller than 1

n whenever c > 3 and n is big enough.
Clearly, the expected size of S is p(n − 1) = n−1

n d. Thus by Markov inequality,
Pr[|S| > d] ≤ n−1

n = 1− 1
n . This means that with the positive probability |S| ≤ d

and v is function of S and we can conclude that funG(v) ≤ d. 
�

2.3 Random Graphs

In this section, we prove our results about functionality of random graphs.

Theorem 3. The functionality of the random graph G = G(n, p) is Ω(log n)
with probability at least 1 − 1

nlog n for any 3 log2 n
n ≤ p ≤ 1 − 3 log2 n

n .

Proof. Note that fun(G) = fun(Ḡ), where Ḡ is the complement of G. Since
G(n, 1 − p) is the complement of G(n, p), we can suppose that p ≤ 1

2 . We will
prove that functionality of G is larger than k = 1

2 log n (w.h.p.). Let v, u1, . . . , uk

be vertices of G. We will show that v is function of u1, . . . , uk only with small
probability.

First suppose that 3 log2 n√
n

≤ p ≤ 1
2 . We divide the rest of vertices V ′ =

V (G)\{v, u1, . . . , uk} into buckets according to the adjacency to u1, . . . , uk, i.e.,
for each subset S ⊆ {u1, . . . , uk} we create a bucket BS consisting of vertices
that are adjacent to all vertices in S and are not adjacent to any vertex in
{u1, . . . , uk} \ S. There are at most 2k buckets and therefore, there is a bucket
B containing at least |V ′|

2k
≥

√
n
2 vertices. However by definition of functionality,

that means v is connected to all vertices in B or to none of them. This event
occurs only with a probability

p|B| + (1 − p)|B| ≤ 2 · (1 − p)
√

n
2 ≤ 2 · e−p·

√
n
2 ≤ 2− 3

2 ·log2 n.

We have n · (n−1
k

)
< n

log n
2 possibilities how to choose v, u1, . . . , uk. Thus by the

union bound, we have that fun(G) ≤ k with probability at most 1
nlog n .

Now, suppose that 3 log2 n
n ≤ p ≤ 3 log2 n√

n
. Let E′ be edges between u1, . . . , uk

and V ′ = V \ {v, u1, . . . , uk}. We bound the expected size of E′ as follows.

E[|E′|] = p · k · |V ′| ≤ 3
2
√

n · log3 n
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By the Chernoff bound, we have that probability that |E′| ≥ 3
√

n · log3 n = � is
at most e−√

n log3 n. Thus with high probability, there are at least |V ′| − � ≥ 2n
3

vertices in V ′ such that there is no edge between them and u1, . . . , uk. Denote
such vertices as B0. Now, we proceed similarly as in the previous case. Again,
the vertex v has to be connected to all vertices in B0 or none of them, which
occurs only with the following probability.

p|B0| + (1 − p)|B0| ≤ 2 · (1 − p)
2n
3 ≤ 2 · e−p· 2n3 ≤ 2−2·log2 n.

Thus, the probability that v is function of u1, . . . , uk is at most

e−√
n log3 n + 2−2·log2 n ≤ 2− 3

2 ·log2 n.

By the same union bound as before, we have that fun(G) ≤ k with probability
at most 1

nlog n . 
�

Proposition 1. Each vertex of the random graphs G = G(n, 1
2 ) is a function of

at most 3 log n vertices with probability at least 1 − 1
n .

Proof. Let k = 3 log n and V ′ be a set of k vertices. We will show that with
high probability there are no two vertices v1, v2 �∈ V ′ such that N(v1) ∩ V ′ =
N(v2) ∩ V ′, i.e., they have the same neighborhood in V ′. Let v1, v2 �∈ V ′, then

Pr[v1, v2 : N(v1) ∩ V ′ = N(v2) ∩ V ′] = 2−k.

By the union bound, we have:

Pr[∃v1, v2 �∈ V ′ : N(v1) ∩ V ′ = N(v2) ∩ V ′] ≤ n2

2k
=

1
n

. (1)

Thus, each vertex outside of V ′ has a unique neighborhood to V ′. Therefore,
V ′ determines adjacency for any vertex not in V ′. 
�

3 Symmetric Difference

In this section, we will prove our lower and upper bounds for symmetric difference
of interval and circular arc graphs.

3.1 Circular Arc Graphs

In this section, we prove that symmetric difference of circular arc graphs1 is
Θ(

√
n). More formally, we prove the following two theorems.

Theorem 4. Any circular arc graph G ∈ CAn has symmetric difference at most
O(

√
n).

1 Intersection graphs of arcs of a cycle, see Sect. 1 for the proper definition.
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Theorem 5. There is a circular arc graph G ∈ CAn of symmetric difference at
least Ω(

√
n).

First, we prove the upper bound, i.e., that every circular arc graph has symmetric
difference at most O(

√
n). We use the following notations for arcs. Let a, b be

two points of a circle. Then, an arc r = [a, b] is an arc beginning in a and going
in clockwise direction to b. We call a as the starting point of r and b as the
ending point of a.

Proof (Proof of Theorem 4). Let circle arc graph G = (V,E) be an intersection
graph of a set of arcs R = {r1, . . . , rn} of a circle C. Without loss of generality,
we can suppose that the circumference of C is 2n, endpoints of all arcs ri ∈
R are integer points and are different for all arcs. Thus, each integer point
{0, . . . , 2n − 1} of C is an endpoint of exactly one arc in R.

Consider an arc r = [a, b] ∈ R. We again suppose that the points a and b
are in clockwise order and the arc r starts in a and goes clockwise to b. We
represent the arc r as a point (a, b) in the plane R

2. Note that all these points
are in the square S with corners in the points (0, 0) and (2n − 1, 2n − 1) (some
points maybe on the border of S). We divide the square S into subsquares of
size k×k for k = 2n−1

�√
n�−1

. Note that we have strictly less than n such subsquares
and k = Θ(

√
n). Thus, there is at least one subsquare that contains two points

representing arcs, say r = [a, b] and r′ = [a′, b′]. It follows that |a−a′|, |b−b′| ≤ k.
Suppose that a′ > a and b′ > b, other cases are analogous. Then, each arc counted
in sd(r, r′) has to start or end in an integer point from the interval [a, a′ − 1] or
[b, b′ − 1]. Since there are at most 2k integer points in these two intervals and
each integer point of C is an endpoint of exactly one arc of R, we conclude that
sd(r, r′) ≤ 2k ≤ O(

√
n). 
�

Now, we give a construction of a circular arc graph of symmetric difference
at least Ω(

√
n). Let n be a square of an integer, i.e., n = d2 for some d ∈ N.

We consider a circle C of circumference n and a set P of integer points of C,
i.e., P = {0, . . . , n − 1} ordered in clockwise direction. The length |r| of an arc
r = [a, b] is equal to b−a (mod n). We say the arc [a, b] is integral if both a and
b are integers.

We will represent each point p ∈ P as two integer indices 0 ≤ i, j < d =
√

n
such that p = i · d + j. Note that each point p has a unique such representation
and we denote it as (i, j)d. Let R be a set of arcs

[
(i, j)d, (j, i)d

]
for all possible

i �= j such that length of each arc in R is at most n
4 . Note that we require that

i �= j, thus we do not consider zero-length arcs consisting only of a point of
a form (i, i)d. See Fig. 1 for an illustration. Let G be the intersection graph of
arcs in R. We we will prove that sd(G) ≥ Ω(

√
n). First, we prove two auxiliary

lemmas, Lemma 1 and 2. Lemma 1 asserts that each sufficiently long arc of C
contains a lot of starting and ending points of arcs in R. Lemma 2 states that
for any two arcs r and r′ we will find a long arc s that is a subarc of only one of
the arcs r and r′ (say r). Thus by Lemma 1, the arc r intersects many arcs that
go “away” from the arc r′ and that is enough to imply Theorem 5.
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Fig. 1. An example of the circular arc graph lower bound construction for n = 16 and
d = 4. This graph contains three arcs corresponding to points 1 = (0, 1)d, 6 = (1, 2)d,
and 11 = (2, 3)d. For an example, the arc corresponding to point 3 = (0, 3)d is omitted
since 12 − 3 = 9 > 4 = n

4
where 12 = (3, 0)d.

Lemma 1. Let s be an integral arc of C of length at least d−1. Then, it contains
at least d

5 integer points such that they are starting points of arcs in R. Similarly,
it contains at least d

5 integer points such that they are ending points of arcs in R.

Proof. Since s is integral and its length is at least d − 1, it contains at least d
consecutive integer points. Thus, there is an integer j such that s contains all
points of the set {(j, t)d, . . . , (j, d − 1)d, (j + 1, 0)d, . . . , (j + 1, t − 1)d} for some
t ∈ [d]. For any � ∈ [d], we define j� = j if � ≥ t and j� = j + 1 otherwise. It
follows that s contains the point (j�, �)d for every � ∈ [d]. Consider a subset of
these points S =

{(
jk, k

)
d

| 1 ≤ (k − j mod d) ≤ d
5

}
. Observe that |S| = d

5 . We
claim that each point of S is a starting point of an arc in R. Let r be an arc[
(jk, k)d, (k, jk)d

]
where 1 ≤ (k − j mod d) ≤ d

5 .

|r| = k · d + jk − jk · d − k mod n

≤ (k − jk) · d + d ≤ d

5
· d + d ≤ n

4
for sufficiently large n

Thus, r ∈ R. Analogously, the set E =
{(

jk, k
)
d

| 1 ≤ (j + 1 − k mod d) ≤ d
5

}

of size d
5 contains ending points of arcs in R. 
�

Lemma 2. Let r = [(i, j)d, (j, i)d] and r′ = [(i′, j′)d, (j′, i′)d] be two arcs in R.
Then, at least one of the arcs r and r′ contains an integral subarc s of length
d − 2 that is disjoint from the other arc.

Proof. If the arcs r and r′ are disjoint then the existence of s is trivial as each
arc in R has length at least d− 1 (the arcs in R of length exactly d− 1 are those
of the form [(k, k + 1)d, (k + 1, k)d]).

Thus, suppose that r and r′ intersect and without loss of generality suppose
that the ending point of r lies inside r′, i.e. we read in clockwise order the points
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(i′, j′)d, (j, i)d and (j′, i′)d. Consider an arc s′ = [(j, i)d, (j′, i′)d]. Note that arc s′

is a subarc of r′ and intersects r only in the point (j, i)d. Thus, if |s′| ≥ d−1, the
arc r′ would contain the sought integral subarc s. We have |s′| = (j′−j) ·d+i′−i
(mod n). Since 0 ≤ i, i′, j, j′ ≤ d−1, it holds that |(j′−j) ·d+i′−i| ≤ d2−1 < n.
Thus, if |s′| ≤ d − 2 then j = j′ or j′ − j = 1 (mod n) and i − i′ ≥ 2 (note that
this holds even when j = n − 1 and j′ = 0).

First, suppose that j′ − j = 1 (mod n) (and i− i′ ≥ 2). Then, the start point
of r also belongs to r′ and the arc s′ = [(i′, j′)d, (i, j)d] has length at least d − 1
and again it is a subarc of r′ and intersects the arc r only in the single point
(i, j)d.

The last case is when j′ = j. This implies that i �= i′ as all endpoints are
unique. Moreover, since the point (j, i)d precedes the point (j′, i′)d in clockwise
order, we get that i < i′. Then, the arc s′ = [(i, j)d, (i′, j′)d] = [(i, j)d, (i′, j)d]
has length at least d and is a subarc of only the arc r with the exception of its
ending point (i′, j′)d. 
�

Now, we are ready to prove Theorem 5.

Proof (Proof of Theorem 5). Consider two arcs r = [(i, j)d, (j, i)d] and r′ =
[(i′, j′)d, (j′, i′)d] in R. Recall that all arcs in R have length at most n

4 . Thus, we
can suppose that the arc s′ = [(j′, i′)d, (i, j)d] has length at least n

4 and is disjoint
from r and r′, except for the endpoints (j′, i′)d and (i, j)d. Note that, this implies
that the endpoints (j, i)d and (j′, i′)d of r and r′, respectively, are in clockwise
order. By Lemma 2, we suppose that r contains a subarc s of length d − 2 that
is disjoint with r′ (the other case when s is a subarc of r′ is analogous). Let L
be a set of points in s such that they are ending points of arcs in R (distinct
from r). By Lemma 1, we have that |L| ≥ d

5 − 1.
Let t = [a, b] be an arc with the ending point b in L. The arc t intersects the

arc r as the ending point b is a point of s ⊆ r. Since the arc s′ has length at
least n

4 and t ∈ R, the starting point a has to be a point of s′ and thus, the arc
t is disjoint from r′. Therefore, sd(r, r′) ≥ |L| ≥ Ω(

√
n). 
�

3.2 Interval Graphs

In this section, we will prove that symmetric difference of interval graphs2 is still
fixed power of n but strictly less than the symmetric difference of circular arc
graphs. In particular, we will prove the following two theorems.

Theorem 6. Any interval graph G ∈ INTn has symmetric difference at most
O( 3

√
n).

Theorem 7. There is an interval graph G ∈ INTn of symmetric difference at
least Ω( 4

√
n).

2 Intersection graphs of intervals of the real line, see Sect. 1 for the proper definition.
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Note that the existence of interval graphs of arbitrarily high symmetric dif-
ference is proved in Corollary 5.3 of Dallard et al. [5]. While they do not provide
explicit bounds, their proof gives the same Ω( 4

√
n) bound as ours. However, our

proof of the lower bound is self-contained and we believe it to be simpler. We
start with a proof of the upper bound.

Proof (Proof of Theorem 6). Let G = (V,E) be an intersection graph of intervals
R = {r1, . . . , rn} with ri = [ai, bi] and let V = {1, . . . , n}. Without loss of
generality, we suppose for clarity that all ai’s and bi’s are different points. The
intervals are numbered in the order given by their starting points, i.e., for every
two indices i, j ∈ [n] we have i < j if and only if ai < aj . For an interval ri, we
define two sets:

1. Ai = {j | ai < bj}, i.e., it contains the indices of intervals in R that end after
the interval ri starts.

2. Bi = {j | aj < bi}, i.e., it contains the indices of intervals in R that start
before the interval ri ends.

Note that N(i) = Ai ∩ Bi. Moreover, sd(i, j) ≤ |N(i)ΔN(j)| ≤ |AiΔAj | +
|BiΔBj |. Note that for each pair i, j, it holds that Ai ⊆ Aj or Aj ⊆ Ai, thus
AiΔAj is Ai \Aj or Aj \Ai and analogously with Bi and Bj . We will prove that
there are two intervals ri and rj such that |AiΔAj | + |BiΔBj | ≤ O( 3

√
n).

Let d ∈ N be a parameter. We will find two vertices i, j ∈ V such that
sd(i, j) ≤ O(max{d, d + n

d2 }). Thus, if we set d = 3
√

n we would get sd(i, j) ≤
O( 3

√
n). Since any subgraph of an interval graph is again an interval graph, the

upper bound for sd(G) will follow. Let D� = A� \ A�+1. In other words, the set
D� contains intervals of R that end after the interval r� starts but before the
interval r�+1 starts. Note that Bi = {1, . . . , �} where � is the unique index such
that i ∈ D�. Let k be the largest index such that

∑
�≤k |D�| ≤ d + 2. Note that

for any two indices i, j ≤ k, it holds that |AiΔAj | ≤ ∑
�≤k |D�|.

First, we prove that if k ≤ d2, then sd(i, j) ≤ 2d + 2. Suppose that actually∑
�≤k |D�| ≤ d. Then, |Dk+1| ≥ 3. Let i, j ∈ Dk+1 such that i, j ≤ k. Then,

Bi = Bj and |AiΔAj | ≤ d, therefore sd(i, j) ≤ d.
From now, we suppose that d ≤ ∑

�≤k |D�| ≤ d + 2. Let p ≤ k be an index
such that |Dp| ≥ 2 (if such p exists) and i, j ∈ Dp = Ap \ Ap+1. Thus, Bi = Bj .
Since i, j ≤ p ≤ k, then |AiΔAj | ≤ d + 2 and sd(i, j) ≤ d + 2. Note that so far,
we did not use the assumption that k ≤ d2.

Now, suppose that for all � ≤ k it holds that |D�| ≤ 1. Since k ≤ d2 there
exists two indices p < q ≤ k such that Dp,Dq �= ∅ and q − p ≤ d (there are
at least d indices � ≤ k such that |D�| = 1). Let i ∈ Dp and j ∈ Dq. Since
Bi = {1, . . . , p}, Bj = {1, . . . , q}, we have |Bj \ Bi| ≤ d. Further, since i, j ≤ k,
we have |AiΔAj | ≤ d + 2. Thus, sd(i, j) ≤ 2d + 2.

Now, we suppose that k > d2. It follows there are two indices i, j ≤ k such
that i ∈ Dp and j ∈ Dq such that |p − q| ≤ n

d2 . Therefore, |AiΔAj | ≤ d + 2 and
|BiΔBj | = |p − q| = n

d2 and sd(i, j) ≤ d + 2 + n
d2 . 
�

Now, we give a construction of an interval graph with symmetric difference
Ω( 4

√
n). Let d ∈ N sufficiently large. We construct Θ(d4) intervals on a line
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segment [0, t] for t = 20d3 such that the corresponding intersection graph G will
have sd(G) ≥ d. There will be intervals of two types – short and long. See Fig. 2
for an illustration. Short intervals have length d and they start in each point
0, . . . , t − d, i.e.,

S =
{
[i, i + d] | i ∈ {0, . . . , t − d}}

.

Long intervals will have various lengths. For i ≥ 0, let �i = 4d2 · (i + 1). For
0 ≤ i ≤ 2d − 1, we define the i-th class of long intervals as

Li =
{
[a, b] | a, b ≡ i (mod 2d); �i ≤ b − a ≤ �i + 2d2

}
,

i.e., the set Li contains intervals such that they start and end in points con-
gruent to i modulo 2d and their length is between �i and �i + 2d2. Let
I = S ∪ ⋃

0≤i≤2d−1 Li be the set of all constructed intervals. We start with
two observations about I.

0 5 10 2015 25 30 35 40 45 50 55 60 65

} S

} L0

} L1

} L2

} L3

5 65 70 75 80

Fig. 2. An example of the interval graph lower bound construction for d = 2. For
clarity, only the first three intervals are displayed from each set Li.

Observation 8. Any interval [a, b] (for a, b ∈ N) of the line segment [0, t] of
length 2d contains d short intervals.

Observation 9. There are at most O(d4) intervals in I.

Proof. Clearly, there are t − d + 1 = O(d3) intervals in S. Note that for any
a ≤ t

2 , a ≡ i (mod 2d), there are exactly d + 1 intervals of a form [a, b] in
Li because of the length constraints of the long interval. Analogously, for any
b ≥ t

2 , b ≡ i (mod 2d), there are exactly d + 1 intervals of a form [a, b] in Li. We
remark this indeed holds even for L2d−1 as we set t to be large enough. There
are no other intervals in Li. Since there are O(d2) points p ∈ [0, t] such that
p ≡ i (mod 2d), it follows that |Li| ≤ O(d3). Therefore, there are at most O(d4)
long intervals as there are O(d) classes of long intervals. 
�

The graph G is an intersection graph of I. Now, we are ready to prove
Theorem 7, i.e., sd(G) ≥ Ω( 4

√
n).

Proof (Proof of Theorem 7). Let r = [a, b] and r′ = [a′, b′] be two intervals in I.
Without loss of generality let a ≤ a′. First, suppose that the r, r′ ∈ S, i.e.,
both of them are short. In this case it holds that a < a′ and b < b′. First, if
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a′ > a + 2d, then all d short interval of form [i, i + d] for i ∈ r do not intersect
r′. Thus, |N(r)ΔN(r′)| ≥ d.

Now, suppose that a′ ≤ a+2d. Further, suppose that b′ ≤ t
2 . Then as already

observed, there are d intervals of the form [b′, c] in Li for b′ ≡ i (mod 2d). Since
b′ is not in r, we have that |N(r)ΔN(r′)| ≥ d.

If b′ > t
2 , then a > t

2 − 3d, as b′ − d = a′ ≤ a + 2d. Analogously, it holds
there are d intervals of the form [c, a] in Li for a ≡ i (mod 2d) as d and t is large
enough.

Now, suppose that r, r′ ∈ Li for some i. In this case a, b, a′, b′ ≡ i (mod 2d).
Since r �= r′, it follows that |a − a′| ≥ 2d or |b − b′| ≥ 2d. Thus, at least one
of the intervals r and r′ has a private subinterval of length at least 2d and by
Observation 8, we have that |N(r)ΔN(r′)| ≥ d.

Let k be the difference of length of r and r′. For the remaining cases we
will prove that k ≥ 4d. Then, at least one of the intervals r and r′ contains a
private subinterval of length at least 2d and again by Observation 8, we have
that |N(r)ΔN(r′)| ≥ d. There are two remaining cases:

1. r ∈ S, r′ ∈ Li : Then, |r| = d and |r′| ≥ 4d2.
2. r ∈ Li, r

′ ∈ Lj for i < j: Then, |r| ≤ 4d2 · (i+1)+2d2 and |r′| ≥ 4d2 · (j +1).
It follows that k = 4d2 · (j − i) − 2d2 ≥ 2d2.

Thus, in both cases we have that k ≥ 4d for d ≥ 2. We have showed that
|N(r)ΔN(r′)| ≥ d for all cases. Thus by Observation 9, we conclude that sd(G) ≥
Ω( 4

√
n). 
�

Acknowledgements. The research presented in this paper has been started during
the KAMAK workshop in 2021. We are grateful to the organizers of this wonderful
event.

References

1. Alecu, B., Atminas, A., Lozin, V.V.: Graph functionality. J. Comb. Theory Ser. B
147, 139–158 (2021). https://doi.org/10.1016/j.jctb.2020.11.002

2. Alon, N., Haussler, D., Welzl, E.: Partitioning and geometric embedding of range
spaces of finite Vapnik-Chervonenkis dimension. In: Soule, D. (ed.) Proceedings
of the Third Annual Symposium on Computational Geometry, Waterloo, Ontario,
Canada, 8–10 June 1987, pp. 331–340. ACM (1987)

3. Atminas, A., Collins, A., Lozin, V., Zamaraev, V.: Implicit representations and
factorial properties of graphs. Discret. Math. 338(2), 164–179 (2015). https://doi.
org/10.1016/j.disc.2014.09.008

4. Balogh, J., Bollobás, B., Weinreich, D.: The speed of hereditary properties of graphs.
J. Comb. Theory Ser. B 79(2), 131–156 (2000). https://doi.org/10.1006/jctb.2000.
1952, https://www.sciencedirect.com/science/article/pii/S009589560091952X

5. Dallard, C., Lozin, V., Milanič, M., Štorgel, K., Zamaraev, V.: Functionality of box
intersection graphs (2023). https://doi.org/10.48550/ARXIV.2301.09493

6. Hatami, H., Hatami, P.: The implicit graph conjecture is false. In: 63rd IEEE Annual
Symposium on Foundations of Computer Science, FOCS 2022, Denver, CO, USA,
October 31–3 November 2022, pp. 1134–1137. IEEE (2022)

https://doi.org/10.1016/j.jctb.2020.11.002
https://doi.org/10.1016/j.disc.2014.09.008
https://doi.org/10.1016/j.disc.2014.09.008
https://doi.org/10.1006/jctb.2000.1952
https://doi.org/10.1006/jctb.2000.1952
https://www.sciencedirect.com/science/article/pii/S009589560091952X
https://doi.org/10.48550/ARXIV.2301.09493


318 P. Dvořák et al.

7. Kranakis, E., Krizanc, D., Ruf, B., Urrutia, J., Woeginger, G.: The VC-dimension of
set systems defined by graphs. Discret. Appl. Math. 77(3), 237–257 (1997). https://
doi.org/10.1016/S0166-218X(96)00137-0

8. Matoušek, J., Nešetřil, J.: Invitation to Discrete Mathematics, 2 ed. Oxford Univer-
sity Press, Oxford (2009)

https://doi.org/10.1016/S0166-218X(96)00137-0
https://doi.org/10.1016/S0166-218X(96)00137-0


Cops and Robbers on Multi-Layer Graphs

Jessica Enright1 , Kitty Meeks1 , William Pettersson1(B) ,
and John Sylvester1,2

1 School of Computing Science, University of Glasgow, Glasgow, UK
{jessica.enright,kitty.meeks,william.pettersson}@glasgow.ac.uk,

john.sylvester@liverpool.ac.uk
2 Department of Computer Science, University of Liverpool, Liverpool, UK

Abstract. We generalise the popular cops and robbers game to multi-
layer graphs, where each cop and the robber are restricted to a single
layer (or set of edges). We show that initial intuition about the best
way to allocate cops to layers is not always correct, and prove that the
multi-layer cop number is neither bounded from above nor below by any
function of the cop numbers of the individual layers. We determine that
it is NP-hard to decide if k cops are sufficient to catch the robber, even
if each layer is a tree plus some isolated vertices. However, we give a
polynomial time algorithm to determine if k cops can win when the rob-
ber layer is a tree. Additionally, we investigate a question of worst-case
division of a simple graph into layers: given a simple graph G, what is
the maximum number of cops required to catch a robber over all multi-
layer graphs where each edge of G is in at least one layer and all layers
are connected? For cliques, suitably dense random graphs, and graphs
of bounded treewidth, we determine this parameter up to multiplicative
constants. Lastly we consider a multi-layer variant of Meyniel’s conjec-
ture, and show the existence of an infinite family of graphs whose multi-
layer cop number is bounded from below by a constant times n/ logn,
where n is the number of vertices in the graph.

Keywords: Cops and robbers · multi-layer graphs · pursuit-evasion
games · Meyniel’s conjecture

1 Introduction

We investigate the game of cops and robbers played on multi-layer graphs. Cops
and robbers is a 2-player adversarial game played on a graph introduced inde-
pendently by Nowakowski and Winkler [22], and Quilliot [25]. At the start of the
game, the cop player chooses a starting vertex position for each of a specified
number of cops, and the robber player then chooses a starting vertex position for
the robber. Then in subsequent rounds, the cop player first chooses none, some,
or all cops and moves them along exactly one edge to a new vertex. The robber
player then either moves the robber along an edge, or leaves the robber on its
current vertex. The cop player wins if after some finite number of rounds a cop
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occupies the same vertex as the robber, and the robber wins otherwise. Both
players have perfect information about the graph and the locations of cops and
robbers. Initially, research focussed on games with only one cop and one robber,
and graphs on which the cop could win were classed as copwin graphs. Aigner
and Fromme [1] introduced the idea of playing with multiple cops, and defined
the cop number of a graph as the minimum number of cops required for the cop
player to win on that graph. Many variants of the game have been studied, and
for an in-depth background on cops and robbers, we direct the reader to [5].

In this paper, we play cops and robbers on multi-layer graphs where each
cop and the robber will be associated with exactly one layer, and during their
respective turns, will move only over the edges in their own layer. While we define
multi-layer graphs formally in upcoming sections, roughly speaking, here a multi-
layer graph is a single set of vertices with each layer being a different (though
possibly overlapping) set of edges on those vertices. The variants we study could
intuitively be based on the premise that the cops are assigned different modes
of transport. For instance, a cop in a car may be able to move quickly down
streets, while a cop on foot may be slower down a street, but be able to quickly
cut between streets by moving through buildings or down narrow alleys.

Extending cops and robbers to multi-layer graphs creates some new variants,
and generalises some existing variants. Fitzpatrick [14] introduced the precinct
variant, which assigns to each cop a subset of the vertices (called their beat).
In the precinct variant, a cop can never leave their beat. This can be mod-
elled as multi-layer cops and robbers by restricting each layer to a given beat.
Fitzpatrick [14] mainly considers the case were a beat is an isometric path,
we allow more arbitrary (though usually spanning and connected) beats/layers.
Clarke [11] studies the problem of covering a graph with a number of cop-win
subgraphs to upper bound the cop number of a graph — again such construc-
tions can be modelled as multi-layer graphs with the edges of each layer forming
a cop-win graph. Another commonly studied variant of cops and robbers defines
a speed s (which may be infinite) such that the robber can move along a path
of up to s edges on their turn [6, Section 3.2]. These can also be modelled as
multi-layer graphs by adding edges between any pair of vertices of distance at
most s that only belong to the layer the robber is occupying.

1.1 Further Related Work

Temporal graphs, in which edges are active only at certain time steps, are some-
times modelled as multi-layered graphs. There has been some work on cops and
robbers on temporal graphs, though generally yielding quite a different game to
the ones we consider here as a cop is not restricted to one layer. In particular,
[3] considers cops and robbers on temporal graphs and when the full temporal
graph is known they give a O(n3T ) algorithm to determine the outcome of the
game where T is the number of timesteps.

Variants of cops and robbers are also studied for their relationships to other
parameters of graphs. For instance, the cop number of a graph G is at most one
plus half the treewidth of G [17]. And if one considers the “helicopter” variant
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of cops and robbers, the treewidth of a graph is strictly less than the helicopter
cop number of the graph [29]. Toruńczyk [32] generalises many graph parame-
ters, including treewidth, clique-width, degeneracy, rank-width, and twin-width,
through the use of variants of cops and robbers. We introduce our multi-layer
variants of cops and robbers partially in the hopes of spurring research towards
multi-layer graph parameters using similar techniques.

Recently Lehner, resolving a conjecture by Schröeder [27], showed the cop
number of a toroidal graph is at most three [19]. There is also an interesting
connection between cop number and the genus of the host graph [1,8,26,27].
It remains open whether any such connection can be made in the multi-layer
setting.

1.2 Outline and Contributions

In Sect. 2 we define multi-layer graphs and multi-layer cops and robbers.
In Sect. 3 we develop several examples which highlight several counter-

intuitive facts and properties of the multi-layer cops and robbers game. In par-
ticular, we show the multi-layer cop number is not bounded from above or below
by a non-trivial function of the cop numbers of the individual cop layers.

In Sect. 4 we study the computational complexity of some multi-layer cops
and robbers problems. We show that deciding if a given number of cops can
catch a robber is NP-hard even if each layer is a tree plus some isolated vertices,
but that if only the robber layer is required to be a tree the problem is FPT in
the number of cops and the number of layers of the graph.

In Sect. 5 we consider an extremal version of multi-layer cop number over all
divisions into layers of a single-layer graph. In particular, for a given single-layer
graph G what is the maximum multi-layer cop number of any multi-layer graph
G when all edges of G are present in at least one layer of G.

In Sect. 6 we consider Meyniel’s conjecture, which states that the single-layer
cop number is O(

√|V |) and is a central open question in cops and robbers. We
investigate whether a multi-layer analogue of Meyniel’s conjecture can hold and,
determine the worst case multi-layer cop number up to a multiplicative O(log n)
factor. This contrasts with the situation on simple graphs, where the worst-case
is only known up to a multiplicative n1/2−o(1) factor.

Finally in Sect. 7 we reflect and conclude with some open problems.
Due to space limitations, most proofs have been omitted. For a complete

version with all proofs, please refer to [13].

2 Definitions and Notation

We write [n] to mean the set of integers {1, . . . , n}, and given a set V we write(
V
2

)
to mean all possible 2-element subsets (i.e., edges) of V . A simple graph is

then defined as G := (V,E) where E ⊆ (
V
2

)
. For a vertex v ∈ V we let dG(v) :=

|{u : uv ∈ E}| be the degree of vertex v in G, and δ(G) := minv∈V (G) dG(v)
denote the minimum degree in a graph G. If, for all v ∈ V , dG(v) = r for some
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integer r, we say that G is r-regular. If the exact value of r is not important,
we may just say that G is regular. If, instead, for all v ∈ V , dG(v) ∈ {r, r + 1}
for some integer r, we say that G is almost-regular. The distance between two
vertices u and v in a graph is the length of a shortest path between u and v.

A multi-layer graph (V, {E1, . . . , Eτ}) consists of a vertex set V and a col-
lection {E1, . . . , Eτ}, for some integer τ � 1, of edge sets (or layers), where for
each i, Ei ⊆ (

V
2

)
. We often slightly abuse terminology and refer to a layer Ei

as a graph; when we do this, we specifically refer to the graph (V,Ei) (i.e., we
always include every vertex in the original multi-layer graph, even if such a ver-
tex is isolated in (V,Ei)). For instance, we often restrict ourselves to multi-layer
graphs where, for each i ∈ [τ ], the simple graph (V,Ei) is connected. We will say
that each layer is connected to represent this notion. Given a multi-layer graph
(V, {E1, . . . Eτ}) let the flattened version of a multi-layer graph, written as fl(G),
be the simple graph G = (V,E1 ∪ · · · ∪ Eτ ).

Cops and robbers is typically played on a simple graph, with one player
controlling some number of cops and the other player controlling the robber.
On each turn, the cop player can move none, some, or all of the cops, however
each cop can only move along a single edge incident to their current vertex. The
robber player can then choose to move the robber along one edge, or have the
robber stay still. The goal for the cop player is to end their turn with the robber
on the same vertex as at least one cop, while the aim for the robber is to avoid
capture indefinitely. If a cop player has a winning strategy on a graph G with k
cops but not with k−1 cops, we say that the graph G has cop number k, denoted
c(G) = k, and that G is k-copwin. Given a multi-layer graph (V, {E1, . . . , Eτ}),
we will say the cop number of layer Ei to mean the cop number of the graph
(V,Ei).

As this paper deals with both simple and multi-layer graphs, as well as cops
and robbers variants played on these graphs, we will use single-layer as an adjec-
tive to denote when we are referring to either specifically a simple graph, or to
cops and robbers played on a single-layer (i.e., simple) graph. This extends to
parameters such as the cop number as well.

In this paper we consider the cops and robbers game on multi-layer graphs
and so it will be convenient to define multi-layer graphs with a distinguished
layer for the robber. More formally, for an integer τ � 1, we use the notation
G = (V, {C1, . . . , Cτ}, R) to denote a multi-layer graph with vertex set V and
collection {C1, . . . , Cτ , R} of layers, where {C1, . . . , Cτ} are the cop layers and
R is the robber layer. In the cops and robber game on G each cop is allocated
to a single-layer from {C1, . . . , Cτ}, and the robber to R, and each cop (and
the robber) will then only move along edges in their respective layer. We do not
allow any cop or the robber to move between layers. We note that this is a slight
abuse of notation, and that both (V, {C1, . . . , Cτ , R}) and (V, {C1, . . . , Cτ}, R)
both denote a multi-layer graphs with the the same collection {C1, . . . , Cτ}∪{R}
of edge sets, the latter has designated layers for the robber/cops whereas the
former does not. We will use Ei to denote edge sets in multi-layer graphs that
do not have a cop or robber labels.
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A setting that appears often is R = C1 ∪ · · · ∪ Cτ , where the robber can
use any edge that exists in a cop layer. This setting is given by the multi-layer
graph G := (V, {C1, . . . , Cτ}, C1 ∪ · · · ∪ Cτ ), but for readability we will instead
use G := (V, {C1, . . . , Cτ}, ∗) to denote this.

We define several variants of cops and robbers on multi-layer graphs, however
in each of them we have an allocation k := (k1, . . . , kτ ) of cops to layers, such
that there are ki cops on layer Ci. We will often use k :=

∑
i ki to refer to the

total number of cops in a game.
We now define multi-layer cops and robbers: a two player game played with an

allocation k on a multi-layer graph G = (V, {C1, . . . , Cτ}, R). The two players are
the cop player and the robber player. Each cop is assigned a layer such that there
are exactly ki cops in layer Ci. The game begins with the cop player assigning
each cop to some vertex, and then the robber player assigns the robber to some
vertex. The game then continues with each player taking turns in sequence,
beginning with the cop player. On the cop player’s turn, the cop player may
move each cop along one edge in that cop’s layer. The cop player is allowed to
move none, some, or all of the cops. The robber player then takes their turn,
either moving the robber along one edge in the robber layer or letting the robber
stay on its current vertex. This game ends as a victory for the cop player if, at
any point during the game, the robber is on a vertex that is also occupied by
one or more cops. The robber wins if they can evade capture indefinitely.

We can now begin defining our problems, starting with Allocated multi-
layer cops and robber.

Allocated multi-layer cops and robber
Input: A tuple (G,k) where G = (V, {C1, . . . , Cτ}, R) is a multi-layer graph
and k is an allocation of cops to layers.
Question: Does the cop player have a winning strategy when playing multi-
layer cops and robbers on G with allocation k?

We also consider a variant in which the cop player has a given number k of
cops, but gets to choose the layers to which the cops are allocated.

Multi-layer cops and robber
Input: A tuple (G, k) where G = (V, {C1, . . . , Cτ}, R) is a multi-layer graph
and k � 1 is an integer.
Question: Is there an allocation k with

∑
i ki = k such that (G,k) is yes-

instance for Allocated multi-layer cops and robber?

Lastly we consider Multi-layer cops and robber with free layer
choice, a variant of Multi-layer cops and robber in which, before the
game is played, the layers in the multi-layer graph are not assigned to being
either cop layers or robber layers. Instead the layers are simply labelled E1

through Eτ , and in this variant the cop player first allocates each cop to one
layer, and then the robber player is free to allocate the robber to any layer.
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Multi-layer cops and robber with free layer choice
Input: A tuple (G, k) where G = (V, {E1, . . . , Eτ}) is a multi-layer graph and
k � 1 is an integer.
Question: Is there an allocation k with

∑
i ki = k such that for every j,

((V, {E1, . . . , Eτ}, Ej),k) is a yes-instance for Multi-layer cops and rob-
ber?

We say that the multi-layer cop number of a multi-layer graph G is k if (G, k)
is a yes-instance for Multi-layer cops and robber but (G, k − 1) is a no-
instance for Multi-layer cops and robber. We will denote this with mc(G).
We round out this section with a number of basic observations.

Proposition 1. Let G = (V, {C1, . . . , Cτ}, R) and G′ = (V, {C1, . . . , Cτ}, R′) be
any two multi-layer graphs where R ⊆ R′ ⊆ (

V
2

)
. If (G, k) is a no-instance to

Multi-layer cops and robber, then (G′, k) is a no-instance to Multi-layer
cops and robber. Consequently, mc(G) � mc(G′).

Proof. To win, the robber on G′ uses the strategy from G. The robber can execute
this strategy as any edge in R′ is in R. Since the cop layers have no added edges,
the strategy must be robber-win as else the cops would win on G. ��
Proposition 2. Let G = (V, {C1, . . . , Cτ}, R) and G′ = (V, {C ′

1, . . . , C
′
τ}, R) be

any two multi-layer graphs that satisfy Ci ⊆ C ′
i for every i ∈ [τ ]. If (G, k) is

a yes-instance to Multi-layer cops and robber, then (G′, k) is also a yes-
instance to Multi-layer cops and robber.

Proof. To win, the cops on G′ use the strategy from G. As no edge has been
removed from G to create G′, this must still result in the cops winning. ��
Proposition 3. Let G = (V, {C1, . . . , Cτ}, ∗) be a multi-layer graph. If (G, k)
is a yes-instance for Multi-layer cops and robber, then, letting Ei = Ci

for each i ∈ [τ ], ((V, {E1, . . . , Eτ}), k) is a yes-instance for Multi-layer cops
and robber with free layer choice.

Proof. Immediate from the problem definitions and Proposition 1. ��

3 Counter Examples and Anti-Monotonicity Results

In this section we provide some concrete examples of cops and robbers on multi-
layer graphs illustrating some peculiarities of the game that may seem counter-
intuitive. We begin with the following that states that it is sometimes beneficial
to put multiple cops on the same layer, and leave other layers empty.

Theorem 1. For any n � 4 there exists a multi-layer graph (V, {CH , CV }, ∗)
on n vertices such that a cop player can win with two cops if both cops are on
CH , or if both cops are on CV , but the robber player can win if one cop is on
CV and the other is on CH .
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It is natural to ask if, given some multi-layer graph G = (V, {C1, . . . , Cτ}, R),
the multi-cop number of G is bounded from below by the minimum cop-number
of a single cop layer; namely, does mc(G) � mini c((V,Ci)) hold? Observe that,
if |V | = n and we let Sn denote the star graph on n vertices, any multi-layer
graph G = (V, {E(Sn), C2, . . . , Cτ}, R) has cop number 1, as the cop can start
on the centre of the star and reach any other vertex in one move. This is not
enough resolve the question directly, however in the next result we build on this
idea to show a general bound of the form mc(G) = Ω(mini c((V,Ci))) does not
hold.

Proposition 4. For any c � 2 there exist graphs G1 = (V,E1) and G2 = (V,E2)
such that c(G1) , c(G2) � c and mc((V, {E1, E2}, ∗)) = 2.

The idea of the proof is to take two n-vertex graphs with cop number c and
add a n − 1 pendent vertices from a single vertex in each graph (un and vn

respectively). The graphs are then identified as cop layers in such a way that a
cop at un can police half the vertices, and a cop at vn can cover the other half.
See Fig. 1 for an illustration. In fact, in such a construction the two cops will
catch the robber after at most one cop move. As a result, the edges present in
the robber layer are irrelevant and we have the following corollary.

Corollary 1. For any c � 2 there exist graphs G1 = (V,E1) and G2 = (V,E2)
such that c(G1) , c(G2) � c, and for any set of edges R ⊆ (

V
2

)
,

mc((V, {E1, E2}, R)) � 2.

un

G2vn

G1

Fig. 1. Illustration of the construction in the proof of Proposition 4. The dotted edges
signify an identification of the two end points of that edge.

We now consider the reverse inequality: is the multi-layer cop number
bounded from above by a function of the cop numbers of the individual layers?
If, in a multi-layer graph G = (V, {C1, . . . , Cτ}, R), the robber layer is a subset
of one of the cop layers, i.e. R ⊂ Ci for some i ∈ [τ ], then mc(G) � c((V,Ci))
as the cop player can allocate c((V,Ci)) cops to layer i, ignoring all other cop
layers. The same reasoning gives an upper bound of

∑
i∈[τ ] c((V,Ci)) on the cop

number in the ‘free choice layer’ variant of the game. Thus, in this special case
an upper bound that depends only on the cop numbers of individual layers does
exist. However the next result shows that this is not the case in general.
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Theorem 2. For any positive integer k, there exists a multi-layer graph G =
(V, {C1, C2}, R) on O(k3) vertices such that each of (V,R), (V,C1), and (V,C2)
are connected, c((V,R)) � 3, c((V,Ci)) � 2 for i ∈ {1, 2}, and mc(G) � k.

4 Complexity Results

In this section we will examine multi-layer cops and robbers from a computa-
tional complexity viewpoint. For a background on computational complexity, we
point the reader to [30]. First note that as determining the cop-number of a
simple graph is EXPTIME-complete [18], Multi-layer cops and robber with
free layer choice is also EXPTIME-complete by the obvious reduction that cre-
ates a multi-layer graph with one layer from a simple graph. The same reduction,
and the fact that, unless the strong exponential time hypothesis fails1, determin-
ing if a graph is k-copwin requires Ω(nk−o(1)) time [9], we also get that Multi-
layer cops and robber with free layer choice requires Ω(nk−o(1)) time.

An algorithm that determines whether a simple graph G is k-copwin in
O(knk+2) time is given in [23]. Petr, Portier, and Versteegen show this by first
constructing a state graph — a directed graph H wherein each vertex of H cor-
responds to a state of a game of cops and robbers played on the original graph
G. They then give an O(knk+2) algorithm for finding all cop-win vertices of H,
where a vertex is cop-win if the corresponding state either is a winning state
for the cops, or can only lead to a winning state for the cops. We adapt their
construction by only creating arcs of H where the move of a given cop or robber
is allowed (i.e., the edge in the multi-layer graph exists in the same layer as the
cop or robber that is moving). By doing this we obtain the following.

Theorem 3. Allocated multi-layer cops and robber can be solved in
O(k2n2k+2).

Note that τ , the number of layers, does not appear in the above as if τ � k
then any dependence on τ is absorbed by the dependence on k, and if k < τ then
at least τ − k layers must have zero cops allocated to them and can be ignored.

By taking an instance of dominating set G = (V,E), and creating for each
vertex v ∈ V a layer Ev containing every edge incident to v, we create an
instance of Multi-layer cops and robber with free layer choice that
has a winning strategy for k cops if and only if G has a dominating set of size
k, leading to the following.

Theorem 4. Multi-layer cops and robber with free layer choice is
NP-hard, even if each layer is a tree plus some isolated vertices.

Note that the input size to Multi-layer cops and robber with free
layer choice is the number of bits required to represent both the underlying
graph and each of the layers.

1 See [12, Chapter 14] for background on the strong exponential time hypothesis.
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If it is only the robber that is limited to a tree, however, then determining if
k cops can win is FPT in the number of cops and number of layers in the graph.
In particular, this result applies even if the layers are not connected. We obtain
this result by characterising whether the robber can win based on the existence
of edges in the robber layer that cops can easily patrol.

Theorem 5. Given a multi-layer graph G = (V, {C1, . . . , Cτ}, R), if R is a tree,
then Multi-layer cops and robber on G can be solved in time O(f(k, τ) ·
poly(n)), where k is the number of cops, τ is the number of layers of G, f is a
computable function independent of n, and poly(n) is a fixed polynomial in n.

The next result follows immediately from the proof technique used to prove
Theorem 5.

Corollary 2. Given a multi-layer graph G = (V, {C1, . . . , Cτ}, R), if R is a tree,
and each cop layer is connected, then mc(G) � 2.

5 Extremal Multi-Layer Cop-Number

In this section we study, for a given simple connected graph G = (V,E), the
extremal multi-layer cop number of G. This is the multi-layer cop number max-
imised over the set of all multi-layer graphs with connected cop-layers, which
when flattened give G. More formally, for given connected graph G = (V,E), if
we define the set

L(G) = {(V, {C1, . . . , Cτ}, ∗) : E = C1 ∪ · · · ∪ Cτ

and for each i ∈ [τ ], (V,Ci) is connected},

then the extremal multi-layer cop-number of G is given by

emcτ (G) = max
G∈L

mc(G) .

We generalise two tools for bounding the cop number of graphs to the set-
ting of multi-layer graphs; (1, k)-existentially closed graphs [7] and bounds by
domination number. See the arXiv version of this paper [13] for more details on
the former method; here we will now outline our use of dominating sets.

Let G = (V, {E1, . . . , Eτ}) be a multi-layer graph (without designated layers).
A multi-layer dominating set in G is a set D ⊆ V ×{1, . . . , τ} of vertex-layer pairs
such that for every v ∈ V , either (v, i) ∈ D for some i, or there is a (w, i) ∈ D
such that w ∈ V and vw ∈ Ei. We define the domination number γ(G) of G
to be the size of a smallest multi-layer dominating set in G. Note that if G has
a single-layer this definition aligns with the traditional notion of dominating
set, which justifies the overloaded notation. It is a folklore result that the cop
number is at most the size of any dominating set in the graph, this also holds in
the multi-layer setting.

Theorem 6. Let G := (V, {E1, . . . , Eτ}) be any multi-layer graph and G′ :=
(V, {E1, . . . , Eτ},

(
V
2

)
). Then, mc(G′) � γ(G).
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Proof. Let D be any multi-layer dominating set of size |D| = γ(G) and for each
(v, i) ∈ D place one cop in layer i at the vertex v. The result now follows as if
the robber is at an any vertex then they are adjacent to a cop in some layer and
so the robber will be caught after the cops first move. ��

We now introduce the parameter δ(G) which is an analogue of minimum
degree for a multi-layer graph G = (V, {E1, . . . , Eτ}). This is given by

δ(G) := min
v∈V

∑

i∈[τ ]

d(V,Ei)(v). (1)

Using this notion we prove a bound on the domination number of a multi-
layer graph, the proof is based on a classic application of the probabilistic method
[2, Theorem 1.2.2].

Theorem 7. Let G = (V, {E1, . . . , Eτ}) be any multi-layer graph. Then,

γ(G) � nτ

τ + δ(G)
·
(

ln
(

τ + δ(G)
τ

)
+ 1

)
.

Note that there are least two other sensible definitions of ‘multi-
layer minimum degree’, namely the minimum degree of each layer
mini∈[τ ] minv∈V d(V,Ei)(v), and minimum number of neighbours within any layer
δ(fl(G)). Our definition of δ(G) above in (1) can be thought of as the ‘minimum
number of edges incident in any layer’, this is arguably a less natural notion
than δ(fl(G)) however it gives a better bound in our application (Theorem 7), in
particular.

Proposition 5. For any multi-layer graph G we have δ(fl(G)) � δ(G).

Returning to extremal multi-layer cop numbers, for a complete graph we
obtain Theorem 8. The upper bound we arrive at by placing all τ cops on a
single vertex v; as each edge of Kn must be in some layer, there is no vertex that
is not incident with v in some layer. The lower bound requires more work and
relies on constructing cop layers with no overlap by combining colour classes of
an edge colouring of the clique due to Sofier [31].

Theorem 8. Let n � 1, 1 � τ < 	n
2 
 be integers. Then, � τ

10� � emcτ (Kn) � τ .

We now consider the extremal multi-layer cop number of the binomial random
graph Gn,p. For any integer n � 1, this is the probability distribution over all
n-vertex simple graphs generated by sampling each possible edge independently
with probability 0 < p = p(n) < 1, see [4] for more details. The following result
shows that, for a suitably dense binomial random graph Gn,p, with probability
tending to 1 as n → ∞, emcτ (Gn,p) = Θ(τ log(n)/p). The single-layer cop
number of Gn,p in the same range is known to be Θ(log(n)/p) [7], so in some
sense our result generalises this result.
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Theorem 9. For ε > 0, if n1/2+ε � np = o(n), and 1 � τ � nε then,

P

(
ε

10
· τ · ln n

p
� emcτ (Gn,p) � 10 · τ · ln n

p

)
� 1 − e−Ω(

√
n).

The upper bound in the proof of Theorem 9 follows from Theorems 6 and 7,
whereas the lower bound follows by independently choosing cop layers which
are each distributed as a random graph with edge probability Θ(p/τ) and then
applying a generalised form of the existential closure technique developed in [7].
See [24] for results on the cop number of Gn,p for other ranges of p.

The extremal multi-layer cop number of a graph G is also bounded from
above by the treewidth of G.

Theorem 10. For any graph G := (V,E), emcτ (G) � tw(G). Furthermore,
these cops can placed in any layers and still capture the robber.

6 Multi-Layer Analogue of Meyniel’s Conjecture

For the classical cop number, Meyniel’s Conjecture [15] states that O(
√

n) cops
are sufficient to win cops and robbers on any graph G. After a sequence of results
[10,15,16,20,28] the current best bound stands at n · 2−(1−o(1))

√
log2 n, see [5,

Chapter 3] for a more detailed overview.
It is natural to explore analogues of Meyniel’s Conjecture for the multi-layer

cop number. Namely, what is the minimum number of cops needed to patrol any
multi-layer graph with τ connected layers? Our results for the clique show that
if τ is allowed to be arbitrary then no bound better than O(n) can hold. We
conjecture that this is not the case when the number of layers is bounded.

Conjecture 1. For any fixed integer τ � 1 and collection (V,E1), . . . , (V,Eτ ) of
connected graphs where |V | = n, we have

mc((V, {E1, . . . , Eτ}, ∗)) = o(n).

Observe that the connected assumption is necessary in Conjecture 1 if we do
not have divergent minimum degree, as shown by the example with two cop
layers given by two edge disjoint matchings who’s union forms an even cycle.
This conjecture might seem very modest in comparison to Meyniel’s conjecture,
however the following result shows that it would be almost tight.

Theorem 11. For any positive integer n there is a n-vertex multi-layer graph
G = (V, {C1, C2, C3}, ∗) such that |V | = Θ(n), each cop layer is connected and
has cop-number 2, and

mc(G) = Ω

(
n

log n

)
.

The construction in Theorem 11 starts with a 3-edge coloured cubic expander
graph X on N vertices, where each color class is a cop layer. The vertices of X
are then connected to the leaves of a star that has been subdivided Θ(log N)
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many times — these can be used by all cops. The idea is that k cops can police
at most 2k vertices of X within Θ(log N) steps as it takes each cop this long to
change location in X (via the arms of the star). If k = Θ(N) is chosen to be a
suitably small but constant fraction of N , then even with the vertices policed by
the cops removed there is still an expander subgraph of X not adjacent to any
cops. The robber can then use this expander subgraph to change position before
any cop can threaten them.

Many of the current approaches to Meyniel’s Conjecture use some variation
the fact that a single cop can guard any shortest path between any two vertices.
For example the first step of the approach in [28] is to iteratively remove long
geodesics until the graph has small diameter (following this a more sophisti-
cated argument matching randomly placed cops to possible robber trajectories
is applied). What makes Conjecture 1 difficult to approach is that, even for two
layers, a shortest path in the flattened graph fl(G) may not live within a single
cop layer. We note that [16] use a different approach based on expansion, their
approach is more versatile however the authors were unable to apply it in the
multi-layer setting.

This suggests a new or more refined approach is needed. However, by a direct
application of Theorems 6 and 7, using a simple dominating set approach we can
prove Conjecture 1 for multi-layer graphs with diverging minimum degree.

Proposition 6. For any n-vertex multi-layer graph G = (V, {E1, . . . , Eτ}) sat-
isfying δ(G)/τ → ∞ as n → ∞, we have mc

((
V, {E1, . . . , Eτ},

(
V
2

)))
= o(n).

7 Conclusion and Open Problems

We studied the game of cops and robbers on multi-layer graphs, via several
different approaches, including concrete strategies for certain graphs, the con-
struction of counter-intuitive examples, algorithmic and hardness results, and
the use of probabilistic methods and expanders for extremal constructions. We
find that the multi-layer cop number cannot be bound from above or below by
(non-constant) functions of the cop numbers of the individual layers. We bound
an extremal variant for cliques and dense binomial random graphs (extending
some tools from the single layer case along the way). We also find that a naive
transfer of Meyniel’s conjecture to the multi-layer setting is not true: there are
multi-layer graphs which have multi-layer cop number in Ω(n/ log n). Algorith-
mically, we find that even if each layer is a tree plus some isolated vertices, the
free layer choice variant of the problem remains NP-hard. Positively, we find
that the problem can be resolved by an algorithm that is FPT in the number of
cops and layers if the layer the robber resides in is a tree.

We are hopeful that our contribution will spark future work in multi-layer
variants of cops and robbers, and suggest a number of possible open questions:

We were not able to generalise some frequently used tools from single-layer
cops and robbers: for example, we have no useful notion of a corner, or a retract,
nor dismantleability - we are hopeful that such tools may exist.
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We have made some progress on the parameterised complexity of our prob-
lems, but have only considered a limited set of parameters and have not con-
sidered any parameter that constraints the nature of interaction between the
layers: if we, for example, require that the layers are very similar alongside other
restrictions does that impact the computational complexity of our problems?

Single-layer cops and robbers has been very successful as a tool for defining
useful graph parameters of simple graphs, and we ask whether multi-layer cops
and robbers could be used to define algorithmically useful graph parameters.

Some of our bounds and extremal results are unlikely to be tight in number
of layers or with respect to other graph characteristics: can they be improved?

Is the extremal multi-layer cop number of Gn,p always Θ(τ ·c(Gn,p)) w.h.p. for
any p? Of particular is whether this holds even in the ‘zig-zag’ regime [21]?

While we showed that a naive adaptation of Meyniel’s conjecture to our
multi-layer setting fails, it is still possible that o(|V |) cops are sufficient for a
bounded number of connected layers. We have shown this for a special case
related to degree: is it true in general?

Finally, while we introduced a particular notion of multi-layer dominating
set for our use in proving other results (inspired by similar ideas in single-layer
cops and robbers), we suggest that this multi-layer graph characteristic may also
be interesting in its own right, in particular for algorithms for other problems
on multi-layer graphs.

Acknowledgements. This work was supported by the Engineering and Physical Sci-
ences Research Council [EP/T004878/1].
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Université Paris Cité and CNRS, Paris, France

pierre.fraigniaud@irif.fr

Abstract. The task of the broadcast problem is, given a graph G and a
source vertex s, to compute the minimum number of rounds required to
disseminate a piece of information from s to all vertices in the graph. It is
assumed that, at each round, an informed vertex can transmit the infor-
mation to at most one of its neighbors. The broadcast problem is known
to be NP-hard. We show that the problem is FPT when parametrized
by the size k of a feedback edge set, or by the size k of a vertex cover,
or by k = n− t, where t is the input deadline for the broadcast protocol
to complete.

Keywords: broadcasting · telephone model · parameterized
complexity

1 Introduction

The aim of broadcasting in a network is to transmit a message from a given
source node of the network to all the other nodes. Let G = (V,E) be a connected
simple graph modeling the network, and let s ∈ V be the source of a message M .
The standard telephone model [21] assumes that the communication proceeds in
synchronous rounds. At any given round, any node u ∈ V aware of M can
forward M to at most one neighbor v of u. The minimum number of rounds for
broadcasting a message from s in G to all other vertices is denoted by b(G, s),
and we let b(G) = maxs∈V b(G, s) be the broadcast time of graph G. As the
number of informed nodes (i.e., nodes aware of the message) can at most double
at each round, b(G, s) ≥ �log2 n� in n-node networks. On the other hand, since
G is connected, at least one uninformed node receives the message at any given
round, and thus b(G) ≤ n − 1. Both bounds are tight, as witnessed by the
complete graph Kn and the path Pn, respectively. The problem of computing
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the broadcast time b(G, s) for a given graph G and a given source s ∈ V is
NP-hard [30]. Also, the results of [27] imply that it is NP-complete to decide
whether b(G, s) ≤ t for graphs with n = 2t vertices.

Three lines of research have emerged since the early days of studying broad-
casting in the telephone model. One line is devoted to determining the broadcast
time of specific classes of graphs judged important for their desirable properties
as interconnection networks (e.g., hypercubes, de Bruijn graphs, Cube Connected
Cycles, etc.). We refer to the surveys [15,22] for this matter. Another line of
research takes inspiration from extremal graph theory. It aims at constructing
n-node graphs G with optimal broadcast time b(G) = �log2 n� and minimiz-
ing the number of edges sufficient to guarantee this property. Let B(n) be the
minimum number of edges of n-node graphs with broadcast time �log2 n�. It is
known [18] that B(n) = Θ(nL(n)) where L(n) denotes the number of consec-
utive leading 1 s in the binary representation of n − 1. On the other hand, it
is still not known whether B(·) is non-decreasing for 2t ≤ n < 2t+1, for every
t ∈ N. We are interested in a third, more recent line of research, namely the
design of algorithms computing efficient broadcast protocols. Note that a proto-
col for broadcasting from a source s in a graph G can merely be represented as
a spanning tree T rooted at s, with an ordering of all the children of each node
in the tree.

Polynomial-time algorithms are known for trees [30] and some classes of tree-
like graphs [4,17,20]. Several (polynomial-time) approximation algorithms have
been designed for the broadcast problem. In particular, the algorithm in [25]
computes, for every graph G and every source s, a broadcast protocol from s
performing in 2 b(G, s)+O(

√
n) rounds, hence this algorithm has approximation

ratio 2+o(1) for graphs with broadcast time � √
n, but Θ̃(

√
n) in general. Later,

a series of papers tighten the approximation ratio, from O(log2 n/ log log n) [29],
to O(log n) [1], and eventually O(log n/ log log n) [10], which is, up to our knowl-
edge the current best approximation ratio for the broadcast problem. Better
approximation ratios can be obtained for specific classes of graphs [2,3,19].

Despite all the achievements obtained on the broadcast problem, it has not
yet been approached from the parameterized complexity viewpoint [8]. There
might be a good reason for that. Since at most 2t vertices can have received the
message after t communication rounds, an instance of the broadcast problem
with time-bound t in an n-vertex graph is a no-instance whenever n > 2t. It
follows that the broadcast problem has a trivial kernel when parameterized by
the broadcast time. This makes the natural parameterization by the broadcast
time not very significant. Nevertheless, as we shall show in this paper, there is a
parameterization below the natural upper bound for the number of rounds that
leads to interesting conclusions.

Our Results. Let Telephone Broadcast be the following problem: given a
connected graph G = (V,E), a source vertex s ∈ V , and a nonnegative integer t,
decide whether there is a broadcast protocol from s in G that ensures that all the
vertices of G get the message in at most t rounds. We first show that Telephone
Broadcast can be solved in a single-exponential time by an exact algorithm.
Our algorithm is based on the dynamic programming over subsets [13].
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Theorem 1 (�1). Telephone Broadcast can be solved in 3n ·nO(1) time for
n-vertex graphs.

Motivated by the fact that the complexity of Telephone Broadcast
remains open in pretty simple tree-like graphs (e.g., cactus graphs, and therefore
outerplanar graphs), we first consider the cyclomatic number as a parameter, i.e.,
the minimum size of a feedback edge set, that is, the size of the smallest set of
edges whose deletion results to an acyclic graph. We show that Telephone
Broadcast is FPT when parameterized by this parameter.

Theorem 2. Telephone Broadcast can be solved in 2O(k log k) · nO(1) time
for n-vertex graphs with cyclomatic number at most k.

As far as we know, no NP-hardness result is known on graphs of treewidth at
most k ≥ 2. While we did not progress in that direction, we provide an interesting
result for a stronger parameterization, namely the vertex cover number of a
graph. (Note that, for all graphs, the treewidth never exceeds the vertex cover
number.) As for the cyclomatic number, we do not only show that, for every
fixed k, the broadcast time can be found in polynomial time on graphs with
vertex cover at most k, but we prove a stronger result: the problem is FPT.

Theorem 3. Telephone Broadcast can be solved in 2O(k2k) ·nO(1) time for
n-vertex graphs with a vertex cover of size at most k.

Finally, we focus on graphs with very large broadcast time, for which the
algorithm in [25] provides hope to derive very efficient broadcast protocols as
this algorithm constructs a broadcast protocol performing in 2 b(G) + O(

√
n)

rounds. While we were not able to address the problem over the whole range√
n 	 t ≤ n − 1, we were able to provide answers for the range n − O(1) ≤

t ≤ n − 1. More specifically, we consider the parameter k = n − t and study the
kernelization for the problem under such parametrization.

Theorem 4. Telephone Broadcast admits a kernel with O(k) vertices in
n-vertex graphs when parameterized by k = n − t.

As a direct consequence of Theorem 4, Telephone Broadcast is FPT for
the parameterization by k = n − t. Specifically the problem can be solved in
2O(k) · nO(1) time.

Related Work. A classical generalization of the broadcast problem is the multi-
cast problem, in which the message should only reach a given subset of target
vertices in the input graph. Many of the previously mentioned approximation
algorithms for the broadcast problem extend to the multicast problem, and, in
particular, the algorithm in [10] is an O(log k/ log log k)-approximation algorithm
for the multicast problem with k target nodes.

1 The proofs of the statements labeled by (�) are omitted and can be found in the full
version of the paper [12].



Parameterized Complexity of Broadcasting in Graphs 337

Many variants of the telephone model have been considered in the litera-
ture, motivated by different network technologies. One typical example is the
line model [11], in which a call between a vertex u and a vertex v is imple-
mented by a path between u and v in the graph, with the constraint that
all calls performed at the same round must be performed along edge-disjoint
paths. (The intermediate nodes along the path do not receive the message,
which “cut through” them.) Interestingly, the broadcast time of every n-node
graph is exactly �log2 n�. The result extends to networks in which the paths are
constructed by an underlying routing function [6]. The vertex-disjoint variant
of the line model, i.e., the line model in which the calls performed at the same
round must take place along vertex-disjoint paths, is significantly more complex.
There is an O(log n/ log log n)-approximation algorithm for the vertex-disjoint
line model [25], which naturally extend to an O(log n/ log OPT )-approximation
algorithm — see also [14] where an explicit O(log n/ log OPT )-approximation
algorithm is provided. It is also worth mentioning that the broadcast model has
been also extensively studied in models aiming at capturing any type of node- or
link-latencies, e.g., the message takes λe units of time to traverse edge e, and the
algorithm in [1] also handles such constraints. Other variants take into account
the size of the message, e.g., a message of L bits takes time α + β · L to traverse
an edge (see [23]). Under such a model, it might be efficient to split the original
message into smaller packets and pipeline the broadcast of these packets through
disjoint spanning trees [23,31].

2 Preliminaries

We refer to the book of Cygan et al. [8] for a detailed introduction to Parame-
terized Complexity. We consider only finite undirected graphs and refer to the
textbook of Diestel [9] for basic notation. We always assume that the considered
graphs are connected if it is not explicitly said to be otherwise. We use n and
m to denote the number of vertices and edges if this does not create confusion.
A set of edges S of a graph G is a feedback edge set if G − S has no cycle. The
cyclomatic number of a graph G is the minimum size of a feedback edge set. It
is well-known, that for a connected graph G, the cyclomatic number is m−n+1
and a feedback edge set can be found in linear time by constructing a spanning
tree (see, e.g., [7,9]). A set of vertices S of a graph G is a vertex cover if each
edge of G has at least one of its endpoints in G. The vertex cover number of G
is the minimum size of a vertex cover. Note that for a vertex cover S, the set
I = V (G) \ S is an independent set, that is, any two distinct vertices of I are
not adjacent.

Broadcasting. Let G be a graph and let s ∈ V (G) be a source vertex from which
a message is broadcasted. In general, a broadcasting protocol is a mapping that
for each round i ≥ 1, assigns to each vertex v ∈ V (G) that is either a source or
has received the message in rounds 1, . . . , i − 1, a neighbor u to which v sends
the message in the i-th round. However, it is convenient to note that it can be
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assumed that each vertex v that got the message, in the next d ≤ dG(v) rounds,
transmits the message to some neighbors in a certain order in such a way that
each vertex receives the message only once. This allows us to formally define a
broadcasting protocol as a pair (T, {C(v) | v ∈ V (T )}), where T is a spanning
tree of G rooted in s and for each v ∈ V (T ), C(v) is an ordered set of children
of v in T . As soon as v gets the message, v starts to send it to the children in
T in the order defined by C(v). For G and s ∈ V (G), we use b(G, s) to denote
the minimum integer t ≥ 0 such that there is a broadcasting protocol such that
every vertex of G gets the message after t rounds. We say that a broadcasting
protocol ensuring that every vertex gets a message in b(s,G) rounds is optimal.

As it was proved by Proskurowski [28] and Slater, Cockayne, and Hedet-
niemi [30], b(G, s) can be computed in linear time for trees by dynamic pro-
gramming.

Lemma 1 ([28,30]). For an n-vertex tree T and s ∈ V (T ), b(T, s) can be com-
puted in O(n) time.

3 Telephone Broadcast Parameterized by the Cyclomatic
Number

In this section, we sketch the proof of Theorem 2. We need some auxiliary results.
Let T be a tree and let x and y be distinct leaves, that is, vertices of degree one
in T . For an integer h ≥ 0, we use bh(T, x, y) to denote the minimum number
of rounds needed to broadcast the message from the source x to y in such a
way that every vertex of T gets the message in at most h rounds. We assume
that bh(T, x, y) = +∞ if b(T, x) > h. We prove that bh(T, x, y) can be computed
in linear time similarly to b(T, s) (see [28,30]). The difference is that it is more
convenient to use recursion instead of dynamic programming.

Lemma 2 (�). For an n-vertex tree T with given distinct leaves x and y of T
and an integer h ≥ 0, bh(T, x, y) can be computed in O(n) time.

We also need a subroutine computing the minimum number of rounds for
broadcasting from two sources with the additional constraint that the second
source starts sending the message with a delay. Let T be a tree and let x and
y be distinct leaves of T . Let also h ≥ 0 be an integer. We use dh(T, x, y) to
denote the minimum rounds needed to broadcast the message from x and y to
every vertex of T − y in such a way that y can send the message starting from
the (h + 1)-th round (that is, we assume that y gets the message from outside
in the h-th round).

Lemma 3 (�). For an n-vertex tree T with given distinct leaves x and y of T
and an integer h ≥ 0, dh(T, x, y) can be computed in O(n2) time.

Sketch of the Proof of Theorem 2. Let (G, s, t) be an instance of Telephone
Broadcast. If G is a tree, then we can compute b(G, s) in linear time using
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Lemma 1. Assume that this is not the case, and let k = m − n + 1 ≥ 1 be the
cyclomatic number of G. We find in linear time a feedback edge set S of size k
by finding an arbitrary spanning tree F of G and setting S = E(G) \ E(F ).

We iteratively construct the set U as follows. Initially, we set U := W =
{s} ∪ {v ∈ V (G) | v is an endpoint of an edge of S}. Then while G − U has a
vertex v such that G has three internally vertex-disjoint paths joining v and U ,
we set U := U ∪{v}. The properties of U are summarized in the following claims.

Claim 1. We have that |U | ≤ 4k, and for each connected component F of G−U ,
F is a tree such that each vertex x ∈ U has at most one neighbor in F and

(i) either U has a unique vertex x that has a neighbor in F ,
(ii) or U contain exactly two vertices x and y having neighbors in F .

If F is a connected component of G−U satisfying (i) of Claim 1, then we say
that F is a x-tree and x is its anchor. For a connected component F of G − U
satisfying (ii), we say that F is an (x, y)-tree and call x and y anchors of F . We
also say that F is anchored in x (x and y, respectively). Because G − S is a tree
and |U | ≤ 4k − 1, we immediately obtain the next property.

Claim 2. For every distinct x, y ∈ U , G − U has at most one (x, y)-tree. Fur-
thermore, the graph H with V (H) = U such that xy ∈ E(H) if and only if G−U
has an (x, y)-tree is a forest. In particular, the total number of (x, y)-trees is at
most 4k − 1.

To prove the theorem, we have to verify the existence of a broadcasting
protocol P = (T, {C(v) | v ∈ V (T )}) that ensures that every vertex receives the
message after at most t rounds. To do it, we guess the scheme of P restricted
to U . Namely, we consider the graph G′ obtained from G by the deletion of the
vertices of x-trees for all x ∈ U and for each vertex x ∈ U , we guess how the
message is broadcasted to x and from x to the neighbors of x in G′. Notice that
T ′ = T [V (G′)] is a tree by the definition of G′. Observe also that for each x-tree
F for x ∈ U , the message is broadcasted to the vertices of F from x, because
s ∈ U . In particular, this means that the parents of the vertices of U in T are in
G′. For each v ∈ U distinct from s, we guess its parent p(v) ∈ V (G′) in T ′ and
assume that p(s) = s. Then for each v ∈ V (G), we guess the ordered subset R(v)
of vertices of NG′(v)\{p(v)} such that R(v) = C(v)∩NG′(v). We guess p(v) and
R(v) for v ∈ U by considering all possible choices. To guess R(v) for each v ∈ U ,
we first guess the (unordered) set S(v) and then consider all possible orderings
of the elements of S(v). The selection of p(v) and S(v) is done by brute force.
However, we are only interested in choices, where the selection of the neighbors
p(v) and S(v) of v for v ∈ U can be extended to a spanning tree T ′ of G′.

Let T ′ be an arbitrary spanning tree of G′ rooted in s. Let T ′′ be the tree
obtained from T ′ by the iterative deletion of leaves not included in U . Observe
that T ′′ is a tree such that U ⊆ V (T ′′) and each leaf of T ′′ is a vertex of U . By
Claim 1, each edge of T ′′ is either an edge of G[U ] or is an edge of an (x, y)-path
Q for distinct x, y ∈ U such that the internal vertices of Q are the vertices of
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the (x, y)-tree F ; in the second case, each edge of Q is in T ′′. Notice also that
s ∈ V (T ′′) and for each v ∈ U distinct from s, the parent of v in T is the
parent of v in T ′′ with respect to the source vertex s. Hence, our first step in
constructing p(v) and S(v), is to consider all possible choices of T ′′. Observe
that G[U ] has at most

(
4k
2

)
edges and the total number of (x, y)-trees is at most

4k − 1 by Claim 2. Because T ′′ is a tree, it contains |U | − 1 edges of G[U ] and
(x, y)-paths Q in total. We obtain that we have kO(k) possibilities to choose T ′′.
From now, we assume that T ′′ is fixed.

The choice of T ′′ defines p(v) for v ∈ U \ {s}. For each v ∈ U , we initiate
the construction of S(v) by including in the set the neighbors of v in T ′′ distinct
from p(v). We proceed with guessing of S(v) by considering (x, y)-trees F for
x, y ∈ U such that the (x, y)-path with the internal vertices in F is not included
in T ′′. Clearly, the vertices of every F of such a type should receive the message
either via x, or via y, or via both x and y. Let F be an (x, y)-tree of this type.
Denote by x′ and y′ the neighbors of x and y, respectively. We have that either
x′ ∈ S(x) and y′ /∈ S(y), or x /∈ S(x) and y ∈ S(Y ), or x′ ∈ S(x), y′ ∈ S(y)
and x′ �= y′. Thus, we have three choices for F . By Claim 2, the total number of
choices is 2O(k). We go over all the choices and include the vertices to the sets
S(v) for v ∈ U with respect to them. By Claim 1, this concludes the construction
of the sets S(v). From now, we assume that S(v) for v ∈ U are fixed.

We construct the ordered sets R(v) by considering all possible orderings of
the elements of S(v). The number of these orderings is Πv∈U (|S(v)|!). Recall that
the sets S(v) are sets of neighbors of v in a spanning tree of G′. This and Claims 1
and 2 imply that

∑
v∈U |S(v)| ≤ 2(|U |−1)+2(4k−1) ≤ 16k. Therefore, the total

number of orderings is Πv∈U (|S(v)|!) = kO(k). This completes the construction
of R(v). Now we can assume that p(v) for each v ∈ U \ {s} and R(v) for each
v ∈ U are given.

The final part of our algorithm is checking whether the guessed scheme for
a broadcasting protocol can be extended to the protocol itself. This is done in
two stages.

In the first stage, we compute for each v ∈ U , the minimum number r(v) of
a round in which v can receive the message and the ordered set C(v). Initially,
we set r(s) = 0 and set X := {s}. Then we iteratively either compute C(v) for
v ∈ X or extend X by including a new vertex v ∈ U \ X and computing r(v).
We proceed until we get X = U and compute C(v) for every v ∈ U . We also
stop and discard the current choice of the scheme if we conclude that the choice
cannot be extended to a broadcasting protocol terminating in at most t steps.

Suppose that there is v ∈ X such that C(v) is not constructed yet. Notice
that r(v) is already computed. To construct C(v), we observe that for each v-tree
F anchored in v, the vertices of F should receive the message via v. Hence, to
construct C(v), we extend R(v) by inserting the neighbors of v in the v-trees. If
there is no v-tree anchored in v, then we simply set C(v) = R(v). Assume that
this is not the case and let F1, . . . , Fk be the v-trees anchored in v. Denote by
u1, . . . , uk the neighbors of v in T1, . . . , Tk, respectively. Because the message is
broadcasted from u to each ui, we can assume that to broadcast the message



Parameterized Complexity of Broadcasting in Graphs 341

from ui to the other vertices of Ti, an optimal protocol requiring b(Ti, ui) rounds
is used. We compute the values b(Ti, ui) for all i ∈ {1, . . . , k} and assume that
b(T1, u1) ≥ · · · ≥ b(Tk, uk).

If r(v)+ |R(v)|+ k > t, we discard the current choice of the scheme, because
we cannot transmit the message to the neighbors of v in t rounds. Notice also
that r(v) + max{b(Ti, ui) + i | i ∈ {1, . . . , k}} rounds are needed to transmit
the message to the vertices of all v-trees. Hence, if r(v) + max{b(Ti, ui) + i |
i ∈ {1, . . . , k}} > t, we discard the considered scheme. From now on, we assume
that r(v) + |R(v)| + k ≤ t and r(v) + max{b(Ti, ui) + i | i{1 ∈, . . . , k}} ≤ t.

The main idea for constructing C(v) is to ensure that the message is sent to
the vertices of R(v) as early as possible. To achieve this, we put u1, . . . , uk in
C(v) in such a way, that the message is sent to each ui as late as possible. Since
|C(v)| = |R(v)| + k, we represent C(v) as an |R(v)| + k-element array whose
elements are indexed 1, 2, . . . , |R(v)|+ k. Because b(T1, u1) ≥ · · · ≥ b(Tk, uk), we
can assume that the ordering of the vertices u1, . . . , uk in C(v) is (u1, . . . , uk).
Therefore, we insert ui in C(v) consecutively for i = k, k − 1, . . . , 1.

Suppose that i ∈ {1, . . . , k} and ui+1, . . . , uk are in C(v). Denote by hi+1 the
index of ui+1 assuming that hk+1 = |R(v)| + k + 1. We find maximum positive
integer h < hi+1 such that r(v) + h + b(Ti, ui) ≤ t and set the index hi = h
for ui. In words, we find the maximum index that is prior to the index of ui+1

such that if we transmit the message from v to ui in the h-th round after v
got aware of the message, then the vertices of Ti still may get the message in
t rounds. After placing u1, . . . , uk into the array, we place the vertices of R(v)
in the remaining |R(v)| places following the order in R(v). This completes the
construction of C(v).

Suppose that U \ X �= ∅ and for each v ∈ X, C(v) is given. We assume that
for each v ∈ X, the elements of C(v) are indexed 1, . . . , |C(v)| according to the
order. By the constriction of the schemes, there is y ∈ U \X such that y receives
the message from some vertex x ∈ X either directly or via some (x, y)-tree F
anchored in x and y. We find such a vertex y, compute r(y), and include y in X.

If there is y ∈ U \ X such that p(y) = x ∈ X, then we set r(y) = r(x) + h,
where h is the index of y in C(v) and set X := X ∪ {y}. Since r(x) is the
minimum number of a round when x gets the message, r(y) is the minimum
number of a round in which y gets the message. Suppose that such a vertex y
does not exist. Then by the construction of the considered scheme, there are
x ∈ X and y ∈ U \ X such that the tree T ′′ which was used to construct the
scheme contains an (x, y)-path whose internal vertices are in the (x, y)-tree F
anchored in x and y. This means that the neighbor x′ of x in F is included in
C(v). Let h be the index of x′ in C(v). We also have that y′ = p(y) is the unique
neighbor of y in F . In other words, we have to transmit the message from x to
y according to the scheme. To compute r(y), we have to transmit the message
as fast as possible. For this, we use Lemma 2. Notice that the vertices of F
should receive the message in at most t′ = t − r(x) − h + 1 rounds because x
receives the message in the round r(v) and h−1 vertices of C(v) get the message
before x′. Let F ′ be the tree obtained from F by adding the vertices x, y and the
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edges xx′, yy′. We compute bt′(F ′, x, y) using the algorithm from Lemma 2. If
bt′(F ′, x, y) = +∞, we discard the considered scheme because y cannot receive
the message in t rounds. Otherwise, we set r(y) = r(x) + (h − 1) + bt′(F ′, x, y)
and set X := X ∪ {y}.

This completes the first stage where we compute r(v) and C(v) for v ∈ U .
Observe that if we completed this stage without discarding the considered choice
of the scheme, we already have a partially constructed broadcasting protocol
that ensures that (i) the vertices of v-trees for v ∈ U get the message in at
most t rounds, (ii) the vertices of (x, y)-trees that are assigned by the scheme to
transmit the message from x to y receive the message in at most t rounds, and
(iii) for each v ∈ U , r(v) is the minimum number of a round when v can receive
the message according to the scheme. By Claim 1, it remains to check whether
the vertices of (x, y)-trees F that are not assigned by the scheme to transmit the
message from x to y or vice versa can receive the message in at most t rounds.
We do it using Lemmas 1 and 3.

Suppose that F is a (x, y)-tree anchored in x, y ∈ U such that p(x), p(y) /∈
V (F ), that is, F is not assigned by the scheme to transmit the message from x
to y or vice versa. Let x′ and y′ be the neighbors in F of x and y, respectively.
By the construction of the schemes, we have three cases: (i) x′ ∈ C(x) and
y′ /∈ C(y), (ii) x′ /∈ C(x), y′ ∈ C(y), and (iii) x′ ∈ C(x), y′ ∈ C(y), and x′ �= y′.

In case (i), the vertices of F should receive the message via x. Clearly, we
can use an optimal protocol for F with the source x′ to transmit the message
from x′. Let h be the index of x′ in C(x). We use Lemma 1, to verify whether
t − r(x) − h ≥ b(F, x). If the inequality holds, we conclude that the message can
be transmitted to the vertices of F in at most t rounds. Otherwise, we conclude
that this is impossible and discard the scheme. Case (ii) is symmetric and the
arguments are the same.

Suppose that x′ ∈ C(x), y′ ∈ C(y), and x′ �= y′. Then the vertices of F are
receiving the message from both x and y. Denote by i and j the indexes of x′

and y′ in C(x) and C(y), respectively. By symmetry, we assume without loss of
generality that r(x)+ i ≤ r(y)+ j and let h = (r(y)+ j)− (r(x)+ i). Notice that
the vertices of F start to get the message after the round r(v)+ i−1. Denote by
F ′ the tree obtained from F by adding the vertices x, y and the edges xx′, yy′.
We use Lemma 3 and compute dh(F ′, x, y). If dh(F ′, x, y) ≤ t−r(v)− i+1, then
we obtain that the message can be transmitted to the vertices of F in at most t
rounds. Otherwise, we cannot do it and discard the scheme.

This completes the description of the second stage of the verification of
whether the considered scheme can be extended to a broadcasting protocol ter-
minating in at most t rounds.

If we find a scheme that allows us to conclude that the message can be
broadcasted in at most t rounds, we conclude that (G, s, t) is a yes-instance.
Otherwise, if every scheme gets discarded, we return that (G, s, t) is a no-instance
of Telephone Broadcast. This concludes the description of the algorithm. ��



Parameterized Complexity of Broadcasting in Graphs 343

4 Telephone Broadcast Parameterized by the Vertex
Cover Number

In this section, we briefly sketch the proof of Theorem 3. Recall that we aim
to show that Telephone Broadcast is FPT on graphs with the vertex cover
number at most k when the problem is parameterized by k. We start with some
auxiliary claims about the broadcasting on a graph with a given vertex cover S.

Lemma 4 (�). Let G be a graph with at least one edge and s ∈ V (G). Let also S
be a vertex cover of G. Then there is an optimal broadcasting protocol for G with
the source s such that the vertices of S receive the message in at most 2|S| − 1
rounds.

We also use the bound for the number of vertices of I = V (G) \ S getting
the message in the first p rounds.

Lemma 5 (�). Let G be a graph with at least one edge and s ∈ V (G). Let also
S be a vertex cover of G and p ≥ 1 be an integer. Then for any broadcasting
protocol for G with the source s, at most p|S| vertices of I = V (G) \ S receive
the message in the first p rounds.

Sketch of the Proof of Theorem 3. Let (G, s, t) be an instance of Telephone
Broadcast and let k ≥ 0 be an integer. We use the algorithm of Chen, Kanj,
and Xia [5] to find in 1.2738k · nO(1) time a vertex cover S of G of size at most
k. If the algorithm fails to find such a set, then we stop and return the answer
that G has no vertex cover of size at most k. From now on, we assume that S
is given and I = V (G) \ S. We use the well-known fact that I has a partition
{L1, . . . , Lp} into classes of false twins with p ≤ 2k. By Lemma 4, we can assume
that the vertices of S receive the message in the first 2k − 1 rounds. Then we
apply Lemma 5 and guess the vertices of I which receive the message in the first
2k − 1 rounds using the fact that the vertices of each Li are indistinguishable.
Our task boils down to deciding whether the remaining vertices of I can receive
the message in the following t − 2k + 1 rounds. The crucial observation is that
these vertices can get the message only from S. This allows us to encode a
broadcasting protocol as a system of linear inequalities over Z. For every v ∈ S
and every i ∈ {1, . . . , p}, we introduce an integer-valued variable xvi meaning
that exactly xvi neighbors of v in Li \ Yi receive the message from v in the last
t − 2k + 1 rounds. Notice that the number of variables is upper bounded by
k2k. Thus, we obtain the system of integer linear inequalities with at most k2k

variables, which can be solved in 2O(k2k) ·nO(1) time by the results of Lenstra [26]
and Kannan [24] (see also [16]). ��

5 Kernelization for the Parameterization by k = n − t

In this section, we sketch the proof of Theorem 4. Recall that we parameter-
ize Telephone Broadcast by k = n − t. Hence, it is convenient for us to
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denote the considered instances as triples (G, s, k) throughout the section instead
of (G, s, n − k). Let (G, s, k) be an instance of Telephone Broadcast. We
exhaustively apply the following reduction rules in the order in which they are
stated. The first rule is straightforward because b(G, s) ≤ n − 1 and (G, s, k) is
a yes-instance if k ≤ 1. Also if k > n, then (G, s, k) is a no-instance.

Reduction Rule 1. If k ≤ 1, then return a trivial yes-instance, e.g., the
instance with G = ({s}, ∅) and k = 0, and stop. If k > n, then return a trivial
no-instance, e.g., the instance with G = ({s, v}, {sv}) and k = 1, and stop.

Observe that after applying Reduction Rule 1, n ≥ 2, because if n = 1, then
either k ≤ 1 of k > n and we would stop. Notice that if dG(s) = 1, then the
source s sends the message to its unique neighbor in the first round. This allows
us to delete s and define a new source.

Reduction Rule 2. If dG(s) = 1, then let v be the neighbor of s, set G := G−s
and define s := v.

Now we can assume that dG(s) ≥ 2. By the next rule, we delete certain
pendent vertices.

Reduction Rule 3. If there is a vertex v ∈ V (G) such that for the set of
vertices of degree one W ⊆ NG(v), it holds that |W | ≥ |V (G) \ W |, then select
an arbitrary w ∈ W and set G := G − w.

To state the following rule, we introduce an auxiliary notation. For a vertex
v of a graph H, we define ρH(v) = max{distH(v, u) | u ∈ V (H)}.

Reduction Rule 4. If G has a bridge e = uv such that G − e has two con-
nected components G1 and G2, where s, u ∈ V (G1), v ∈ V (G2), dG(u) = 2, and
|V (G1)| < distG1(s, u) + ρG2(v), then set G := G/e.

From now, we can assume that Reduction Rules 1–4 are not applicable. We
run the standard breadth-first search (BFS) algorithm on G from s (see, e.g., [7]
for the description). The algorithm produces a spanning tree B of G of shortest
paths and the partition of V (G) into BFS-levels L0, . . . , Lr, where Li is the set
of vertices at distance i from s for every i ∈ {1, . . . , r}.

Using the observation that b(B, s) ≥ b(G, s) and Lemma 1, we apply the
following rule.

Reduction Rule 5. Compute b(B, s) and if b(B, s) ≤ n − k, then return a
trivial yes-instance and stop.

Then we apply the final rule.

Reduction Rule 6. If there is v ∈ Li for some i ∈ {0, . . . , r − 1} such that for
X = NG(v)∩Li+1 and for the (s, v)-path P in B, it holds that (i) |X| ≥ 2k+1 and
(ii) the total number of vertices in nontrivial, i.e., having at least two vertices,
connected components of G − V (P ) containing vertices of X is at least 4k − 2,
then return a trivial yes-instance and stop.
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The crucial property of the instance obtained by applying Reduction Rules 1–
6 is given in the following lemma.

Lemma 6 (�). Suppose that Reduction Rules 1–6 are not applicable to (G, s, k).
Then |V (G)| ≤ 18k − 12.

By Lemma 6, if we do not stop during the exhaustive applications of Reduc-
tion Rules 1–6, then for the obtained instance (G, s, k), |V (G)| ≤ 18k − 12.
Hence, to complete the kernelization algorithm, we return (G, s, k).

It is straightforward to see that Reduction Rules 1–6 can be applied in poly-
nomial time. In particular, BFS and finding bridges can be done in linear time by
classical graph algorithms (see, e.g., the textbook [7]). Thus, the total running
time of the kernelization algorithm is polynomial. This completes the the sketch
of the proof of Theorem 4.

6 Conclusion

In our paper, we initiated the study of Telephone Broadcast from the param-
eterized complexity viewpoint. In this section, we discuss further directions of
research.

We observed that Telephone Broadcast is trivially FPT when parame-
terized by t and Theorem 1 implies that the problem can be solved in 32

t ·nO(1)

time. Is it possible to get a better running time for the parameterization by t?
In Theorem 4, we obtained a polynomial kernel for the parameterization

by k = n − t, that is, for the parameterization below the trivial upper bound
for b(G, s). This naturally leads to the question about parameterization below
some other bounds for this parameter. We note that the parameterization of
Telephone Broadcast above the natural lower bound b(G, s) ≥ log n leads
to a para-NP-complete problem. To see this, observe that for graphs with n = 2t

vertices, b(G, s) ≤ t if and only if G has a binomial spanning tree rooted in s,
and it is NP-complete to decide whether G contains such a spanning tree [27].

In Theorems 2 and 3, we considered structural parameterizations of Tele-
phone Broadcast by the cyclomatic and vertex cover numbers, respectively.
It is interesting to consider other structural parameterizations. In particular, is
Telephone Broadcast FPT when parameterized by the feedback vertex num-
ber and treewidth (we refer to [8] for the definitions)? For the parameterization
by treewidth, the complexity status of Telephone Broadcast is open even
for the case when the treewidth of the input graphs is at most two, that is, for
series-parallel graphs.
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Abstract. The fundamental theorem of Turán from Extremal Graph
Theory determines the exact bound on the number of edges tr(n) in an
n-vertex graph that does not contain a clique of size r + 1. We establish
an interesting link between Extremal Graph Theory and Algorithms by
providing a simple compression algorithm that in linear time reduces
the problem of finding a clique of size � in an n-vertex graph G with
m ≥ tr(n) − k edges, where � ≤ r + 1, to the problem of finding a
maximum clique in a graph on at most 5k vertices. This also gives us
an algorithm deciding in time 2.49k · (n + m) whether G has a clique
of size �. As a byproduct of the new compression algorithm, we give an

algorithm that in time 2O(td2) · n2 decides whether a graph contains an
independent set of size at least n/(d+1)+ t. Here d is the average vertex
degree of the graph G. The multivariate complexity analysis based on
ETH indicates that the asymptotical dependence on several parameters
in the running times of our algorithms is tight.

Keywords: Parameterized algorithms · Extremal graph theory ·
Turan’s theorem · Above guarantee · Kernelization · Exponential time
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1 Introduction

In 1941, Pál Turán published a theorem that became one of the central results
in extremal graph theory. The theorem bounds the number of edges in an undi-
rected graph that does not contain a complete subgraph of a given size. For
positive integers r ≤ n, the Turán’s graph Tr(n) is the unique complete r-partite
n-vertex graph where each part consists of �n

r � or �n
r � vertices. In other words,

Tr(n) is isomorphic to Ka1,a2,...,ar
, where ai = �n

r � if i is less than or equal to n
modulo r and ai = �n

r � otherwise. We use tr(n) to denote the number of edges
in Tr(n).
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Theorem 1 (Turán’s Theorem [29]). Let r ≤ n. Then any Kr+1-free n-
vertex graph has at most tr(n) edges. The only Kr+1-free n-vertex graph with
exactly tr(n) edges is Tr(n).

The theorem yields a polynomial time algorithm that for a given n-vertex
graph G with at least tr(n) edges decides whether G contains a clique Kr+1.
Indeed, if a graph G is isomorphic to Tr(n), which is easily checkable in polyno-
mial time, then it has no clique of size r + 1. Otherwise, by Turán’s theorem, G
contains Kr+1. There are constructive proofs of Turán’s theorem that also allow
to find a clique of size r + 1 in a graph with at least tr(n) edges.

The fascinating question is whether Turán’s theorem could help to find effi-
ciently larger cliques in sparser graphs. There are two natural approaches to
defining a “sparser” graph and a “larger” clique. These approaches bring us to
the following questions; addressing these questions is the primary motivation of
our work.

First, what happens when the input graph has a bit less edges than the
Turán’s graph? More precisely,

Is there an efficient algorithm that for some k ≥ 1, decides whether an
n-vertex graph with at least tr(n)−k edges contains a clique of size r+1?

Second, could Turán’s theorem be useful in finding a clique of size larger than
r + 1 in an n-vertex graph with tr(n) edges? That is,

Is there an efficient algorithm that for some � > r decides whether an
n-vertex graph with at least tr(n) edges contains a clique of size �?

We provide answers to both questions, and more. We resolve the first ques-
tion by showing a simple fixed-parameter tractable (FPT) algorithm where the
parameter is k, the “distance” to the Turán’s graph. Our algorithm builds on the
cute ideas used by Erdős in his proof of Turán’s theorem [11]. Viewing these ideas
through algorithmic lens leads us to a simple preprocessing procedure, formally
a linear-time polynomial compression. For the second question, unfortunately,
the answer is negative.

Our Contribution. To explain our results, it is convenient to state the above
questions in terms of the computational complexity of the following problem.

Turán’s Clique
Input: An n-vertex graph G, positive integers r, � ≤ n, and k such that
|E(G)| ≥ tr(n) − k.
Question: Is there a clique of size at least � in G?

Our first result is the following theorem (Theorem 2). Let G be an n-vertex
graph with m ≥ tr(n)−k edges. Then there is an algorithm that for any � ≤ r+1,
in time 2.49k·(n+m) either finds a clique of size at least � in G or correctly reports
that G does not have a clique of size �. Thus for � ≤ r + 1, Turán’s Clique is
FPT parameterized by k. More generally, we prove that the problem admits a
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compression of size linear in k. That is, we provide a linear-time procedure that
reduces an instance (G, r, �, k) of Turán’s Clique to an equivalent instance
(G′, p) of the Clique problem with at most 5k vertices. The difference between
Clique and Turán’s Clique is that we do not impose any bound on the
number of edges in the input graph of Clique. This is why we use the term
compression rather than kernelization,1 and we argue that stating our reduction
in terms of compression is far more natural and helpful. Indeed, after reducing
the instance to the size linear in the parameter k, the difference between Clique
and Turán’s Clique vanes, as even the total number of edges in the instance
is automatically bounded by a function of the parameter. On the other hand,
Clique is a more general and well-studied problem than Turán’s Clique.

Pipelined with the fastest known exact algorithm for Maximum Indepen-
dent Set of running time O(1.1996n) [30], our reduction provides the FPT
algorithm for Turán’s Clique parameterized by k. This algorithm is single-
exponential in k and linear in n + m, and we also show that the existence of an
algorithm subexponential in k would contradict Exponential Time Hypothesis
(Corollary 5). Thus the running time of our algorithm is essentially tight, up to
the constant in the base of the exponent.

The condition � ≤ r+1 required by our algorithm is, unfortunately, unavoid-
able. We prove (Theorem 4) that for any fixed p ≥ 2, the problem of deciding
whether an n-vertex graph with at least tr(n) edges contains a clique of size
� = r + p is NP-complete. Thus for any p ≥ 2, Turán’s Clique parameter-
ized by k is para-NP-hard. (We refer to the book of Cygan et al. [6] for an
introduction to parameterized complexity.)

While our hardness result rules out finding cliques of size � > r +1 in graphs
with tr(n) edges in FPT time, an interesting situation arises when the ratio
ξ := �n

r � is small. In the extreme case, when n = r, the n-vertex graph G with
tr(n) = n(n−1)/2 is a complete graph. In this case the problem becomes trivial.

To capture how far the desired clique is from the Turán’s bound, we introduce
the parameter

τ =

{
0, if � ≤ r,

� − r, otherwise.

The above-mentioned compression algorithm into Clique with at most 5k ver-
tices yields almost “for free” a compression of Turán’s Clique into Clique
with O(τξ2 + k) vertices. Hence for any �, one can decide whether an n-
vertex graph with m ≥ tr(n) − k edges contains a clique of size � in time
2O(τξ2+k) · (n + m). Thus the problem is FPT parameterized by τ + ξ + k.
This result has an interesting interpretation when we look for a large indepen-
dent set in the complement of a graph. Turán’s theorem, when applied to the
complement G of a graph G, yields a bound

α(G) ≥ n

d + 1
,

1 A kernel is by definition a reduction to an instance of the same problem. See the
book [14] for an introduction to kernelization.



Turan’s Theorem Through Algorithmic Lens 351

where α(G) is the size of the largest independent set in G (the independence
number of G), and d is the average vertex degree of G. This motivates us to
define the following problem.

Turán’s Independent Set
Input: An n-vertex graph G with average degree d, a positive integer t.
Question: Is there an independent set of size at least n

d+1 + t in G?

By Theorem 3, we have a simple algorithm (Corollary 3) that compresses
an instance of Turán’s Independent Set into an instance of Independent
Set with O(td2) vertices. Pipelined with an exact algorithm computing a maxi-
mum independent set, the compression results in the algorithm solving Turán’s
Independent Set in time 2O(td2) · n2.

As we already mentioned, Turán’s Clique is NP-complete for any fixed τ ≥
2 and k = 0. We prove that the problem remains intractable being parameterized
by any pair of the parameters from the triple {τ, ξ, k}. More precisely, Turán’s
Clique is also NP-complete for any fixed ξ ≥ 1 and τ = 0, as well as for any
fixed ξ ≥ 1 and k = 0. These lower bounds are given in Theorem 4.

Given the algorithm of running time 2O(τξ2+k) ·(n+m) and the lower bounds
for parameterization by any pair of the parameters from {τ, ξ, k}, a natural
question is, what is the optimal dependence of a Turán’s Clique algorithm
on {τ, ξ, k}? We use the Exponential Time Hypothesis (ETH) of Impagliazzo,
Paturi, and Zane [21] to address this question. Assuming ETH, we rule out the
existence of algorithms solving Turán’s Clique in time f(ξ, τ)o(k) · nf(ξ,τ),
f(ξ, k)o(τ) · nf(ξ,k), and f(k, τ)o(

√
ξ) · nf(k,τ), for any function f of the respective

parameters.

Related Work. Clique is a notoriously difficult computational problem. It is
one of Karp’s 21 NP-complete problems [23] and by the work of H̊astad, it is hard
to approximate Clique within a factor of n1−ε [20]. Clique parameterized by
the solution size is W[1]-complete [8]. The problem plays the fundamental role in
the W-hierarchy of Downey and Fellows, and serves as the starting point in the
majority of parameterized hardness reductions. From the viewpoint of structural
parameterized kernelization, Clique does not admit a polynomial kernel when
parameterized by the size of the vertex cover [3]. A notable portion of works in
parameterized algorithms and kernelization is devoted to solving Independent
Set (equivalent to Clique on the graph’s complement) on specific graph classes
like planar, H-minor-free graphs and nowhere-dense graphs [2,7,10,28].

Our algorithmic study of Turán’s theorem fits into the paradigm of the “above
guarantee” parameterization [26]. This approach was successfully applied to var-
ious problems, see e.g. [1,5,12,15–19,22,25,27].

Most relevant to our work is the work of Dvorak and Lidicky on independent
set “above Brooks’ theorem” [9]. By Brooks’ theorem [4], every n-vertex graph
of maximum degree at most Δ ≥ 3 and clique number at most Δ has an inde-
pendent set of size at least n/Δ. Then the Independent Set over Brook’s
bound problem is to decide whether an input graph G has an independent set
of size at least n

Δ +p. Dvorak and Lidicky [9, Corollary 3] proved that Indepen-
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dent Set over Brook’s bound admits a kernel with at most 114pΔ3 vertices.
This kernel also implies an algorithm of running time 2O(pΔ3) ·nO(1). When aver-
age degree d is at most Δ − 1, by Corollary 3, we have that Independent Set
over Brook’s bound admits a compression into an instance of Independent
Set with O(pΔ2) vertices. Similarly, by Corollary 4, for d ≤ Δ − 1, Indepen-
dent Set over Brook’s bound is solvable in time 2O(pΔ2) · nO(1). When
d > Δ − 1, for example, on regular graphs, the result of Dvorak and Lidicky is
non-comparable with our results.

2 Algorithms

While in the literature it is common to present Turán’s theorem under the
implicit assumption that n is divisible by r, here we make no such assumption.
For that, it is useful to recall the precise value of tr(n) in the general setting, as
observed by Turán [29].

Proposition 1 (Turán [29]). For positive integers r ≤ n,

tr(n) =
(

1 − 1
r

)
· n2

2
− s

2
·
(
1 − s

r

)

where s = n − r · �n
r � is the remainder in the division of n by r.

Note that [29] uses the expression tr(n) = r−1
2r · (n2 − s2) +

(
s
2

)
, however it can

be easily seen to be equivalent to the above.
We start with our main problem, where we look for a Kr+1 in a graph that

has slightly less than tr(n) edges. Later in this section, we show how to derive
our other algorithmic results from the compression routine developed next.

2.1 Compression Algorithm for � ≤ r + 1

First, we make a crucial observation on the structure of a Turán’s Clique
instance that will be the key part of our compression argument. Take a vertex
v of maximum degree in G, partition V (G) on S = NG(v) and T = V (G) \ S,
and add all edges between S and T while removing all edges inside T . It can be
argued that this operation does not decrease the number of edges in G while also
preserving the property of being Kr+1-free. Performing this recursively yields
that Tr(n) has indeed the maximum number of edges for a Kr+1-free graph,
and this is the gist of Erdős’ proof of Turán’s Theorem [11]. Now, we want to
extend this argument to cover our above-guarantee case. Again, we start with
the graph G and perform exactly the same recursive procedure to obtain the
graph G′. While we cannot say that G′ is equal to G, since the latter has slightly
less than tr(n) edges, we can argue that every edge that gets changed from G
to G′ can be attributed to the “budget” k. Thus we arrive to the conclusion
that G is different from G′ at only O(k) places. The following lemma makes this
intuition formal.
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Lemma 1. There is an O(m+ k)-time algorithm that for non-negative integers
k ≥ 1, r ≥ 2 and an n-vertex graph G with m ≥ tr(n)−k edges, finds a partition
V1, V2, . . . , Vp of V (G) with the following properties

(i) p ≥ r − k;
(ii) For each i ∈ {1, . . . , p}, there is a vertex vi ∈ Vi with NG(vi) ⊃ Vi+1 ∪

Vi+2 ∪ · · · ∪ Vp;
(iii) If p ≤ r, then for the complete p-partite graph G′ with parts V1, V2, . . . , Vp,

we have |E(G′)| ≥ |E(G)| and |E(G)�E(G′)| ≤ 3k. Moreover, all vertices
covered by E(G)\E(G′) are covered by E(G′)\E(G) and |E(G′)\E(G)| ≤
2k.

Let us clarify this technical definition. The lemma basically states that if a
graph G has at least tr(n) − k edges, then it either has a clique of size r + 1, or
it has at most 3k edit distance to a complete multipartite graph G′ consisting
of p ∈ [r − k, r] parts. Moreover, G has a clique of size p untouched by the edit,
i.e. this clique is present in the complete p-partite graph G′ as well.

We should also note that Lemma 1 is close to the concept of stability of
Turán’s theorem. This concept received much attention in extremal graph the-
ory (see e.g. recent work of Korándi et al. [24]), and appeals the structural
properties of graphs having number of edges close to the Turán’s number tr(n).
Lemma 1 can also be seen as a stability version of Turán’s theorem, but from
the algorithmic point of view. We move on to the proof of the lemma.

Proof (of Lemma 1). First, we state the algorithm, which follows from the
Erdős’ proof of Turán’s Theorem from [11]. We start with an empty graph
G′ defined on the same vertex set as G, and set G1 = G. Then we select
the vertex v1 ∈ V (G1) as an arbitrary maximum-degree vertex in G1, i.e.
degG1

(v1) = maxu∈V (G1) degG1
(u). We put V1 = V (G1) \ NG1(v1) and add

to G′ all edges between V1 and V (G1) \ V1.
We then put G2 := G1 − V1 and, unless G2 is empty, apply the same process

to G2. That is, we select v2 ∈ V (G2) with degG2
(v2) = maxu∈V (G2) degG2

(u)
and put V2 = V (G2) \ NG2(v2) and add all edges between V2 and V (G2) \ V2 to
G′. We repeat this process with Gi+1 := Gi−Vi until Gi+1 is empty. The process
has to stop eventually as each Vi is not empty. In this way three sequences are
produced: G = G1, G2, . . . , Gp, Gp+1, where G1 is G and Gp+1 is the empty
graph; v1, v2, . . . , vp, and V1, V2, . . . , Vp. Note that the sequences {vi} and {Vi}
satisfy property (ii) by construction. Observe that this procedure can be clearly
performed in time O(n2), and for any r ≥ 2, m + k = tr(n) = Θ(n2), thus the
algorithm takes time O(m + k).

Clearly, G′ is a complete p-partite graph with parts V1, V2, . . . , Vp as in G′

we added all edges between Vi and V (Gi) \ Vi = (Vi+1 ∪ Vi+2 ∪ . . . ∪ Vp) for each
i ∈ {1, . . . , p} and never added an edge between two vertices in the same Vi.
Since a p-partite graph is always Kp+1-free, by Theorem 1 |E(G′)| ≤ tp(n).

Claim. |E(G′)| − |E(G)| ≥ ∑p
i=1 |E(G[Vi])| and for each u ∈ V (G), degG(u) ≤

degG′(u).
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Proof (of Claim). For each i ∈ {1, . . . , p}, denote by Ei the edges of G′ added in
the i-th step of the construction. Formally, Ei = Vi × (Vi+1 ∪ Vi+2 ∪ . . . ∪ Vp) for
i < p and Ep = ∅. We aim to show that |Ei| − |E(Gi) \ E(Gi+1)| ≥ |E(G[Vi])|.
The first part of the claim will follow as |E(G′)| =

∑p
i=1 |Ei| and |E(G)| =∑p

i=1 |E(Gi) \ E(Gi+1)|.
Denote by di the degree of vi in Gi. Since NGi

(vi) = (Vi+1 ∪ Vi+2 ∪ . . . ∪ Vp),
|Ei| = di|Vi|. As vi is a maximum-degree vertex in Gi, di ≥ degGi

(u) for every
u ∈ Vi, so |Ei| ≥ ∑

u∈Vi
degGi

(u). Recall that Gi+1 = Gi − Vi. Then

|E(Gi) \ E(Gi+1)| =
∑
u∈Vi

degGi
(u) − |E(Gi[Vi])| =

∑
u∈Vi

degGi
(u) − |E(G[Vi])|

≤|Ei| − |E(G[Vi])|,

and the first part of the claim follows.
To show the second part, note that for a vertex u ∈ Vi, degG(u) ≤ ∑i−1

j=1 |Vj |+
degGi

(u). On the other hand, u is adjacent to every vertex in V1∪V2∪· · ·∪Vi−1∪
Vi+1 ∪ · · · ∪ Vp in G′. We have already seen that |Vi+1 ∪ · · · ∪ Vp| ≥ degGi

(u).
Thus, degG(u) ≤ degG′(u). Proof of the claim is complete. �

The claim yields that |E(G)| ≤ tp(n), so tp(n) ≥ tr(n)−k. By Theorem 1, we
have that ti(n) > ti−1(n), as Ti−1(n) is distinct from Ti(n), so ti(n) ≥ ti−1(n)+1
for every i ∈ [n]. Hence if r ≥ p then k ≥ tr(n) − tp(n) ≥ r − p. It concludes the
proof of (i).

It is left to prove (iii), i.e. that |E(G)�E(G′)| ≤ 3k under assumption p ≤ r.
First note that E(G) \ E(G′) =

⋃
E(G[Vi]). Second, since |E(G′)| ≤ tp(n) ≤

tr(n) and |E(G)| ≥ tr(n) − k, |E(G′)| − |E(G)| ≤ k. By Claim, we have that
|E(G′)| − |E(G)| ≥ ∑ |E(G[Vi])|. Finally

|E(G)�E(G′)| =|E(G′)| − |E(G)| + 2|E(G) \ E(G′)|
=|E(G′)| − |E(G)| + 2

∑
|E(G[Vi])| ≤ 3k.

By Claim, each vertex covered by E(G) \ E(G′) is covered by E(G′) \ E(G).
The total size of these edge sets is at most 3k, while |E(G′) \ E(G)| − |E(G) \
E(G′)| = |E(G′)| − |E(G)| ≤ k. Hence, the size of |E(G) \ E(G′)| is at most 2k.
This concludes the proof of (iii) and of the lemma. �

We are ready to prove our main algorithmic result. Let us recall that we
seek a clique of size � in an n-vertex graph with tr(n) − k edges, and that
τ = max{� − r, 0}.

Theorem 2. Turán’s Clique with τ ∈ {0, 1} admits an O(n + m)-time com-
pression into Clique on at most 5k vertices.

Proof. Let (G, r, k, �) be the input instance of Turán’s Clique. If r < 2 or
n ≤ 5k, a trivial compression is returned. Apply the algorithm of Lemma 1 to
(G, r, k, �) and obtain the partition V1, V2, . . . , Vp. Observe that this takes time
O(m + k) = O(n + m) since n > 5k. By the second property of Lemma 1,
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v1, v2, . . . , vp induce a clique in G, so if p ≥ � we conclude that (G, r, k, �) is a
yes-instance. Formally, the compression returns a trivial yes-instance of Clique
in this case.

We now have that r − k ≤ p ≤ r. Then the edit distance between G and the
complete p-partite graph G′ with parts V1, V2, . . . , Vp is at most 3k. Denote by
X the set of vertices covered by E(G)�E(G′). Denote R = E(G′) \ E(G) and
A = E(G) \ E(G′). We know that |R| + |A| ≤ 3k, |R| ≤ 2k and |R| ≥ |A|. By
Lemma 1, R covers all vertices in X, so |X| ≤ 2|R|.

Clearly, (G, r, k, �) as an instance of Turán’s Clique is equivalent to an
instance (G, �) of Clique. We now apply the following two reduction rules
exhaustively to (G, �). Note that these rules are an adaption of the well-known
two reduction rules for the general case of Clique (see, e.g., [30]). Here the
adapted rules employ the partition V1, V2, . . . , Vp explicitly.

Reduction rule 1. If there is i ∈ [p] such that Vi �⊆ X and Vi is independent
in G, remove Vi from G and reduce � by one.

Reduction rule 2. For each i ∈ [p] with |Vi \ X| > 1, remove all but one
vertices in Vi \ X from G.

Since the reduction rules are applied independently to parts V1, V2, . . . , Vp,
and each rule is applied to each part at most once, clearly this can be per-
formed in linear time. We now argue that these reduction rules always produce
an equivalent instance of Clique.

Claim. Reduction rule 1 and Reduction rule 2 are safe.

Proof. For Reduction rule 1, note that there is a vertex v ∈ Vi \ X such that
NG(v) = NG(Vi) = V (G)\Vi. Since Vi is independent, for any vertex set C that
induces a clique in G, we have |C ∩ Vi| ≤ 1. On the other hand, if C ∩ Vi = ∅,
C ∪ {v} also induces a clique in G as C ⊆ NG(v). Hence, any maximal clique in
G contains exactly one vertex from Vi, so Reduction rule 1 is safe.

To see that Reduction rule 2 is safe, observe that NG(u) = NG(v) for any
two vertices u, v ∈ Vi \ X. Then no clique contains both u and v, and if C � v
induces a clique in G, C \ {v} ∪ {u} also induces a clique in G of the same size.
Hence, v can be safely removed from G so Reduction rule 2 is safe. �

It is left to upperbound the size of G after the exhaustive application of
reduction rules. In this process, some parts among V1, V2, . . . , Vp are removed
from G. W.l.o.g. assume that the remaining parts are V1, V2, . . . , Vt for some
t ≤ p. Note that parts that have no common vertex with X are eliminated by
Reduction rule 1, so t ≤ |X|. On the other hand, by Reduction rule 2, we have
|Vi \ X| ≤ 1 for each i ∈ [t].

Consider i ∈ [t] with |Vi \ X| = 1. By Reduction rule 1, G[Vi] contains at
least one edge. Since Vi is independent in G′, E(G[Vi]) ⊆ A. Hence, the number
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of i ∈ [t] with |Vi \ X| = 1 is at most |A|. We obtain

|V (G)| =
t∑

i=1

|Vi| =
t∑

i=1

|Vi ∩ X| +
t∑

i=1

|Vi \ X|

≤|X| + |A| ≤ 2|R| + |A| ≤ |R| + (|R| + |A|) ≤ 5k.

We obtained an instance of Clique that is equivalent to (G, r, k, �) and contains
at most 5k vertices. The proof is complete. �

Combining the polynomial compression of Theorem 2 with the algorithm
of Xiao and Nagamochi [30] for Independent Set running in O(1.1996n), we
obtain the following.

Corollary 1. Turán’s Clique with τ ≤ 1 is solvable in time 2.49k · (n + m).

Proof. Take a given instance of Turán’s Clique and compress it into an equiv-
alent instance (G, �) of Clique with |V (G)| ≤ 5k. Clearly, (G, |V (G)| − �) is an
instance of Independent Set equivalent to (G, �). Use the algorithm from [30]
to solve this instance in O(1.1996|V (G)|) running time. Since 1.19965 < 2.49, the
running time of the whole algorithm is bounded by 2.49k · nO(1). �

2.2 Looking for Larger Cliques

In this subsection we consider the situation when τ > 1. As we will see in
Theorem 4, an FPT algorithm is unlikely in this case, unless we take a stronger
parameterization. Here we show that Turán’s Clique is FPT parameterized
by τ + ξ + k. Recall that ξ = �n

r �. Theorem 4 argues that this particular choice
of the parameter is necessary.

First, we show that the difference between t�(n) and tr(n) can be bounded
in terms of τ and ξ. This will allow us to employ Theorem 2 for the new FPT
algorithm by a simple change of the parameter. The proof of the next lemma is
done via a careful counting argument.

Lemma 2. Let n, r, � be three positive integers with r < � ≤ n. Let ξ = �n
r � and

τ = � − r. Then for τ = O(r), t�(n) − tr(n) = Θ(τξ2).

Proof. Throughout the proof, we assume ξ = n
r since this does not influence the

desired Θ estimation. Let sr be the remainder in the division of n by r and s�

be the remainder in the division of n by �. By Lemma 1,

t�(n) − tr(n) =
τn2

2r�
+

(sr

2
·
(
1 − sr

r

)
− s�

2
·
(
1 − s�

�

))
. (1)

The first summand in (1) is Θ(ξ2τ). Indeed, since τ = O(r) we have

τn2

2r�
=

τ

2
· n

r
· n

r + τ
=

ξ2τ

2
· r

r + τ
= Θ(ξ2τ). (2)
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For the second summand,
sr

2
·
(
1 − sr

r

)
− s�

2
·
(
1 − s�

�

)
=

�sr(r − sr) − rs�(� − s�)

2r�
=

(rs2� − �s2r) + r�(sr − s�)

2r�

=
(rs2� − rs2r − τs2r) + r�(sr − s�)

2r�
(3)

=
r(s� − sr)(s� + sr) + r�(sr − s�)

2r�
− τs2r

2r�

=
(sr − s�)(� − (s� + sr))

2�
− τs2r

2r�
. (4)

Since n = �n
� � · � + s�, we have that

sr ≡
⌊n

�

⌋
· � + s� (mod r),

and
sr ≡

⌊n

�

⌋
· (r + τ) + s� (mod r).

Hence,
sr − s� ≡

⌊n

�

⌋
· τ (mod r).

By definition sr < r, thus we get from the above that sr − s� ≤ �n
� � · τ ≤ ξτ.

Analogously,
s� − sr ≡

⌊n

r

⌋
· (−τ) (mod �)

Since s� − sr > −r > −�, we have that s� − sr ≥ �n
r � · (−τ) ≥ −ξτ. Therefore

|s� − sr| ≤ ξτ . It is easy to see that |� − (s� + sr)| ≤ � + (s� + sr) ≤ 3�. Finally,
τs2

r

2r� is non-negative and is upper bounded by τr2

2r� ≤ τ
2 . Thus, the absolute value

of (4), is at most
ξτ · 3�

2�
+

τ

2
= O(ξτ).

By putting together (2) and (4), we conclude that t�(n) − tr(n) = Θ(ξ2τ) +
O(ξτ) = Θ(ξ2τ). �

The following compression algorithm is a corollary of Lemma 2 and Theo-
rem 2. It provides a compression of size linear in k and τ .

Theorem 3. Turán’s Clique admits a compression into Clique on O(τξ2+
k) vertices.

Proof. Let (G, k, r, �) be the given instance of Turán’s Clique. If � ≤ r+1, then
the proof follows from Theorem 2. Otherwise, reduce (G, k, r, �) to an equivalent
instance (G, k + t�(n) − tr(n), �, �) of Turán’s Clique just by modifying the
parameters. This is a valid instance since |E(G)| ≥ tr(n) − k ≥ t�(n) − (t�(n) +
tr(n)+k). Denote k′ = k+(t�(n)− tr(n)). By Lemma 2, k′ = k+O(τξ2). Apply
polynomial compression of Theorem 2 to (G, k′, �, �) into Clique with O(k′),
i.e. O(τξ2 + k), vertices. �

Pipelined with a brute-force algorithm computing a maximum independent
set in time O(2n), Theorem 3 yields the following corollary.

Corollary 2. Turán’s Clique is solvable in time 2O(τξ2+k) · (n + m).
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2.3 Independent Set above Turán’s Bound

Another interesting application of Theorem 3 concerns computing Independent
Set in graphs of small average degree. Recall that Turán’s theorem, when applied
to the complement G of a graph G, yields a bound

α(G) ≥ n

d + 1
.

Here α(G) is the size of the largest independent set in G (the independence
number of G), and d is the average vertex degree of G. Then in Turán’s Inde-
pendent Set, the task is for an n-vertex graph G and positive integer t to
decide whether there is an independent set of size at least n

d+1 + t in G.
Theorem 3 implies a compression of Turán’s Independent Set into Inde-

pendent Set. In other words, we give a polynomial time algorithm that for an
instance (G, t) of Turán’s Independent Set constructs an equivalent instance
(G′, p) of Independent Set with at most O(td2) vertices. That is, the graph G
has an independent set of size at least n

d+1+t if and only if G′ has an independent
set of size p.

Corollary 3. Turán’s Independent Set admits a compression into Inde-
pendent Set on O(td2) vertices.

Proof. For simplicity, let us assume that n is divisible by d + 1. (For arguments
here this assumption does not make an essential difference.) We select r = n

d+1 ,
τ = t, and k = 0. Then d = n

r − 1 = ξ − 1. The graph G has at most nd/2
edges, hence G has at least n(n−1)

2 − nd/2 = n(n−1)
2 − n(ξ − 1)/2 ≥ tr(n) edges,

see Lemma 1. An independent set of size n
d+1 + t in graph G, corresponds in

graph G to a clique of size r + t. Since Theorem 3 provides compression into a
Clique with O(τξ2 + k) = O(τξ2) vertices, for independent set and graph G
this corresponds to a compression into an instance of Independent Set with
O(td2) vertices. �

By Corollary 3, we obtain the following corollary.

Corollary 4. Turán’s Independent Set is solvable in time 2O(td2) · n2.

3 Lower Bounds

In this section, we investigate how the algorithms above are complemented
by hardness results. First, observe that k has to be restricted, otherwise the
Turán’s Clique problem is not any different from Clique. In fact, reducing
from Independent Set on sparse graphs, one can show that there is no 2o(k)-
time algorithm for Turán’s Clique even when τ ≤ 1. (The formal argument
is presented in Theorem 5.) This implies that the 2O(k)-time algorithm given by
Corollary 1 is essentially tight.
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Also, the difference between r and � has to be restricted, as it can be
easily seen that Turán’s Clique admits no no(�)-time algorithm even when
k = 0, assuming ETH. This is observed simply by considering the special case
of Turán’s Clique where r = 1, there the only restriction on G is that
|E(G)| ≥ tr(n) − k = 0, meaning that the problem is as hard as Clique.
However, Theorem 4 shows that even for any fixed τ ≥ 2 and k = 0 Turán’s
Clique is NP-complete. This motivates Theorem 3, where the exponential part
of the running time has shape 2O(τξ2k). In the rest of this section, we further
motivate the running time of Theorem 3. First, in Theorem 4 we show that not
only setting τ and k to constants is not sufficient to overcome NP-hardness, but
also that the same holds for any choice of two parameters out of {τ, ξ, k}.

Theorem 4. Turán’s Clique is NP-complete. Moreover, it remains NP-
complete in each of the following cases

(i) for any fixed ξ ≥ 1 and τ = 0;
(ii) for any fixed ξ ≥ 1 and k = 0;

(iii) for any fixed τ ≥ 2 and k = 0.

Proof. Towards proving (i) and (ii), we provide a reduction from Clique. Let
ξ ≥ 1 be a fixed constant. Let (G, �) be a given instance of Clique and let
n = |V (G)|. We assume that � ≥ ξ, otherwise we can solve (G, �) in polynomial
time. Construct a graph G′ from G as follows. Start from G′ = G and �′ = �.
Then add max{ξ� − n, 0} isolated vertices to G′. Note that (G, k) and (G′, k′)
are equivalent and |V (G′)| ≥ ξ�′. If we have ξ�′ ≤ |V (G′)| < (ξ + 1)�′, we are
done with the construction of G′. Otherwise, repeatedly add a universal vertex
to G′, increasing �′ by one, so |V (G′)| − (ξ + 1)�′ decreases by ξ each time. We
repeat this until |V (G′)| becomes less than (ξ + 1)�′. Since the gap between ξ�′

and (ξ+1)�′ is at least ξ at any moment, we derive that ξ�′ ≤ |V (G′)| < (ξ+1)�′.
The construction of G′ is complete. Note that(G′, �′) is an instance of Clique
equivalent to (G, �). We added at most max{n, ξ�} vertices to G′, hence this is
a polynomial-time reduction.

By the above, �V (G′)/�′� = ξ, so we can reduce (G′, �′) to an equivalent
instance (G′, �′,

(|V (G′)|
2

)
, �′) of Turán’s Clique. Clearly, this instance has the

required fixed value of ξ and τ = 0. This proves (i). For (ii), we use the fact that
t1(n) = 0 for every n > 0 and reduce (G′, �′) to (G′, 1, 0, �′).

To show (iii), we need another reduction from Clique. Let τ ≥ 2 be a fixed
integer constant. Take an instance (G, �) of Clique with � ≥ 2τ . We denote
n = |V (G)|. To construct G′ from G, we start from a large complete (�−1)-partite
graph with equal-sized parts. The size of each part equals x, so |V (G′)| = (�−1)x.
We denote N = |V (G′)| and choose the value of x later, for now we only need
that N ≥ n. Clearly, |E(G′)| = t�−1(N) at this point. To embed G into G′, we
select arbitrary n vertices in G′ and make them isolated. This removes at most
n(� − 2)x edges from G′. Then we identify these n isolated vertices with V (G)
and add edges of G between these vertices in G′ correspondingly. This operation
does not decrease |E(G′)|. This completes the construction of G′. Since G′ is
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isomorphic to a complete (�−1)-partite graph united disjointly with G, we have
that (G, �) and (G′, �) are equivalent instances of Clique.

We now want to reduce (G′, �) to an instance (G′, � − τ, 0, �) of Turán’s
Clique. To do so, we need |E(G′)| ≥ t�−τ (N). By Lemma 2, t�−1(N) −
t�−τ (N) ≥ C · (τ − 1) ·

(
N

�−τ

)2

for some constant C > 0. Since |E(G′)| ≥
t�−1(N) − n(� − 2)x, we want to choose x such that

n(� − 2)x ≤ C · (τ − 1) ·
(

N

� − τ

)2

.

By substituting N = (� − 1)x, we derive that x should satisfy

n

C
· (� − 2)(� − τ)

(� − 1)2
· � − τ

τ − 1
≤ x.

Now simply pick as x the smallest integer that satisfies the above. Then
(G′, � − τ, 0, �) is an instance of Turán’s Clique that is equivalent to the
instance (G, k) of Clique and is constructed in polynomial time. �

Now, recall that Theorem 3 gives an FPT-algorithm for Turán’s
Clique that is single-exponential in τξ2 + k. The previous theorem argues that
all three of τ , ξ, k have to be in the exponential part of the running time. How-
ever, that result does not say anything about what can be the best possible
dependency on these parameters. The next Theorem 5 aims to give more precise
lower bounds based on ETH, in particular it turns out that the dependency on
τ and k cannot be subexponential unless ETH fails. First, we need to show the
relation between the parameter ξ and the average degree of G. The proof of the
following proposition is available in the full version of the paper [13].

Proposition 2. Let G be an n-vertex graph, r ≤ n be an integer, and denote
ξ = �n

r �. Let G denote the complement of G and d denote the average degree of
G. Then d ≤ ξ if |E(G)| ≥ tr(n) and |E(G)| ≥ tr(n) if d ≤ ξ − 1.

We are ready to give lower bounds for algorithms solving Turán’s Clique
in terms of the parameters τ , ξ, and k.

Theorem 5. Unless the Exponential Time Hypothesis fails, for any function f
there is no f(ξ, τ)o(k)·nf(ξ,τ), f(ξ, k)o(τ)·nf(ξ,k), or f(k, τ)o(

√
ξ)·nf(k,τ) algorithm

for Turán’s Clique.

The proof of this result is available in the full version of the paper [13]. It
is based on the proof of Theorem 4, but is much more careful to details and
contains some new ideas. Moreover, the proof of the first point of the theorem
lets us observe that our 2.49k · (n + m)-time algorithm for Turán’s Clique
with τ ≤ 1 is essentially tight.

Corollary 5. Assuming ETH, there is no 2o(k) · nO(1) algorithm for Turán’s
Clique with � ≤ r + 1.
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4 Conclusion

We conclude by summarizing natural questions left open by our work. Theorem 5
rules out (unless ETH fails) algorithms with running times subexponential in τ
and k. However, when it comes to ξ, the dependency in the upper bound of
Corollary 2 is 2O(τξ2+k) · nO(1), while Theorem 5 only rules out the running
time of f(k, τ)o(

√
ξ) · nf(k,τ) under ETH. Thus, whether the correct dependence

in ξ is single-exponential or subexponential, is left open. Similarly, the question
whether Turán’s Clique admits a compression into Clique whose size is linear
in ξ, τ , and k, is open. A weaker variant of this question (for the case k = 0) for
Turán’s Independent Set, whether it admits a compression or kernel linear
in d and in t, is also open.
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Abstract. An edge e of a graph G is called deletable for some ori-
entation o if the restriction of o to G − e is a strong orientation. In
2021, Hörsch and Szigeti proposed a new parameter for 3-edge-connected
graphs, called the Frank number, which refines k-edge-connectivity. The
Frank number is defined as the minimum number of orientations of G
for which every edge of G is deletable in at least one of them. They
showed that every 3-edge-connected graph has Frank number at most
7 and that in case these graphs are also 3-edge-colourable graphs the
parameter is at most 3. Here we strengthen the latter result by showing
that such graphs have Frank number 2, which also confirms a conjecture
by Barát and Blázsik. Furthermore, we prove two sufficient conditions
for cubic graphs to have Frank number 2 and use them in an algorithm
to computationally show that the Petersen graph is the only cyclically
4-edge-connected cubic graph up to 36 vertices having Frank number
greater than 2.

Keywords: Frank number · Connectivity · Orientation · Snark ·
Nowhere-zero flows

1 Introduction

An orientation o of a graph G is a directed graph with vertices V (G) such that
each edge uv ∈ E(G) is replaced by exactly one of the arcs u → v or v → u. An
orientation is called strong if for every two distinct vertices u and v there exists
an oriented uv-path, i.e. an oriented path with endpoints u and v. An edge e is
deletable in a strong orientation o of G if the restriction of o to E(G) − {e} is a
strong orientation of G−e. The cyclic edge connectivity of a graph is the smallest
number of edges k whose removal separates the graph into two components, each
of which contains a cycle. Such a graph is called cyclically k-edge-connected.

In 2021, Hörsch and Szigeti [9] proposed a new parameter for 3-edge-
connected graphs called the Frank number, which can be seen as a generalisation
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of a theorem by Nash-Williams [11] stating that a graph has a k-arc-connected
orientation if it is 2k-edge-connected. For a 3-edge-connected graph G, the Frank
number – denoted by fn(G) – is defined to be the minimum number k for which
G admits k orientations such that every edge e ∈ E(G) is deletable in at least
one of them.

Hörsch and Szigeti proved in [9] that every 3-edge-connected graph G has
fn(G) ≤ 7 and that the Berge-Fulkerson conjecture [12] implies that fn(G) ≤ 5.
They conjectured that every 3-edge-connected graph G has fn(G) ≤ 3 and
showed that the Petersen graph has Frank number equal to 3. In this paper
we will mainly investigate the following stronger problem: Is it true that the
Petersen graph is the only cyclically 4-edge-connected cubic graph with Frank
number greater than 2? Let G1 and G2 be cubic graphs. Create a new graph G
by removing a vertex from each of G1 and G2 and adding three edges between
the resulting 2-valent vertices in such a way that the edges have one vertex in
G1 and one vertex in G2 and the result is cubic. We call G the 3-join of G1 and
G2. We can equivalently formulate the problem as follows.

Problem 1. Can every 3-edge-connected cubic graph G with fn(G) > 2 be cre-
ated by a sequence of 3-joins from the Petersen graph?

Note that a cyclically 3-edge-connected graph uniquely decomposes into cycli-
cally 4-edge connected graphs and that a 3-join of a graph with Frank number
3 with any other graph has Frank number at least 3.

Barát and Blázsik showed in [1] that for any 3-edge-connected graph G,
there exists a 3-edge-connected cubic graph H with fn(H) ≥ fn(G). Hence, it
is sufficient to study this problem in the cubic case.

Hörsch and Szigeti proved in [9] that every 3-edge-connected 3-edge-
colourable graph has Frank number at most 3. In Sect. 2 we strengthen this
result by showing that these graphs have Frank number equal to 2. Note that
such graphs are always cubic.

Barát and Blázsik also verified that several well-known infinite families of 3-
edge-connected graphs have Frank number 2. This includes wheel graphs, Möbius
ladders, prisms, flower snarks and an infinite subset of the generalised Petersen
graphs. Note that except for the wheel graphs and flower snarks, these families
all consist of 3-edge-colourable graphs. They also conjectured that every 3-edge-
connected hamiltonian cubic graph has Frank number 2. Since every hamiltonian
cubic graph is 3-edge-colourable, our result that every 3-edge-connected 3-edge-
colourable graph has Frank number 2 also proves this conjecture.

Our proof of this result uses nowhere-zero integer flows. We give a sufficient
condition for an edge to be deletable in an orientation which is the underlying
orientation of some all-positive nowhere-zero k-flow and construct two specific
nowhere-zero 4-flows that show that the Frank number is 2.

Moreover, in Sect. 2 we give two sufficient conditions for cyclically 4-edge-
connected cubic graphs to have Frank number 2. In Sect. 3 we propose a heuristic
algorithm and an exact algorithm for determining whether the Frank number of
a 3-edge-connected cubic graph is 2. The heuristic algorithm makes use of the
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sufficient conditions for cyclically 4-edge-connected graphs shown in the previous
section. Using an implementation of these algorithms we show that the Petersen
graph is the only cyclically 4-edge-connected snark, i.e. cubic graph which does
not admit a 3-edge-colouring, up to and including 36 vertices with Frank number
greater than 2.

Due to space constraints we had to omit several proofs. A full-length version
of this article containing all proofs can be found on arXiv [6].

1.1 Preliminaries

For some integer k, a k-flow (o, f) on a graph consists of an orientation o of
the edges of G and a valuation f : E(G) → {0,±1,±2 . . . ,±(k − 1)} such that
at every vertex the sum of the values on incoming edges equals the sum on the
outgoing edges. A k-flow (o, f) is said to be nowhere-zero if the value of f is not
0 for any edge of E(G). A nowhere-zero k-flow on G is said to be all-positive if
the value f(e) is positive for every edge e of G. Every nowhere-zero k-flow can be
transformed to an all-positive nowhere-zero k-flow by changing the orientation
of the edges with negative f(e) and changing negative values of f(e) to −f(e).

Let (G, o) be a graph with orientation o. Let H be a subgraph of G. If the
context is clear we write (H, o) to be the graph H with the orientation of o
restricted to H. We define the set D(G, o) ⊂ E(G) to be the set of all edges of
G which are deletable in o. Let u, v ∈ V (G), if the edge uv is oriented from u to
v, we write u → v.

2 Theoretical Results

Let (o, f) be an all-positive nowhere-zero k-flow on a cubic graph G. An edge e
with f(e) = 2 is called a strong 2-edge if there is no 3-edge-cut containing the
edge e (cycle-separating or not) such that the remaining edges of the cut have
value 1 in f .

Lemma 1. Let G be a 3-edge-connected graph and let (o, f) be an all-positive
nowhere-zero k-flow on G. Then all edges of G which receive value 1 and all
strong 2-edges in (o, f) are deletable in o.

For the proof we make use of the fact that if (o, f) is a k-flow on G, then in
every edge-cut the sum of the flow values on the edges oriented in one direction
equals the sum of the flow values on the edges oriented in the other direction.
Due to page limits we omit the full proof.

The following theorem can be shown using Lemma 1 and careful application
of the fact that every nowhere-zero 4-flow can be expressed as a combination of
two 2-flows.

Theorem 1. If G is a graph admitting a nowhere-zero 4-flow, then fn(G) = 2.

Due to page limits we omit the proof.
It is known that a cubic graph is 3-edge-colourable if and only if it admits a

nowhere-zero 4-flow. Therefore we have the following corollary.
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Corollary 1. IfG is a 3-edge-connected 3-edge-colourable graph, then fn(G) = 2.

Since every hamiltonian cubic graph is 3-edge-colourable, we have also shown
the following conjecture by Barát and Blázsik [1].

Corollary 2. If G is a 3-edge-connected cubic graph admitting a hamiltonian
cycle, then fn(G) = 2.

The following lemmas and theorems give two sufficient conditions for a cycli-
cally 4-edge-connected cubic graph to have Frank number 2. These will be used
in the algorithm in Sect. 3.

Lemma 2. Let o be a strong orientation of a cubic graph G. Let e1 = u1v1
and e2 = u2v2 be two nonadjacent edges in G such that o contains u1 → v1
and u2 → v2. Assume that both e1 and e2 are deletable in o. Create a cubic
graph G′ from G by subdividing the edges e1 and e2 with vertices x1 and x2,
respectively, and adding a new edge between x1 and x2. Let o′ be the orientation
of G′ containing u1 → x1, x1 → v1, x1 → x2, u2 → x2, x2 → v2 and such that
o′(e) = o(e) for all the remaining edges of G′. Then

D(G′, o′) ⊇ (D(G, o) − {e1, e2}) ∪ {x1v1, x1x2, u2x2}.

Due to page limits we omit the proof.
Let C be a 2-factor of G with exactly two odd circuits, say N1 and N2, (and

possibly some even circuits). Let x1x2 be an edge of G such that xi ∈ Ni for
i ∈ {1, 2}. Let F = G − C. Let M be a maximum matching in C − {x1, x2}.
For i ∈ {1, 2} denote by ui and vi the vertices of Ni which are adjacent to xi.
Denote by zi the edge of Ni incident with ui and not incident with xi, denote
by yi the edge of Ni incident with vi and not incident with xi. The vertices of
the graph F − {x1x2} ∪ M have degree 2, so the components of this graph are
circuits. An orientation of these circuits is consistent on Ni if the edges zi and
yi are oriented in the same direction with regards to Ni, see Fig. 1.

x1 x2

u1 u2

v1 v2

z1

y1

z2

y2

N1 N2

Fig. 1. Consistent orientation of the circuits from F − {x1x2} ∪ M .
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Theorem 2. Let G be a cyclically 4-edge-connected cubic graph. Let C be a 2-
factor of G with exactly two odd circuits, say N1 and N2, (and possibly some
even circuits). Let e = x1x2 be an edge of G such that x1 ∈ N1 and x2 ∈ N2.
For i ∈ {1, 2} denote by ui and vi the vertices of Ni which are adjacent to xi.
Let F = G − C. Let M be a maximum matching in C − {x1, x2}. If there exists
an orientation of the circuits in F − {x1x2} ∪M such that the edges of Ni ∩M
incident with ui and vi are consistent on Ni for i ∈ {1, 2}, then fn(G) = 2.

Due to space constains we omit the full proof.
The proof of the following Lemma is similar to that of Lemma 2, but is also

omitted due to the page limit.

Lemma 3. Let o be a strong orientation of a cubic graph G. Let e1 = u1v1,
e2 = u2v2, and f = w2w1 be pairwise nonadjacent edges in G such that o
contains u1 → v1, u2 → v2, and w2 → w1. Let a cubic graph G′ be created from
G by performing the following steps:

– subdivide the edges e1 and e2 with the vertices x1 and x2, respectively,
– subdivide the edge w1w2 with the vertices y1 and y2 (in this order), and
– add the edges x1y1 and x2y2.

Let o′ be the orientation of G′ containing u1 → x1, x1 → v1, y1 → w1, y2 → y1,
w2 → y2, u2 → x2, x2 → v2 and such that o′(e) = o(e) for all the remaining
edges of G′ except for x1y1 and x2y2. Then

(a) if o′ contains y1 → x1 and x2 → y2, o′ will be a strong orientation of G′

and D(G′, o′) ⊇ D(G, o) − {e1, e2, f} ∪ {u1x1, x1y1, y1w1, y2w2, x2y2, x2v2}
(Fig. 2(left));

(b) if o′ contains x1 → y1 and y2 → x2, o′ will be a strong orientation of G′

and D(G′, o′) ⊇ D(G, o) − {e1, e2, f} ∪ {x1v1, y1y2, u2x2} (Fig. 2(right)).

x1 x2

u1 u2

v1 v2

y1 y2w1 w2

N1 N2

W

x1 x2

u1 u2

v1 v2

y1 y2w1 w2

N1 N2

W

Fig. 2. A part of G′ and orientation o′ as defined in Lemma 3. The left-hand-side
corresponds with the orientation of (a) and the right-hand-side corresponds with the
orientation of (b). If the conditions of Lemma 3 are met the thick, blue edges will be
deletable. (Color figure online)

Let C be a 2-factor of G with exactly two odd circuits, say N1 and N2 and
at least one even circuit W . Let x1y1, y1y2 and y2x2 be edges of G such that
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xi ∈ Ni and yi ∈ W for i ∈ {1, 2}. Let F = G − C and let M be a maximum
matching in C−{x1, x2, y1, y2}. For i ∈ {1, 2} denote by ui and vi the vertices of
Ni incident with xi and by wi the vertex of W − {y1, y2} adjacent to yi. Denote
by zi the edge of Ni ∩ M incident with ui, by z′

i the edge of Ni ∩ M incident
with vi, by z the edge of W ∩M incident with y1 and by z′ the edge of W ∩M
incident with y2. The vertices of the graph F − {x1y1, y2x2} ∪M have degree 2,
so the components are circuits. An orientation of these circuits is consistent on
Ni and W if the edges zi and z′

i are oriented in the same direction with regards
to Ni and the edges z and z′ are oriented in the same direction with regards to
W , see Fig. 3.

x1 x2

u1 u2

v1 v2

y1 y2w1 w2

z1

z1

z2

z2

z z

N1 N2

W

Fig. 3. Consistent orientation of the circuits from F − {x1y1, y2x2} ∪ M .

Theorem 3. Let G be a cyclically 4-edge-connected cubic graph with a 2-factor
C containing precisely two odd circuits N1 and N2 and at least one even circuit
W . Let x1y1, y1y2 and y2x2 be edges of G such that x1 ∈ V (N1), x2 ∈ V (N2) and
y1, y2 ∈ V (W ). For i ∈ {1, 2} denote by ui and vi the vertices of Ni which are
adjacent to xi and by wi the neighbour of yi in W −{y1, y2}. Let F = G−C. Let
M be a maximum matching in C −{x1, y1, y2, x2}. If there exists an orientation
of the circuits in F − {x1y1, x2y2} ∪ M such that the edges of Ni ∩ M incident
with ui and vi are consistent on Ni for i ∈ {1, 2} and the edges of W ∩ M
incident with y1 and y2 are consistent on W and G ∼ x1y1 ∼ x2y2 has no
cycle-separating set of three edges {e1, e2, e3} with e1 ∈ {u1v1, u2v2, w1w2} and
e2, e3 ∈ E(F − {x1y1, x2y2} ∪ M), then fn(G) ≤ 2.

Due to page limits we omit the full proof.
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3 Algorithm

We propose two algorithms for computationally verifying whether or not a given
3-edge-connected cubic graph has Frank number 2, i.e. a heuristic and an exact
algorithm. Note that the Frank number for 3-edge-connected cubic graphs is
always at least 2. Our algorithms are intended for graphs which are not 3-edge-
colourable, since 3-edge-colourable graphs have Frank number 2 (cf. Corollary 1).

The first algorithm is a heuristic algorithm, which makes use of Theorem 2
and Theorem 3. Hence, it can only be used for cyclically 4-edge-connected cubic
graphs. For every 2-factor in the input graph G, we verify if one of the config-
urations of these theorems is present. If that is the case, the graph has Frank
number 2. The pseudocode of this algorithm can be found in Algorithm 1. In
this algorithm we look at every 2-factor of G by generating every perfect match-
ing and looking at its complement. We then count how many odd cycles there
are in the 2-factor under investigation. If there are precisely two odd cycles,
then we check for every edge connecting the two odd cycles whether or not the
conditions of Theorem 2 hold. If they hold for one of these edges, we stop the
algorithm and return that the graph has Frank number 2. If these conditions do
not hold for any of these edges or if there are none, we check for all triples of
edges x1y1, y1y2, y2x2, where x1 and x2 lie on the two odd cycles and y1 and y2
lie on some even cycle, whether the conditions of Theorem 3 hold. If they do,
then G has Frank number 2 and we stop the algorithm.

The second algorithm is an exact algorithm for determining whether or not
a 3-edge-connected cubic graph has Frank number 2. The pseudocode of this
algorithm can be found in Algorithm 2. Due to space constraints, we omitted
some technical subroutines from the pseudocode and focused on the main rou-
tines. These subroutines can be found in [6]. For a graph G, we start by looking
at each of its strong orientations o and try to find a complementary orientation
o′ such that every edge is deletable in either o or o′. If there is a vertex in G for
which none of its adjacent edges are deletable in o, then there exists no com-
plementary orientation as no orientation of a cubic graph has three deletable
edges incident to the same vertex. If o is suitable, we look for a complementary
orientation using some tricks to reduce the search space. More precisely, we first
we start with an empty partial orientation, i.e. a directed spanning subgraph
of some orientation of G, and orient some edge. Note that we do not need to
consider the opposite orientation of this edge, since an orientation of a graph in
which all arcs are reversed has the same deletable edges as the original orienta-
tion. We then recursively orient edges of G that have not yet been oriented. After
orienting an edge, the rules of Lemma 4 may enforce the orientation of edges
which are not yet oriented. We orient them in this way before proceeding with
the next edge. This heavily restricts the number edges which need to be added.
As soon as a complementary orientation is found, we can stop the algorithm and
return that the graph G has Frank number 2. If for all strong orientations of
G no such complementary orientation is found, then the Frank number of G is
higher than 2.
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Since the heuristic algorithm is much faster than the exact algorithm, we will
first apply the heuristic algorithm. After this we will apply the exact algorithm
for those graphs for which the heuristic algorithm was unable to decide whether
or not the Frank number is 2. In Sect. 3.1 we give more details on how many
graphs pass this heuristic algorithm.

An implementation of these algorithms can be found on GitHub [5]. Our
implementation uses bitvectors to store adjacency lists and lists of edges and
bitoperations to efficiently manipulate these lists.

Theorem 4. Let G be a cyclically 4-edge-connected cubic graph. If Algorithm 1
is applied to G and returns True, G has Frank number 2.

Proof. Suppose the algorithm returns True for G. This happens in a specific
iteration of the outer for loop corresponding to a perfect matching F . The com-
plement of F is a 2-factor, say C, and since the algorithm returns True, C has
precisely two odd cycles, say N1 and N2, and possibly some even cycles.

Suppose first that the algorithm returns True on Line 16. Then there is an
edge x1x2 in G with x1 ∈ V (N1) and x2 ∈ V (N2), a maximal matching M of
C − {x1, x2} and an orientation o of the cycles in F − {x1x2} ∪ M such that
o is consistent on N1 and N2. Now by Theorem 2 it follows that G has Frank
number 2.

Now suppose that the algorithm returns True on Line 35. Then there are
edges x1y1, y1y2 and y2x2 such that x1 ∈ V (N1), x2 ∈ V (N2) and y1, y2 ∈ V (W )
where W is some even cycle in C. Since the algorithm returns True, there is a
maximal matching M of C − {x1, y1, y2, x2} and an orientation o of the cycles
in F − {x1y1, x2y2} ∪M such that o is consistent on N1, N2 and W . Denote the
neighbours of x1 and x2 in C by u1, v1 and u2, v2, respectively and denote the
neighbour of y1 in C−y2 by w1 and the neighbour of y2 in C−y1 by w2. Since no
triple e, e1, e2, where e ∈ {u1x1, w1y1, u2x2}, e1, e2 ∈ E(F − {x1y1, x2y2} ∪ M),
is a cycle-separating edge-set of G − {x1y1, x2y2}, G ∼ x1y1 ∼ x2y2 has no
cycle-separating edge-set {e, e1, e2}, where e ∈ {u1v1, u2v2, w1w2} and e1, e2 ∈
E(F −{x1y1, x2y2}∪M). Now by Theorem 3 it follows that G has Frank number
2. ��

We will use the following Lemma for the proof of the exact algorithm’s cor-
rectness.

Lemma 4. Let G be a cubic graph with fn(G) = 2 and let o and o′ be two
orientations of G such that every edge e ∈ E(G) is deletable in either o or o′.
Then the following hold for o′:

1. every vertex has at least one incoming and one outgoing edge in o′,
2. let uv ∈ D(G, o), then the remaining edges incident to u are one incoming

and one outgoing in o′,
3. let uv, vw ∈ D(G, o), then both are incoming to v or both are outgoing from

v in o′.

Due to page limits we omit the full proof.
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Theorem 5. Let G be a cubic graph. Algorithm 2 applied to G returns True if
and only if G has Frank number 2.

Algorithm 1. heuristicForFrankNumber2(Graph G)
1: for each perfect matching F do
2: Store odd cycles of C := G − F in O = {N1, . . . , Nk}
3: if |O| is not 2 then
4: Continue with the next perfect matching

5: for all vertices x1 in N1 do
6: if x1 has a neighbour x2 in N2 then
7: // Test if Theorem 2 can be applied
8: Store a maximal matching of C − {x1, x2} in M
9: Denote the neighbours of x1 and x2 in C by u1, v1 and u2, v2, respectively

10: Create an empty partial orientation o of the cycles in F − {x1, x2} ∪ M
11: for all x ∈ {u1, v1, u2, v2} do
12: if the cycle in F −{x1, x2}∪M containing x is not yet oriented then
13: Orient the cycle in F − {x1x2} ∪ M containing x
14: Store this in o
15: if o is consistent on N1 and on N2 then
16: return True // Theorem 2 applies

17: else if x1 has a neighbour y1 on an even cycle W of C then
18: for each neighbour y2 of y1 in C do
19: if y2 has a neighbour x2 in N2 then
20: // Test if Theorem 3 can be applied
21: Store a maximal matching of C − {x1, y1, y2, x2} in M
22: Denote the neighbours of x1 and x2 in C by u1, v1 and u2, v2
23: Denote the neighbour of y1 in C − y2 by w1

24: Denote the neighbour of y2 in C − y1 by w2

25: Create an empty partial orientation o of the cycles in
F − {x1, y1, y2, x2} ∪ M

26: for all x ∈ {u1, v1, u2, v2, w1, w2} do
27: if the cycle in F − {x1, y1, y2, x2} ∪ M containing x is not

oriented in o then
28: Orient the cycle in F − {x1, y1, y2, x2} ∪ M containing x
29: Store this in o
30: if o is consistent on N1, N2 and W then
31: // Check cycle-separating edge-set condition
32: for all pairs of edges e1, e2 in F − {x1, y1, y2, x2} ∪ M do
33: for all e ∈ {u1x1, w1y1, u2x2} do
34: if {e, e1, e2} is a cyclic edge-cut in G − x1y1 − x2y2

then
35: return True // Theorem 3 applies

36: return False
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Algorithm 2. frankNumberIs2(Graph G)
1: for all orientations o of G do
2: if o is not strong then
3: Continue with next orientation
4: Store deletable edges of o in a set D
5: for all v ∈ V (G) do
6: if no edge incident to v is deletable then
7: Continue with next orientation
8: Create empty partial orientation o′ of G
9: Choose an edge xy in G and its orientation x → y

10: if not canAddArcsRecursively(G, D, o′, x → y) then // Algorithm 3
11: Continue loop with next orientation

12: while not all edges are oriented in o′ do
13: Store a copy of o′ in o′′

14: Take an edge uv of G which is unoriented in o′

15: if not canAddArcsRecursively(G, D, o′, u → v) then
16: Reset o′ using o′′

17: if not canAddArcsRecursively(G, D, o′, v → u) then
18: Continue outer loop with next orientation

19: if D(G, o) ∪ D(G, o′) = E(G) then
20: return True
21: return False

Proof. Suppose that frankNumberIs2(G) returns True. Then there exist two ori-
entations o and o′ for which D(G, o) ∪ D(G, o′) = E(G). Hence, fn(G) = 2.
Conversely, let fn(G) = 2. We will show that Algorithm 2 returns True. Let o1
and o2 be orientations of G such that every edge of G is deletable in either o1
or o2. If the algorithm returns True before we consider o1 in the loop of Line 1,
we are done. So, suppose we are in the iteration where o1 is considered in the
loop of Line 1. Without loss of generality assume that the orientation of xy we
choose in Line 9 is in o2. (If not, reverse all edges of o2 to get an orientation with
the same set of deletable edges.) Let o′ be a partial orientation of G and assume
that all oriented edges correspond to o2. Let u → v be an arc of o2. If u → v is
present in o′, then canAddArcsRecursively(G, D(G, o), o′, u → v) (Algorithm 3)
returns True and no extra edges become oriented in o′. If u → v is not present
in o′, it gets added on Line 8 of Algorithm 3, since the if-statement on Line 6
of Algorithm 3 will return True by Lemma 4. Note that this is the only place
where an arc is added to o′ in Algorithm 3. Hence, if we only call Algorithm 3
on arcs present in o2, then all oriented edges of o′ will always be oriented in the
same way as in o2. Now we will show that we only perform this call on arcs in
o2.

Again, suppose u → v is an arc in o2, that it is not yet present in o′ and
that every oriented edge of o′ has the same orientation as in o2. Let u have two
outgoing and no incoming arcs in o′. Let ux be the final unoriented edge incident
to u. Then o2 must have arc x → u, otherwise it has three outgoing arcs from
the same vertex. Let v have two incoming and no outgoing arcs in o′. Let vx be
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the final unoriented edge incident to v. Then o2 must have arc v → x, otherwise
it has three incoming arcs to the same vertex.

Suppose uv is deletable in o1. Let ux also be deletable in o1. Denote the
final edge incident to u by uy. Clearly, uy cannot be deletable in o1, hence it
is deletable in o2. If o2 contains u → x, then uy is not deletable in o2, hence,
o2 contains x → u. Let vx be a deletable edge of o1 and denote the final edge
incident to v by vy. Since vy cannot be deletable in o1, o2 must contain arc
v → x. Suppose that the edges incident with u which are not uv are both not
in D(G, o1). Then they must be oriented incoming to u in o2. Similarly, if the
edges incident with v which are not uv are both not in D(G, o1), they must both
be outgoing from v in o2.

Finally, suppose that uv is not a deletable edge in o1. Suppose that o′ still
has one unoriented edge incident to u, say ux. If the other incident edges are one
incoming and one outgoing from u, then o2 contains the arc u → x. Otherwise,
uv cannot be deletable in o2. Similarly, if o′ still has one unoriented edge incident
to v, say vx and the remaining incident edges are one incoming and one outgoing,
then the arc x → v must be present in o2. Otherwise, uv cannot be deletable in
o2. If ux is not deletable in o1 x = v. Then o2 contains the arc u → x. Otherwise,
not both of uv and ux can be deletable in o2. Similarly, if vy is not deletable in
o1 and y = u, then o2 must contain the arc y → v. Otherwise, not both of uv
and vy can be deletable in o2.

It now inductively follows that during the execution of Algorithm 2 in the
iteration of orientation o1 on Line 19 that o′ = o2. Hence, the if-statement passes
and the algorithm returns True. ��

Algorithm 3. canAddArcsRecursively(Graph G, Set D, Partial Orientation o′,
Arc u → v)
1: // Check if u → v can be added and recursively orient edges for which the orien-

tation is enforced by the rules of Lemma 4
2: if u → v is present in o′ then
3: return True
4: if v → u is present in o′ then
5: return False
6: if adding u → v violates rules of Lemma 4 then // Algorithm 4 in Appendix of [6]
7: return False
8: Add u → v to o′

9: if the orientation of edges enforced by Lemma 4 yields a contradiction then //
Algorithm 5 in Appendix of [6]

10: return False
11: return True
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3.1 Results

Since by Corollary 1 all 3-edge-connected 3-edge-colourable (cubic) graphs have
Frank number 2, we will focus in this section on cubic graphs which are not
3-edge-colourable.

In [3] Brinkmann et al. determined all cyclically 4-edge-connected snarks up
to order 34 and of girth at least 5 up to order 36. This was later extended with
all cyclically 4-edge-connected snarks on 36 vertices as well [7]. These lists of
snarks can be obtained from the House of Graphs [4] at: https://houseofgraphs.
org/meta-directory/snarks. Using our implementation of Algorithms 1 and 2,
we tested for all cyclically 4-edge-connected snarks up to 36 vertices if they have
Frank number 2 or not. This led to the following result.

Proposition 1. The Petersen graph is the only cyclically 4-edge-connected
snark up to and including order 36 which has Frank number not equal to 2.

This was done by first running our heuristic Algorithm 1 on these graphs. It turns
out that there are few snarks in which neither the configuration of Theorem 2
nor the configuration of Theorem 3 are present. For example: for more than
99.97% of the cyclically 4-edge-connected snarks of order 36, Algorithm 1 is
sufficient to determine that their Frank number is 2. Thus we only had to run
our exact Algorithm 2 (which is significantly slower than the heuristic) on the
graphs for which our heuristic algorithm failed. In total about 214 CPU days of
computation time was required to prove Proposition 1 using Algorithm 1 and 2.

In [10] Jaeger defines a snark G to be a strong snark if for every edge e ∈
E(G), G ∼ e, i.e. the unique cubic graph such that G − e is a subdivision of
G ∼ e, is not 3-edge-colourable. Hence, a strong snark containing a 2-factor
which has precisely two odd cycles, has no edge e connecting those two odd
cycles, i.e. the configuration of Theorem 2 cannot be present. Therefore, they
might be good candidates for having Frank number greater than 2.

In [3] it was determined that there are 7 strong snarks on 34 vertices having
girth at least 5, 25 strong snarks on 36 vertices having girth at least 5 and no
strong snarks of girth at least 5 of smaller order. By Proposition 1, their Frank
number is 2. In [2] it was determined that there are at least 298 strong snarks
on 38 vertices having girth at least 5 and the authors of [2] speculate that this
is the complete set. We found the following.

Observation 6. The 298 strong snarks of order 38 determined in [2] have Frank
number 2.

These snarks can be obtained from the House of Graphs [4] by searching for the
keywords “strong snark”.

The configurations of Theorem 2 and Theorem 3 also cannot occur in snarks
of oddness 4, i.e. the smallest number of odd cycles in a 2-factor of the graph is
4. Hence, these may also seem to be good candidates for having Frank number
greater than 2. In [7,8] it was determined that the smallest snarks of girth at
least 5 with oddness 4 and cyclic edge-connectivity 4 have order 44 and that

https://houseofgraphs.org/meta-directory/snarks
https://houseofgraphs.org/meta-directory/snarks
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there are precisely 31 such graphs of this order. We tested each of these and
found the following.

Observation 7. Let G be a snark of girth at least 5, oddness 4, cyclic edge-
connectivity 4 and order 44. Then fn(G) = 2.

These snarks of oddness 4 can be obtained from the House of Graphs [4] at
https://houseofgraphs.org/meta-directory/snarks.

The correctness of our algorithm was shown in Theorem 4 and Theorem 5.
We also performed several tests to verify that our implementations are correct.
However, due to space constraints this had to be omitted. These tests can be
found in [6].
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7. Goedgebeur, J., Máčajová, E., Škoviera, M.: Smallest snarks with oddness 4 and
cyclic connectivity 4 have order 44. ARS Math. Contemp. 16(2), 277–298 (2019).
https://doi.org/10.26493/1855-3974.1601.e75
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Abstract. We prove that every 4-dicritical oriented graph on n vertices
has at least ( 10

3
+ 1

51
)n − 1 arcs.

Keywords: dichromatic number · oriented graphs · directed graphs ·
dicritical · density

1 Introduction

Let G be a graph. We denote by V (G) its vertex set and by E(G) its edge set;
we set n(G) = |V (G)| and m(G) = |E(G)|. A k-colouring of G is a function
ϕ : V (G) → [k]. It is proper if for every edge uv ∈ E(G), ϕ(u) �= ϕ(v).
The smallest integer k such that G has a proper k-colouring is the chromatic
number, and is denoted by χ(G). Since χ is non decreasing with respect to the
subgraph relation, it is natural to consider the minimal graphs (for this relation)
which are not (k − 1)-colourable. Following this idea, Dirac defined k-critical
graphs as the graphs G with χ(G) = k and χ(H) < k for every proper subgraph
H of G. A first property of k-critical graph is that their minimum degree is at
least k−1. Indeed, if a vertex v has degree at most k−2, then a (k−1)-colouring
of G − v can be easily extended to G, contradicting the fact that χ(G) = k. As
a consequence, the number of edges in a k-critical graph is at least k−1

2 n. This
bound is tight for complete graphs and odd cycles, but Dirac [3] proved an
inequality of the form m ≥ k−1+εk

2 n − ck for every n-vertex k-critical graph
with m edges, for some ck and εk > 0. This shows that, for n sufficiently large,
the average degree of a k-critical graph is at least k − 1 + εk. This initiated the
quest after the best lower bound on the number of edges in n-vertex k-critical
graphs. This problem was almost completely solved by Kostochka and Yancey
in 2014 [11].

Theorem 1 (Kostochka and Yancey [11]). Every k-critical graph on n ver-
tices has at least 1

2 (k − 2
k−1 )n− k(k−3)

2(k−1) edges. For every k, this bound is tight for
infinitely many values of n.

Kostochka and Yancey [12] also characterised k-critical graphs for which this
inequality is an equality, and all of them contain a copy of Kk−2, the complete
graph on k − 2 vertices. This motivated the following conjecture of Postle [13].
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Conjecture 2 (Postle [13]). For every integer k ≥ 4, there exists εk > 0 such that
every k-critical Kk−2-free graph G on n vertices has at least 1

2

(
k − 2

k−1 + εk

)
n−

k(k−3)
2(k−1) edges.

For k = 4, the conjecture trivially holds as there is no K2-free 4-critical
graph. Moreover, this conjecture has been confirmed for k = 5 by Postle [13], for
k = 6 by Gao and Postle [5], and for k ≥ 33 by Gould, Larsen, and Postle [6].

Let D be a digraph. We denote by V (D) its vertex set and by A(D) its arc set;
we set n(D) = |V (D)| and m(D) = |E(D)|. A k-colouring of D is a function
ϕ : V (D) → [k]. It is a k-dicolouring if every directed cycle C in D is not
monochromatic for ϕ (that is |ϕ(V (C))| > 1). Equivalently, it is a k-dicolouring
if every colour class induces an acyclic subdigraph. The smallest integer k such
that D has a k-dicolouring is the dichromatic number of D and is denoted
by �χ(D).

A digon in D is a pair of opposite arcs between two vertices. Such a pair
of arcs {uv, vu} is denoted by [u, v]. We say that D is a bidirected graph if
every pair of adjacent vertices forms a digon. In this case, D can be viewed as
obtained from an undirected graph G by replacing each edge {u, v} of G by the
digon [u, v]. We say that D is a bidirected G, and we denote it by

←→
G . Observe

that χ(G) = �χ(
←→
G ). Thus every statement on proper colouring of undirected

graphs can be seen as a statement on dicolouring of bidirected graphs.
Exactly as in the undirected case, one can define k-dicritical digraphs to

be digraphs D with �χ(D) = k and �χ(H) < k for every proper subdigraph H

of D. It is easy to check that if G is a k-critical graph, then
←→
G is k-dicritical.

Kostochka and Stiebitz [10] conjectured that the k-dicritical digraphs with the
minimum number of arcs are bidirected graphs. Thus they conjectured the fol-
lowing generalisation of Theorem 1 to digraphs.

Conjecture 3 (Kostochka and Stiebitz [10]). Let k ≥ 2. Every k-dicritical digraph
on n vertices has at least (k− 2

k−1 )n− k(k−3)
k−1 arcs. Moreover, equality holds only

if D is bidirected.

In the case k = 2, this conjecture is easy and weak as it states that a 2-dicritical
digraph on n vertices has at least two arcs, while, for all n ≥ 2, the unique
2-dicritical digraph of order n is the directed n-cycle which has n arcs. The case
k = 3 of the conjecture has been confirmed by Kostochka and Stiebitz [10].
Using a Brooks-type result for digraphs due to Harutyunyan and Mohar [7],
they proved the following: if D is a 3-dicritical digraph of order n ≥ 3, then
m(D) ≥ 2n and equality holds if and only if n is odd and D is a bidirected
odd cycle. The conjecture has also been proved for k = 4 by Kostochka and
Stiebitz [10]. However, the conjecture is open for every k ≥ 5. Recently, this
problem has been investigated by Aboulker and Vermande [2] who proved the
weaker bound (k − 1

2 − 2
k−1 )n − k(k−3)

k−1 for the number of arcs in an n-vertex
k-dicritical digraph.

For integers k and n, let dk(n) denote the minimum number of arcs in a k-
dicritical digraph of order n. By the above observations, d2(n) = n for all n ≥ 2,



378 F. Havet et al.

and d3(n) ≥ 2n for all possible n, and equality holds if and only if n is odd and
n ≥ 3. Moreover, if n is even then d3(n) = 2n + 1 (see [1]).

Kostochka and Stiebitz [9] showed that if a k-critical graph G is triangle-free
(that is has no cycle of length 3), then m(G)/n(G) ≥ k − o(k) as k → +∞.
Informally, this means that the minimum average degree of a k-critical triangle-
free graph is (asymptotically) twice the minimum average degree of a k-critical
graph. Similarly to this undirected case, it is expected that the minimum number
of arcs in a k-dicritical digraph of order n is larger than dk(n) if we impose this
digraph to have no short directed cycles, and in particular if the digraph is
an oriented graph, that is a digraph with no digon. Let ok(n) denote the
minimum number of arcs in a k-dicritical oriented graph of order n (with the
convention ok(n) = +∞ if there is no k-dicritical oriented graph of order n).
Clearly ok(n) ≥ dk(n).

Conjecture 4 (Kostochka and Stiebitz [10]). For any k ≥ 3, there is a constant
αk > 0 such that ok(n) > (1 + αk)dk(n) for n sufficiently large.

For k = 3, this conjecture has been recently confirmed by Aboulker, Bellitto,
Havet, and Rambaud [1] who proved that o3(n) ≥ (2 + 1

3 )n + 2
3 .

In view of Conjecture 2, Conjecture 4 can be generalized to
←−−→
Kk−2-free

digraphs.

Conjecture 5. For any k ≥ 4, there is a constant βk > 0 such that every k-
dicritical

←−−→
Kk−2-free digraph D on n vertices has at least (1 + βk)dk(n) arcs.

Together with Conjecture 3, this conjecture would imply the following gen-
eralisation of Conjecture 2.

Conjecture 6. For every integer k ≥ 4, there exists εk > 0 such that every k-
dicritical

←−−→
Kk−2-free digraph D on n vertices has at least (k− 2

k−1 +εk)n− k(k−3)
k−1

arcs.

A
←→
K2-free digraph is an oriented graph, and there are infinitely many 4-

dicritical oriented graphs. Thus, while Conjecture 2 holds vacuously for k = 4,
this is not the case for Conjecture 6. In this paper, we prove that Conjectures 4,
5, and 6 hold for k = 4.

Theorem 7. If �G is a 4-dicritical oriented graph, then

m(�G) ≥
(

10
3

+
1
51

)
n(�G) − 1.

To prove Theorem 7, we use an approach similar to the proof of the case
k = 5 of Conjecture 2 by Postle [13]. This proof is based on the potential
method, which was first popularised by Kostochka and Yancey [11] when they
proved Theorem 1. The idea is to prove a more general result on every 4-dicritical
digraphs that takes into account the digons.
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With a slight abuse, we call digon a subdigraph isomorphic to
←→
K2, the bidi-

rected complete graph on two vertices. We also call bidirected triangle a
subdigraph isomorphic to

←→
K3, the bidirected complete graph on three vertices.

A packing of digons and bidirected triangles is a set of vertex-disjoint digons
and bidirected triangles. To take into account the digons, we define a parameter
T (D) as follows.

T (D) = max{d + 2t | there exists a packing of d digons and t bidirected triangles}
Clearly, T (D) = 0 if and only if D is an oriented graph.

Let ε, δ be fixed non-negative real numbers. We define the potential (with
respect to ε and δ) of a digraph D to be

ρ(D) =
(

10
3

+ ε

)
n(D) − m(D) − δT (D).

Thus Theorem 7 can be rephrased as follows.

Theorem 7. Set ε = 1
51 and δ = 6ε = 2

17 . If �G is a 4-dicritical oriented graph,
then ρ(�G) ≤ 1.

In fact, we prove a more general statement which holds for every 4-dicritical
digraph (with or without digons), except for some exceptions called the 4-Ore
digraphs. Those digraphs, which are formally defined in Sect. 2, are the bidi-
rected graphs whose underlying graph is one of the 4-critical graphs reaching
equality in Theorem 1. In particular, every 4-Ore digraph D has 10

3 n(D) − 4
3

arcs. Moreover, the statement holds for all non-negative constants ε and δ sat-
isfying the following inequalities:

– δ ≥ 6ε;
– 3δ − ε ≤ 1

3 ;

Theorem 8. Let ε, δ ≥ 0 be constants satisfying the aforementioned inequali-
ties. If D is a 4-dicritical digraph with n vertices, then

(i) ρ(D) ≤ 4
3 + εn − δ 2(n−1)

3 if D is 4-Ore, and
(ii) ρ(D) ≤ 1 otherwise.

In order to provide some intuition to the reader, let us briefly describe the
main ideas of our proof. We will consider a minimum counterexample D to
Theorem 8, and show that every subdigraph of D must have large potential.
To do so, we need to construct some smaller 4-dicritical digraphs to leverage
the minimality of D. These smaller 4-dicritical digraphs will be constructed by
identifying some vertices of D. This is why, in the definition of the potential,
we consider T (D) instead of the number of digons: when identifying a set of
vertices, the number of digons may be arbitrary larger in the resulting digraph,
but T (D) increases at most by 1. Using the fact that every subdigraph of D has
large potential, we will prove that some subdigraphs are forbidden in D. Using
this, we get the final contradiction by a discharging argument.

In addition to Theorem 7, Theorem 8 has also the following consequence
when we take ε = δ = 0.
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Corollary 9. If D is a 4-dicritical digraph, then m(D) ≥ 10
3 n(D)− 4

3 . Moreover,
equality holds if and only if D is 4-Ore, otherwise m(D) ≥ 10

3 n(D) − 1.

This is a slight improvement on a result of Kostochka and Stiebitz [10] who
proved the inequality m(D) ≥ 10

3 n(D) − 4
3 without characterising the equality

case.
Another interesting consequence of our result is the following bound on the

number of vertices in a 4-dicritical oriented graph embedded on a fixed surface.
Since a graph on n vertices embedded on a surface of Euler characteristic c has
at most 3n − 3c edges, we immediately deduce the following from Theorem 7.

Corollary 10. If �G is a 4-dicritical oriented graph embedded on a surface of
Euler characteristic c, then n(�G) ≤ 17

6 (1 − 3c).

The previous best upper bound was n(�G) ≤ 4 − 9c [10].
In Sect. 2 we prove some first preliminary results on 4-Ore digraphs, before

proving Theorem 8 in Sect. 3. For the sake of brevity, we skip the proofs of
lemmas and claims. All the detailed proofs can be found in [8].

2 The 4-Ore Digraphs and Their Properties

We start with a few notations. We denote by �x1, . . . , xn� the bidirected path
with vertex set {x1, . . . , xn} in this order. If x1 = xn, �x1, . . . , xn� denotes the
bidirected cycle of order n with cyclic order x1, . . . , xn. If D is a digraph, for
any X ⊆ V (D), D − X is the subdigraph induced by V (D) \ X. We abbreviate
D−{x} into D−x. Moreover, for any F ⊆ V (D)×V (D), D\F is the subdigraph
(V (D), A(D) \ F ) and D ∪ F is the digraph (V (D), A(D) ∪ F ).

Let D1,D2 be two bidirected graphs, [x, y] ⊆ A(D1), and z ∈ V (D2). An
Ore-composition D of D1 and D2 with replaced digon [x, y] and split ver-
tex z is a digraph obtained by removing [x, y] of D1 and z of D2, and adding the
set of arcs {xz1 | zz1 ∈ A(D2) and z1 ∈ Z1}, {z1x | z1z ∈ A(D2) and z1 ∈ Z1},
{yz2 | zz2 ∈ A(D2) and z2 ∈ Z2}, {z2y | z2z ∈ A(D2) and z2 ∈ Z2}, where
(Z1, Z2) is a partition of ND2(z) into non-empty sets. We call D1 the digon side
and D2 the split side of the Ore-composition. The class of the 4-Ore digraphs
is the smallest class containing

←→
K4 which is stable under Ore-composition. See

Fig. 1 for an example of a 4-Ore digraph. Observe that all the 4-Ore-digraphs
are bidirected.

Proposition 11 (Dirac [4]). 4-Ore digraphs are 4-dicritical.

Proof. One can easily show that a bidirected digraph is 4-dicritical if and only
if its undirected underlying graph is 4-critical. Then the result follows from
Theorem 1 in [4]. ��
Lemma 12. Let D be a 4-dicritical bidirected digraph and v ∈ V (D). Let
(N+

1 , N+
2 ) and (N−

1 , N−
2 ) be two partitions of N(v). Consider D′ the digraph

with vertex set V (D) \ {v} ∪ {v1, v2} with N+(vi) = N+
i , N−(vi) = N−

i for
i = 1, 2 and D′〈V (D) \ {v}〉 = D − v. Then D′ has a 3-dicolouring with v1 and
v2 coloured the same except if N+

1 = N−
1 (that is D′ is bidirected).
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x

y

z

z2

z1

Fig. 1. An example of a 4-Ore digraph obtained by an Ore-composition of two smaller
4-Ore digraphs, with replaced digon [x, y] and split vertex z.

Lemma 13. Let D be a digraph. If v is a vertex of D, then T (D−v) ≥ T (D)−1.

Lemma 14. If D1,D2 are two digraphs, and D is an Ore-composition of D1

and D2, then T (D) ≥ T (D1) + T (D2) − 2. Moreover, if D1 or D2 is isomorphic
to

←→
K4, then T (D) ≥ T (D1) + T (D2) − 1.

Lemma 15. If D is 4-Ore, then T (D) ≥ 2
3 (n(D) − 1).

Let D be a digraph. A diamond in D is a subdigraph isomorphic to
←→
K4

minus a digon [u, v], with vertices different from u and v having degree 6 in D.
An emerald in D is a subdigraph isomorphic to

←→
K3 whose vertices have degree

6 in D.
Let R be an induced subdigraph of D with n(R) < n(D). The boundary of

R in D, denoted by ∂D(R), or simply ∂(R) when D is clear from the context,
is the set of vertices of R having a neighbour in V (D) \ R. We say that R is
Ore-collapsible if the boundary of R contains exactly two vertices u and v and
R ∪ [u, v] is 4-Ore.

Lemma 16. If D is 4-Ore and v ∈ V (D), then there exists either an Ore-
collapsible subdigraph of D disjoint from v or an emerald of D disjoint from v.

Lemma 17. If D �= ←→
K4 is 4-Ore and T is a copy of

←→
K3 in D, then there exists

either an Ore-collapsible subdigraph of D disjoint from T or an emerald of D
disjoint from T .

Lemma 18. If R is an Ore-collapsible induced subdigraph of a 4-Ore digraph
D, then there exists a diamond or an emerald of D whose vertices lie in V (R).

Lemma 19. If D is a 4-Ore digraph and v is a vertex in D, then D contains a
diamond or an emerald disjoint from v.

Proof. Follows from Lemmas 16 and 18.
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Lemma 20. If D is a 4-Ore digraph and T is a bidirected triangle in D, then
either D =

←→
K4 or D contains a diamond or an emerald disjoint from T .

Proof. Follows from Lemmas 17 and 18.

The following theorem was formulated for undirected graphs, but by replacing
every edge by a digon, it can be restated as follows:

Theorem 21 (Kostochka and Yancey [12]). Let D be a 4-dicritical bidirected
digraph.

If 10
3 n(D) − m(D) > 1, then D is 4-Ore and 10

3 n(D) − m(D) = 4
3 .

Lemma 22. If D is a 4-Ore digraph with n vertices, then ρ(D) ≤ 4
3 + εn −

δ 2(n−1)
3 .

Proof. Follows from Theorem 21 and Lemma 15.

Lemma 23 (Kostochka and Yancey [[12], Claim 16). Let D be a 4-Ore
digraph. If R ⊆ D and 5 ≤ n(R) < n(D), then 10

3 n(R) − m(R) ≥ 10
3 .

Lemma 24. Let D be a 4-Ore digraph obtained from a copy J of
←→
K4 by succes-

sive Ore-compositions with 4-Ore digraphs, vertices and digons in J being always
on the digon side. Let [u, v] be a digon in D〈V (J)〉. For every 3-dicolouring ϕ
of D \ [u, v], vertices in V (J) receives distinct colours except u and v.

Lemma 25. Let D be a 4-Ore digraph obtained from a copy J of
←→
K4 by succes-

sive Ore-compositions with 4-Ore digraphs, vertices and digons in J being always
on the digon side. Let v be a vertex in V (J). For every 3-dicolouring ϕ of D−v,
vertices in J receives distinct colours.

3 Proof of Theorem 8

Let D be a 4-dicritical digraph, R be an induced subdigraph of D with 4 ≤
n(R) < n(D) and ϕ a 3-dicolouring of R. The ϕ-identification of R in D,
denoted by Dϕ(R) is the digraph obtained from D by identifying for each i ∈ [3]
the vertices coloured i in V (R) to a vertex xi, adding the digons [xi, xj ] for all
i, j ∈ [3] and then deleting loops and parallel arcs. Observe that Dϕ(R) is not 3-
dicolourable. Indeed, assume for a contradiction that Dϕ(R) has a 3-dicolouring
ϕ′. Since V (R) induces a

←→
K3, we may assume without loss of generality that

ϕ′(xi) = i for i ∈ [3]. Consider the 3-colouring ϕ′′ of D defined by ϕ′′(v) = ϕ′(v)
if v �∈ R and ϕ′′(v) = ϕ(v) if v ∈ R. One easily checks that ϕ′′ is a 3-dicolouring
of D, a contradiction to the fact that �χ(D) ≥ 4.

Now let W be a 4-dicritical subdigraph of Dϕ(R) and X = {x1, x2, x3}. Then
we say that R′ = D〈(V (W ) \ X) ∪ R〉 is the dicritical extension of R with
extender W . We call XW = X ∩ V (W ) the core of the extension. Note that
XW is not empty, because W is not a subdigraph of D. Thus 1 ≤ |XW | ≤ 3. See
Fig. 2 for an example of a ϕ-identification and a dicritical extension.

Let D be a counterexample to Theorem 8 with minimum number of vertices.
By Lemma 22, D is not 4-Ore. Thus ρ(D) > 1.
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R

D

X

XW

W

Dϕ(R) R′

Fig. 2. A 4-dicritical digraph D together with an induced subdigraph R of D and ϕ a
3-dicolouring of R, the ϕ-identification Dϕ(R) of R in D and the dicritical extension
R′ of R with extender W and core XW . For clarity, the digons are represented by
undirected edges.

Claim 1. If D̃ is a 4-dicritical digraph with n(D̃) < n(D), then ρ(D̃) ≤ 4
3 +

4ε − 2δ.

Claim 2. Let R be a subdigraph of D with 4 ≤ n(R) < n(D). If R′ is a dicritical
extension of R with extender W and core XW , then

ρ(R′) ≤ ρ(W ) + ρ(R) −
(
ρ(

←−−→
K|XW |) + δ · T (

←−−→
K|XW |)

)
+ δ · (T (W ) − T (W − XW ))

and in particular

ρ(R′) ≤ ρ(W ) + ρ(R) − 10
3

− ε + δ.

Claim 3. If R is a subdigraph of D with 4 ≤ n(R) < n(D), then ρ(R) ≥
ρ(D) + 2 − 3ε + δ > 3 − 3ε + δ.

As a consequence of Claim 3, any subdigraph (proper or not) of size at least
4 has potential at least ρ(D).

We say that an induced subdigraph R of D is collapsible if, for every 3-
dicolouring ϕ of R, its dicritical extension R′ (with extender W and core XW ) is
D, has core of size 1 (i.e. |XW | = 1), and the border ∂D(R) of R is monochromatic
in ϕ.

Claim 4. Let R be an induced subdigraph of D and ϕ a 3-dicolouring of R
such that ∂(R) is not monochromatic in ϕ. If D is a dicritical extension of R
dicoloured by ϕ with extender W and core XW with |XW | = 1, then

ρ(R) ≥ ρ(D) + 3 − 3ε + δ.

Claim 5. If R is a subdigraph of D with 4 ≤ n(R) < n(D) and R is not
collapsible, then ρ(R) ≥ ρ(D) + 8

3 − ε − δ > 11
3 − ε − δ.
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Recall that a k-cutset in a graph G is a set S of k vertices such that G − S
is not connected. A graph is k-connected if it has more than k vertices and has
no (k − 1)-cutset. A k-cutset in a digraph is a k-cutset in its underlying graph,
and a digraph is k-connected if its underlying graph is k-connected.

Claim 6. D is 2-connected.

Claim 7. D is 3-connected. In particular, D contains no diamond.

Claim 8. If R is a collapsible subdigraph of D, u, v are in the boundary of R
and D〈R〉 ∪ [u, v] is 4-Ore, then there exists R′ ⊆ R such that

(i) either R′ is an Ore-collapsible subdigraph of D, or
(ii) R′ is an induced subdigraph of R, n(R′) < n(R), and there exist u′, v′ in

∂D(R′) such that R′ ∪ [u′, v′] is 4-Ore.

Claim 9. If R is a subdigraph of D with n(R) < n(D) and u, v ∈ V (R), then
R ∪ [u, v] is 3-dicolourable. As a consequence, there is no collapsible subdigraph
in D.

Claim 10. If R is a subdigraph of D with n(R) < n(D) and u, v, u′, v′ ∈ R,
then R ∪ {uv, u′v′} is 3-dicolourable. In particular, D contains no copy of

←→
K4

minus two arcs.

For any v ∈ V (D), we denote by n(v) its number of neighbours, that is
n(v) = |N+(u)∪N−(v)|, and by d(v) its number of incident arcs, that is d(v) =
d+(v) + d−(v).

Claim 11. Vertices of degree 6 in D have either three or six neighbours.

Claim 12. There is no bidirected triangle containing two vertices of degree 6.
In particular, D contains no emerald.

So now we know that D contains no emerald, and no diamond by Claim 7.

Claim 13. If R is an induced subdigraph of D with 4 ≤ n(R) < n(D), then
ρ(R) ≥ ρ(D) + 3 + 3ε − 3δ, except if D − R contains a single vertex which has
degree 6 in D.

In D, we say that a vertex v is a simple in-neighbour (resp. simple out-
neighbour) if v is a in-neighbour (resp. out-neighbour) of u and [u, v] is not a
digon in D. If v is a simple in-neighbour or simple out-neighbour of u, we simply
say that v is a simple neighbour of u.

Claim 14. Vertices of degree 7 have seven neighbours. In other words, every
vertex of degree 7 has only simple neighbours.
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The 8+-valency of a vertex v, denoted by ν(v), is the number of arcs incident
to v and a vertex of degree at least 8.

Let D6 be the subdigraph of D induced by the vertices of degree 6 incident
to digons. Let us describe the connected components of D6 and their neighbour-
hoods. Remember that vertices of degree 7 are incident to no digon by Claim 14,
and so they do not have neighbours in V (D6). If v is a vertex in D6, we define
its neighbourhood valency to be the sum of the 8+-valency of its neighbours
of degree at least 8. We denote the neighbourhood valency of v by νN (v).

Claim 15. If [x, y] is a digon and both x and y have degree 6, then either

(i) the two neighbours of y distinct from x have degree at least 8, or
(ii) the two neighbours of x distinct from y have degree at least 8 and νN (x) ≥ 4.

Claim 16. Let C be a connected component of D6. It is either

(i) a single vertex, or
(ii) a bidirected path on two vertices, or
(iii) a bidirected path on three vertices, whose extremities have neighbourhood

valency at least 4, or
(iv) a star on four vertices, whose non-central vertices have neighbourhood

valency at least 4.

An arc xy is said to be out-chelou if

(i) yx �∈ A(D), and
(ii) d+(x) = 3, and
(iii) d−(y) = 3, and
(iv) there exists z ∈ N−(y) \ N+(y) distinct from x.

Symmetrically, we say that an arc xy is in-chelou if yx is out-chelou in the
digraph obtained from D by reversing every arc. See Fig. 3 for an example of an
out-chelou arc.

x y

z

N−(x) N+(y)

Fig. 3. An example of an out-chelou arc xy.

Claim 17. There is no out-chelou arc and no in-chelou arc in D.
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We now use the discharging method. For every vertex v, let σ(v) = δ
|C| if

v has degree 6 and is in a component C of D6 of size at least 2, and σ(v) = 0
otherwise. Clearly T (D) is at least the number of connected components of size
at least 2 of D6 so

∑
v∈V (D) σ(v) ≤ δT (D). We define the initial charge of v

to be w(v) = 10
3 + ε − d(v)

2 − σ(v). We have

ρ(D) ≤
∑

v∈V (D)

w(v).

We now redistribute this total charge according to the following rules:

(R1) A vertex of degree 6 incident to no digon sends 1
12 − ε

8 to each of its
neighbours.

(R2) A vertex of degree 6 incident to digons sends 2
d(v)−ν(v) (− 10

3 + d(v)
2 − ε)

to each neighbour v of degree at least 8 (so 1
d(v)−ν(v) (− 10

3 + d(v)
2 − ε) via

each arc of the digon).
(R3) A vertex of degree 7 with d−(v) = 3 (resp. d+(v) = 3) sends 1

12 − ε
8 to

each of its in-neighbours (resp. out-neighbours).

For every vertex v, let w∗(v) be the final charge of v.

Claim 18. If v has degree at least 8, then w∗(v) ≤ 0.

Claim 19. If v has degree 7, then w∗(v) ≤ 0.

Claim 20. If v is a vertex of degree 6 incident to no digon, then w∗(v) ≤ 0.

Claim 21. Let v be a vertex in D6 having at least two neighbours of degree
at least 8. Then w∗(v) ≤ 0. Moreover, if v is not an isolated vertex in D6 and
νN (v) ≥ 4, then w∗(v) ≤ − 1

9 + 5
3ε − δ

4 .

Claim 22. If C is a connected component of D6, then
∑

v∈V (C) w∗(v) ≤ 0.

As a consequence of these last claims, we have ρ(D) ≤ ∑
v∈V (D) w(v) =∑

v∈V (D) w∗(v) ≤ 0 ≤ 1, a contradiction. This proves Theorem 8. ��
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Abstract. We study connectivity problems from a fine-grained param-
eterized perspective. Cygan et al. (TALG 2022) first obtained algorithms
with single-exponential running time αtwnO(1) for connectivity prob-
lems parameterized by treewidth (tw) by introducing the cut-and-count-
technique, which reduces the connectivity problems to locally checkable
counting problems. In addition, the obtained bases α were proven to be
optimal assuming the Strong Exponential-Time Hypothesis (SETH).

As only sparse graphs may admit small treewidth, these results are not
applicable to graphs with dense structure. A well-known tool to capture
dense structure is the modular decomposition, which recursively parti-
tions the graph into modules whose members have the same neighbor-
hood outside of the module. Contracting the modules, we obtain a quo-
tient graph describing the adjacencies between modules. Measuring the
treewidth of the quotient graph yields the parameter modular-treewidth,
a natural intermediate step between treewidth and clique-width. While
less general than clique-width, modular-treewidth has the advantage that
it can be computed as easily as treewidth.

We obtain the first tight running times for connectivity problems
parameterized by modular-treewidth. For some problems the obtained
bounds are the same as relative to treewidth, showing that we can deal
with a greater generality in input structure at no cost in complexity.
We obtain the following randomized algorithms for graphs of modular-
treewidth k, given an appropriate decomposition:

– Steiner Tree can be solved in time 3knO(1),
– Connected Dominating Set can be solved in time 4knO(1),
– Connected Vertex Cover can be solved in time 5knO(1),
– Feedback Vertex Set can be solved in time 5knO(1).

The first two algorithms are tight due to known results and the last two
algorithms are complemented by new tight lower bounds under SETH.
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1 Introduction

Connectivity constraints are a very natural form of global constraints in the
realm of graph problems. We study connectivity problems from a fine-grained
parameterized perspective. The starting point is an influential paper of Cygan et
al. [11] introducing the cut-and-count-technique which yields randomized algo-
rithms with running time1 O∗(αtw), for some constant base α > 1, for connectiv-
ity problems parameterized by treewidth (tw). The obtained bases α were proven
to be optimal assuming the Strong Exponential-Time Hypothesis2 (SETH) [10].

Since dense graphs cannot have small treewidth, the results for treewidth
do not help for graphs with dense structure. A well-known tool to capture
dense structure is the modular decomposition of a graph, which recursively
partitions the graph into modules whose members have the same neighbor-
hood outside of the module. Contracting these modules, we obtain a quotient
graph describing the adjacencies between the modules. Having isolated the dense
part to the modules, measuring the complexity of the quotient graph by stan-
dard graph parameters such as treewidth yields e.g. the parameter modular-
treewidth (mod-tw), a natural intermediate step between treewidth and clique-
width. While modular-treewidth is not as general as clique-width, the algorithms
for computing treewidth transfer to modular-treewidth, yielding e.g. reason-
able constant-factor approximations for modular-treewidth in single-exponential
time, whereas for clique-width we are currently only able to obtain approxima-
tions with exponential error.

We obtain the first tight running times for connectivity problems parameter-
ized by modular-treewidth. To do so, we lift the algorithms using the cut-and-
count-technique from treewidth to modular-treewidth. A crucial observation is
that all vertices inside a module will be connected by choosing a single vertex
from a neighboring module. In some cases, this observation is strong enough to
lift the treewidth-based algorithms to modular-treewidth for free, i.e., the base
α of the running time does not increase, showing that we can deal with a greater
generality in input structure at no cost in complexity for these problems.

Theorem 1 (informal). There are one-sided error Monte-Carlo algorithms
that, given a decomposition witnessing modular-treewidth k, can solve

– Steiner Tree in time O∗(3k),
– Connected Dominating Set in time O∗(4k).

These bases are optimal under SETH, by known results of Cygan et al. [10].
However, in other cases the interplay of the connectivity constraint and

the remaining problem constraints does increase the complexity for modular-
treewidth compared to treewidth. In these cases, we provide new algorithms
adapting the cut-and-count-technique to this more intricate setting.

1 The O∗-notation hides polynomial factors in the input size.
2 The hypothesis that for every δ < 1, there is some q such that q-Satisfiability

cannot be solved in time O(2δn), where n is the number of variables.
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Theorem 2 (informal). There are one-sided error Monte-Carlo algorithms
that, given a decomposition witnessing modular-treewidth k, can solve Con-

nected Vertex Cover and Feedback Vertex Set in time O∗(5k).

Both problems can be solved in time O∗(3k) parameterized by treewidth [11].
In contrast, Vertex Cover (without the connectivity constraint) has complex-
ity O∗(2k) with respect to treewidth [22] and modular-treewidth simultaneously.

For these latter two problems, we provide new lower bounds to show that the
bases are optimal under SETH. However, we do not need the full power of the
modular decomposition to prove the lower bounds. The modular decomposition
allows for recursive partitioning. When instead allowing for only a single level of
partitioning and limited complexity inside the modules, we obtain parameters
called twinclass-pathwidth (tc-pw) and twinclass-treewidth.

Theorem 3. Unless SETH fails, Connected Vertex Cover and Feedback

Vertex Set cannot be solved in time O∗((5 − ε)tc-pw) for any ε > 0.

As twinclass-pathwidth is a larger parameter than modular-treewidth, the
lower bounds of Theorem 3 transfer to modular-treewidth.

The obtained results on connectivity problems parameterized by modular-
treewidth are situated in the larger context of a research program aimed at
determining the optimal running times for connectivity problems relative to
width-parameters of differing generality, thus quantifying the price of generality
in this setting. The known results are summarized in Table 1. Beyond the results
for treewidth by Cygan et al. [10,11], Bojikian et al. [8] obtain tight results for
the more restrictive cutwidth by either providing faster algorithms resulting from
combining cut-and-count with the rank-based approach or by showing that the
same lower bounds already hold for cutwidth. Hegerfeld and Kratsch [16] con-
sider clique-width and obtain tight results for Connected Vertex Cover

and Connected Dominating Set. Their algorithms combine cut-and-count
with several nontrivial techniques to speed up dynamic programming on clique-
expressions, where the interaction between cut-and-count and clique-width can
yield more involved states compared to modular-treewidth, as clique-width is
more general. These algorithms are complemented by new lower bound con-
structions following similar high-level principles as for modular-treewidth, but
allow for more flexibility in the gadget design due to the mentioned generality.
However, the techniques of Hegerfeld and Kratsch [16] for clique-width yield
tight results for fewer problems compared to the present work; in particular, the
optimal bases for Steiner Tree and Feedback Vertex Set parameterized
by clique-width are currently not known.

Related Work. We survey some more of the literature on parameterized algo-
rithms for connectivity problems relative to dense width-parameters. Bergoug-
noux [2] has applied cut-and-count to several width-parameters based on struc-
tured neighborhoods such as clique-width, rank-width, or mim-width. Build-
ing upon the rank-based approach of Bodlaender et al. [6], Bergougnoux
and Kanté [4] obtain single-exponential running times O∗(αcw) for a large
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Table 1. Optimal running times of connectivity problems with respect to various
width-parameters listed in increasing generality. The results in the penultimate column
are obtained in this paper. The “?” denotes cases, where an algorithm with single-
exponential running time is known by Bergougnoux and Kanté [4], but a gap between
the lower bound and algorithm remains.

Parameters cutwidth treewidth modular-tw clique-width

Connected Vertex Cover O∗(2k) O∗(3k) O∗(5k) O∗(6k)

Connected Dominating Set O∗(3k) O∗(4k) O∗(4k) O∗(5k)

Steiner Tree O∗(3k) O∗(3k) O∗(3k) ?

Feedback Vertex Set O∗(2k) O∗(3k) O∗(5k) ?

References [8] [10,11] here [16]

class of connectivity problems parameterized by clique-width (cw). The same
authors [5] also generalize this approach to other dense width-parameters via
structured neighborhoods. All these works deal with general Connected (σ, ρ)-
Dominating Set problems capturing a wide range of problems; this generality
of problems (and parameters) comes at the cost of yielding running times that
are far from optimal for specific problem-parameter combinations, e.g., the first
article [2] is the most optimized for clique-width and obtains the running time
O∗((24+ω)cw) ≥ O∗(64cw), where ω is the matrix multiplication exponent [1], for
Connected Dominating Set. Bergougnoux et al. [3] obtain XP algorithms
parameterized by mim-width for problems expressible in a logic that can also
capture connectivity constraints. Beyond dense width-parameters, cut-and-count
has also been applied to the parameters branchwidth [28] and treedepth [14,26].

Our version of modular-treewidth was first used by Bodlaender and Jansen
for Maximum Cut [7]. Several papers [21,24,27] also use the name modular-
treewidth, but use it to refer to what we call twinclass-treewidth. In par-
ticular, Lampis [21] obtains tight results under SETH for q-Coloring with
respect to twinclass-treewidth and clique-width. Hegerfeld and Kratsch [15]
obtain tight results for Odd Cycle Transversal parameterized by twinclass-
pathwidth and clique-width and for Dominating Set parameterized by
twinclass-cutwidth. Kratsch and Nelles [20] combine modular decompositions
with tree-depth in various ways and obtain parameterized algorithms for various
efficiently solvable problems.

Organization. In Sect. 2 we discuss the general preliminaries and in Sect. 3
the cut-and-count-technique. We sketch Theorem 1 in Sect. 4 and Theorem 2 in
Sect. 5. Everything marked with � has a more detailed version in the full ver-
sion [17]; in particular, the lower bounds of Theorem 3 are completely contained
in the full version due to space constraints.

2 Preliminaries

For two integers a, b we write a ≡c b to indicate equality modulo c ∈ N. We use
Iverson’s bracket notation: for a boolean predicate p, we have that [p] is 1 if p
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is true and 0 otherwise. For a function f we denote by f [v �→ α] the function
(f \ {(v, f(v))}) ∪ {(v, α)}, viewing f as a set. By F2 we denote the field of
two elements. For n1, n2 ∈ Z, we write [n1, n2] = {x ∈ Z : n1 ≤ x ≤ n2} and
[n2] = [1, n2]. For a function f : V → Z and a subset W ⊆ V , we write f(W ) =∑

v∈W f(v). Note that for functions g : A → B, where B 
⊆ Z, and a subset
A′ ⊆ A, we still denote the image of A′ under g by g(A′) = {g(v) : v ∈ A′}.
If f : A → B is a function and A′ ⊆ A, then f

∣
∣
A′ denotes the restriction of

f to A′ and for a subset B′ ⊆ B, we denote the preimage of B′ under f by
f−1(B′) = {a ∈ A : f(a) ∈ B′}. The power set of a set A is denoted by P(A).

We use common graph-theoretic notation and the essentials of parameterized
complexity. For two disjoint vertex subsets A,B ⊆ V , we define EG(A,B) =
{{a, b} ∈ E(G) : a ∈ A, b ∈ B} and adding a join between A and B means
adding an edge between every vertex in A and every vertex in B. We denote
the number of connected components of G by cc(G). A cut of G is a partition
V = VL ∪ VR, VL ∩ VR = ∅, of its vertices into two parts.

Quotients and Twinclasses. Let Π be a partition of V (G). The quotient
graph G/Π is given by V (G/Π) = Π and E(G/Π) = {{B1, B2} ⊆ Π : B1 
=
B2,∃u ∈ B1, v ∈ B2 : {u, v} ∈ E(G)}. We say that two vertices u, v are twins
if N(u) \ {v} = N(v) \ {u}. The equivalence classes of this relation are called
twinclasses and we let Πtc(G) denote the partition of V (G) into twinclasses. A
twinclass of size at least 2 either induces an independent set (false twins) or a
clique (true twins). We define the twinclass-treewidth and twinclass-pathwidth of
G by tc-tw(G) = tw(G/Πtc(G)) and tc-pw(G) = pw(G/Πtc(G)), respectively.
The parameters twinclass-treewidth and twinclass-pathwidth were considered
before under the name modular treewidth and modular pathwidth [21,24,27].
We use the prefix twinclass instead of modular to distinguish from the quotient
graph arising from a modular partition of G.

Modular Decomposition. A vertex set M ⊆ V (G) is a module of G if N(v) \
M = N(w) \ M for every pair v, w ∈ M of vertices in M . The modules ∅,
V (G), and all singletons are called trivial ; A graph is prime if it only admits
trivial modules. A module M is proper if M 
= V (G). For two disjoint modules
M1,M2 ∈ M(G), either {{v, w} : v ∈ M1, w ∈ M2} ⊆ E(G) or {{v, w} :
v ∈ M1, w ∈ M2} ∩ E(G) = ∅; in the first case, M1 and M2 are adjacent
and in the second case, they are nonadjacent. A module M is strong if for
every module M ′ of G we have M ∩ M ′ = ∅, M ⊆ M ′, or M ′ ⊆ M . The
family of nonempty strong modules is denoted Mtree(G), which can be arranged
as the modular decomposition tree via the inclusion-relation. We freely switch
between viewing Mtree(G) as a set family or as the modular decomposition tree
of G; in the latter case, we refer also to the modules as nodes. Every graph
G containing at least two vertices can be uniquely partitioned into a set of
inclusion-maximal nonempty strong modules Πmod(G) = {M1, . . . ,M�}, with
	 ≥ 2, called canonical modular partition; Πmod(G) is undefined for |V (G)| ≤ 1.
For M ∈ Mtree(G) with |M | ≥ 2, we write children(M) = Πmod(G[M ]) as the
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sets in Πmod(G[M ]) are precisely the children of M in the modular decomposition
tree; if |M | = 1, then children(M) = ∅. Forming the quotient graph Gq

M =
G[M ]/Πmod(G[M ]) at M , there are three possible cases:

Theorem 4 ([12]). If |M | ≥ 2, then exactly one of the following holds:

– Parallel node: G[M ] is not connected and Gq
M is an independent set,

– Series node: the complement G[M ] is not connected and Gq
M is a clique,

– Prime node: Πmod(G[M ]) consists of the inclusion-maximal proper modules
of G[M ] and Gq

M is prime.

We define the family Hp(G) = {Gq
M : M ∈ Mtree(G), |M | ≥ 2, Gq

M is prime}
and the modular-pathwidth by mod-pw(G) = max(2,maxH∈Hp(G) pw(H)) and
the modular-treewidth by mod-tw(G) = max(2,maxH∈Hp(G) tw(H)). The mod-
ular decomposition tree can be computed in time O(n + m), see e.g. Tedder et
al. [29] or the survey by Habib and Paul [13]. Running a treewidth-algorithm,
such as the approximation algorithm of Korhonen [19], on every graph in Hp(G)
and observing that3 |Mtree(G)| ≤ 2n, which also bounds the total number of
vertices appearing in quotient graphs, we obtain the following.

Theorem 5. There is an algorithm, that given an n-vertex graph G and an inte-
ger k, in time 2O(k)n either outputs a tree decomposition of width at most 2k+1
for every prime quotient graph Gq

M ∈ Hp(G) or determines that mod-tw(G) > k.

Let M ∈ Mtree(G) \ {V } and M↑ ∈ Mtree(G) be its parent module.
We have M ∈ children(M↑) = Πmod(G[M↑]), hence M appears as a ver-
tex of the quotient graph Gq

M↑ ; we also denote this vertex by vq
M . We define

the projection at M↑ by πM↑ : M↑ → V (Gq
M↑) with πM↑(v) = vq

M whenever
v ∈ M ∈ Πmod(G[M↑]).

Tree Decompositions (�). The definition of (very nice) tree decompositions
and treewidth is given in the full version of the paper. The very nice tree decom-
positions of Cygan et al. [11] augment the nice tree decompositions of Kloks [18]
by empty root and leaf bags and every edge is introduced exactly once in an
introduce edge bag.

Lemma 6 ([11]). Any tree decomposition of G can be converted into a very nice
tree decomposition of G with the same width in polynomial time.

Given a very nice tree decomposition (T q
M↑ , (Bq

t )t∈V (T q

M↑ )
) of the quotient graph

Gq
M↑ , we associate to every node t ∈ V (T q

M↑) a subgraph Gq
t = (V q

t , Eq
t ) of Gq

M↑
in the standard way. Based on the vertex subsets of the quotient graph Gq

M↑ , we
define vertex subsets of the original graph G[M↑] as follows: Bt = π−1

M↑(Bq
t ) =

3 The modular decomposition tree has n leaves and every internal node has at least
two children, hence |Mtree(G)| ≤ 2n.
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⋃
vq
M∈B

q
t
M and Vt = π−1

M↑(V q
t ) =

⋃
vq
M∈V q

t
M . We also transfer the edge set as

follows

Et =
⋃

vq
M∈V q

t

E(G[M ]) ∪
⋃

{vq
M1

,vq
M2

}∈Eq
t

{{u1, u2} : u1 ∈ M1 ∧ u2 ∈ M2},

allowing us to define the graph Gt = (Vt, Et) associated to any node t ∈ V (T q
M↑).

Parameter Relationships (�). The standard definitions of clique-width,
cw(G), and linear clique-width, lin-cw(G), can be found in the full version. We
have the following relationships between the considered parameters.

Lemma 7 (�). We have cw(G) ≤ mod-pw(G) + 2 ≤ max(2, tc-pw(G)) + 2 and
mod-tw(G) ≤ max(2, tc-tw(G)) for every graph G.

Note that Theorem 7 can only hold for modular-pathwidth and not modular-
treewidth, as already for treewidth, Corneil and Rotics [9] show that for every
k there exists a graph Gk with treewidth k and clique-width exponential in k.

Theorem 8 ([15]). We have cw(G) ≤ lin-cw(G) ≤ tc-pw(G) + 4 ≤ pw(G) + 4.

Problem Definitions

Connected Vertex Cover

Input: An undirected graph G = (V,E), a cost function c : V → N \ {0} and
an integer b.
Question: Is there a set X ⊆ V , c(X) ≤ b, such that G − X contains no
edges and G[X] is connected?

Connected Dominating Set

Input: An undirected graph G = (V,E), a cost function c : V → N \ {0} and
an integer b.
Question: Is there a set X ⊆ V , c(X) ≤ b, such that N [X] = V and G[X]
is connected?

(Node) Steiner Tree

Input: An undirected graph G = (V,E), a set of terminals K ⊆ V , a cost
function c : V → N \ {0} and an integer b.
Question: Is there a set X ⊆ V , c(X) ≤ b, such that K ⊆ X and G[X] is
connected?

Feedback Vertex Set

Input: An undirected graph G = (V,E), a cost function c : V → N \ {0} and
an integer b.
Question: Is there a set X ⊆ V , c(X) ≤ b, such that G − X contains no
cycles?
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3 Cut and Count for Modular-Treewidth

Let G = (V,E) denote a connected graph. For easy reference, we repeat the key
definition and lemmas of the cut-and-count-technique [11] here. A cut (VL, VR)
of an undirected graph G = (V,E) is consistent if u ∈ VL and v ∈ VR implies
{u, v} /∈ E, i.e., EG(VL, VR) = ∅. A consistently cut subgraph of G is a pair
(X, (XL,XR)) such that X ⊆ V and (XL,XR) is a consistent cut of G[X]. We
denote the set of consistently cut subgraphs of G by C(G).

Lemma 9 ([11]). Let X ⊆ V be a subset of vertices. The number of consistently
cut subgraphs (X, (XL,XR)) is equal to 2cc(G[X]).

Fix some M↑ ∈ Mtree(G) with |M↑| ≥ 2 and X ⊆ M↑ with |πM↑(X)| ≥ 2,
i.e., X intersects at least two child modules of M↑, for this section. A simple
exchange argument shows that the connectivity of G[X] is not affected by the
precise intersection X ∩ M , M ∈ children(M↑), but only whether X ∩ M is
empty or not. This observation allows us to reduce checking the connectivity
of G[X] to the quotient graph at M↑, as Gq

M↑ is isomorphic to the induced
subgraph of G obtained by picking one vertex from each child module of M↑.

Lemma 10 (�). If G[X] is connected, then for any vq
M ∈ πM↑(X) and ∅ 
= Y ⊆

M , the graph G[(X \ M) ∪ Y ] is connected. Furthermore, G[X] is connected if
and only if Gq

M↑ [πM↑(X)] is connected.

Theorem 10 shows that we do not need to consider heterogeneous cuts, i.e.,
(X, (XL,XR)) ∈ C(G) with XL ∩ M 
= ∅ and XR ∩ M 
= ∅ for some module
M ∈ Πmod(G), since we can assume that |X ∩ M | ≤ 1.

Definition 11. Let M↑ ∈ Mtree(G). We say that a cut (XL,XR), with XL ∪
XR ⊆ M↑, is M↑-homogeneous if XL ∩ M = ∅ or XR ∩ M = ∅ for every
M ∈ children(M↑). We may just say that (XL,XR) is homogeneous when
M↑ is clear from the context. We define for every subgraph G′ of G the set
Chom

M↑ (G′) = {(X, (XL,XR)) ∈ C(G′) : (XL,XR) is M↑-homogeneous}.

Combining Theorem 9 with Theorem 10, the connectivity of G[X] can be
determined by counting M↑-homogeneous consistent cuts of G[X] modulo 4.

Lemma 12 (�). We have

|{(XL,XR) : (X, (XL,XR)) ∈ Chom
M↑ (G)}| = 2cc(G

q

M↑ [πM↑ (X)])
.

Furthermore, G[X] is connected if and only if |{(XL,XR) : (X, (XL,XR)) ∈
Chom

M↑ (G)}| 
= 0 mod 4.

With the isolation lemma we avoid unwanted cancellations in the cut-and-
count-technique at the cost of introducing randomization.

Definition 13. A function w : U → Z isolates a set family F ⊆ P(U) if there
is a unique S′ ∈ F with w(S′) = minS∈F w(S), where for subsets X of U we
define w(X) =

∑
u∈X w(u).
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Lemma 14 (Isolation Lemma, [25]). Let ∅ 
= F ⊆ P(U) be a set family over
a universe U . Let N ∈ N and for each u ∈ U choose a weight w(u) ∈ [N ]
uniformly and independently at random. Then P[w isolates F ] ≥ 1 − |U |/N .

4 Reduction to Treewidth (�)

We sketch the ideas behind Theorem 1. For both problems, Steiner Tree and
Connected Dominating Set, we use Theorem 10 to reduce the problems to
a quotient graph and apply the treewidth-algorithms of Cygan et al. [11]. As
Theorem 10 only applies to sets intersecting at least two modules, we separately
search for solutions contained in a single module. We also handle the special cases
of series and parallel nodes via special polynomial-time algorithms or recursing
in the modular decomposition tree depending on the node type and problem.

Assuming that the topmost quotient graph Gq
V = G/Πmod(G) is prime

and we are searching for solutions X intersecting at least two modules, i.e.,
|πV (X)| ≥ 2, we provide more details. First, consider such a Steiner Tree

instance (G,K, c, b). Theorem 10 implies that the only sensible intersections
are X ∩ M ∈ {∅, {vM},K ∩ M} for M ∈ Πmod(G), where vM is a vertex of
minimum cost inside M . In particular, we distinguish whether K ∩ M = ∅ or
K ∩ M 
= ∅; in the former case, we can assume X ∩ M ∈ {∅, {vM}} and in the
latter X ∩M ∈ {∅,K ∩M}. This motivates the reduction to the quotient graph:
we set Kq = πV (K) and cq(vq

M ) = c(K ∩ M) =
∑

v∈K∩M c(v) if K ∩ M 
= ∅
and cq(vq

M ) = c(vM ) otherwise, compressing the cost of K ∩ M into a single
vertex or choosing a vertex of minimum cost respectively. Then, the instance
(G,K, c, b) is equivalent to (Gq

V ,Kq, cq, b) and we can run a weighted variant of
the Steiner Tree algorithm of Cygan et al. [11] on the latter instance.

The reduction for Connected Dominating Set uses a very similar prin-
ciple by considering the cheapest vertex inside each module, which works as a
module is completely dominated as soon as we take at least one vertex in an
adjacent module. However, for Connected Dominating Set we might need to
call the treewidth-algorithm due to more complicated recursions several times
and not only once. This makes the algorithm more technical, as we have to
be careful with the randomization to avoid increasing the error probability. By
observing that an isolating weight function induces an isolating weight function
for appropriate subinstances, we are able to maintain the error probability.

In the context of kernelization, Luo [23] uses similar reductions for Steiner

Tree and Connected Dominating Set parameterized by modular-width,
however, these reductions do not consider the weighted setting and do not have
to contend with randomization.

5 Dynamic Programming Algorithms

In this section, we prove Theorem 2, by presenting novel algorithms using the cut-
and-count-technique for Connected Vertex Cover and Feedback Vertex

Set.
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5.1 Connected Vertex Cover

We assume that G = (V,E) is connected and contains at least two vertices,
hence V cannot be a parallel node. We only consider cost functions c that are
polynomially bounded in |V |. To solve Connected Vertex Cover, we begin
by computing some optimum (possibly nonconnected) vertex cover YM with
respect to c

∣
∣
M

for every module M ∈ Πmod(G) such that G[M ] contains an edge.
If G[M ] contains no edges, then we set YM = {v∗

M}, where v∗
M ∈ M is a vertex

minimizing the cost inside M , i.e., v∗
M := arg minv∈M c(v). The vertex covers

can be computed in time O∗(2mod-tw(G)) by using a straightforward algorithm
presented in the full version.

Definition 15. Let X ⊆ V be a vertex subset. We say that X is nice if for
every module M ∈ Πmod(G) it holds that X ∩ M ∈ {∅, YM ,M}.

Via exchange arguments, in particular Theorem 10, we show that it is suffi-
cient to only consider nice vertex covers. This shows that only a constant number
of states per module in the dynamic programming algorithm are necessary.

Lemma 16 (�). If there exists a connected vertex cover X of G with |πV (X)| ≥
2, then there exists a connected vertex cover X ′ of G that is nice with |πV (X ′)| ≥
2 and c(X ′) ≤ c(X).

Some simple observations allow us to handle the edge case of connected
vertex covers contained in a single module M ∈ Πmod(G) and series nodes.
We proceed by looking for connected vertex covers X with |πV (X)| ≥ 2 when
Gq := Gq

V = G/Πmod(G) is prime. We are given a very nice tree decomposi-
tion (T q, (Bq

t )t∈V (T q)) of Gq := Gq
V = G/Πmod(G) of width k. Making use of

Theorem 16 and Theorem 12, we can employ the cut-and-count-technique and
perform dynamic programming along the tree decomposition T q and extend
our partial solutions module by module. The cut-and-count-formulation of the
problem is as follows. For any subgraph G′ of G, we define the relaxed solu-
tions R(G′) = {X ⊆ V (G′) : X is a nice vertex cover of G′} and the cut solu-
tions Q(G′) = {(X, (XL,XR)) ∈ Chom

V (G′) : X ∈ R(G′)}. For the isolation
lemma, cf. Theorem 14, we sample a weight function w : V → [2n] uniformly at
random. We track the cost c(X), the weight w(X), and the number of inter-
sected modules |πV (X)| of each partial solution (X, (XL,XR)). Accordingly,
we define Rc,w,m(G′) = {X ∈ R(G′) : c(X) = c,w(X) = w, |πV (X)| = m}
and Qc,w,m(G′) = {(X, (XL,XR)) ∈ Q(G′) : X ∈ Rc,w,m(G′)} for all c ∈
[0, c(V )], w ∈ [0,w(V )],m ∈ [0, |Πmod(G)|].

As discussed, to every node t ∈ V (T q) we associate a subgraph Gq
t = (V q

t , Eq
t )

of Gq in the standard way, which in turn gives rise to a subgraph Gt = (Vt, Et) of
G. The subgraphs Gt grow module by module and are considered by the dynamic
program, hence we define Rc,w,m

t = Rc,w,m(Gt) and Qc,w,m
t = Qc,w,m(Gt) for

all c, w, and m. We will compute the sizes of the sets Qc,w,m
t by dynamic pro-

gramming over the tree decomposition T q, but to do so we need to parameterize
the partial solutions by their state on the current bag.
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Disregarding the side of the cut, Theorem 16 tells us that each module
M ∈ Πmod(G) has one of three states for some X ∈ Rc,w,m

t , namely X ∩ M ∈
{∅, YM ,M}. Since we are considering homogeneous cuts there are two possibili-
ties if X ∩ M 
= ∅; X ∩ M is contained in the left side of the cut or in the right
side. Thus, there are five total choices. We define states = {0,1L,1R,AL,AR}
with 1 denoting that the partial solution contains at least one vertex, but not
all, of the module and with A denoting that the partial solution contains all
vertices of the module; the subscript denotes the side of the cut.

A function of the form f : Bq
t → states is called t-signature. For every node

t ∈ V (T q), cost c, weight w, number of modules m, and t-signature f , the family
Ac,w,m

t (f) consists of all (X, (XL,XR)) ∈ Qc,w,m
t that satisfy for all vq

M ∈ B
q
t :

f(vq
M ) = 0 ↔ X ∩ M = ∅,

f(vq
M ) = 1L ↔ XL ∩ M = YM 
= M, f(vq

M ) = 1R ↔ XR ∩ M = YM 
= M,

f(vq
M ) = AL ↔ XL ∩ M = M, f(vq

M ) = AR ↔ XR ∩ M = M.

Recall that by considering homogeneous cuts, we have that XL ∩ M = ∅ or
XR ∩M = ∅ for every module M ∈ Πmod(G). We use the condition YM 
= M for
the states 1L and 1R to ensure a well-defined state for modules of size 1. Note
that the sets Ac,w,m

t (f), ranging over f , partition Qc,w,m
t due to the consideration

of nice vertex covers and homogeneous cuts.
Our goal is to compute the size of Ac,w,m

r̂ (∅) = Qc,w,m
r̂ = Qc,w,m(G), where

r̂ is the root vertex of the tree decomposition T q, modulo 4 for all c, w, m.
By Theorem 12, there is a connected vertex cover X of G with c(X) = c and
w(X) = w if the result is nonzero. We present the recurrences for the various
bag types to compute Ac,w,m

t (f) = |Ac,w,m
t (f)|; if not stated otherwise, then

t ∈ V (T q), c ∈ [0, c(V )], w ∈ [0,w(V )], m ∈ [0, |Πmod(G)|], and f is a t-
signature. We set Ac,w,m

t (f) = 0 whenever at least one of c, w, or m is negative.

Leaf Bag: We have that B
q
t = Bt = ∅ and t has no children. The only possible

t-signature is ∅ and the only possible partial solution is (∅, (∅, ∅)). Hence, we
only need to check the tracker values: Ac,w,m

t (∅) = 1 if c = w = m = 0 and 0
otherwise.

Introduce Vertex Bag: We have that Bq
t = B

q
s ∪{vq

M}, where s ∈ V (T q) is the
only child of t and vq

M /∈ B
q
s. Hence, Bt = Bs∪M . We have to consider all possible

interactions of a partial solution with M , though since we are considering nice
vertex covers these interactions are quite restricted. To formulate the recurrence,
we let, as an exceptional case, f be an s-signature and not a t-signature. Since
no edges of the quotient graph Gq incident to vq

M are introduced yet, we only
have to check some edge cases and update the trackers when introducing vq

M :

Ac,w,m
t (f [vq

M �→ s]) =

⎧
⎪⎨

⎪⎩

[G[M ] is edgeless]Ac,w,m
s (f), s = 0,

[|M | > 1]Ac−c(YM ),w−w(YM ),m−1
s (f), s ∈ {1L,1R},

A
c−c(M),w−w(M),m−1
s (f), s ∈ {AL,AR}.
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Introduce Edge Bag: Let {vq
M1

, vq
M2

} denote the introduced edge. We have
that {vq

M1
, vq

M2
} ⊆ B

q
t = B

q
s. The edge {vq

M1
, vq

M2
} corresponds to adding

a join between the modules M1 and M2. We need to filter all solutions
whose states at M1 and M2 are not consistent with M1 and M2 being adja-
cent. There are two possible reasons: either not all edges between M1 and
M2 are covered, or the introduced edges go across the homogeneous cut.
We implement this via the helper function cons : states × states → {0, 1}
defined by cons(s1, s2) = [{s1, s2} ∩ {AL,AR} 
= ∅][s1 ∈ {1L,AL} → s2 /∈
{1R,AR}][s1 ∈ {1R,AR} → s2 /∈ {1L,AL}]. The recurrence is given by
Ac,w,m

t (f) = cons(f(vq
M1

), f(vq
M2

))Ac,w,m
s (f).

Forget Vertex Bag: We have that B
q
t = B

q
s \ {vq

M}, where vq
M ∈ B

q
s and s ∈

V (T q) is the only child of t. Here, we only need to forget the state at vq
M and accu-

mulate the contributions from the different states vq
M could assume. As the states

are disjoint no overcounting happens: Ac,w,m
t (f) =

∑
s∈states Ac,w,m

s (f [v �→ s]).

Join Bag: We have B
q
t = B

q
s1

= B
q
s2

, where s1, s2 ∈ V (T q) are the children
of t. Two partial solutions, one at s1, and the other at s2, can be combined
when the states agree on all vq

M ∈ B
q
t . Since we update the trackers already at

introduce vertex bags, we need to take care that the values of the modules in the
bag are not counted twice. For this sake, define Sf =

⋃
vq
M∈f−1({1L,1R}) YM ∪

⋃
vq
M∈f−1({AL,AR}) M for all t-signatures f . This definition satisfies X ∩Bt = Sf

for all (X, (XL,XR)) ∈ Ac,w,m(f). Then, the recurrence is given by

Ac,w,m
t (f) =

∑

c1+c2=c+c(Sf )

w1+w2=w+w(Sf )

∑

m1+m2=m+(|Bq
t |−f−1(0))

Ac1,w1,m1
s1

(f)Ac2,w2,m2
s2

(f).

Theorem 17 (�). There exists a Monte-Carlo algorithm that given a tree
decomposition of width at most k for every prime quotient graph H ∈ Hp(G),
solves Connected Vertex Cover in time O∗(5k). The algorithm cannot give
false positives and may give false negatives with probability at most 1/2.

Proof (sketch). We compute the sets YM for all M ∈ Πmod(G) in time
O∗(2k) using a straightforward algorithm described in the full version [17].
For the remainder, we only need to consider the topmost quotient graph
Gq

V = G/Πmod(G). In polynomial time, we can find an optimum connected
vertex cover that is contained in a single module and also deal with the case
where V is a parallel or series node. It remains to handle the case that Gq

V

is prime. In that case, we run the presented dynamic programming algorithm
along the very nice tree decomposition of Gq

V with the sampled weight function
w : V → [2n]. The algorithm returns true if there are c ∈ [0, b], w ∈ [0,w(V )],
m ∈ [2, |Πmod(G)|] such that Ac,w,m

r̂ (∅) 
≡4 0, where r̂ is the root of the tree
decomposition, otherwise the algorithm returns false.

We skip the correctness proofs of the recurrences here. Setting Sc,w,m =
{X ∈ Rc,w,m(G) : G[X] is connected}, we have that Ac,w,m

r̂ (∅) = |Qc,w,m(G)| =∑
X∈Rc,w,m(G) 2cc(G[X]) ≡4 2|Sc,w,m| by Theorem 12, so the algorithm cannot
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return false negatives. Common isolation lemma arguments and Theorem 16
show that we return correctly with probability at least 1/2.

By assumption the cost function c is polynomially bounded, hence there are
O∗(5k) table entries to compute. Furthermore, every recurrence can be computed
in polynomial time, hence the running time of the algorithm follows. ��

5.2 Feedback Vertex Set (�)

The algorithm for Feedback Vertex Set is the most technical part of this
work; we give a summary of the main ideas. The first step is to solve the com-
plementary problem Induced Forest instead of Feedback Vertex Set as
that matches the usage of the cut-and-count-technique better. By analyzing the
structure of an induced forest X with respect to a module M , we see that there
are four sensible possibilities for the intersection X ∩ M : it is empty, a single
vertex, an independent set, or an induced forest containing an edge.

In particular, the last possibility leads to many technical issues, as we must
solve Induced Forest for every module M ∈ Mtree(G), whereas for Con-

nected Vertex Cover only problems without connectivity constraints needed
to be solved for all modules. Due to the randomization of cut-and-count, some
subproblems might be solved incorrectly. We have to ensure that this does not
cause an issue and that the error probability stays constant. In particular, we
need to carefully define the subproblems as they rely on the output of the previ-
ous subproblems. We sample a global weight function once and, assuming that
the weight function is isolating, we analyze where the restricted weight function
remains isolating and hence which subproblems are solved correctly.

For the independent set state we distinguish whether a neighboring module
is intersected (degree-1) or not (degree-0), as degree-2 or higher leads to a cycle.
The degree-1 independent set state and the induced forest state behave the same
with respect to any future neighboring module, as the intersection of X with this
module has to be empty, otherwise X would contain a cycle. Hence, we would
like to collapse these two states into a single one, this however causes issues
in the join nodes. Instead we allow the induced forest state only for modules
that are already forgotten; to be precise, when a degree-0 independent set is
forgotten, we can safely exchange the independent set with an induced forest
without introducing any cycles. Hence, the induced forest state will not affect
the table sizes of the dynamic program.

Until now, we have not specified the cut sides of the modules. Since we can
work with homogeneous cuts, any non-empty state naively turns into two states,
one for the left side and one for the right side; this would yield 7 states in total.
However, we can avoid specifying the cut side for the independent set states;
in the degree-0 case, the cut side is independent of any other modules; in the
degree-1 case, we can inherit the cut side from the unique non-empty neighboring
module. Therefore, we obtain only the desired 5 states in total.
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4. Bergougnoux, B., Kanté, M.M.: Fast exact algorithms for some connectivity prob-
lems parameterized by clique-width. Theor. Comput. Sci. 782, 30–53 (2019).
https://doi.org/10.1016/j.tcs.2019.02.030
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Abstract. We consider “surrounding” versions of the classic Cops and
Robber game. The game is played on a connected graph in which two
players, one controlling a number of cops and the other controlling a rob-
ber, take alternating turns. In a turn, each player may move each of their
pieces. The robber always moves between adjacent vertices. Regarding
the moves of the cops we distinguish four versions that differ in whether
the cops are on the vertices or the edges of the graph and whether the
robber may move on/through them. The goal of the cops is to surround
the robber, i.e., occupying all neighbors (vertex version) or incident edges
(edge version) of the robber’s current vertex. In contrast, the robber tries
to avoid being surrounded indefinitely. Given a graph, the so-called cop
number denotes the minimum number of cops required to eventually sur-
round the robber.

We relate the different cop numbers of these versions and prove that
none of them is bounded by a function of the classical cop number and the
maximum degree of the graph, thereby refuting a conjecture by Crytser,
Komarov and Mackey [Graphs and Combinatorics, 2020].

1 Introduction

Cops and Robber is a well-known combinatorial game played by two players on
a graph G = (V,E). The robber player controls a single robber, which we shall
denote by r, whereas the cop player controls k cops, denoted c1, . . . , ck, for some
specified integer k ≥ 1. The players take alternating turns, and in each turn may
perform one move with each of their pieces (the single robber or the k cops).
In the classical game (and also many of its variants) the vertices of G are the
possible positions for the pieces, while the edges of G model the possible moves.
Let us remark that no piece is forced to move, i.e., there is no zugzwang. On
each vertex there can be any number of pieces.

The game begins with the cop player choosing vertices as the starting posi-
tions for the k cops c1, . . . , ck. Then (seeing the cops’ positions) the robber player
places r on a vertex of G as well. The cop player wins if the cops capture the
robber, which in the classical version means that at least one cop stands on the
same vertex as the robber. On the other hand, the robber player wins if the
robber can avoid being captured indefinitely.
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The cop number denoted by c(G) of a given connected1 graph G = (V,E)
is the smallest k for which k cops can capture the robber in a finite number of
turns. Clearly, every graph satisfies 1 ≤ c(G) ≤ |V |.

We consider several versions of the classical Cops and Robber game. In some
of these the cops are placed on the edges of G and allowed to move to an adjacent
edge (that is an edge sharing an endpoint) during their turn. In all our versions
the robber acts as in the original game but loses the game if he is surrounded2

by the cops, meaning that they have to occupy all adjacent vertices or incident
edges. At all times, let us denote by vr the vertex currently occupied by the
robber. Specifically, we define the following versions of the game, each specifying
the possible positions for the cops and the exact surrounding condition:

Vertex Version Cops are positioned on vertices of G (like the robber). They
surround the robber if there is a cop on each neighbor of vr. Let cV (G) denote
the smallest number of cops needed to eventually surround the robber.

Edge Version Cops are positioned on edges of G. A cop on an edge e can move
to any edge e′ sharing an endpoint with e during its turn. The cops surround
the robber if there is a cop on each edge incident to vr. Let cE(G) denote the
smallest number of cops needed to eventually surround the robber.

In both versions above, the robber sits on the vertices of G and moves along
the edges of G. Due to the winning condition for the cops being a full surround,
the robber may come very close to, say, a single cop without being threatened.
As this can feel counterintuitive, let us additionally consider a restrictive version
of each game where we constrain the possible moves for the robber when cops
are close by. These restrictive versions are given by the following rules:

Restrictive Vertex Version After the robber’s turn, there may not be any
cop on vr. In particular, the robber may not move onto a vertex occupied by
a cop. Additionally, if a cop moves onto vr, then in his next turn the robber
must leave that vertex.

Restrictive Edge Version. The robber may not move along an edge that is
currently occupied by a cop.

We denote the cop numbers of the restrictive versions by putting an addi-
tional “r” in the subscript, i.e., the smallest number of cops needed to eventually
surround the robber in these versions is cV,r(G) and cE,r(G), respectively.

Clearly, the restrictive versions are favorable for cops as they only restrict
the robber. Consequently, the corresponding cop numbers are always at most
their non-restrictive counterparts. Thus, for every connected graph G we have

cV,r(G) ≤ cV (G) and cE,r(G) ≤ cE(G). (1)

1 Cops cannot move between different connected components, so the cop number of
any graph is the sum over all components. We thus consider connected graphs only.

2 To distinguish between the classical and our versions, we use the term capture to
express that a cop occupies the same vertex as the robber. In contrast, a surround
always means that all neighbors, respectively incident edges, are occupied.
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A recent conjecture by Crytser, Komarov and Mackey [7] states that the
cop number in the restrictive edge version can be bounded from above by the
classical cop number and the maximum degree of the graph:

Conjecture 1 ([7]). For every connected graph G we have cE,r(G) ≤ c(G) ·Δ(G).

Pra�lat [14] verified Conjecture 1 for the random graph G(n, p), i.e., the graph
on n vertices where each possible edge is chosen independently with probability p,
for some ranges of p. Let us note that Conjecture 1, if true, would strengthen a
theorem by Crytser, Komarov and Mackey [7] stating that cE,r(G) ≤ γ(G)·Δ(G),
where γ(G) denotes the size of a smallest dominating set in G.

1.1 Our Results

Our main contribution is to disprove Conjecture 1. In fact, we prove that there
are graphs G for which none of the surrounding cop numbers can be bounded by
any function of c(G) and Δ(G). This proves that the classical game of Cops and
Robber is sometimes fundamentally different from all its surrounding versions.

Theorem 2. There is an infinite family of connected graphs G with classical cop
number c(G) = 2 and Δ(G) = 3 while neither cV (G), cV,r(G), cE(G) nor cE,r(G)
can be bounded by any function of c(G) and the maximum degree Δ(G).

Additionally, we relate the different surrounding versions to each other. Equa-
tion (1) already gives an upper bound for the cop numbers in the restrictive
versions in terms of their corresponding unrestrictive cop numbers. To complete
the picture, our second contribution is to prove several lower and upper bounds
for different combinations:

Theorem 3. Each of the following holds (assuming G to be connected):

1. ∀G : cV (G) ≤ Δ(G) · cV,r(G) and ∃G : cV (G) ≥ Δ(G) · cV,r(G)
2. ∀G : cE(G) ≤ Δ(G) · cE,r(G) and ∃G : cE(G) ≥ Δ(G)/4 · cE,r(G)
3. ∀G : cV (G) ≤ 2 · cE(G) and ∃G : cV (G) ≥ 2 · (cE(G) − 1)
4. ∀G : cV,r(G) ≤ 2 · cE,r(G) and ∃G : cV,r(G) ≥ cE,r(G)
5. ∀G : cE(G) ≤ Δ(G) · cV (G) and ∃G : cE(G) ≥ Δ(G)/12 · cV (G)
6. ∀G : cE,r(G) ≤ Δ(G) · cV,r(G) and ∃G : cE,r(G) ≥ Δ(G)/48 · cV,r(G)

Note that all lower and upper bounds from Theorem 3 are tight up to a small
additive or multiplicative constant. We prove the upper bounds in Sect. 2. The
main idea is the same for all six inequalities: Given a winning strategy for a set
of cops in one version we can simulate the strategy in any other version. After-
wards, in Sect. 3, we consider the lower bounds by constructing explicit families
of graphs with the desired surrounding cop numbers. While some lower bounds
already follow from standard graph families (like complete bipartite graphs),
others need significantly more involved constructions. For example we construct
a family of graphs from a set of k − 1 mutually orthogonal Latin squares (see
Sect. 3.3 for a definition).
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Trivial Bounds. Clearly, for the robber to be surrounded at a vertex vr, at
least deg(vr) cops are required in all considered versions. This already gives that
the minimum degree δ(G) of G is a lower bound on the cop numbers of G in
these cases (stated in [6] for cV,r(G)). In fact, the robber could restrict himself
to a subgraph H of G of highest minimum degree, which gives the lower bound
of d(G) := max{δ(H) | H ⊆ G}, also called the degeneracy of G. Moreover,
in those versions in which the robber could simply start at a vertex of highest
degree and never move, that is in all but the restrictive vertex version, we get
the maximum degree Δ(G) of G as a lower bound (stated in [7] for cE,r(G)):

Observation 4. For every connected graph G = (V,E) we have

– cV,r(G) ≥ d(G) as well as
– cV (G) ≥ Δ(G), cE(G) ≥ Δ(G) and cE,r(G) ≥ Δ(G).

1.2 Related Work

The game of Cops and Robber was introduced by Nowakowski and Winkler [13]
as well as Quilliot [15] almost forty years ago. Both consider the case where a
single cop chases the robber. The version with many cops and therefore also
the notion of the cop number c(G) was introduced shortly after by Aigner and
Fromme [1], already proving that c(G) ≤ 3 for all connected planar graphs G.
Their version is nowadays considered the standard version of the game and we
refer to it as the classical version throughout the paper. The most important
open question regarding c(G) is Meyniel’s conjecture stating that a connected n-
vertex graph G has c(G) ∈ O(

√
n) [2,8]. It is known to be EXPTIME-complete

to decide whether c(G) ≤ k (for k being part of the input) [12].
By now, countless different versions of the game with their own cop numbers

have been considered, see for example these books on the topic [3,4].
The restrictive vertex version was introduced by Burgess et al. [6]. They

prove bounds for cV,r(G) in terms of the clique number ω(G), the independence
number α(G) and the treewidth tw(G), as well as considering several interesting
graph families. They also show that deciding whether cV,r(G) ≤ k can be decided
in polynomial time for every fixed value of k. The complexity is unknown for k
being part of the input. Bradshaw and Hosseini [5] extend the study of cV,r(G)
to graphs of bounded genus, proving (among other results) that cV,r(G) ≤ 7 for
every connected planar graph G. See the bachelor’s thesis of Schneider [16] for
several further results on cV,r(G) (including a version with zugzwang).

The restrictive edge version was introduced even more recently by Crytser,
Komarov and Mackey [7] (under the name containment variant). Besides stating
Conjecture 1, which is verified for some graphs by Pra�lat [14], they give several
bounds on cE,r(G) for different families of graphs.

To the best of our knowledge, cV (G) and cE(G) were not considered before.
In the light of the (restrictive) vertex and edge versions one might also define

a face version for embedded planar graphs. Here the cops would occupy the faces
and surround the robber if they occupy all faces incident to vr. A restrictive face
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version could be that the robber must not move along an edge with either one
or both incident faces being occupied by a cop. This version was introduced
recently by Ha, Jungeblut and Ueckerdt [9]. Despite their similar motivation,
the face versions seem to behave differently than the vertex or edge versions.

In each version, one might also add zugzwang, i.e., the obligation to actu-
ally move during one’s turn. We are not aware of any results about this in the
literature.

1.3 Outline of the Paper

Section 2 proves the upper bounds from Theorem 3. Then, in Sect. 3 we give
constructions implying the corresponding lower bounds. Finally, in Sect. 4, we
disprove Conjecture 1. Proofs of statements marked with (�) are in the full
version [10].

2 Relating the Different Versions

In this section we prove the upper bounds from Theorem 3. The main idea is
always that a sufficiently large group of cops in one version can simulate a single
cop in another version. We denote by NG(v) and NG[v] the open and closed
neighborhood of vertex v in G, respectively.

Proof (only Item 1 of Theorem 3, others in the full version [10]). Let G be an
arbitrary connected graph.

1. cV (G) ≤ Δ(G)·cV,r(G): Let SV,r(G) be a winning strategy for k ∈ N restrictive
vertex cops c1, . . . , ck in G. For i ∈ {1, . . . , k}, replace ci by a group of Δ(G)
non-restrictive vertex cops Ci := {c1i , . . . , c

Δ(G)
i }. Initially all cops in Ci start

at the same vertex as ci and whenever ci moves to an adjacent vertex, all
cops in Ci copy its move.
If the restrictive cops c1, . . . , ck arrive in a position where they surround
the robber, then he is also surrounded by the groups of cops C1, . . . , Ck. It
remains to consider the case that the robber ends their turn on vertex v
currently occupied by some group Ci (a move that would be forbidden in
the restrictive version). Then the cops in Ci can spread to the up to Δ(G)
neighbors of v in G, thereby surrounding the robber. 	


Corollary 5. For every graph G the surrounding cop numbers cV (G), cE(G),
cV,r(G) and cE,r(G) are always within a factor of 2Δ(G) of each other.

Proof. In each of the six upper bounds stated in Theorem 3 the number of cops
increases by at most a factor of Δ(G). In all cases this is obtained by simulating
a winning strategy of one surrounding variant by (groups of) cops in another
variant. The only cases where two such simulations need to be combined is when
changing both, the cop type (vertex-cops/edge-cops) and the restrictiveness. It
is easy to check that in all but one combination the number of cops increases by
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at most a factor of 2Δ(G). The only exception is when a winning strategy for
restricted vertex-cops is simulated by unrestricted edge-cops, where the number
of cops would increase by a factor of Δ(G)2. However, looking at the proof of
Theorem 3, we can see that both simulations replace a single cop by a group
of Δ(G) cops. In this particular case it suffices to do this replacement just once.

We remark that all upper bounds proven above in Theorem 3 result from
simulating a winning strategy of another surrounding version. In the next section
we show that, surprisingly, these are indeed (asymptotically) tight. After all,
it would seem natural that every version comes with its own unique winning
strategy (more involved than just simulating one from a different version).

3 Explicit Graphs and Constructions

In this section we shall mention or construct several families of graphs with
some extremal behavior for their corresponding classical and surrounding cop
numbers. Together, these graphs prove all lower bounds stated in Theorem 3.

3.1 Complete Bipartite Graphs

We start by considering complete bipartite graphs. They already serve to directly
prove two of the lower bounds from Theorem 3 and also appear again in proofs
in the subsequent subsections.

Proposition 6 (�). For any complete bipartite graph G it holds that c(G) =
min{2, δ(G)}, cV,r(G) = δ(G) and cV (G) = cE,r(G) = cE(G) = Δ(G).

Let us consider two special cases of Proposition 6 for all Δ ∈ N: First, the
star KΔ,1 has cV,r(KΔ,1) = 1 while cV (KΔ,1) = Δ, thus proving the lower
bound in Item 1 of Theorem 3. Second, the complete bipartite graph KΔ,Δ

has cV,r(KΔ,Δ) = cE,r(KΔ,Δ) = Δ, thus proving the lower bound in Item 4 of
Theorem 3.

3.2 Regular Graphs with Leaves

Our first construction takes a connected k-regular graph H and attaches a set
of � new degree-1-vertices (leaves) to each vertex. Depending on H, k and � we
can give several bounds on the surrounding cop numbers of the resulting graph.

Lemma 7. Let H = (VH , EH) be a k-regular connected graph and let G =
(VG, EG) be the graph obtained from H by attaching to each vertex v ∈ VH a set
of � new leaves for some � ≥ 0. Then each of the following holds:

1. cV (G) ≥
{

k(k + � − 1) if girth(H) ≥ 7
(k + 1)� always

2. cV,r(G) = max{cV,r(H), k + 1}
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3. cE(G) ≥
⎧⎨
⎩

k(k + � − 1) if girth(H) ≥ 6
k� if girth(H) ≥ 4
1
2 (k + 1)� always

4. cE,r(G) = max{cE,r(H), k + �}
Proof (only Item 1, others in the full version [10]). Note that most claimed
inequalities hold trivially for the case that � = 0 (many lower bounds become 0
while others follow from G = H in this case). Only the two cases requir-
ing girth(H) ≥ 6, respectively girth(H) ≥ 7, are not directly clear. However,
their proofs below hold for � = 0 as well. In all other cases, we implicitly
assume � ≥ 1 to avoid having to handle additional corner cases.

1. To prove the lower bounds on cV (G), consider any configuration of cops on
the vertices of G. For a vertex v ∈ VH of G, let Av be the set consisting of v
and all leaves that are attached to it, i.e., Av = {v} ∪ (NG[v] \ VH). We call
a vertex v ∈ VH safe if there are fewer than � cops on Av in G. Note that
if the robber ends his turn on a safe vertex, then the cops cannot surround
him in their next turn. Let vr be the current position of the robber. If the
total number of cops is less than (k + 1)�, then at least one of the k + 1
vertices in the closed neighborhood NH [vr] of vr is safe, as no cop can be
in Av and Aw for v �= w. Thus, the robber always has a safe vertex to move
to (or to remain on), giving him a strategy to avoid being surrounded. It
follows that cV (G) ≥ (k + 1)�.
Now, if girth(H) ≥ 7 and the robber is on vr ∈ VH , then we consider for each
neighbor v of vr in VH additionally the set Bv = NG[NG(v) \ {vr}], i.e., all
vertices w with dist(w, v) ≤ 2 except from NG[vr] \ {v}. Since girth(H) ≥ 7,
we have that Bv ∩ Bw = ∅ for distinct v, w ∈ NH(vr). Similar to above, we
call v ∈ NH(vr) safe if Bv contains fewer than k + � − 1 cops. Again, if the
robber ends his turn on a safe vertex, the cops cannot surround him in their
next turn. If the total number of cops is less than k(k + � − 1), then at least
one of the k neighbors of vr in H is safe. This would give the robber a strategy
to avoid being surrounded. It follows that cV (G) ≥ k(k + � − 1) in the case
that girth(H) ≥ 7. 	

Applied to different host graphs H above Lemma 7 yields several interesting

bounds. In particular, considering Theorem 3, Corollary 8 proves the lower bound
in Item 2 for even Δ and Corollary 9 proves the lower bound in Item 3.

Corollary 8 (�). For every Δ ≥ 2 there is a connected graph G with Δ(G) = Δ
such that cV,r(G) =

⌊
Δ
2

⌋
+ 1, cV (G) =

(⌊
Δ
2

⌋
+ 1

)⌈
Δ
2

⌉
, cE,r(G) = Δ(G) and

cE(G) =
⌊

Δ
2

⌋⌈
Δ
2

⌉
.

The host graph H in Corollary 8 is the complete bipartite graph Kk,k with
k =

⌊
Δ
2

⌋
with h =

⌈
Δ
2

⌉
leaves attached to each vertex.

Corollary 9 (�). For every Δ ≥ 2 there is a connected graph G with Δ(G) = Δ
such that cV (G) = 2(Δ − 1) and cE(G) = Δ.

The host graph H in Corollary 9 is a single edge, i.e., the graph K2 (there-
fore k = 1) with h = Δ − 1 leaves attached to both vertices.
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Fig. 1. Left: Two Latin squares and their juxtaposition, proving that they are orthog-
onal. Right: The graph Gk created from k − 1 MOLS of order k. The vertices in R
correspond to the rows of A, the middle vertices correspond to the cells of A (ordered
row by row in the drawing) and the vertices in L correspond to the parts of the MOLS.

3.3 Graphs from Mutually Orthogonal Latin Squares

A Latin square of order k ≥ 1 is a k × k array filled with numbers from [k] =
{1, . . . , k} such that each row and each column contains each number from [k]
exactly once. Formally, a Latin square L is a partition L(1) ∪ · · · ∪ L(k) of
A = [k] × [k] such that for the i-th row (i ∈ [k]) A[i, ·] = {(i, j) ∈ A | j ∈ [k]}
and every number n ∈ [k] we have |A[i, ·]∩L(n)| = 1, and symmetrically for the
columns. See the left of Fig. 1 for two different Latin squares.

Let L1 and L2 be two Latin squares of order k. Their juxtaposition L1 ⊗ L2

is the Latin square of order k that contains in each cell the ordered pair of
the entries of L1 and L2 in that cell. We say that L1 and L2 are orthogonal if
each ordered pair appears exactly once in L1 ⊗ L2, i.e., if for every two distinct
n1, n2 ∈ [k] we have |L1(n1) ∩ L2(n2)| = 1. It is well-known that k − 1 mutually
orthogonal Latin squares (MOLS) L1, . . . , Lk−1 (meaning that Ls and Lt are
orthogonal whenever s �= t) exist if and only if k is a prime power [11]. The
two Latin squares in Fig. 1 (left) are indeed orthogonal, as can be seen by their
juxtaposition below.

Construction of Gk. Let k be a prime power and L1, . . . , Lk−1 a set of k − 1
mutually orthogonal Latin squares of order k. Let A = [k] × [k] denote the set
of all positions, R = {A[i, ·] | i ∈ [k]} denote the set of all rows in A, and
L = {Ls(n) | s ∈ [k−1]∧n ∈ [k]} denote the set of all parts of the Latin squares
L1, . . . , Lk−1. Let Gk = (V,E) be the graph with

V = A ∪ R ∪ L and E = {pS | p ∈ A,S ∈ R ∪ L, p ∈ S}.

We observe that Gk is a k-regular bipartite graph with |A| + |R ∪ L| = k2 +
(k + k(k − 1)) = 2k2 vertices with an edge between position p ∈ A and a set
S ∈ R ∪ L if and only if p is in set S. See also the right of Fig. 1 for a schematic
drawing.
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Lemma 10 (�). For a prime power k graph Gk has girth(Gk) ≥ 6.

Lemma 11 (�). For a prime power k graph Gk has c(Gk) = k, cV,r(Gk) ≤ k+1
and cE(Gk) ≥ k(k − 1).

Remark 12. Burgess et al. [6] notice that for graphs G of many different families
with a “large” value of cV,r(G) the classical cop number c(G) was “low” (often
even constant). In fact, they only provide a single family of graphs (constructed
from finite projective planes) where c(G) ≈ cV,r(G). They ask (Question 7 in [6])
whether graphs with large cV,r(G) inherently possess some property that implies
that c(G) is low. Our graph Gk from k − 1 MOLS satisfies c(Gk), cV,r(Gk) ∈
{k, k + 1}. We interpret this as evidence that there is no such property.

3.4 Line Graphs of Complete Graphs

The line graph L(G) of a given graph G = (V,E) is the graph whose vertex
set consists of the edges E of G and two vertices of L(G) are connected if their
corresponding edges in G share an endpoint. For n ≥ 3, let Kn denote the
complete graph on the set [n] = {1, . . . , n}. For distinct x, y ∈ [n], we denote
by {x, y} the vertex of L(Kn) corresponding to the edge between x and y in Kn.
Burgess et al. [6] showed that cV,r(L(Kn)) = 2(n − 2) = δ(L(Kn)). This is
obtained by placing the cops on all vertices {1, x} for x ∈ {2, . . . n} and {2, y}
for y ∈ {3, . . . , n − 1}. The cops can surround the robber in their first move.

Lemma 13 (�). For every n ≥ 3 we have cV (L(Kn)) = 2(n− 2), cE(L(Kn)) ≥
n(n − 2)/3, and cE,r(L(Kn)) ≥ n2/12.

Stating the above bounds in terms of their maximum degree Δ :=
Δ(L(Kn)) = 2(n − 2), we obtain the claimed lower bounds in Items 5 and 6
of Theorem 3.

cV (L(Kn)) = Δ cE(L(Kn)) ≥ Δ2 + 4Δ

12

cV,r(L(Kn)) = Δ cE,r(L(Kn)) ≥ Δ2 + 8Δ + 16
48

4 When Capturing Is Not Surrounding

This section is devoted to the proof of Theorem 2, i.e., that none of the four
surrounding cop numbers can be bounded by any function of the classical cop
number and the maximum degree of the graph. In particular, we shall construct
for infinitely many integers k ≥ 1 a graph Gk with c(Gk) = 2 and Δ(Gk) = 3,
but cV,r(Gk) ≥ k. Theorem 3 then implies that also cV (Gk), cE(Gk) and cE,r(Gk)
are unbounded for growing k.

The construction of Gk is quite intricate and we divide it into several steps.

The Graph H[s]. Let s ≥ 1 be an integer and let k = 2s−1. We start with a
graph H[s], which we call the base graph, with the following properties:
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Fig. 2. Iterating C6 = H2 to obtain r-regular (bipartite) graphs Hr with girth(Hr) ≥ 5.

Fig. 3. Construction of H[s, �] based on H[s]. A directed edge ab in H[s] and the
corresponding trees T out(a), T in(b), and path P (ab) with middle edge e(ab) in H[s, �].

– H[s] is 2k-regular, i.e., every vertex of H[s] has degree 2k.
– H[s] has girth at least 5.

There are many ways to construct such graphs H[s], one being our graphs in
Sect. 3.3 constructed from 2s −1 mutually orthogonal Latin squares. An alterna-
tive construction (not relying on non-trivial tools) is an iteration of the 6-cycle
as illustrated in Fig. 2. We additionally endow H[s] with an orientation such
that each vertex has exactly k = 2s−1 outgoing and exactly k = 2s−1 incoming
edges. (For example, orient the edges according to an Eulerian tour in H[s].)

The Graph H[s,�] . Let � ≥ 1 be another integer3. We define a graph H[s, �] on
the basis of H[s] and its orientation. See Fig. 3 for an illustration with s = 3 and
� = 4. For each vertex a in H[s] take a complete balanced binary tree T (a) of
height s = log2(k) + 1 with root r(a) and 2s = 2k leaves. Let rin(a) and rout(a)
denote the two children of r(a) in T (a), and let T in(a) and T out(a) denote
the subtrees rooted at rin(a) and rout(a), respectively. We associate each of
the k = 2s−1 leaves in T in(a) with one of the k incoming edges at a in H[s], and
each of the k leaves in T out(a) with one of the k outgoing edges at a in H[s].
Finally, for each edge ab in H[s] oriented from a to b, connect the associated leaf
in T out(a) with the associated leaf in T in(b) by a path P (ab) of length 2� + 1,
i.e., on 2� new inner vertices. This completes the construction of H[s, �].

3 We shall choose � � s later. So you may think of s as “short” and of � as “long”.
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Fig. 4. Construction of H[s, �, m] based on two copies of H[s, �]. A directed edge ab in
H[s] and the corresponding sets S(a), S(b), F2(a), etc. and edge e(ab) in H[s, �, m].

For each edge ab in H[s], let e(ab) denote the unique middle edge of P (ab)
in H[s, �]. I.e., e(ab) connects a vertex in B(r(a)) which we denote by v(a, b)
with a vertex in B(r(b)) which we denote by v(b, a); see Fig. 3.

The Graph H[s,�,m] . Let m ≥ 1 be yet another integer4. We start with two
vertex-disjoint copies H1 and H2 of H[s, �] and transfer our notation (such as R,
r(a), v(a, b), etc.) for H[s, �] to Hi for i ∈ {1, 2} by putting on the subscript i,
e.g., R1, r2(a), or v1(a, b). We connect H1 and H2 as follows: For each edge ab
in H[s] we identify the edge e1(ab) in H1 with the edge e2(ab) in H2 such that
v1(a, b) = v2(a, b) and v1(b, a) = v2(b, a). Next, for each vertex a of H[s] use
the vertex r1(a) in H1 as an endpoint for a new path Q(a) of length m, and
denote the other endpoint of Q(a) by q(a). Note that we do this only for the
roots in H1.

Finally, we connect the vertices {q(a) | a ∈ V (H[s])} by a cycle C of length
|V (H[s])|. This completes the construction of H[s, �,m]. See Fig. 4 for an illus-
tration. Note that H[s, �,m] has maximum degree 3 and degeneracy 2.

Lemma 14 (�). For every s ≥ 1, m ≥ 1, and � > |V (H[s])| + m + s, it holds
that c(H[s, �,m]) ≤ 2.

Let us give a vague idea of the winning strategy for two cops. Two cops
could easily capture the robber on cycle C (including the attached paths Q(a)
for a ∈ V (H[s])). Thus they force him to “flee” to H1 at some point. In a second
phase they can even force him to H2. Loosely speaking, cop c1 stays on C to
prevent the robber from getting back on C, while cop c2 always goes towards
the robber in H[s, �,m] − E(C). Whenever the robber traverses one of the long
paths P1(ab) for some ab ∈ E(H[s]), say from T1(a) towards T1(b), then c1 can
4 We shall choose � � m � s later. So you may think of m as “medium”.
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go in |V (C)| + m + s < � steps along C to q(b) and along Q(b) and T1(b) to
arrive at the other end of P1(ab) before the robber. However, to escape cop c2
the robber must traverse a path P1(ab) eventually, with the only way to escape
being to turn into H2 at the middle edge e(ab). This forces at some point the
situation that the robber occupies some vertex v of H2 and one of the cops,
say c1, occupies the corresponding copy of v in H1. Now in a third phase the
robber moves in H2 and c1 always copies these moves in H1. This prohibits
the robber to ever walk along a middle edge e(ab) for some ab ∈ E(H[s]). But
without these edges H2 is a forest and thus cop c2 can capture the robber in the
tree component in which the robber is located.

Lemma 15 (�). For every s ≥ 1, m > 2 s + 1, and � > 3 s + 1, it holds that
cV,r(H[s, �,m]) ≥ k = 2s−1.

Again, we give a vague idea for a strategy for the robber to avoid getting
surrounded against k−1 vertex cops. To this end, the robber always stays in H2

and moves from a root r2(a) to the next r2(b) for which the edge ab in H[s] is
directed from a to b. In H[s], vertex a has k outgoing neighbors and we show
that at least one such neighbor b is always safe for the robber to escape to,
meaning that the region labeled F2(b) in Fig. 4 is free of cops when the robber
reaches r2(b). However, it is quite tricky to identify this safe neighbor. Indeed, the
robber has to start moving in the “right” direction down the tree T2(a) always
observing the cops’ response, before he can be absolutely sure which outgoing
neighbor b of a is safe. With suitable choices of s, � and m, the robber is fast
enough at r2(b) to then choose his next destination from there. The crucial point
is that the cops can “join” the robber when he traverses the middle edge e(ab),
but can never ensure being on any vertex of P2(ab) one step before the robber;
and thus never surround him.

Finally, Lemmas 14 and 15 and Theorem 3 immediately give the following
corollary, which proves Theorem 2.

Corollary 16. For any s ≥ 1, k = 2s−1, m ≥ 2 s+1, and � ≥ |V (H[s])|+m+s,
the graph Gk = H[s, �,m] has Δ(Gk) = 3 and

c(Gk) ≤ 2, cV (Gk) ≥ k, cV,r(Gk) ≥ k, cE,r(Gk) ≥ k

2
and cE(Gk) ≥ k

2
.

5 Conclusion

We considered the cop numbers of four different surrounding versions of the well-
known Cops and Robber game on a graph G, namely cV (G), cV,r(G), cE(G) and
cE,r(G). Here index “V ” denotes the vertex versions while index “E” denotes
the edge versions, i.e., whether the cops occupy the vertices or the edges of the
graph (recall that the robber always occupies a vertex). An additional index “r”
stands for the corresponding restrictive versions, meaning that the robber must
not end his turn on a cop or move along an edge occupied by a cop.
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Only the two restrictive cop numbers have recently been considered in the
literature, the vertex version cV,r(G) in [5,6] (denoted by σ(G) and s(G)) and
the edge version cE,r(G) in [7,14] (denoted by ξ(G)).

In this paper we related the four different versions to each other, showing
that all of them lie (at most) within a factor of 2Δ(G) of each other. For all
combinations we presented explicit graph families showing that this is tight (up
to small additive or multiplicative constants). It is an interesting open question
to find out the exact constant factors for the lower and upper bounds in Theo-
rem 3. We conjecture that all six presented upper bounds are tight (up to small
additive constants). This would mean that optimal strategies for the cops in
one surrounding version can indeed be obtained by simulating strategies from
different surrounding versions.

As a second main result, we disproved a conjecture by Crytser, Komarov
and Mackey [7] by constructing a family of graphs of maximum degree 3 and
where the classical cop number is bounded whereas the cop number in all four
surrounding versions is unbounded. It remains open to find other parameters that
can be used to bound the surrounding cop numbers from above in combination
with the classical cop number.
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Abstract. In a graph, a (perfect) matching cut is an edge cut that is a
(perfect) matching. matching cut (mc), respectively, perfect match-
ing cut (pmc), is the problem of deciding whether a given graph has a
matching cut, respectively, a perfect matching cut. The disconnected
perfect matching problem (dpm) is to decide if a graph has a per-
fect matching that contains a matching cut. Solving an open problem
recently posed in [Lucke, Paulusma, Ries (ISAAC 2022) & Feghali, Lucke,
Paulusma, Ries (arXiv:2212.12317)], we show that pmc is NP-complete
in graphs without induced 14-vertex path P14. Our reduction also works
simultaneously for mc and dpm, improving the previous hardness results
of mc on P19-free graphs and of dpm on P23-free graphs to P14-free graphs
for both problems.

Actually, we prove a slightly stronger result: within P14-free graphs,
it is hard to distinguish between
(i) those without matching cuts and those in which every matching cut

is a perfect matching cut;
(ii) those without perfect matching cuts and those in which every match-

ing cut is a perfect matching cut;
(iii) those without disconnected perfect matchings and those in which

every matching cut is a perfect matching cut.
Moreover, assuming the Exponential Time Hypothesis, none of these
problems can be solved in time 2o(n) for n-vertex P14-free input graphs.
As a corollary from (i), computing a matching cut with a maximum num-
ber of edges is hard, even when restricted to P14-free graphs. This answers
a question asked in [Lucke, Paulusma & Ries (arXiv:2207.07095)]. We
also consider the problems in graphs without long induced cycles. It is
known that mc is polynomially solvable in graphs without induced cycles
of length at least 5 [Moshi (JGT 1989)]. We point out that the same holds
for dpm.
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1 Introduction and Results

In a graph G = (V,E), a cut is a partition V = X ∪ Y of the vertex set into
disjoint, non-empty sets X and Y . The set of all edges in G having an endvertex
in X and the other endvertex in Y , written E(X,Y ), is called the edge cut of the
cut (X,Y ). A matching cut is an edge cut that is a (possibly empty) matching.
Another way to define matching cuts is as follows; see [3,7]: a cut (X,Y ) is a
matching cut if and only if each vertex in X has at most one neighbor in Y
and each vertex in Y has at most one neighbor in X. The classical NP-complete
problem matching cut (mc) [3] asks if a given graph admits a matching cut.

An interesting special case, where the edge cut E(X,Y ) is a perfect matching
of G, was considered in [8]. Such a matching cut is called a perfect matching cut
and the perfect matching cut (pmc) problem asks whether a given graph
admits a perfect matching cut. It was shown in [8] that this special case pmc of
mc remains NP-complete.

A notion related to matching cut is disconnected perfect matching which
has been considered recently in [1]: a disconnected perfect matching is a per-
fect matching that contains a matching cut. Observe that any perfect matching
cut is a disconnected perfect matching but not the converse. Figure 1 provides
some small examples for matching cuts, perfect matching cuts and disconnected
perfect matchings.

(a) (b) (c) (d)

Fig. 1. Some example graphs; bold edges indicate a matching in question. (a): a match-
ing cut. (b): a perfect matching that is neither a matching cut nor a disconnected
perfect matching; this graph has no disconnected perfect matching, hence no perfect
matching cut. (c): a perfect matching cut, hence a disconnected perfect matching. (d):
a disconnected perfect matching that is not a perfect matching cut.

The related problem to mc and pmc, disconnected perfect matching
(dpm), asks if a given graph has a disconnected perfect matching; equivalently:
if a given graph has a matching cut that is extendable to a perfect matching.
It was shown in [1] that dpm is NP-complete. All these three problems have
received much attention lately; see, e.g., [1,2,4,6,13–16] for recent results.

In this paper, we focus on the complexity of these three problems restricted to
graphs without long induced paths and cycles. The current best known hardness
results for mc and dpm in graphs without long induced paths are:

Theorem 1 ([14,15]). mc remains NP-complete in {4P5, P19}-free graphs.1

1 Meanwhile the result has been improved to {3P5, P15}-free graphs [18].
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Theorem 2 ([14,15]). dpm remains NP-complete in {4P7, P23}-free graphs.2

Prior to the present paper, no similar hardness result for pmc was known. Indeed,
it was asked in [4,14,15], whether there is an integer t such that pmc is NP-
complete in Pt-free graphs. Polynomial-time algorithms exist for mc and pmc in
P6-free graphs [14,15] and for dpm in P5-free graphs [1].

For graphs without long induced cycles (including chordal graphs and chordal
bipartite graphs), the only result we are aware of is that mc is polynomially
solvable:

Theorem 3 ([21]). There is a polynomial-time algorithm solving mc in graphs
without induced cycles of length five and more.

Previously, no similar polynomial-time results for dpm and pmc in long-hole-
free graphs were known.

Our Contributions. We prove that pmc is NP-complete in graphs without
induced path P14, solving the open problem posed in [4,14,15]. For mc and
dpm we improve the hardness results in Theorems 1 and 2 in graphs without
induced path P19, respectively, P23, to graphs without induced path P14. It is
remarkable that all these hardness results for three problems will be obtained
simultaneously by only one reduction, and can be stated in more details as
follows.

Theorem 4. mc, pmc and dpm are NP-complete in {3P6, 2P7, P14}-free graphs.
Moreover, under the ETH, no algorithm with runtime 2o(n) can solve any of these
problems for n-vertex {3P6, 2P7, P14}-free input graphs.

Actually, we prove the following slightly stronger result: within
{3P6, 2P7, P14}-free graphs, it is hard to distinguish between those without
matching cuts (respectively perfect matching cuts, disconnected perfect match-
ings) and those in which every matching cut is a perfect matching cut. Moreover,
under the ETH, this task cannot be solved in subexponential time in the vertex
number of the input graph.

An interesting problem interposed between mc and pmc, called maximum
matching cut (maxmc), has recently been proposed in [15]. Here, given a
graph G, we want to compute a matching cut of G (if any) with maximum
number of edges. Formally, maxmc in its decision version is as follows.

maximum matching cut (maxmc)

Instance: A graph G and an integer k.
Question: Does G have a matching cut with k or more edges ?

It has been asked in [15] what is the complexity of maxmc on Pt-free graphs.
Our next result answers this question.3

2 Meanwhile the result has been improved to {3P7, P19}-free graphs [18].
3 Meanwhile the complexity of maxmc in H-free graphs has been completely deter-
mined [17].
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Theorem 5. maxmc is NP-complete in {3P6, 2P7, P14}-free graphs. Moreover,
under the ETH, no algorithm with runtime 2o(n) can solve maxmc for n-vertex
{3P6, 2P7, P14}-free input graphs.

On the positive side, we prove the following.

Theorem 6. There is a polynomial-time algorithm solving dpm in graphs with-
out induced cycle of length five and more.

The paper is organized as follows. We recall some notion and notations in
Sect. 2 which will be used. Then, we prove a slightly stronger result than Theo-
rem 4 in Sect. 3 which then implies Theorem 5. The proof of Theorem 6 will be
given in Sect. 4. Section 5 concludes the paper.

2 Preliminaries

For a set H of graphs, H-free graphs are those in which no induced subgraph
is isomorphic to a graph in H. We denote by Pt the t-vertex path with t − 1
edges and by Ct the t-vertex cycle with t edges. C3 is also called a triangle, and
a hole is a Ct for some t ≥ 4; Ct with t ≥ 5 are long holes. The union G + H of
two vertex-disjoint graphs G and H is the graph with vertex set V (G) ∪ V (H)
and edge set E(G) ∪ E(H); we write pG for the union of p copies of G. For a
subset S ⊆ V (G), let G[S] denote the subgraph of G induced by S; G−S stands
for G[V (G) \ S]. By ‘G contains an H’ we mean G contains H as an induced
subgraph.

Given a matching cut M = (X,Y ) of a graph G, a vertex set S ⊆ V (G) is
monochromatic if S belongs to the same part of M , i.e., S ⊆ X or else S ⊆ Y .
Notice that every clique different from the P2 is monochromatic with respect to
any matching cut.

Algorithmic lower bounds in this paper are conditional, based on the Expo-
nential Time Hypothesis (ETH) [9]. The ETH asserts that no algorithm can solve
3sat in subexponential time 2o(n) for n-variable 3-cnf formulas. As shown by
the Sparsification Lemma in [10], the hard cases of 3sat already consist of sparse
formulas with m = O(n) clauses. Hence, the ETH implies that 3sat cannot be
solved in time 2o(n+m).

Recall that an instance for 1-in-3sat is a 3-cnf formula φ = C1∧C2∧· · ·∧Cm

over n variables, in which each clause Cj consists of three distinct literals. The
problem asks whether there is a truth assignment of the variables such that
every clause in φ has exactly one true literal. We call such an assignment an 1-
in-3 assignment. There is a polynomial reduction from 3sat to 1-in-3sat ([20,
Theorem 7.2]), which transforms an instance for 3sat with n variables and m
clauses to an equivalent instance for 1-in-3sat with n + 4m variables and 3m
clauses. Thus, assuming ETH, 1-in-3sat cannot be solved in time 2o(n+m) on
inputs with n variables and m clauses. We will need a restriction of 1-in-3sat,
positive 1-in-3sat, in which each variable occurs positively. There is a well-
known reduction from 1-in-3sat to positive 1-in-3sat, which transforms an
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instance for 1-in-3sat to an equivalent instance for positive 1-in-3sat, linear in
the number of variables and clauses. Hence, we obtain: assuming ETH, positive
1-in-3sat cannot be solved in time 2o(n+m) for inputs with n variables and m
clauses.

3 Proof of Theorem 4 and Theorem 5

Recall that a perfect matching cut is in particular a matching cut, as well as a
disconnected perfect matching. This observation leads to the following promise
versions of mc, pmc and dpm. (We refer to [5] for background on promise prob-
lems.)

promise-pmc mc
Instance: A graph G that either has no matching cut, or every

matching cut is a perfect matching cut.
Question: Does G have a matching cut ?

promise-pmc pmc
Instance: A graph G that either has no perfect matching cut, or every

matching cut is a perfect matching cut.
Question: Does G have a perfect matching cut ?

promise-pmc dpm
Instance: A graph G that either has no disconnected perfect matching, or

every matching cut is a perfect matching cut.
Question: Does G have a disconnected perfect matching ?

In all the promise versions above, we are allowed not to consider certain input
graphs. In promise-pmc mc, promise-pmc pmc and promise-pmc dpm, we
are allowed to ignore graphs having a matching cut that is not a perfect matching
cut, for which mc must answer ‘yes’, and pmc and dpm may answer ‘yes’ or ‘no’.

We slightly improve Theorem 4 by showing the following result.

Theorem 7. promise-pmc mc, promise-pmc pmc and promise-pmc dpm
are NP-complete, even when restricted to {3P6, 2P7, P14}-free graphs. Moreover,
under the ETH, no algorithm with runtime 2o(n) can solve any of these problems
for n-vertex {3P6, 2P7, P14}-free input graphs.

Clearly, Theorem 7 implies Theorem 4. Theorem 7 shows in particular that
distinguishing between graphs without matching cuts and graphs in which every
matching cut is a perfect matching cut is hard, and not only between those
without matching cuts and those with matching cuts which is implied by the
NP-completeness of mc. Similar implications of Theorem 7 can be derived for
pmc and dpm.

Also, Theorem 7 implies Theorem 5. Indeed, if mc or pmc is NP-hard in a
graph class then maxmc is NP-hard in the same class as well.
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3.1 The Reduction

We give a polynomial-time reduction from positive 1-in-3sat to promise-pmc
pmc (and to promise-pmc mc, promise-pmc dpm at the same time).

Let φ be a 3-cnf formula with m clauses Cj , 1 ≤ j ≤ m, and n variables xi,
1 ≤ i ≤ n, in which each clause Cj consists of three distinct variables. We will
construct a {3P6, 2P7, P14}-free graph G such that G has a perfect matching cut
if and only if φ admits an 1-in-3 assignment. Moreover, every matching cut of G,
if any, is a perfect matching cut.

For each clause Cj consisting of three variables cj1, cj2 and cj3, let G(Cj) be the
graph depicted in Fig. 2. We call cj and c′

j the clause vertices, and cj1, cj2 and cj3
the variable vertices. Then, the graph G is obtained from all G(Cj) by adding

cj

cj1 cj2 cj3

aj1

aj2

aj3

bj1 bj2 bj3

cj1 cj2 cj3

cj

Fig. 2. The gadget G(Cj).

– all possible edges between variable vertices cjk
and cj′k′ of the same variable. Thus, for each
variable x,

Q(x) = {cjk | 1 ≤ j ≤ m, 1 ≤ k ≤ 3, x occurs
in clause Cj as cjk}

is a clique in G,
– all possible edges between the 2m clause ver-

tices cj and c′
j . Thus,

F = {cj | 1 ≤ j ≤ m} ∪ {c′
j | 1 ≤ j ≤ m}

is a clique in G,
– all possible edges between the 3m vertices ajk.

Thus,

T = {ajk | 1 ≤ j ≤ m, 1 ≤ k ≤ 3}

is a clique in G.

The description of G is complete. As an example, the graph G from the
formula φ with three clauses C1 = {x, y, z}, C2 = {u, z, y} and C3 = {z, v, w} is
depicted in Fig. 3.

Notice that no edge exists between the two cliques F and T . Notice also that
G − F − T has exactly m + n components:

– For each 1 ≤ j ≤ m, the 6-cycle Dj : bj1, c
′
j1, bj2, c

′
j3, bj3, c

′
j2 is a component

of G − F − T , call it the clause 6-cycle (of clause Cj),
– For each variable x, the clique Q(x) is a component of G − F − T , call it the

variable clique (of variable x).

Lemma 1. G is {3P6, 2P7, P14}-free.
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Fig. 3. The graph G from the formula φ with three clauses C1 = {x, y, z}, C2 =
{u, z, y} and C3 = {z, v, w}. The 6 flax vertices c1, c2, c3, c

′
1, c

′
2, c

′
3 and the 9 teal vertices

a11, a12, a13, a21, a22, a23, a31, a32, a33 form the clique F and T , respectively.

Proof. First, observe that each component of G − F − T is a clause 6-cycle Dj

or a variable clique Q(x). Hence,

G − F − T is P6-free. (1)

Therefore, every induced P6 in G must contain a vertex from the clique F or
from the clique T . This shows that G is 3P6-free.

Observe next that, for each j, c′
j ∈ F is the cut-vertex in G−T separating the

clause 6-cycle Dj and F , and N(c′
j)∩Dj = {c′

j1, c
′
j2, c

′
j3}. Observe also that, for

each x, (G−T )[Q(x)∪F ] is a co-bipartite graph, the complement of a bipartite
graph. Hence, it can be verified immediately that

G − T is P7-free. (2)

Fact (2) implies that every induced P7 in G must contain a vertex from the
clique T . This shows that G is 2P7-free.

We now are ready to argue that G is P14-free. Suppose not and let P : v1, v2,
. . . , v14 be an induced P14 in G, with edges vivi+1, 1 ≤ i < 14. For i < j, write
P [vi, vj ] for the subpath of P between (and including) vi and vj . Then, by (2),
each of P [v1, v7] and P [v8, v14] contains a vertex from the clique T . Since P
has no chords, P [v1, v7] has only the vertex v7 in T and P [v8, v14] has only the
vertex v8 in T . By (1), therefore, both P [v1, v6] and P [v9, v14] contain some
vertex in the clique F , and thus P has a chord. This contradiction shows that G
is P14-free, as claimed. 	


We remark that there are many induced P13 in G; we briefly discuss the limit
of our construction in the appendix.
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Lemma 2. For any matching cut M = (X,Y ) of G,

(i) F and T are contained in different parts of M ;
(ii) if F ⊆ X, then |{cj1, cj2, cj3} ∩ Y | = 1, and if F ⊆ Y , then |{cj1, cj2,

cj3} ∩ X| = 1;
(iii) for any variable x, Q(x) is monochromatic;
(iv) if F ⊆ X, then |{bj1, bj2, bj3} ∩ Y | = 2 and |{c′

j1, c
′
j2, c

′
j3} ∩ Y | = 1, and if

F ⊆ Y , then |{bj1, bj2, bj3} ∩ X| = 2 and |{c′
j1, c

′
j2, c

′
j3} ∩ X| = 1.

Proof. Notice that F and T are cliques with at least three vertices, hence F
and T are monochromatic.

(i): Suppose not, and let F and T both be contained in X, say. Then all
variable vertices cjk, 1 ≤ j ≤ m, 1 ≤ k ≤ 3, also belong to X because each of
them has two neighbors in F ∪ T ⊆ X. Now, if all bjk are in X, then also all
c′
jk are in X because in this case each of them has two neighbors in X, and thus

X = V (G). Thus some bjk is in Y , and so are its two neighbors in {c′
j1, c

′
j2, c

′
j3}.

But then c′
j , which is in X, has two neighbors in Y . This contradiction shows

that F and T must belong to different parts of M , hence (i).
(ii): By (i), let F ⊆ X and T ⊆ Y , say. (The case F ⊆ Y is symmetric.)

Then, for any j, at most one of cj1, cj2 and cj3 can be outside X. Assume that,
for some j, all cj1, cj2, cj3 are in X. The assumption implies that all bj1, bj2, bj3
belong to Y , and then all c′

j1, c
′
j2, c

′
j3 belong to Y , too. But then c′

j , which is in
X, has three neighbors in Y . This contradiction shows (ii).

(iii): Suppose that two variable vertices cjk and cj′k′ in some clique Q(x)
are in different parts of M . Then, as cjk and cj′k′ have neighbor cj and cj′ ,
respectively, in the monochromatic clique F , cjk has two neighbors in the part
of cj′k′ or cj′k′ has two neighbors in the part of cjk. This contradiction shows
(iii).

(iv): This fact can be derived from (i) and (ii). 	

Lemma 3. Every matching cut of G, if any, is a perfect matching cut.

Proof. Let M = (X,Y ) be a matching cut of G. By Lemma 2 (i), let F ⊆ X
and T ⊆ Y , say. We argue that every vertex in X has a neighbor (hence exactly
one) in Y . Indeed, for each j,

– cj ∈ F ⊆ X has a neighbor cjk ∈ Y (by Lemma 2 (ii)),
– c′

j ∈ F ⊆ X has a neighbor c′
jk ∈ Y (by Lemma 2 (iv)),

– each cjk ∈ X has a neighbor ajk ∈ T ⊆ Y (by construction of G),
– each bjk ∈ X has a neighbor ajk ∈ T ⊆ Y (by construction of G),
– each c′

jk ∈ X has a neighbor in {bj1, bj2, bj3} ∩ Y (by Lemma 2 (iv)).

Similarly, it can be seen that every vertex in Y has a neighbor in X. 	

Lemma 4. If φ has an 1-in-3 assignment, then G has a perfect matching cut.

Proof. Partition V (G) into disjoint subsets X and Y as follows. (Figure 4 shows
the partition for the example graph in Fig. 3 given the assignment y = v = True,
x = z = u = w = False.) First,
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– put F into X, and for all variables x which are assigned with False, put Q(x)
into X;

– for each 1 ≤ j ≤ m, let cjk with k = k(j) ∈ {1, 2, 3} be the variable vertex,
for which the variable x of cjk is assigned with True. Then put bjk and its
two neighbors in {c′

j1, c
′
j2, c

′
j3} into X.

Let Y = V (G)\X. Then, it is not difficult to verify that M = (X,Y ) is a perfect
matching cut of G. 	


Fig. 4. The perfect matching cut (X, Y ) of the example graph G in Fig. 3 given the
assignment y = v = True, x = z = u = w = False. X and Y consist of the flax and
teal vertices, respectively.

We now are ready to prove Theorem 7: First note that by Lemmas 1 and 3, G
is {3P6, 2P7, P14}-free and every matching cut of G (if any) is a perfect matching
cut. In particular, every matching cut of G is extendable to a perfect matching.

Now, suppose φ has an 1-in-3 assignment. Then, by Lemma 4, G has a perfect
matching cut. In particular, G has a disconnected perfect matching and, actually,
a matching cut.

Conversely, let G have a matching cut M = (X,Y ), possibly a perfect match-
ing cut or one that is contained in a perfect matching of G. Then, by Lemma 2 (i),
we may assume that F ⊆ X, and set variable x to True if the corressponding
variable clique Q(x) is contained in Y and False if Q(x) is contained in X. By
Lemma 2 (iii), this assignment is well defined. Moreover, it is an 1-in-3 assign-
ment for φ: consider a clause Cj = {x, y, z} with cj1 = x, cj2 = y and cj3 = z.
By Lemma 2 (ii) and (iii), exactly one of Q(x), Q(y) and Q(z) is contained in Y ,
hence exactly one of x, y and z is assigned True.

Finally, note that G has N = 14m vertices and recall that, assuming ETH,
positive 1-in-3sat cannot be solved in 2o(m) time. Thus, the ETH implies that
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no algorithm with runtime 2o(N) exists for promise-pmc mc, promise-pmc pmc
and promise-pmc dpm, even when restricted to N -vertex {3P6, 2P7, P14}-free
graphs.

The proof of Theorem 7 is complete.

4 Proof of Theorem 6

Recall Theorem 3, mc is polynomially solvable for long-hole-free graphs (also
called quadrangulated graphs). In this section, we point out that dpm is
polynomially solvable for long-hole-free graphs, too, by following known app-
roach [11,12,21].

Given a connected graph G = (V,E) and two disjoint, non-empty vertex sets
A,B ⊂ V such that each vertex in A is adjacent to exactly one vertex of B
and each vertex in B is adjacent to exactly one vertex of A. We say a matching
cut of G is an A,B-matching cut (or a matching cut separating A, B) if A is
contained in one side and B is contained in the other side of the matching cut.
Observe that G has a matching cut if and only if G has an {a}, {b}-matching cut
for some edge ab, and G has a disconnected perfect matching if and only if G
has a perfect matching containing an {a}, {b}-matching cut for some edge ab.

For each edge ab of a long-hole-free graph G, we will be able to decide if G has
a disconnected perfect matching containing a matching cut separating A = {a}
and B = {b}. This is done by applying known propagation rules ( [11,12]), which
are given below. Initially, set X := A, Y := B and write F = V (G)\ (X ∪Y ) for
the set of ‘free’ vertices. The sets A,B,X and Y will be extended, if possible, by
adding vertices from F according to the following rules. The first three rules will
detect certain vertices that ensure that G cannot have an A,B-matching cut.

(R1) Let v ∈ F be adjacent to a vertex in A. If v is
– adjacent to a vertex in B, or
– adjacent to (at least) two vertices in Y \ B,

then G has no A,B-matching cut.
(R2) Let v ∈ F be adjacent to a vertex in B. If v is

– adjacent to a vertex in A, or
– adjacent to (at least) two vertices in X \ A,

then G has no A,B-matching cut.
(R3) If v ∈ F is adjacent to (at least) two vertices in X \ A and to (at least)
two vertices in Y \ B, then G has no A,B-matching cut.

The correctness of (R1), (R2) and (R3) is quite obvious. We assume that,
before each application of the rules (R4) and (R5) below, none of (R1), (R2)
and (R3) is applicable.

(R4) Let v ∈ F be adjacent to a vertex in A or to (at least) two vertices
in X \ A. Then X := X ∪ {v}, F := F \ {v}. If, moreover, v has a unique
neighbor w ∈ Y \ B then A := A ∪ {v}, B := B ∪ {w}.



Complexity Results for Matching Cut Problems 427

(R5) Let v ∈ F be adjacent to a vertex in B or to (at least) two vertices
in Y \ B. Then Y := Y ∪ {v}, F := F \ {v}. If, moreover, v has a unique
neighbor w ∈ X \ A then B := B ∪ {v}, A := A ∪ {w}.

We refer to [12] for the correctness of rules (R4) and (R5), and for the fol-
lowing facts.

Fact 1. The total runtime for applying (R1) – (R5) until none of the rules is
applicable is bounded by O(nm).

Fact 2. Suppose none of (R1) – (R5) is applicable. Then

– (X,Y ) is an A,B-matching cut of G[X ∪Y ], and any A,B-matching cut of G
must contain X in one side and Y in the other side;

– for any vertex v ∈ F ,

N(v) ∩ A = ∅, N(v) ∩ B = ∅ and |N(v) ∩ X| ≤ 1, |N(v) ∩ Y | ≤ 1.

We now are ready to prove Theorem 6: Let G be a connected, long-hole-free
graph, and let ab be an edge of G. Set A = {a} and B = {b}, and assume
that none of (R1) – (R5) is applicable. Then, denoting N(S) the set of vertices
outside S adjacent to some vertex in S,

for any connected component S of G[F ], |N(S) ∩ X| = 0 or |N(S) ∩ Y | = 0.

For, otherwise choose two vertices s, s′ ∈ S with a neighbor x ∈ N(s) ∩ X and
a neighbor y ∈ N(s′) ∩ Y such that the distance between s and s′ in S is as
small as possible. Then s, s′, x and y and a shortest s, s′-path in S, a chordless
x, y-path in G[X ∪Y ] together would induce a long hole in G. (Observe that, by
the definition of X and Y , G[X ∪ Y ] is connected.)

Partition F into disjoint subsets FX and FY as follows:

FX =
⋃

{S : S is a connected component of G[F ]with N(S) ∩ X = ∅},

FY =
⋃

{T : T is a connected component of G[F ] with N(T ) ∩ Y = ∅}.

Then, by the facts above and recall that G is connected,

F = FX ∪ FY and FX ∩ FY = ∅.

Thus,

(X ∪ FX , Y ∪ FY ) is an A,B- matching cut of G,

and it follows, that

G has a disconnected perfect matching containing an A,B-matching
cut if and only if G − A − B has a perfect matching.

Therefore, with Fact 1, in time O(nm) we can decide whether G has a matching
cut containing a given edge. Moreover, as a maximum matching can be com-
puted in O(

√
nm) time [19], we can decide in time O(n

√
nm2) whether G has a

disconnected perfect matching containing an {a}, {b}-matching cut for a given
edge ab. Since there are at most m edges to check, Theorem 6 follows.



428 H.-O. Le and V. B. Le

5 Conclusion

We have shown that all three problems mc, pmc and dpm are NP-complete
in P14-free graphs. The hardness result for pmc solves an open problem posed
in [4,14,15]. For mc and dpm, the hardness result improves the previously known
one in P19-free graphs, respectively, in P23-free graphs, to P14-free graphs. An
obvious question is whether one of these problems remains NP-complete in Pt-
free graphs for some t < 14.

We also pointed out that, like mc [21], dpm can be solved in polynomial
time when restricted to long-hole-free graphs. We leave open the complexity
of pmc restricted to long-hole-free graphs. More general, the chordality of a
graph G is the length of a longest induced cycle in G. Chordal graphs and
long-hole-free graphs (including weakly chordal and chordal bipartite graphs)
have chordality 3 and 4, respectively. Notice that Pt-free graphs have chordality
bounded by t, hence Theorem 4 implies that mc, pmc and dpm are NP-complete
when restricted to graphs of chordality ≤ 14. We remark, however, that the
graph constructed in the proof of Theorem 4 has chordality 8, and thus mc,
pmc and dpm are NP-complete when restricted to graphs of chordality ≤ 8.
Does there exist any class of graphs of chordality < 8 in which mc, pmc or dpm
is NP-complete?

Acknowledgment. We thank the anonymous reviewers of WG 2023 for their very
carefull reading. In particular, we thank all three reviewers for pointing out a small
mistake in the earlier proof of Theorem 6.

A Limits of Our Reduction in the Proof of Theorem 4

As remarked, the graph G constructed from an instance of positive 1-in-3sat
contains many induced paths P13. For example, refer to Fig. 3; see also Fig. 5–7:

– b11, c
′
11, b12, c

′
13, b13, a13, a22, c22 = z, c31 = z, c3, c1, c12 = y, c23 = y;

– b11, c
′
11, b12, c

′
13, b13, a13, a21, b21, c

′
21, c

′
2, c

′
3, c

′
33, b33;

– b11, c
′
11, b12, c

′
13, b13, a13, a21, b21, c

′
21, c

′
2, c2, c23 = y, c12 = y.

It can be seen that all P13 in G contain a P5 from a 6-cycle Dj :
bj1, c

′
j1, bj2, c

′
j3, bj3, c

′
j2. We now are going to describe how the gadget G(Cj)

used in the construction of G depicted in Fig. 2 was found. This could be useful
when one is trying to improve the construction with shorter induced paths.

A general idea in constructing a graph without long induced paths from a
given cnf-formula is to ensure that long induced paths must go through some,
say at most three, cliques. Assuming we want to reduce positive 1-in-3sat
(or nae 3sat) to pmc, the following observation gives a hint how to get such a
clique: Let G be a graph, in which the seven vertices c, ck, ak, 1 ≤ k ≤ 3, induce a
tree with leaves a1, a2, a3 and degree-2 vertices c1, c2, c3 and the degree-3 vertex
c. If G has a perfect matching cut, then a1, a2, a3 must belong to the same part
of the cut. Therefore, we can make {a1, a2, a3} adjacent to a clique and the
resulting graph still has a perfect matching cut.
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Now, a gadget G(H; v) may be obtained from a suitable graph H with v ∈
V (H) as follows. Let H be a graph having a vertex v of degree 3. Let b1, b2, b3
be the neighbors of v in H. Let G(H; v) be the graph obtained from H − v
by adding 7 new vertices a1, a2, a3, c1, c2, c3 and c, and edges cck, ckak, akbk,
1 ≤ k ≤ 3, and a1a2, a1a3 and a2a3. (Thus, contracting the triangle a1a2a3 from
G(H; v) \ {c, c1, c2, c3} we obtain the graph H.)

Observation 1. Assuming, for any neighbor w of v in H, H has a perfect
matching cut (X,Y ) such that v ∈ X and w ∈ Y . Then, for any neighbor d of
c in G(H; v), the graph G(H; v) has a perfect matching cut (X ′, Y ′) such that
c ∈ X ′ and d ∈ Y ′.

Examples of graphs H in Observation 1 include the cube, the Petersen
graph and the 10-vertex Heggernes-Telle graph in [8, Fig. 3.1]. Our gadget G(Cj)
depicted in Fig. 2 is obtained by taking the cube. Take the Petersen graph or
the Heggernes-Telle graph will produce induced Pt for some t ≥ 15. If there
exists another graph H ‘better’ than the cube, then our construction will yield
a Pt-free graph for some 10 ≤ t ≤ 13.

Fig. 5. The graph G from Fig. 3. The bold edges show the induced path P13:
b11, c

′
11, b12, c

′
13, b13, a13, a22, c22 = z, c31 = z, c3, c1, c12 = y, c23 = y.
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Fig. 6. The graph G from Fig. 3. The bold edges show the induced path P13:
b11, c

′
11, b12, c

′
13, b13, a13, a21, b21, c

′
21, c

′
2, c

′
3, c

′
33, b33.

Fig. 7. The graph G from Fig. 3. The bold edges show the induced path P13:
b11, c

′
11, b12, c

′
13, b13, a13, a21, b21, c

′
21, c

′
2, c2, c23 = y, c12 = y.
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Martin Milanič1(B) and Yushi Uno2

1 FAMNIT and IAM, University of Primorska, Koper, Slovenia
martin.milanic@upr.si

2 Graduate School of Informatics, Osaka Metropolitan University, Sakai, Japan

yushi.uno@omu.ac.jp

Abstract. A clique transversal in a graph is a set of vertices intersecting
all maximal cliques. The problem of determining the minimum size of a
clique transversal has received considerable attention in the literature. In
this paper, we initiate the study of the “upper” variant of this parameter,
the upper clique transversal number, defined as the maximum size of
a minimal clique transversal. We investigate this parameter from the
algorithmic and complexity points of view, with a focus on various graph
classes. We show that the corresponding decision problem is NP-complete
in the classes of chordal graphs, chordal bipartite graphs, and line graphs
of bipartite graphs, but solvable in linear time in the classes of split
graphs and proper interval graphs.

Keywords: Clique transversal · Upper clique transversal number ·
Vertex cover

1 Introduction

A set of vertices of a graph G that meets all maximal cliques of G is called a
clique transversal in G. Clique transversals in graphs have been studied by Payan
in 1979 [36], by Andreae, Schughart, and Tuza in 1991 [4], by Erdős, Gallai, and
Tuza in 1992 [20], and also extensively researched in the more recent literature
(see, e.g., [3,5,10,13,15,19,23,28–31,37]). What most of these papers have in
common is that they are interested in questions regarding the clique transversal
number of a graph, that is, the minimum size of a clique transversal of the
graph. For example, Chang, Farber, and Tuza showed in [13] that computing
the clique transversal number for split graphs is NP-hard, and Guruswami and
Pandu Rangan showed in [23] that the problem is NP-hard for cocomparability,
planar, line, and total graphs, and solvable in polynomial time for Helly circular-
arc graphs, strongly chordal graphs, chordal graphs of bounded clique size, and
cographs.

In this paper, we initiate the study of the “upper” version of this graph
invariant, the upper clique transversal number, denoted by τ+

c (G) and defined as
the maximum size of a minimal clique transversal, where a clique transversal in a
graph G is said to be minimal if it does not contain any other clique transversal.
The corresponding decision problem is defined as follows.
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Upper Clique Transversal (UCT)

Input: A graph G and an integer k.
Question: Does G contain a minimal clique transversal S such that |S| ≥ k?

Our study contributes to the literature on upper variants of graph minimiza-
tion problems, which already includes the upper vertex cover (also known as
maximum minimal vertex cover; see [11,16,41]), upper feedback vertex set (also
known as maximum minimal feedback vertex set; see [18,27]), upper edge cover
(see [26]), upper domination (see [2,6,25]), and upper edge domination (see [33]).

Our Results. We provide a first set of results on the algorithmic complexity
of Upper Clique Transversal. Since clique transversals have been mostly
studied in the class of chordal graphs and related classes, we also find it natural
to first focus on this interesting graph class and its subclasses. In this respect,
we provide an NP-completeness result as well as two very different linear-time
algorithms. We show that UCT is NP-complete in the class of chordal graphs, but
solvable in linear time in the classes of split graphs and proper interval graphs.
Note that the result for split graphs is in contrast with the aforementioned NP-
hardness result for computing the clique transversal number in the same class
of graphs [13]. In addition, we provide NP-completeness proofs for two more
subclasses of the class of perfect graphs, namely for chordal bipartite graphs,
and for line graphs of bipartite graphs.

The diagram in Fig. 1 summarizes the relationships between various graph
classes studied in this paper and indicates some boundaries of tractability of the
UCT problem. We define those graph classes in the corresponding later sections
in the paper. For further background and references on graph classes, we refer
to [12].

chordal

interval

proper interval

weakly chordal

perfect

bipartite

chordal bipartite

split

line graphs
of bipartite

polynomial-time solvable

NP-hard

OPEN

trees

Fig. 1. The complexity of UCT in various graph classes studied in this paper.

Our Approach. Our approach is based on connections with a number of graph
parameters. For example, the NP-completeness proofs for the classes of chordal
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bipartite graphs and of line graphs of bipartite graphs are based on the fact that
for triangle-free graphs without isolated vertices, minimal clique transversals are
exactly the minimal vertex covers, and they are closely related with minimal
edge covers via the line graph operator. In particular, if G is a triangle-free
graph without isolated vertices, then the upper clique transversal number of
G equals the upper vertex cover number of G, that is, the maximum size of a
minimal vertex cover. Since the upper vertex cover number of a graph G plus
the independent domination number of G equals the order of G, there is also
a connection with the independent dominating set problem. Let us note that,
along with a linear-time algorithm for computing a minimum independent set in
a tree [9], the above observations suffice to justify the polynomial-time solvability
of the upper clique transversal problem on trees, as indicated in Fig. 1. The NP-
completeness proof for the class of chordal graphs is based on a reduction from
Spanning Star Forest, the problem of computing a spanning subgraph with
as many edges as possible that consists of disjoint stars; this problem, in turn,
is known to be closely related to the dominating set problem.

The linear-time algorithm for computing the upper clique transversal number
of proper interval graphs relies on a linear-time algorithm for the maximum
induced matching problem in bipartite permutation graphs due to Chang [14].
More precisely, we prove that the upper clique transversal number of a given
graph cannot exceed the maximum size of an induced matching of a derived
bipartite graph, the vertex-clique incidence graph, and show, using new insights
on the properties of the matching computed by Chang’s algorithm, that for
proper interval graphs, the two quantities are the same.

The linear-time algorithm for computing the upper clique transversal number
of a split graph is based on a characterization of minimal clique transversals of
split graphs. A clique transversal that is an independent set is also called a strong
independent set (or strong stable set ; see [32] for a survey). It is not difficult to see
that every strong independent set is a minimal clique transversal. We show that
every split graph has a maximum minimal clique transversal that is independent
(and hence, a strong independent set).

Structure of the Paper. In Sect. 2 we introduce the relevant graph theoretic
background. Hardness results are presented in Sect. 3. Linear-time algorithms
for UCT in the classes of split graphs and proper interval graphs are developed
in Sects. 4 and 5, respectively. We conclude the paper in Sect. 6. Some proofs are
omitted due to lack of space.

2 Preliminaries

Throughout the paper, graphs are assumed to be finite, simple, and undirected.
We use standard graph theory terminology, following West [39]. A graph G with
vertex set V and edge set E is often denoted by G = (V,E); we write V (G) and
E(G) for V and E, respectively. The set of vertices adjacent to a vertex v ∈ V
is the neighborhood of v, denoted N(v); its cardinality is the degree of v. The
closed neighborhood is the set N [v], defined as N(v) ∪ {v}. An independent set
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in a graph is a set of pairwise non-adjacent vertices; a clique is a set of pairwise
adjacent vertices. An independent set (resp., clique) in a graph G is maximal if it
is not contained in any other independent set (resp., clique). A clique transversal
in a graph is a subset of vertices that intersects all the maximal cliques of the
graph. A dominating set in a graph G = (V,E) is a set S of vertices such that
every vertex not in S has a neighbor in S. An independent dominating set is a
dominating set that is also an independent set. The (independent) domination
number of a graph G is the minimum size of an (independent) dominating set
in G. Note that a set S of vertices in a graph G is an independent dominating
set if and only if S is a maximal independent set. In particular, the independent
domination number of a graph is a well-defined invariant leading to a decision
problem called Independent Dominating Set.

The clique number of G is denoted by ω(G) and defined as the maximum size
of a clique in G. An upper clique transversal of a graph G is a minimal clique
transversal of maximum size. The upper clique transversal number of a graph
G is denoted by τ+

c (G) and defined as the maximum size of a minimal clique
transversal in G. A vertex cover in G is a set S ⊆ V (G) such that every edge
e ∈ E(G) has at least one endpoint in S. A vertex cover in G is minimal if it
does not contain any other vertex cover. These notions are illustrated in Fig. 2.
Note that if G is a triangle-free graph without isolated vertices, then the maximal
cliques of G are exactly its edges, and hence the clique transversals of G coincide
with its vertex covers.

Fig. 2. Upper clique transversal and related notions.
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3 Intractability of UCT for Some Graph Classes

In this section we prove that Upper Clique Transversal is NP-complete
in the classes of chordal graphs, chordal bipartite graphs, and line graphs of
bipartite graphs. First, let us note that for the class of all graphs, we do not
know whether the problem is in NP. If S is a minimal clique transversal in G such
that |S| ≥ k, then a natural way to verify this fact would be to certify separately
that S is a clique transversal and that it is a minimal one. Assuming that S is
a clique transversal, one can certify minimality simply by exhibiting for each
vertex u ∈ S a maximal clique C in G such that C ∩ S = {u}. However, unless
P = NP, we cannot verify the fact that S is a clique transversal in polynomial
time. This follows from a result of Zang [40], showing that it is co-NP-complete
to check, given a weakly chordal graph G and an independent set S, whether
S is a clique transversal in G. A graph G is weakly chordal if neither G nor its
complement contain an induced cycle of length at least five.

We do not know whether Upper Clique Transversal is in NP when
restricted to the class of weakly chordal graphs. However, for their subclasses
chordal graphs and chordal bipartite graphs, membership of UCT in NP is a
consequence of the following proposition.

Proposition 1. Let G be a graph class such that every graph G ∈ G has at most
polynomially many maximal cliques. Then, Upper Clique Transversal is in
NP for graphs in G.

A star is a graph that has a vertex that is adjacent to all other vertices,
and there are no other edges. A spanning star forest in a graph G = (V,E)
is a spanning subgraph (V, F ) consisting of vertex-disjoint stars. Some of our
hardness results will make use of a reduction from Spanning Star Forest,
the problem that takes as input a graph G and an integer �, and the task is to
determine whether G contains a spanning star forest (V, F ) such that |F | ≥ �.
This problem is NP-complete due to its close relationship with Dominating

Set, the problem that takes as input a graph G and an integer k, and the task
is to determine whether G contains a dominating set S such that |S| ≤ k. The
connection between the spanning star forests and dominating sets is as follows:
a graph G has a spanning star forest with at least � edges if and only if G has a
dominating set with at most |V | − � vertices (see [21,35]). Dominating Set is
known to be NP-complete in the class of bipartite graphs (see, e.g., [8]) and even
in the class of chordal bipartite graphs, as shown by Müller and Brandstädt [34].
The graphs constructed in the NP-hardness reduction from [34] do not contain
any vertices of degree zero or one. Using the above-mentioned connection with
Spanning Star Forest, we obtain the following.

Theorem 1. Spanning Star Forest is NP-complete in the class of bipartite
graphs with minimum degree at least 2.

We present the hardness results in increasing order of difficulty of the proofs,
starting with the class of chordal bipartite graphs. A chordal bipartite graph
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is a bipartite graph in which all induced cycles are of length four. Clearly, any
chordal bipartite graph is triangle-free. Recall also that in any triangle-free graph
G without isolated vertices, a set S ⊆ V (G) is a minimal vertex cover if and only
if it is a minimal clique transversal. Furthermore, in any graph G a set S ⊆ V (G)
is a minimal vertex cover if and only its complement V (G)\S is an independent
dominating set. Using a reduction from the Independent Dominating Set

in chordal bipartite graphs (which is NP-complete [17]), we thus obtain the
following.

Theorem 2. Upper Clique Transversal is NP-complete in the class of
chordal bipartite graphs.

We next consider the class of line graphs of bipartite graphs. The line graph
of a graph G is the graph H with V (H) = E(G) in which two distinct vertices
are adjacent if and only if they share an endpoint as edges in G.

Lemma 1. Let G be a triangle-free graph with minimum degree at least 2 and
let H be the line graph of G. Then, the maximal cliques in H are exactly the sets
Ev for v ∈ V (G), where Ev is the set of edges in G that are incident with v.

An edge cover of a graph G is a set F of edges such that every vertex of G
is incident with some edge of F . Immediately from the definitions and Lemma 1
we obtain the following.

Lemma 2. Let G be a triangle-free graph with minimum degree at least 2 and
let H be the line graph of G. Then, a set F ⊆ E(G) is a clique transversal in
H if and only if F is an edge cover in G. Consequently, a set F ⊆ E(G) is a
minimal clique transversal in H if and only if F is a minimal edge cover in G.

As shown by Hedetniemi [24], the maximum size of a minimal edge cover
equals to the maximum number of edges in a spanning star forest, which is the
number of vertices minus the domination number. Thus, using Proposition 1,
Lemma 2, and a reduction from Spanning Star Forest in the class of bipartite
graphs with minimum degree at least 2 we obtain the following.

Theorem 3. Upper Clique Transversal is NP-complete in the class of line
graphs of bipartite graphs.

We now prove intractability of UCT in the class of chordal graphs. A graph
is chordal if it does not contain any induced cycles on at least four vertices.

Theorem 4. Upper Clique Transversal is NP-complete in the class of
chordal graphs.

Proof (sketch). We reduce from Spanning Star Forest. Let G = (V,E) and �
be an input instance of Spanning Star Forest. We may assume without loss
of generality that G has an edge and that � ≥ 2, since if any of these assumptions
is violated, then it is trivial to verify if G has a spanning star forest with at least
� edges. We construct a chordal graph G′ as follows. We start with a complete
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graph with vertex set V . For each edge e = {u, v} ∈ E, we introduce two new
vertices xe and ye, and make xe adjacent to u, to v, and to ye. The obtained
graph is G′. We thus have V (G′) = V ∪ X ∪ Y , where X = {xe : e ∈ E} and
Y = {ye : e ∈ E}. See Fig. 3 for an example. Clearly, G′ is chordal. Furthermore,
let k = � + |E|.

Fig. 3. Transforming G to G′.

To complete the proof, we show that G has a spanning star forest of size at
least � if and only if G′ has a minimal clique transversal of size at least k.

First, assume that G has a spanning star forest (V, F ) such that |F | ≥ �.
Since (V, F ) is a spanning forest in which each component is a star, each edge
of F is incident with a vertex of degree one in (V, F ). Let S be a set obtained
by selecting from each edge in F one vertex of degree one in (V, F ). Then, every
edge of F has one endpoint in S and the other one in V \ S. In particular,
|S| = |F | ≥ �. Let S′ = S ∪ {xe : e ∈ E \ F} ∪ {yf : f ∈ F} (see Fig. 4 for an
example). The size of S′ is at least � + |E| = k and it can be shown that S′ is a
minimal clique transversal of G′.

Fig. 4. Transforming a spanning star forest (V, F ) inG into a minimal clique transversal
S′ in G′.

For the converse direction, let S′ be a minimal clique transversal of G′ such
that |S′| ≥ k. Let S = S′∩V . It can be shown that we can associate to each vertex
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u ∈ S a vertex v(u) ∈ V such that e = {u, v(u)} ∈ E and S′∩{u, v(u), xe} = {u}.
For each u ∈ S, let us denote by e(u) the corresponding edge {u, v(u)}, and let
F = {e(u) : u ∈ S} (see Fig. 5). It can be shown that the set F satisfies |F | = |S|
and every vertex in S has degree one in (V, F ). Therefore, the graph (V, F ) is a
spanning star forest of G.

Fig. 5. Transforming a minimal clique transversal S′ in G′ into a spanning star forest
(V, F ) in G.

Since S′ is a minimal clique transversal of G′, for each edge e ∈ E exactly
one of xe and ye belongs to S′. Therefore, |F | = |S| = |S′| − |E| ≥ k − |E| = �,
and G has a spanning star forest of size at least �. �	

4 A Linear-Time Algorithm for UCT in Split Graphs

A split graph is a graph that has a split partition, that is, a partition of its vertex
set into a clique and an independent set. We denote a split partition of a split
graph G as (K, I) where K is a clique, I is an independent set, K ∩ I = ∅, and
K ∪ I = V (G). We may assume without loss of generality that I is a maximal
independent set. In what follows, we repeatedly use the structure of maximal
cliques of split graphs. If G is a split graph with a split partition (K, I), then the
maximal cliques of G are as follows: the closed neighborhoods N [v], for all v ∈ I,
and the clique K, provided that it is a maximal clique, that is, every vertex in
I has a non-neighbor in K.

Given a graph G and a set of vertices S ⊆ V (G), we denote by N(S) the set of
all vertices in V (G)\S that have a neighbor in S. Moreover, given a vertex v ∈ S,
an S-private neighbor of v is any vertex w ∈ N(S) such that N(w)∩S = {v}. The
following proposition characterizes minimal clique transversals of split graphs.

Proposition 2. Let G be a split graph with a split partition (K, I) such that
I is a maximal independent set and let S ⊆ V (G). Let K ′ = K ∩ S and I ′ =
I ∩ S. Then, S is a minimal clique transversal of G if and only if the following
conditions hold:
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(i) K ′ �= ∅ if K is a maximal clique.
(ii) I ′ = I \ N(K ′).
(iii) Every vertex in K ′ has a K ′-private neighbor in I.

Proposition 2 leads to the following result about maximum minimal clique
transversals in split graphs. We denote by α(G) the independence number of a
graph G, that is, the maximum size of an independent set in G.

Theorem 5. Let G be a split graph with a split partition (K, I) such that I is
a maximal independent set. Then:

1. If K is not a maximal clique in G, then I is a maximum minimal clique
transversal in G; in particular, we have τ+

c (G) = α(G) in this case.
2. If K is a maximal clique in G, then for every vertex v ∈ K with the smallest

number of neighbors in I, the set {v} ∪ (I \ N(v)) is a maximum minimal
clique transversal in G; in particular, we have τ+

c (G) = α(G) − δG(I,K) + 1
in this case, where δG(I,K) = min{|N(v) ∩ I| : v ∈ K}.

Proof (sketch). Let S be a minimal clique transversal of G that is of maximum
possible size and, subject to this condition, contains as few vertices from K as
possible. Let K ′ = K ∩ S and I ′ = I ∩ S. If K ′ = ∅, then K is not a maximal
clique in G, and we have S = I, implying τ+

c (G) = |S| = α(G). Suppose now
that K ′ �= ∅. We first show that |K ′| = 1. Suppose for a contradiction that
|K ′| ≥ 2 and let v ∈ K ′. Let Iv denote the set of K ′-private neighbors of v in
I and let S′ = (S \ {v}) ∪ Iv. Using Proposition 2, it can be verified that S′

is a minimal clique transversal in G. Furthermore, since v ∈ K ′, the set Iv is
nonempty. This implies that |S′| ≥ |S|; in particular, S′ is a maximum minimal
clique transversal in G. However, S′ contains strictly fewer vertices from K than
S, contradicting the choice of S. This shows that |K ′| = 1, as claimed.

Let w be the unique vertex in K ′. Since Condition (ii) from Proposition 2
holds for S, we have I ′ = I \ N(w). Hence S = {w} ∪ (I \ N(w)) and |S| =
1 + |I| − |N(w) ∩ I|. Since w ∈ K, we have |N(w) ∩ I| ≥ δG(I,K) and hence
τ+
c (G) = |S| ≤ α(G)−δG(I,K)+1. It can be verified that for every vertex z ∈ K

the set Xz := {z} ∪ (I \ N(z)) satisfies Conditions (i)–(iii) from Proposition 2,
and hence is a minimal clique transversal in G. Choosing z to be a vertex in K
with the smallest number of neighbors in I, we obtain a set Xz of size α(G) −
δG(I,K) + 1. Thus τ+

c (G) ≥ |Xz| = α(G) − δG(I,K) + 1 and since we already
proved that τ+

c (G) ≤ α(G) − δG(I,K) + 1, any such Xz is optimal.
Since I is a maximal independent set and K is nonempty, we have δG(I,K) ≥

1. Thus, τ+
c (G) ≤ α(G). Suppose that K is not a maximal clique in G. Then

I is a minimal clique transversal in G and therefore τ+
c (G) ≥ |I| = α(G) ≥

τ+
c (G). Hence equalities must hold throughout and I is a maximum minimal

clique transversal. Finally, suppose that K is a maximal clique in G. Then every
minimal clique transversal S in G satisfies S ∩ K �= ∅. In this case, the above
analysis shows that for every vertex v ∈ K with the smallest number of neighbors
in I, the set {v} ∪ (I \ N(v)) is a maximum minimal clique transversal in G. �	
Corollary 1. Upper Clique Transversal can be solved in linear time in the
class of split graphs.
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5 A Linear-Time Algorithm for UCT in Proper Interval
Graphs

A graph G = (V,E) is an interval graph if it has an interval representation,
that is, if its vertices can be put in a one-to-one correspondence with a family
(Iv : v ∈ V ) of closed intervals on the real line such that two distinct vertices u
and v are adjacent if and only if the corresponding intervals Iu and Iv intersect.
If G has a proper interval representation, that is, an interval representation in
which no interval contains another, then G is said to be a proper interval graph.

Our approach towards a linear-time algorithm for Upper Clique

Transversal in the class of proper interval graphs is based on a relation
between clique transversals in G and induced matchings in the so-called vertex-
clique incidence graph of G. This relation is valid for arbitrary graphs.

UCT via Induced Matchings in the Vertex-Clique Incidence Graph

Given a graph G = (V,E), we denote by BG the vertex-clique incidence graph
of G, a bipartite graph defined as follows. The vertex set of BG consists of two
disjoint sets X and Y such that X = V and Y = CG, where CG is the set of
maximal cliques in G. The edge set of BG consists of all pairs x ∈ X and C ∈ CG

that satisfy x ∈ C. An induced matching in a graph G is a set M of pairwise
disjoint edges such that the set of endpoints of edges in M induces no edges
other than those in M . Given two disjoint sets of vertices A and B in a graph G,
we say that A dominates B in G if every vertex in B has a neighbor in A. Given
a matching M in a graph G and a vertex v ∈ V (G), we say that v is M-saturated
if it is an endpoint of an edge in M .

Clique transversals and minimal clique transversals of a graph G can be
expressed in terms of the vertex-clique incidence graph as follows.

Lemma 3. Let G be a graph, let BG = (X,Y ;E) be its vertex-clique incidence
graph, and let S ⊆ V (G). Then:

1. S is a clique transversal in G if and only if S dominates Y in BG.
2. S is a minimal clique transversal in G if and only if S dominates Y in BG

and there exists an induced matching M in BG such that S is exactly the set
of M-saturated vertices in X.

The induced matching number of a graph G is the maximum size of an
induced matching in G.

Corollary 2. For every graph G, the upper clique transversal number of G is
at most the induced matching number of BG.

As another consequence of Lemma 3, we obtain a sufficient condition for a
set of vertices in a graph to be a minimal clique transversal of maximum size.
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Corollary 3. Let G be a graph, let BG = (X,Y ;E) be its vertex-clique inci-
dence graph, and let S ⊆ V (G). Suppose that S dominates Y in BG and there
exists a maximum induced matching M in BG such that S is exactly the set
of M-saturated vertices in X. Then, S is a minimal clique transversal in G of
maximum size.

To apply Corollary 3 to proper interval graphs, we first state several char-
acterizations of proper interval graphs in terms of their vertex-clique inci-
dence graphs, establishing in particular a connection with bipartite permutation
graphs.

Characterizing Proper Interval Graphs via Their Vertex-Clique
Incidence Graphs

A bipartite graph G = (X,Y ;E) is said to be biconvex if there exists a biconvex
ordering of (the vertex set of) G, that is, a pair (<X , <Y ) where <X is a linear
ordering of X and <Y is a linear ordering of Y such that for every x ∈ X, the
vertices in Y adjacent to x appear consecutively with respect to the ordering
<Y , and, similarly, for every y ∈ Y , the vertices in X adjacent to y appear
consecutively with respect to the ordering <X . Let (<X , <Y ) be a biconvex
ordering of a biconvex graph G = (X,Y ;E). Two edges e and f of G are said
to cross (each other) if there exist vertices x1, x2 ∈ X and y1, y2 ∈ Y such that
{e, f} = {{x1, y2}, {x2, y1}}, x1 <X x2, and y1 <Y y2. A biconvex ordering
(<X , <Y ) of a biconvex graph G = (X,Y ;E) is said to be induced-crossing-free
if for any two crossing edges e = {x1, y2} and f = {x2, y1}, either x1 is adjacent
to y1 or x2 is adjacent to y2.

A strongly induced-crossing-free ordering (or simply a strong ordering) of G
is a pair (<X , <Y ) of linear orderings of X and Y such that for any two crossing
edges e = {x1, y2} and f = {x2, y1}, vertex x1 is adjacent to y1 and vertex x2

is adjacent to y2. A permutation graph is a graph G = (V,E) that admits a
permutation model, that is, vertices of G can be ordered v1, . . . , vn such that
there exists a permutation (a1, . . . , an) of the set {1, . . . , n} such that for all
1 ≤ i < j ≤ n, vertices vi and vj are adjacent in G if and only if ai > aj .
A bipartite permutation graph is a graph that is both a bipartite graph and a
permutation graph.

Theorem 6. Let G be a graph. Then, the following statements are equivalent:

1. G is a proper interval graph.
2. BG is a biconvex graph.
3. BG is a bipartite permutation graph.
4. BG has a strong ordering.
5. BG has a strong biconvex ordering.
6. BG has an induced-crossing-free biconvex ordering.

The proof is based on showing that the vertex-clique incidence graph of
every proper interval graph has a strong ordering, on characterizations of proper
interval graphs and bipartite permutation graphs from [22] and [38], respectively,
and on properties of biconvex graphs [1].
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Maximum Induced Matchings in Bipartite Permutation Graphs,
Revisited

Our goal is to show that the sufficient condition given by Corollary 3 is satisfied
if G is a proper interval graph, namely, that there exists a maximum induced
matching M in BG such that the set S of M-saturated vertices in X dominates
Y in BG. We show the claimed property of BG as follows. First, by applying
Theorem 6, we infer that the graph BG is a bipartite permutation graph. Second,
by construction, no two distinct vertices in Y have comparable neighborhoods
in X. It turns out that these two properties are already enough to guarantee
the desired conclusion. We show this by a careful analysis of the linear-time
algorithm due to Chang from [14] for computing a maximum induced matching
in bipartite permutation graphs.

Theorem 7. Given a bipartite permutation graph G = (X,Y ;E), there is a
linear-time algorithm that computes a maximum induced matching M in G such
that, if no two vertices in Y have comparable neighborhoods in G, then the set
of M-saturated vertices in X dominates Y .

Solving UCT in Proper Interval Graphs in Linear Time

We now have everything ready to prove the announced result.

Theorem 8. Upper Clique Transversal can be solved in linear time in the
class of proper interval graphs.

Proof. The algorithm proceeds in three steps. In the first step, we compute from
the input graph G = (V,E) its vertex-clique incidence graph BG, with parts
X = V and Y = CG. By Theorem 6, the graph BG is a bipartite permutation
graph. In the second step of the algorithm, we compute a maximum induced
matching M of BG using Theorem 7. Finally, the algorithm returns the set of
M -saturated vertices in X.

By construction, the set MX returned by the algorithm is a subset of X, and
thus a set of vertices of G. Since the vertices of Y are precisely the maximal
cliques of G, no two vertices in Y have comparable neighborhoods in BG. There-
fore, by Theorem 7, the set MX dominates Y . By Corollary 3, MX is a maximum
minimal clique transversal in G. Computing the vertex-clique incidence graph
BG can be done in linear time (see [7]). Since BG is a bipartite permutation
graph, a maximum induced matching of BG can be computed in linear time
(see Theorem 7). The set of M -saturated vertices in X can also be computed in
linear time. Thus, the overall time complexity of the algorithm is linear. �	

The above proof also shows the following.

Theorem 9. For every proper interval graph G, the upper clique transversal
number of G is equal to the induced matching number of BG.
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It can be shown that the result of Theorem 9 does not generalize to the
class of interval graphs. In fact, there exist interval graphs with arbitrarily large
difference between the induced matching number of their vertex-clique incidence
graph and the upper clique transversal number of the graph (for example, the
double stars).

6 Conclusion

We performed a systematic study of the complexity of Upper Clique

Transversal in various graph classes, showing, on the one hand, NP-
completeness of the problem in the classes of chordal graphs, chordal bipartite
graphs, and line graphs of bipartite graphs, and, on the other hand, linear-time
solvability in the classes of split graphs and proper interval graphs. Our work
leaves open several questions:

– What is the complexity of computing a minimal clique transversal in a given
graph?

– What is the complexity of Upper Clique Transversal in the class of
interval graphs?

– For what graphs G does the upper clique transversal number equal to the
induced matching number of the vertex-clique incidence graph? While not all
interval graphs have the stated property, Theorem 9 shows that the property
is satisfied by every proper interval graph. But there is more; for example, all
cycles have the property.

– The upper clique transversal number is a trivial upper bound for the clique
transversal number; however, the ratio between these two parameters can be
arbitrarily large in general. For instance, in the complete bipartite graph K1,q

the former one has value q while the latter one has value 1. For which graph
classes is the ratio (or even the difference) between the clique transversal
number and the upper clique transversal number bounded?

Acknowledgements. We are grateful to Nikolaos Melissinos, Haiko Müller, and the
anonymous reviewers for their helpful comments. The work of the first named author
is supported in part by the Slovenian Research Agency (I0-0035, research program P1-
0285 and research projects N1-0102, N1-0160, J1-3001, J1-3002, J1-3003, J1-4008, and
J1-4084). Part of the work was done while the author was visiting Osaka Prefecture
University in Japan, under the operation Mobility of Slovene higher education teachers
2018–2021, co-financed by the Republic of Slovenia and the European Union under
the European Social Fund. The second named author is partially supported by JSPS
KAKENHI Grant Number JP17K00017, 20H05964, and 21K11757, Japan.

References

1. Abbas, N., Stewart, L.K.: Biconvex graphs: ordering and algorithms. Discrete Appl.
Math. 103(1–3), 1–19 (2000)



Upper Clique Transversals in Graphs 445

2. AbouEisha, H., Hussain, S., Lozin, V., Monnot, J., Ries, B., Zamaraev, V.: Upper
domination: towards a dichotomy through boundary properties. Algorithmica
80(10), 2799–2817 (2018)

3. Andreae, T., Flotow, C.: On covering all cliques of a chordal graph. Discrete Math.
149(1–3), 299–302 (1996)

4. Andreae, T., Schughart, M., Tuza, Z.: Clique-transversal sets of line graphs and
complements of line graphs. Discrete Math. 88(1), 11–20 (1991)

5. Balachandran, V., Nagavamsi, P., Rangan, C.P.: Clique transversal and clique inde-
pendence on comparability graphs. Inform. Process. Lett. 58(4), 181–184 (1996)

6. Bazgan, C., et al.: The many facets of upper domination. Theoret. Comput. Sci.
717, 2–25 (2018)

7. Berry, A., Pogorelcnik, R.: A simple algorithm to generate the minimal separators
and the maximal cliques of a chordal graph. Inform. Process. Lett. 111(11), 508–
511 (2011)

8. Bertossi, A.A.: Dominating sets for split and bipartite graphs. Inform. Process.
Lett. 19(1), 37–40 (1984)

9. Beyer, T., Proskurowski, A., Hedetniemi, S., Mitchell, S.: Independent domination
in trees. In: Proceedings of the Eighth Southeastern Conference on Combinatorics,
Graph Theory and Computing (Louisiana State Univ., Baton Rouge, La., 1977),
pp. 321–328. Congressus Numerantium, No. XIX (1977)

10. Bonomo, F., Durán, G., Safe, M.D., Wagler, A.K.: Clique-perfectness of comple-
ments of line graphs. Discrete Appl. Math. 186, 19–44 (2015)

11. Boria, N., Della Croce, F., Paschos, V.T.: On the MAX MIN VERTEX COVER
problem. Discrete Appl. Math. 196, 62–71 (2015)
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Abstract. We consider the stable marriage problem in the presence of
ties in preferences and critical vertices. The input to our problem is a
bipartite graph G = (A ∪ B, E) where A and B denote sets of vertices
which need to be matched. Each vertex has a preference ordering over
its neighbours possibly containing ties. In addition, a subset of vertices
in A ∪ B are marked as critical and the goal is to output a matching
that matches as many critical vertices as possible. Such matchings are
called critical matchings in the literature and in our setting, we seek to
compute a matching that is critical as well as optimal with respect to
the preferences of the vertices.

Stability, which is a well-accepted notion of optimality in the presence
of two-sided preferences, is generalized to weak-stability in the presence
of ties. It is well known that in the presence of critical vertices, a match-
ing that is critical as well as weakly stable may not exist. Popularity is
another well-investigated notion of optimality for the two-sided prefer-
ence list setting, however, in the presence of ties (even with no critical
vertices), a popular matching need not exist. We, therefore, consider the
notion of relaxed stability which was introduced and studied by Krish-
naa et. al. (SAGT 2020). We show that in our setting a critical matching
which is relaxed stable always exists although computing a maximum-
sized relaxed stable matching turns out to be NP-hard. Our main contri-
bution is a 3

2
-approximation to the maximum-sized critical relaxed stable

matching for the stable marriage problem where ties as well as critical
vertices are present on both the sides of the bipartition.

Keywords: Stable Matching · Ties in Preferences · Critical · Relaxed
Stable · Approximation Algorithm

1 Introduction

We study the stable marriage problem in the presence of ties in preferences
and critical vertices. Formally, the input to our problem is a bipartite graph
G = (A∪B, E), where A and B are two sets of vertices and E denotes the set of
all the acceptable vertex-pairs. Each vertex u ∈ A ∪ B ranks a subset of vertices
in the other partition (its neighbours in G) in the order of its preference possibly
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involving ties – this ordering is denoted as Pref(u). For a vertex u let v1 and v2
be two of its neighbours in G. The vertex u strictly prefers v1 over v2 (denoted
as v1 �u v2) if the rank of the edge (u, v1) is smaller than the rank of the edge
(u, v2). The vertex u is tied between v1 and v2 (denoted as v1 =u v2) if the ranks
on the edges (u, v1) and (u, v2) are the same. We use v1 �u v2 to denote that
the rank of v1 is at least as good as the rank of v2 in Pref(u). In addition, the
input consists of a set C ⊆ (A ∪ B) of critical vertices. Our goal is to compute
an assignment which minimizes the number of unassigned critical vertices.

Formally, an assignment or a matching M ⊆ E in G is a set of edges that
do not share an end-point. For each vertex u ∈ A ∪ B, we denote by M(u), the
neighbour of u that is assigned to u in M . In the presence of critical vertices, we
consider that the most important attribute of a matching is to match as many
critical vertices as possible. A matching M is critical [11] if there is no matching
that matches more critical vertices than M . In this work, we are interested in
computing a critical matching that is optimal with respect to the preferences of
the vertices in an instance of our setting.

Critical vertices or lower-quota positions naturally arise in applications like
the Hospitals/Residents problem [7], where rural hospitals must be prioritized to
ensure sufficient staffing.Another example is the problemof assigning sailors to bil-
lets [28] in the US Navy, where some critical billets cannot be left vacant [25,29].
Ties in preferences is yet another important practical consideration in matching
problems and has been extensively investigated in the literature [2,8,9,13,18,19,
24]. However, there is a limited investigation (see for example [5]) ofmatching prob-
lems with ties as well critical vertices and ours is the first work that allows ties as
well as critical vertices on both sides of the bipartition.

Stability, which is the de-facto notion of optimality for two-sided preferences,
is defined by the absence of a blocking pair. Informally, an assignment is stable
if no unassigned pair wishes to deviate from it.

Definition 1 (Stable Matchings). Given a matching M , a pair (a, b) ∈ E\M
is called a blocking pair w.r.t. M if (i) either a is unmatched or b �a M(a) and
(ii) either b is unmatched or a �b M(b). A matching M is stable if there is no
blocking pair w.r.t. M .

When all preferences are strict, that is, there are no ties, every instance of
the stable marriage problem admits a stable matching, and it can be computed
using the well-known Gale and Shapley algorithm [3]. In addition, it is also
known [26,27] that all stable matchings have the same size.

Stable Matchings in the Presence of Ties: When preferences are allowed to
have ties, the notion of stability defined above is called as weak stability (referred
to as stability in the rest of the paper). We remark that, for a pair (a, b) to block
a matching M , both a and b prefer each other strictly over their current partners
in M . Every instance of the stable marriage problem with ties admits a stable
matching, and it can be efficiently computed. However, unlike in the case of strict
lists, all the stable matchings need not have the same size, and the problem of
computing a maximum or minimum size stable matching is NP-hard [18] under
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severe restrictions – e.g. when ties occur at the end of preference lists and only
on one side of the bipartition, there is at most one tie per list, and each tie is of
length two.

Stable/Popular Matching in the Presence of Critical Vertices: When
we have critical vertices as a part of the input, a stable matching which is
also critical, may not exist – for example, consider an instance of the stable
matching problem with strict lists obtained by arbitrarily breaking ties in the
preference lists of all agents in the example shown in Fig. 1. Any critical matching
in the instance must match b2 with a1, resulting in the blocking edge (a1, b1).
Since stability and criticality are not simultaneously guaranteed, an alternate
notion of optimality, namely popularity [4], is extensively investigated in the
literature [11,20,22] for the case of strict lists. The goal is to compute a matching
which is popular amongst the set of critical matchings. Informally, a matching
M is popular in a set of matchings if no majority of vertices wish to deviate
from M to any other matching in that set. It is known [11,22] that an instance
with strict preference lists always admits a matching which is popular amongst
critical matchings, and such a matching can be computed efficiently. Hence, it
is natural to consider popularity in the presence of critical vertices and ties.

However, popular matchings are not guaranteed to exist even when ties are
present in the preferences only on one side of the bipartition, without any critical
vertices. Moreover, in the presence of ties, deciding whether a popular matching
exists is NP-hard [1]. In light of this, we explore the notion of relaxed stability.

Relaxed Stability in the Presence of Ties and Critical Vertices: The
notion of relaxed stability was introduced and studied by Krishnaa et al. [14]
for the Hospitals/Residents problem with lower quotas (HRLQ). In their setting,
preferences are assumed to be strict. The HRLQ setting is a many-to-one match-
ing problem where a hospital h can accept at most q+(h) many residents and
has q−(h) ≤ q+(h) many critical positions. To satisfy the critical positions at
a hospital, certain residents may be forced to be matched to the hospital. The
notion of relaxed stability allows only such residents to participate in blocking
pairs. In addition, if a resident matched to h participates in a blocking pair then
the hospital h should not be surplus, that is |M(h)| ≤ q−(h).

In the HRLQ setting, preferences are strict, hospitals have capacities, and
critical positions are allowed only for hospitals. In contrast, we allow ties in
preferences as well as critical vertices to appear on both sides of the bipartition.
However, our setting is one-to-one.

We now define the notion of relaxed stability (RSM) for our setting. Intu-
itively, a matching M is an RSM if every blocking pair (a, b) w.r.t. M is justified
by either a or b or both. A vertex a justifies the blocking pair if M(a) is a critical
vertex. That is, M(a) forces a to be matched to a lower-preferred vertex than b.
Similarly, the vertex b can justify the blocking pair (a, b).

Definition 2 (Relaxed stability in our setting). A matching M is RSM if
for every blocking pair (a, b) w.r.t. M at least one of the following holds:

1. a is matched and b′ = M(a) is critical, or
2. b is matched and a′ = M(b) is critical.
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Fig. 1. Red vertices are critical, black vertices are non-critical. The numbers on the
edges denote the ranks of the respective end-points. The instance does not admit
any critical stable matching because b2 remains unmatched in every stable matching.
M1 = {(a1, b2), (a2, b1), (a3, b3)} is critical but not RSM because the blocking edge
(a2, b4) is not justified. M2 = {(a1, b2), (a2, b4), (a3, b3)} is CRITICAL-RSM because the
only blocking edge (a1, b1) is justified. (Color figure online)

A matching M is called a critical relaxed stable matching (CRITICAL-RSM)
if it is critical as well as relaxed stable. In the instance shown in Fig. 1, the
matching M1 is critical but not RSM whereas M2 is CRITICAL-RSM.

Our first contribution is to show that a CRITICAL-RSM always exists in
our setting. We remark that when C = ∅, an instance of our setting is the
same as the stable marriage setting with ties but without critical vertices, and
hence the set of CRITICAL-RSM is the same as the set of stable matchings.
This immediately implies that computing a maximum size critical RSM is NP-
hard [18] and hard to approximate within any factor smaller than 21

19 [6]. For the
problem of computing a maximum-sized stable matching when ties appear on
both sides of the bipartition, the current best approximation factor [13,19,24] is
3
2 . The main result (Theorem 1) provides the same approximation size guarantee
for a maximum sized CRITICAL-RSM in our setting.

Theorem 1. Let G = (A ∪ B, E) be an instance of the stable marriage problem
where ties and critical vertices can appear in both the bipartitions of G. Then G
always admits a CRITICAL-RSM M such that |M | ≥ 2

3 |M ′|, where M ′ is a max-
imum size CRITICAL-RSM in G. Moreover, M can be computed in polynomial-
time.

Related Work: As mentioned earlier, the generalizations of the stable mar-
riage problem to allow either ties in preferences or critical vertices/lower-quota
positions has been extensively investigated. Very recently, Goko et al. [5] and
Makino et al. [17] have considered the instances with both ties and critical ver-
tices. They study the Hospitals/Residents problem with lower-quotas where ties
appear on both sides. In their setting, only one side of the bipartition can have
critical vertices. They define a matching with maximum satisfaction ratio, which
for our one-to-one setting, coincides with critical matchings. However, their goal
is to compute a matching that matches the maximum possible critical vertices
amongst all stable matchings.
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For strict preferences and lower-quotas/critical vertices, various notions like
envyfreeness [15,30], popularity [11,20,22,23], and relaxed stability [14,15] have
been studied. Relaxed stability and popularity do not define the same set of
matchings even in the one-to-one strict-list setting and critical vertices restricted
to one side only (see full version [21]) for the details. Hamada et al. [7] consider
the problem of computing a matching with minimum number of blocking pairs
or blocking residents, and give approximation algorithms for the same.

For the stable marriage problem with ties (without critical vertices) there is
a long line of investigation [2,9,10,12,13,19,24] in order to improve the approx-
imation ratio of the maximum size stable matching under various restricted
settings. The best-known approximation algorithm for the case when ties are
allowed only in one bipartition of the graph is by Lam and Plaxton [16] whereas
the best-known for the case where ties are allowed on both sides is by [13,19,24].
We use Király’s algorithm [13] in our work.

2 Preliminaries

Our algorithm described in the next section combines the ideas in (i) Király’s
algorithm [13] for computing a stable matching in instances where ties appear on
both sides and (ii) Multi-level algorithm for computing popular critical match-
ing [23] for strict preferences. We give an overview of the algorithms and also
define terminology useful for our algorithm.

Overview of Király’s Algorithm [13]. Király’s algorithm [13] is a proposal-
based algorithm where vertices in A propose and vertices in B accept or reject.
We need the term uncertain proposal from [13] which is defined below.

Definition 3 (Uncertain Proposal). Let b be some kth rank neighbour of
a in Pref(a). During the course of the algorithm, the proposal from a to b is
uncertain if there exists another kth rank neighbour b′ of a which is unproposed
by a and unmatched in the matching. Once a proposal (a, b) is uncertain, it
remains uncertain until b rejects a.

Each time an a ∈ A proposes to its favourite neighbour b (we define favourite
neighbour formally in Definition 4), the vertex b accepts/rejects as follows:

1. If b is unmatched then b immediately accepts the proposal.
2. If b is matched, say to a′, and (a′, b) is an uncertain proposal, then b rejects

a′ and accepts the proposal from a, irrespective of the ranks of a and a′ in
Pref(b). In this case, b is marked by a′.

3. If b is matched, say to a′, and (a′, b) is not an uncertain proposal, then
(i) if a �b a′ then b rejects a′ and accepts the proposal from a, or
(ii) if a′ �b a then b rejects a.

The reason for a′ marking the vertex b in (2) is as follows: In this case, b
rejects the uncertain proposal from a′ and accepts a irrespective of b’s preference
between a and a′. Later, when a′ gets its chance to propose, and if none of the
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neighbours of a′ at the rank of b accept the proposal from a′, then a′ will propose
to the marked vertex b before proposing to the next lower-ranked neighbours. In
contrast in (3)(i) above, when the proposal (a′, b) is not uncertain and a �b a′

then a′ does not mark b. Note that a vertex b ∈ B can be part of an uncertain
proposal at most once. Once a vertex receives its first proposal, it will remain
matched and thereafter cannot be part of any uncertain proposal. Thus, any
b ∈ B can be marked at most once during the course of the algorithm.

Now, we define the favourite neighbour of a vertex a, which is an adaptation
of the definition in [13].

Definition 4 (Favourite neighbour of a). Assume that k is the best rank at
which some unproposed or marked neighbours of a exist in Pref(a). Then b is the
favourite neighbour of a if one of the following conditions holds:

(i) there exists at least one unmatched neighbour of a at the kth rank and b has
the lowest index among all such unmatched neighbours, or

(ii) all the kth ranked neighbours of a are matched and b is the lowest index
among all such neighbours which are unproposed by a, or

(iii) all the kth ranked neighbours are already proposed by a and b has the lowest
index among all the vertices which are marked by a.

Király’s algorithm begins with every vertex a ∈ A being active. As long
as there exists an active vertex which is unmatched and has not exhausted its
preference list, the vertex proposes to its favourite neighbour. If a ∈ A remains
unmatched after exhausting its preference list, it achieves a ‘∗’ status and starts
proposing to vertices in Pref(a) with ∗ status. The ∗ status of a vertex a can be
interpreted as improving the rank of a in Pref(b) by 0.5 for any neighbour b of
a. Thus, the ∗ status vertex is used to decide between vertices in a tie, but does
not affect strict preferences. It is shown in [13] that the resulting matching is a
3
2 -approximation of a maximum size stable matching.

Overview of the Popular Critical Matching Algorithm [23]. Now, we
briefly describe the algorithm in [23] for computing the maximum size popular
critical matching in the one-to-one strict list setting. Let s and t denote the
number of critical vertices in A and B, respectively. The algorithm in [23] is
a multi-level algorithm which first matches as many critical vertices from B
as possible. This is achieved by restricting unmatched vertices in A at levels
0, . . . , t − 1 to propose only to critical vertices on the B-side. At the level t, each
vertex a ∈ A is allowed to propose all its neighbours. If a vertex a ∈ A remains
unmatched even after exhausting its preference list at level t, a raises its level
to t + 1 and proposes to its neighbours until it is matched or it exhausts its
preference list at the level t + 1. If a critical vertex a remains unmatched then
a raises its level above t + 1 and continues proposing to all its neighbours until
it is matched, or it exhausts its preference list at the highest level s + t + 1. A
vertex b which receives the proposal always prefers a higher level vertex a over
any lower level vertex a′ irrespective of the ranks of a and a′ in Pref(b). It is
shown in [23] that the resulting matching is a maximum size popular matching
among all the critical matchings.



Critical Relaxed Stable Matchings with Two-Sided Ties 453

3 Algorithm for Computing CRITICAL-RSM

Our algorithm (see Algorithm 1) is a combination of Király’s algorithm and the
popular critical matching algorithm discussed in the previous section. In each
level, vertices in A propose and vertices in B accept or reject. The set of vertices
from B that a ∈ A proposes to depends on the level of a. Furthermore, depending
on the level of a, the preference list at that level may be strict or may contain
ties. Throughout Algorithm 1, b uses its original preference list Pref(b) which
possibly contains ties. For a vertex a ∈ A, let PrefS(a) denote a strict preference
list obtained by breaking ties in Pref(a) in such a way that the vertices in ties are
ordered by increasing order of their indices. Furthermore, let PrefSC(a) be the
strict list obtained from PrefS(a) by omitting all the non-critical vertices from
PrefS(a). For example, assume Pref(a) = (b2, b1), b5, (b3, b4) where b4 and b5 are
critical vertices. Here, a ranks b1 and b2 as rank-1, b5 as rank-2 and b3 and b4 as
rank-3. We have PrefS(a) = b1, b2, b5, b3, b4 and PrefSC(a) = b5, b4 where comma
separated vertices denote a strict ordering.

Initially, all the vertices in A have their levels set to 0. A vertex a at level
� is denoted as a�. At a level less than t, each a ∈ A proposes to vertices in
PrefSC(a) (see Lines 4–8 of Algorithm 1). Each time it remains unmatched, it
proposes to its most preferred neighbour b. The most preferred neighbour in
PrefSC(a) or PrefS(a) is the best-ranked neighbour b to whom a has not yet
proposed at the current level. If a remains unmatched after proposing to all its
neighbours in PrefSC(a) at a level � < t − 1, then a raises its level to � + 1 and
again proposes to vertices in PrefSC(a). In this part of the algorithm, we invoke
CriticalPropose() which encodes the level-based accept/reject by b. A vertex
b ∈ B prefers a�

i over a�′
j if :

(i) either � > �′ (ranks of ai and aj in Pref(b) do not matter) or
(ii) � = �′ and ai �b aj .

If vertex a remains unmatched after exhausting PrefSC(a) at level t − 1, a
attains level t where it uses its original preference list Pref(a) which may contain
ties. At level t our algorithm executes Király’s algorithm [13]. This corresponds
to Lines 10–13 of Algorithm 1. Király’s algorithm is encoded in the procedure
TiesPropose(). Since we have ties on both sides of the graph, at this level,
we need the notion of a favourite neighbour and uncertain proposal defined in
Sect. 2. If the vertex a remains unmatched after exhausting Pref(a) at level t, it
attains the ∗ status, and for this, we have the sub-level t∗. The interpretation of
the ∗ status is the same as discussed in Sect. 2.

If a critical vertex a remains unmatched after exhausting its preference list
Pref(a) at level t∗, a raises its level to t + 1, and starts proposing to vertices in
PrefS(a) (see Lines 16–20 of Algorithm 1). It continues to do so until either it is
matched or it has exhausted PrefS(a) at level s + t. In contrast, if a non-critical
vertex a remains unmatched after exhausting its preference list Pref(a) at level
t∗, a does not propose any further. Recall that PrefS(a) is a strict preference
list containing all the neighbours (not restricted to critical vertices). Here, Algo-
rithm 1, again invokes CriticalPropose() for the level-based accept/reject by
b. The algorithm terminates when either (i) all the vertices in A are matched or



454 M. Nasre et al.

Algorithm 1: Critical relaxed stable matching in G = (A ∪ B, E)
1 Set M = ∅, Initialize a queue Q = {a0 : a ∈ A}
2 while Q is not empty do

3 Let a� = dequeue(Q) // a is unmatched

4 if � < t then

5 if a� has not exhausted PrefSC(a) then
6 CriticalPropose(a�,PrefSC(a), M, Q)

7 else

8 � = � + 1 and add a� to Q

9 else if � == t or � == t∗ then

10 if ∃ b′ ∈ Pref(a) which is marked or unproposed by a� then

11 TiesPropose(a�,Pref(a), M, Q)

12 else

13 if � == t then � = t∗ and add a� to Q

14 if � == t∗ and a is critical then � = t + 1 and add a� to Q

15 else
// a is critical

16 if a� has not exhausted PrefS(a) then

17 CriticalPropose(a�,PrefS(a), M, Q)

18 else
19 if � < s + t and a is critical then

20 � = � + 1 and add a� to Q

21 return M

(ii) all unmatched critical a ∈ A have exhausted PrefS(a) at level s + t and all
unmatched non-critical a ∈ A have exhausted Pref(a) at level t∗. We note that
s + t = |C| = O(n), where n = |A ∪ B| and each edge of G is explored at most
s + t + 3 times (at most three times at level t, the Király’s step, and at most
once at every other level). Thus, the running time of our algorithm is O(n · |E|).

It is worth noting that in our algorithm, not all vertices in A propose at all
levels. Similarly, not all vertices in B receive proposals from vertices at all levels.
In other words, only critical vertices in B are allowed to receive proposals from
vertices in A at levels at most t − 1, and only critical vertices in A are allowed
to propose at levels above t. Also, note that when a vertex in A transitions to a
higher level, it proposes to possibly a superset of vertices that it proposes to in
the lower level (recall that Pref(a) and its strict counterpart PrefS(a) are both
a superset of PrefSC(a)). Therefore, we have the following useful observation.

Observation 1. If a vertex b ∈ B receives a proposal from some a′ ∈ A at
a level z then b receives proposals from all its neighbours who exhausted their
preference list at level z.

4 Correctness of Our Algorithm

We prove that the matching M output by Algorithm 1 is
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Procedure CriticalPropose(a�, List(a),M,Q)

1 Let b be the most preferred unproposed vertex by a� in List(a)
2 if b is unmatched in M then

3 M = M ∪ {(a�, b)}
4 else
5 Let ay

j = M(b)

6 if (� > y) or (� == y and a �b aj) then

7 M = M \ {(ay
j , b)} ∪ {(a�, b)} and add ay

j to Q

8 else add a� to Q

Procedure TiesPropose(a�, List(a),M,Q)

1 Let b be the favourite neighbour of a� in List(a) at rank k

2 if b was marked by a� then a� unmarks b
3 if b is unmatched then

4 M = M ∪ {(a�, b)}
5 if there exists an unmatched b′′ at rank k in Pref(a) then
6 Set (a�, b) as uncertain proposal // � = t as b′′ is unmatched

7 else if b is part of an uncertain proposal (ay
j , b) then

8 M = (M \ {(ay
j , b)}) ∪ {(a�, b)} // Here, y = t

9 ay
j marks b and add ay

j to Q

10 else if b is not part of an uncertain proposal then
11 Let ay

j = M(b)

12 if � == t then
13 if (y < t) or ((y == t or y == t∗) and a �b aj) then

14 M = M \ {(ay
j , b)} ∪ {(a�, b)} and add ay

j to Q

15 else add a� to Q

16 if � == t∗ then
17 if (y < t) or (y == t and a �b aj) or (y == t∗ and a �b aj) then

18 M = M \ {(ay
j , b)} ∪ {(a�, b)} and add ay

j to Q

19 else add a� to Q

(I) Critical as well as relaxed stable (RSM) and
(II) A 3

2 approximation to the maximum size CRITICAL-RSM in G.

We define a partition of the vertices in A ∪ B based on the levels of vertices
in A and the matching M . This partition is useful to establish the correctness
of our algorithm.

Partition of Vertices: The vertex set A is partitioned into A0 ∪A1 ∪ . . .∪At ∪
. . .∪As+t, and the vertex set B is partitioned into B0∪B1∪. . .∪Bt∪. . .∪Bs+t. For
every matched vertex a ∈ A there exists x ∈ {0, . . . , s+t} such that (ax, b) ∈ M .
We use x to partition the vertex set. Note that if (at∗

, b) ∈ M then for the purpose
of partitioning we consider t∗ = t as t∗ is a sub-level of the level t.
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– Matched vertices in A ∪ B: Let a ∈ A, b ∈ B and (ax, b) ∈ M for some
x ∈ {0, . . . , s + t}. We add a to Ax and b to Bx.

– Unmatched vertices in A ∪ B:
• If a non-critical vertex a ∈ A is unmatched in M then we add a to At.
• If a critical vertex a ∈ A is unmatched in M then we add a to As+t.
• If a non-critical vertex b ∈ B is unmatched in M then we add b to Bt.
• If a critical vertex b ∈ B is unmatched in M then we add b to B0.

It is convenient to visualize the partitions as shown in Fig. 2. This particular
drawing of the graph G is denoted by GM throughout the rest of the section. It
is useful to assume that the edges in GM are implicitly directed from A to B.
By construction, the edges of M (shown in blue colour) are horizontal whereas
the unmatched edges (shown as solid black edges) can be horizontal, upwards
or downwards. We state the properties of the vertices and edges in GM with
respect to this partition in Property 1 (see the full version [21] for justification).

Fig. 2. The graph GM . Red vertices are critical and black vertices are non-critical.
Matched vertices are represented by circles, and unmatched vertices are represented
by squares. The blue horizontal lines represent matched edges in M . Solid black lines
represent edges which are not matched in M . Note that no edge in GM is of the form
Ax × Ay for y ≤ x − 2. (Color figure online)

Property 1. Let a ∈ A and b ∈ B. Then the following hold in graph GM .

1. If a ∈ ⋃s+t
x=t+1 Ax then a is critical. Thus, |⋃s+t

x=t+1 Ax| ≤ s.
2. If b ∈ ⋃t−1

x=0 Bx then b is critical. Thus, |⋃t−1
x=0 Bx| ≤ t.

3. If a is critical and is unmatched in M then a ∈ As+t and all the neighbours
of a are matched and present in Bs+t only.

4. If a is not critical and is unmatched in M then a ∈ At and all the neighbours
of a are matched and present in Bx for x ≥ t.
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5. If b is critical and is unmatched in M then b ∈ B0 and all the neighbours of
b are present in A0 only.

6. If b is not critical and is unmatched in M then b ∈ Bt and all the neighbours
of b are present in Ax for x ≤ t.

Let (a, b) ∈ E be an edge such that a ∈ Ax and b ∈ By. We say that such an
edge is of the form Ax ×By. Lemma 1 below gives an important property about
the edges which cannot be present in GM . An edge of the form Ax × By with
x > y + 1 is referred to as a steep downward edge.

Lemma 1. The graph GM does not contain steep downward edges. That is,
there is no edge in GM of the form Ax × By such that x > y + 1.

Proof. Let (a, b) be any edge in GM such that a ∈ Ax and b ∈ By. If b is
unmatched, then irrespective of whether b is critical or not by Property 1(5) and
Property 1(6), we have x ≤ y. Now suppose that b is matched and (a′, b) ∈ M .
If a = a′ then by construction of GM , (a, b) ∈ Ax × Bx. If a �= a′, then we use
Claim 1, which is given below. It is immediate from this claim that b is in By

for y ≥ x − 1. �
Claim 1. Let (a, b) ∈ E \ M and b be matched in M to ã at level y, that is,
M(b) = ãy. If the level x of a is at least 2 then y ≥ x − 1.

Proof. Suppose for contradiction that there exists ã ∈ A such that (ãy, b) ∈ M
for y < x − 1. The fact that (a, b) ∈ E and a achieves the level x implies that a
remains unmatched after ax−1 exhausted its preference list Pref(a), PrefS(a) or
PrefSC(a) as appropriate. Since b is matched to a vertex at level y < x − 1, and
ax−1 exhausted its preference list, by Observation 1, b received a proposal from
ax−1. At this time, b must accept this proposal by rejecting ãy because y < x−1.
This implies (ãy, b) /∈ M which contradicts our assumption that (ãy, b) ∈ M for
y < x − 1. �
Lemma 2. Let (a, b) be a blocking pair w.r.t. M . Then the corresponding edge
in GM is an upward edge.

Proof. For the blocking pair (a, b) let a and b be at levels x and y, respectively.
First, suppose that b is a critical vertex. Since (a, b) is a blocking pair, irre-
spective of whether a is matched or unmatched, ax must have proposed to the
critical vertex b. Thus, b cannot remain unmatched. This implies M(b) exists.
We consider the following two cases:

1. The proposal by a to b results in (a, b) to be uncertain: Note that ax is rejected
by b because b receives another proposal, and hence ax marks b. Since (a, b)
is a blocking pair, M(a) is ranked lower than b. However, before proposing
to any vertex ranked strictly lower than b, ax must propose to the marked
vertex b. At this point, either b is matched to a better preferred partner than
a which contradicts that (a, b) blocks M , otherwise, b accepts the proposal
from ax. Thus, ax is matched to either b or to some other vertex on the same
rank as b. This implies (a, b) is not a blocking edge.
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2. The proposal by a to b does not result in (a, b) to be uncertain: The fact that
a �b M(b) implies M(b) must be at a level y such that y > x. Thus, (a, b)
edge is an upward edge in GM .

Now, suppose that b is a non-critical vertex. Then by Property 1(2), b ∈ By

for y ≥ t. If x < t, then (a, b) is an upward edge, and we are done. Hence, assume
that x ≥ t. Since x ≥ t, ax is proposes to all of its neighbours. Again, since (a, b)
is a blocking pair, irrespective of whether a is matched or unmatched, ax must
have proposed to b. Thus, b cannot be unmatched. Now, either b is matched to a
better-preferred partner than a, which contradicts that (a, b) is a blocking pair
or M(b) is at a higher level than a and hence (a, b) is an upward edge. �

Lemma 3 below shows that the matching M output by Algorithm 1 is critical.

Lemma 3. The output matching M is critical for G.

Proof sketch: We prove the criticality of M by using the level structure of the
graph GM . The idea is to show that there is no alternating path ρ in GM with
respect to M such that the number of critical vertices matched in M ⊕ρ is more
than the number of critical vertices matched in M . We prove the criticality for
the individual parts, that is, for A-part and for B-part. In other words, we show
that M matches maximum possible critical nodes from A-side, and maximum
possible critical nodes from the B-side. This immediately implies that M matches
the maximum possible critical nodes that can be matched in any matching.
Hence, M is critical. For the A-part we show that the path ρ = 〈u0, v1, u1, . . .〉
begins at the highest level s+ t with an unmatched critical vertex u0 ∈ A. Using
Property 1(5), we also show that at least the first two vertices on the A-side
(u0 and u1) on ρ are at the same level s + t. Then we argue that the other end
of ρ must be at a level below t + 1. Since there are no steep downward edges
(Lemma 1), the path contains at least one vertex from each level t+1, . . . , s+t−1.
Thus, we have at least s+1 many vertices in At+1 ∪ . . .∪As+t. This contradicts
Property 1(1). Proof for the B-part is analogous. See full version [21] for the
complete proof. �
Lemma 4. The output matching M of Algorithm 1 is RSM for G.

Proof. If there is no blocking pair w.r.t. M then we are done. Hence, assume
that (a, b) is a blocking pair w.r.t. M . By Lemma 2, (a, b) is an upward edge.
We consider two cases based on the level of b.
Case 1: b ∈ By for y ≤ t. Clearly, a ∈ Ax for x ≤ t−1. Thus, by the construction
of GM , a is matched, and hence M(a) exists. Clearly, M(a) is at level at most
t−1. By Property 1(2), M(a) is critical. Hence, the blocking pair (a, b) is justified
by Condition 1 of Definition 2.
Case 2: b ∈ By for y > t. By construction of GM , b is matched. Thus, M(b)
exists and M(b) ∈ Ax for x ≥ t + 1. By Property 1(1), M(b) is critical. Hence,
the blocking pair (a, b) is justified by Condition 2 of Definition 2. �
Lemma 5. Let M ′ be any maximum size CRITICAL-RSM and M be the output
of Algorithm 1 for an instance of our problem. Then |M | ≥ 2

3 · |M ′|.
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Proof. We prove that M ⊕M ′ does not admit any 1-length or 3-length augment-
ing path w.r.t. M . This immediately implies that |M | ≥ 2

3 ·|M ′|. If a is unmatched
(critical or otherwise), we know from Property 1(3) and Property 1(4) that no
neighbour b of a is unmatched in M . Thus, M is a maximal matching.

For contradiction assume that M ⊕ M ′ contains a 3-length augmenting path
ρ = 〈a1, b, a, b1〉 w.r.t. M . Here (a, b) ∈ M and the other two edges are in M ′.
We show that (a, b) blocks M ′ and the blocking pair is not justified. This will
contradict relaxed stability of M ′. We first establish the levels of the vertices.

Levels of Vertices: The fact that a1 remains unmatched in M implies that at∗
1

exhausted Pref(a1). Thus, a1 is at level at least t∗. Since b1 remains unmatched
in M , a did not exhaust Pref(a) at the level t. Thus, a is at level at most t. We
claim that a1 is not at level t + 1 or higher. If a1 is at level x ≥ t + 1 then ax

1

must have proposed to b as a1 is unmatched in M . Since a is at level at most t,
b must reject a and accept a1 – a contradiction to (a, b) ∈ M . Thus, we conclude
that a1 is at level t∗. Now, if a is at level y < t then b must reject a and accept
a1 as a1 at level t∗ proposed to it. Recall that t∗ is a sub-level of t used in the
algorithm, and t∗ does not appear as a separate level in GM . Thus, the vertices
a, a1 ∈ At.

The Pair (a, b) Blocks M ′: If a1 �b a, then b would have accepted the proposal
of at

1 by rejecting at. Thus, a �b a1. Since at∗
1 was rejected by b, it implies

M(b) = a and a1 cannot be in tie for b, otherwise b would not have rejected
a ∗ status vertex over a non ∗ status vertex. Thus, a �b a1. Now, we show
that b �a b1. Suppose not. Then, if b1 �a b, then at must have proposed to b1
before b and got matched to it – a contradiction that b1 is unmatched. Hence,
assume that b =a b1. In this case, when at proposes to b, the vertex b must also
be unmatched; otherwise, b cannot be a favourite neighbour of at. This implies
that a1 proposes to b only after a proposes to b. Since b1 was unmatched when a
proposed to b, the proposal from a to b was uncertain. We claim that b must reject
the proposal by a after the proposal (a, b) becomes uncertain due to a proposal
by some vertex, possibly at

1. Such a vertex must exist because at
1 proposed to

b after (a, b) becomes uncertain. Since a has an unmatched neighbour b1 at the
same rank, a must have proposed b1 before proposing to b again. This implies
b1 is matched, a contradiction. Thus, b �a b1; hence (a, b) blocks M ′.

The Blocking Pair (a, b) is not Justified: In order to prove this, we show
b1 = M ′(a) and a1 = M ′(b) are both non-critical. Note that b1 is unmatched
in M , hence if it is critical then b1 ∈ B0 and the number of critical vertices on
B-side is at least 1 (that is t ≥ 1). This implies that a cannot be at a level ≥ 1
since it has not yet proposed to at least one critical neighbour, namely b1. Thus,
b1 is not critical. We finish the proof by showing that a1 is also not critical. Note
that a1 is unmatched in M , hence, if it is critical then a1 ∈ As+t and s > 0.
This is a contradiction that a1 ∈ At. Thus, a1 is not critical.

This finishes the proof that the claimed 3-length augmenting path w.r.t. M
does not exist establishing the size guarantee. �

Using Lemma 3, Lemma 4 and Lemma 5, we establish Theorem 1.
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5 Conclusion

In this work, we consider the problem of computing a matching in the stable
marriage problem where ties and critical vertices can appear on both sides of
the bipartition. We investigate a recently introduced notion of optimality called
relaxed stability for our setting. We show that every instance of our problem
admits a Relaxed Stable Matching (RSM) which is also critical. It follows from
the known results [6,18] that computing a maximum size critical RSM is NP-
hard and hard to approximate within any factor smaller than 21

19 . We present a
polynomial-time algorithm to compute a 3

2 -approximation of the maximum size
critical RSM.
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Abstract. Graph searches and their respective search trees are widely
used in algorithmic graph theory. The problem whether a given spanning
tree can be a graph search tree has been considered for different searches,
graph classes and search tree paradigms. Similarly, the question whether
a particular vertex can be visited last by some search has been studied
extensively in recent years. We combine these two problems by consider-
ing the question whether a vertex can be a leaf of a graph search tree. We
show that for particular search trees, including DFS trees, this problem
is easy if we allow the leaf to be the first vertex of the search ordering.
We contrast this result by showing that the problem becomes hard for
many searches, including DFS and BFS, if we forbid the leaf to be the
first vertex. Additionally, we present several structural and algorithmic
results for search tree leaves of chordal graphs.

Keywords: Graph search · Graph search trees · Leaves

1 Introduction

Graph searches are an extensively used concept in algorithmic graph theory. The
searches BFS and DFS belong to the most basic algorithms and are used in a
wide range of applications as subroutines. The same holds for more sophisticated
searches as LBFS, LDFS, and MCS (see, e.g., [4,8,14]).

An important structure closely related to a graph search is the corresponding
search tree. Such a tree contains all the vertices of the graph and for every vertex
different from the start vertex exactly one edge to a vertex preceding it in the
search ordering. Those trees can be of particular interest as for instance the tree
obtained by a BFS contains the shortest paths from the root to all other vertices
in the graph and DFS trees are used for fast planarity testing [19]. Furthermore,
trees generated by LBFS were used to design a linear-time implementation of
the search LDFS for chordal graphs [3].

The problem of deciding whether a given spanning tree of a graph can be
obtained by a particular search was introduced by Hagerup [17] in 1985, who
presented a linear-time algorithm that recognizes DFS trees. In the same year,
Hagerup and Nowak [18] gave a similar result for the BFS tree recognition. In
2021, Beisegel et al. [2] presented a more general framework for the search tree
recognition problem. They introduced the term F-tree for search trees where a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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vertex is connected to its first visited neighbor, i.e., BFS-like trees, and L-trees
for search trees where a vertex is connected to its most recently visited neighbor,
i.e., DFS-like trees. They showed, among other things, that F-tree recognition is
NP-hard for LBFS, LDFS, and MCS on weakly chordal graphs, while the problem
can be solved in polynomial time for all three searches on chordal graphs. These
results are complemented in [29], where it is shown that the recognition of F-
trees of DFS and L-trees of BFS is NP-hard, a strong contrast to the polynomial
results for F-trees of BFS and L-trees of DFS.

Another feature of a graph search that was used several times within algo-
rithms are its end-vertices, i.e., the vertices that can be visited last by the search.
Some of these end-vertices have nice properties. One example are the end-vertices
of LBFS on chordal graphs. These vertices are simplicial, a fact that was used by
Rose et al. [27] to design a linear-time recognition algorithm for chordal graphs.
Furthermore, the end-vertices of LBFS are strongly related to dominating pairs
of AT-free graphs [13] and transitive orientations of comparability graphs [16].
Thus, it is well motivated to consider the end-vertex problem, i.e., the question
whether a given vertex of a graph is an end-vertex of a particular search. Intro-
duced in 2010 by Corneil et al. [11], the problem has gained much attention by
several researchers, leading to a wide range of hardness results and algorithms
for different searches on different graph classes (see, e.g., [1,6,15,22,25,33]).

If we compare the known complexity results for the end-vertex problem and
the recognition problem of F-trees, we notice strong similarities between these
two problems. Motivated by that fact, a generalization of both problems, called
Partial Search Order Problem, was introduced in [28]. This problem asks whether
a given partial order on a graph’s vertex set can be linearly extended by a search
ordering. Another way to combine the end-vertex problem with the search tree
recognition problems is motivated by the following observation: If a vertex is
the end-vertex of some search ordering, then it is a leaf in the respective search
tree, no matter whether we consider the F-tree or the L-tree. Therefore, we
ask whether a given vertex can be a leaf of a search tree constructed by a
particular search. Note that this problem was first suggested in 2020 by Michel
Habib. Here, we study its complexity for F-trees and L-trees of several searches,
including BFS, DFS, LBFS, LDFS, and MCS.

Our Contribution. We consider two different types of leaves of search trees. A
leaf is a root leaf of a search tree if it is the start vertex of the respective search
ordering. All other leaves of a search tree are called branch leaves. We show that
it is easy for all the searches considered here to identify the possible root leaves
both for F-trees and for L-trees. For some searches, including DFS, these results
imply directly that the general problem of recognizing leaves of L-trees is easy.
This is contrasted by the result that, at least for DFS, the recognition of branch
leaves of L-trees is NP-hard. We show that the same holds for F-tree branch
leaves of several searches, including DFS and BFS. In contrast, the leaves of
L-trees of BFS can be recognized in polynomial time for bipartite graphs. This
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is quite surprising since the L-tree recognition problem of BFS is NP-hard on
bipartite graphs [29] while F-trees of BFS can be recognized efficiently on general
graphs [18]. In the final section we consider chordal graphs and show that on this
graph class the branch leaves of almost all considered searches can be recognized
in linear time.

Due to lack of space, the proofs of some results are omitted here. They can
be found in the full version [30].

2 Preliminaries

General Notation. The graphs considered in this paper are finite, undirected,
simple and connected. Given a graph G, we denote by V (G) the set of vertices
and by E(G) the set of edges. The terms n(G) and m(G) describe the number
of vertices and edges of G, respectively, i.e., n(G) = |V (G)| and m(G) = |E(G)|.
For a vertex v ∈ V (G), we denote by NG(v) the (open) neighborhood of v in G,
i.e., the set NG(v) = {u ∈ V | uv ∈ E} where uv denotes an edge between u and
v. The closed neighborhood of a vertex v is the union of the open neighborhood
of v with the set {v} and is denoted by NG[v]. Given a set S ⊆ V (G), the term
G[S] describes the subgraph of G that is induced by S.

The distance distG(v, w) of two vertices v and w in G is the length (i.e., the
number of edges) of the shortest v-w-path in G. The eccentricity eccG(v) of a
vertex v in G is the largest distance of v to any other vertex in G. The diameter
diam(G) of G is the largest eccentricity of a vertex in G and the radius rad(G) of
G is the smallest eccentricity of a vertex in G. A vertex v with eccG(v) = rad(G)
is called central vertex of G. The set N �

G(v) contains all vertices whose distance
to the vertex v in G is equal to �.

A vertex ordering of G is a bijection σ : {1, 2, . . . , |V (G)|} → V (G). We
denote by σ−1(v) the position of vertex v ∈ V (G). Given two vertices u and v in
G we say that u is to the left (resp. to the right) of v if σ−1(u) < σ−1(v) (resp.
σ−1(u) > σ−1(v)) and we denote this by u ≺σ v (resp. u �σ v).

A clique in a graph G is a set of pairwise adjacent vertices and an independent
set in G is a set of pairwise nonadjacent vertices. A clique C is dominating if
any vertex of G is either in C or has a neighbor in C. A vertex v is simplicial
if its neighborhood induces a clique. A vertex v of a connected graph G is a cut
vertex if G − v is not connected. Two vertices u and w form a two-pair if any
induced path between u and w has length two.

A graph is bipartite if its vertex set can be partitioned into two independent
sets X and Y . A graph is weakly chordal if G contains neither an induced cycle of
the length ≥ 5 nor the complement of such an induced cycle. A graph is chordal
if it does not contain an induced cycle of length ≥ 4. A vertex ordering σ of
a graph G is a perfect elimination ordering if any vertex v is simplicial in the
graph G[S(v)] with S(v) := {w | w ≺σ v}. A graph G has a PEO if and only if
G is chordal [26]. A split graph G is a graph whose vertex set can be partitioned
into sets C and I, such that C is a clique in G and I is an independent set in
G. It is easy to see that any split graph is chordal.
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Algorithm 1: Label Search(≺A)
Input: A graph G
Output: A search ordering σ of G

1 begin
2 foreach v ∈ V (G) do label(v) ← ∅ for i ← 1 to n(G) do
3 Eligible ← {x ∈ V (G) | x unnumbered and � unnumbered y ∈ V (G)
4 such that label(x) ≺A label(y)};
5 let v be an arbitrary vertex in Eligible;
6 σ(i) ← v; /* assigns to v the number i */

7 foreach unnumbered vertex w ∈ N(v) do label(w) ← label(w) ∪ {i}

A tree is an acyclic connected graph. A spanning tree of a graph G is an
acyclic connected subgraph of G which contains all vertices of G. A tree together
with a distinguished root vertex r is said to be rooted. In such a rooted tree T ,
a vertex v is the parent of vertex w if v is an element of the unique path from w
to the root r and the edge vw is contained in T . A vertex w is called the child
of v if v is the parent of w.

Searches, Search Trees and Their Leaves. In the most general sense, a graph
search A is a function that maps every graph G to a set A(G) of vertex orderings
of G. The elements of the set A(G) are the A-orderings of G. The graph searches
considered in this paper can be formalized adapting a framework introduced by
Corneil et al. [10] (a similar framework is given in [23]). This framework uses
subsets of N+ as vertex labels. Whenever a vertex is numbered, its index in
the search ordering is added to the labels of its unnumbered neighbors. The
search A is defined via a strict partial order ≺A on the elements of P(N+) (see
Algorithm 1). The respective A-orderings are exactly those vertex orderings that
can be found by this framework using the partial label order ≺A.

In the following, we define the searches considered in this paper by presenting
suitable partial orders ≺A (see [10]). The Generic Search (GS) is equal to the
Label Search(≺GS) where A ≺GS B if and only if A = ∅ and B 	= ∅. Thus, any
vertex with a numbered neighbor can be numbered next.

The partial label order ≺BFS for Breadth First Search (BFS) is defined as
follows: A ≺BFS B if and only if A = ∅ and B 	= ∅ or min(A) > min(B). For
the Lexicographic Breadth First Search (LBFS) [27] we consider the partial order
≺LBFS with A ≺LBFS B if and only if A � B or min(A\B) > min(B \A). Both
BFS and LBFS are layered, i.e., the sets N �

G(r) are consecutive within orderings
starting in r. We sometimes use the term layer if we refer to a set N �

G(r).
The partial label order ≺DFS for Depth First Search (DFS) is defined as

follows: A ≺DFS B if and only if A = ∅ and B 	= ∅ or max(A) < max(B). For
the Lexicographic Depth First Search [12] we use the strict partial order ≺LDFS

where A ≺LDFS B if and only if A � B or max(A \ B) < max(B \ A).
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The Maximum Cardinality Search (MCS) [32] uses the partial order ≺MCS

with A ≺MCS B if and only if |A| < |B|. The Maximal Neighborhood Search
(MNS) [12] is defined using ≺MNS with A ≺MNS B if and only if A � B. It
follows directly from these partial label orders, that any LBFS, LDFS, and MCS
ordering is also an MNS ordering. Furthermore, the orderings of all presented
searches are GS orderings.

Searches as BFS and DFS are often used to compute corresponding graph
search trees. Beisegel et al. [2] formalized the different concepts of search trees
as follows.

Definition 2.1 (Beisegel et al. [2]). Let σ be a GS ordering of a connected
graph G. The F-tree of σ is the spanning tree of G containing the edge from
each vertex v with σ−1(v) > 1 to its leftmost neighbor in σ.

The L-tree of σ is the spanning tree containing the edge from each vertex v
with σ−1(v) > 1 to its rightmost neighbor w in σ with w ≺σ v.

In this paper, we consider the leaves of these search trees. For both F-trees
and L-trees, we distinguish two different types of leaves.

Definition 2.2. Let σ be a GS ordering of a connected graph G. A vertex v ∈
V (G) is an F-leaf (L-leaf) of σ if v is a leaf in the F-tree (L-tree) of σ. If v is
the first vertex of σ, then it is the F-root leaf (L-root leaf) of σ, otherwise it is
an F-branch leaf (L-branch leaf) of σ.

As the graph with exactly one vertex has no leaf in its spanning tree, we will
consider only graphs with at least two vertices.

3 Root Leaves

We start this section with the simple observation that F-root leaves of GS order-
ings of a graph G are quite boring as they are exactly the leaves of G.

Observation 3.1. Let G be a connected graph with n(G) ≥ 2. The following
conditions are equivalent for a vertex v ∈ V (G).

(i) Vertex v is the F-root leaf of some GS ordering of G.
(ii) Vertex v is the F-root leaf of every GS ordering of G starting in v.
(iii) Vertex v is a leaf of G.

Next we consider the L-root leaves of GS, DFS, and MCS. They are exactly
those vertices of the graph that are not cut vertices. The same even holds for
F-branch leaves and L-branch leaves of GS.

Theorem 3.2. Let G be a connected graph with n(G) ≥ 2. The following con-
ditions are equivalent for a vertex v ∈ V (G).

(i) Vertex v is the L-root leaf of some DFS ordering of G starting in v.
(ii) Vertex v is the L-root leaf of every DFS ordering of G starting in v.
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(iii) Vertex v is the L-root leaf of some MCS ordering of G.
(iv) Vertex v is the L-root leaf of some GS ordering of G.
(v) Vertex v is an L-branch leaf of some GS ordering of G.
(vi) Vertex v is an F-branch leaf of some GS ordering of G.
(vii) Vertex v is the end-vertex of some GS ordering of G.
(viii) Vertex v is not a cut vertex of G.

Note that DFS differs from GS and MCS in this result. While for the latter
three searches it is possible that a vertex is not the L-root leaf of a search
ordering starting with that vertex, this is not possible for DFS.

Since DFS, LDFS, MCS, and MNS orderings are also GS orderings, Theo-
rem 3.2 directly implies that we can characterize the L-leaves of these orderings.

Theorem 3.3. For any search A ∈ {GS, DFS, LDFS, MCS, MNS} and any
vertex v of a connected graph G with n(G) ≥ 2, the following statements are
equivalent.

(i) Vertex v is the L-root leaf of some A-ordering of G.
(ii) Vertex v is an L-leaf of some A-ordering of G.
(iii) Vertex v is not a cut vertex of G.

As we can check in linear time whether a vertex is a cut vertex, we can also
recognize L-leaves of GS, DFS, LDFS, MCS, and MNS within this time bound.
However, we will see in Corollary 4.2 that at least for DFS the recognition of
L-branch leaves is NP-complete.

The characterization of L-root leaves given in Theorem 3.2 does not work for
BFS as the following theorem shows.

Theorem 3.4. Let G be a connected graph with n(G) ≥ 2. A vertex v ∈ V (G) is
the L-root leaf of some BFS ordering of G if and only if G[NG(v)] is connected.

4 NP-Hardness of Branch Leaf Recognition

Branch Leaves of DFS. DFS L-trees can be recognized in linear time [17,20].
As we have seen in Theorem 3.3, this also holds for DFS L-leaves. In contrast,
recognizing DFS L-branch leaves of a graph is as hard as the recognition of DFS
end-vertices since the two concepts are equivalent.

Theorem 4.1. A vertex v ∈ V (G) of a graph G is an L-branch leaf of some
DFS ordering of G if and only if v is the end-vertex of some DFS ordering of G.

Charbit et al. [6] gave sufficient conditions on a graph class G such that the
end-vertex problem of DFS is NP-complete on G. Due to Theorem 4.1, we can
replace the term end-vertex in their result by the term L-branch leaf.
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Corollary 4.2. Let G be a graph class that is closed under the insertion of
universal vertices. If the Hamiltonian path problem is NP-complete on G, then
the problem of deciding whether a vertex of a graph G ∈ G is an L-branch leaf
of some DFS ordering of G is NP-complete. In particular, the problem is NP-
complete on split graphs.

A similar result can be given for F-branch leaves of DFS. By adapting the
proof given in [29] that F-trees of DFS are hard to recognize, we can show that
the same holds for F-branch leaves of DFS.

Theorem 4.3. Let G be a graph class that is closed under the insertion of uni-
versal vertices and leaves. If the Hamiltonian path problem is NP-complete on G,
then the problem of deciding whether a vertex of a graph G ∈ G is an F-branch
leaf of some DFS ordering of G is NP-complete. In particular, the problem is
NP-complete on chordal graphs.

If we compare Corollary 4.2 and Theorem 4.3, then we see that for L-branch
leaves it is sufficient that the graph class G is closed under the addition of
universal vertices while for F-branch leaves we have the additional condition
that G is closed under the addition of leaves. We cannot omit this constraint
(unless P = NP) as the F-branch leaf recognition problem of DFS can be solved
in polynomial time on split graphs (see Corollary 5.13).

Branch Leaves of BFS. The end-vertex problem of BFS is NP-complete, even
if the graph is bipartite and the start vertex of the BFS ordering is fixed [6].
This fact can be used to show that recognizing BFS F-branch leaves is also
NP-complete.

Theorem 4.4. It is NP-complete to decide whether a vertex of a bipartite graph
G is an F-branch leaf of some BFS ordering of G.

In contrast to this result, there is a simple characterization of BFS L-branch
leaves of bipartite graphs.

Theorem 4.5. Let G be a connected bipartite graph with n(G) ≥ 2. A vertex
v ∈ V (G) is an L-branch leaf of some BFS ordering of G if and only if there is
an r ∈ V (G) \ {v} such that distG(r, w) = distG−v(r, w) for all w ∈ V (G) \ {v}.
Proof. Assume that there is a vertex r ∈ V (G) \ {v} such that distG(r, w) =
distG−v(r, w) for all w ∈ V (G) \ {v}. Let (r = w0, . . . , wk = v) be a shortest
path from r to v, i.e., v has distance k to r. It is easy to see that there is a BFS
ordering σ of G in which every vertex wi is the first vertex of the i-th layer.
Let T be the L-tree of σ and let x be a vertex in the (k + 1)-th layer. Due to
the condition on r, there is a shortest path from r to x in G that does not use
vertex v. Therefore, x has a neighbor y in the k-th layer that is not v. Since
v ≺σ y ≺σ x, vertex v is not the parent of x in T . Since G is bipartite, the layers
of σ are independent sets and, thus, v is neither the parent of any vertex in the
k-th layer. Hence, v is a leaf of T .
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Now assume that v is a branch leaf of the L-tree T of the BFS ordering σ.
Let r be the start vertex of σ. Let w be a vertex different from v and r. Consider
the r-w-path P in T . Since G is bipartite, the edges of G and, thus, the edges
of T only connect vertices of consecutive layers. Furthermore, every vertex has
a neighbor in its preceding layer. Thus, P has distG(r, w) edges. Since v is a
leaf of T , P does not contain v. Therefore, P is also contained in G − v and
distG−v(r, w) = distG(r, w). 
�

To check whether the condition of Theorem 4.5 is fulfilled, we simply make
two all-pair-shortest paths computations and compare the results. This can be
done in O(n(G) · m(G)) by using O(n(G)) many BFS computations.

Corollary 4.6. Given a connected bipartite graph G and a vertex v ∈ V (G), we
can decide in time O(n(G) · m(G)) whether v is the L-branch leaf of some BFS
ordering of G.

The results of Theorem 4.4 and Corollary 4.6 are quite surprising since the
L-tree recognition problem of BFS is NP-hard on bipartite graphs [29] while the
F-tree recognition problem of BFS can be solved in linear time [18,24].

Branch Leaves of MNS-like Searches. For several subsearches of MNS, the recog-
nition problem of F-branch leaves is NP-complete on weakly chordal graphs.

Theorem 4.7. Let A be one of the following searches: LBFS, LDFS, MCS,
MNS. It is NP-complete to decide whether a vertex of a weakly chordal graph G
is an F-branch leaf of some A-ordering.

Proof. The proof of the theorem is inspired by the NP-completeness proof of
the F-tree recognition problem of MNS given by Beisegel et al. [2]. We con-
struct a polynomial-time reduction from 3-SAT. Let I be an instance of 3-SAT.
W.l.o.g. we may assume that I contains at least two clauses. We construct the
corresponding graph G(I) as follows. Let X = {x1, . . . , xk, x1, . . . , xk} be the set
of vertices representing the literals of I. The graph G(I)[X] forms the comple-
ment of the matching in which xi is matched to xi for every i ∈ {1, . . . , k}. Let
C = {c1, . . . , c�} be the set of vertices representing the clauses of I. The set C
forms an independent set in G(I) and every clause vertex ci is adjacent to each
vertex of X whose corresponding literal is contained in the clause associated
with ci. Additionally, we add a universal vertex t.

Assume G(I) has a fulfilling assignment B. Then we create the following
A-ordering σ. We first number all literal vertices of literals that are set to true
in B and then we number t. Since these vertices form a clique, this ordering is a
prefix of an A-ordering. We number the remaining vertices following an arbitrary
A-ordering. As B is fulfilling, all clause vertices and all literal vertices have a
neighbor that is to the left of t in σ. Thus, t is an F-branch leaf of σ.

Now assume that t is an F-branch leaf of the A-ordering σ of G(I). Let S
be the set of literal vertices that are to the left of t in σ. Since t is universal
and the edges xixi are missing, the set S contains at most one literal vertex for
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every variable. Thus, we can define an assignment B by giving all literals whose
vertices are contained in S the value true. If some variable value is not fixed,
then we choose an arbitrary value for the variable. If a clause vertex has a parent
in the F-tree T of σ, then this parent is an element of S since t is a leaf in T . If
the clause vertex ci does not have a parent in T , then ci is the first vertex of σ.
Since there are at least two clause vertices, the second vertex of σ is not t but a
literal vertex adjacent to ci. Therefore, every clause vertex has a neighbor in S
and, thus, B is a fulfilling assignment.

To see that G(I) is weakly chordal, we first observe that every pair (xi, xi)
forms a two-pair in G(I). Spinrad and Sritharan [31] showed that the graph that
results from the addition of an edge between a two-pair is weakly chordal if and
only if the initial graph is weakly chordal. If we add all the edges xixi, then the
resulting graph is a split graphs and, thus, G(I) is weakly chordal. 
�

5 Branch Leaves and Chordal Graphs

Branch Leaves of MNS-Like Searches. MNS and all of its subsearches compute
PEOs of chordal graphs [12,32]. Thus, any F-tree or L-tree of an MNS ordering
is also an F-tree or L-tree of some PEO. Beisegel et al. [2] showed that this
also holds the other way around for a large family of graph searches including
LBFS, LDFS, MCS, and MNS, i.e., the rooted F-trees and rooted L-trees of
these searches on chordal graphs are exactly the rooted F-trees and rooted L-
trees of PEOs, respectively. Therefore, we will only characterize F-branch leaves
and L-branch leaves of PEOs.

We start by showing that the L-branch leaves of PEOs of a chordal graph
are exactly the graph’s simplicial vertices.

Theorem 5.1. Let G be a connected chordal graph with n(G) ≥ 2. A vertex
v ∈ V (G) is an L-branch leaf of some PEO of G if and only if v is simplicial.

Proof. If v is a simplicial vertex, then there is a PEO σ that ends with v. Vertex
v is an L-branch leaf of σ.

For the other direction, let σ be a PEO and let v be a non-simplicial vertex
of G. Hence, not all neighbors of v are to the left of v in σ. Let w be the leftmost
neighbor of v in σ that is to the right of v in σ. Let x be the parent of w in the
L-tree T of σ. If x is not equal v, then it holds v ≺σ x ≺σ w. As σ is a PEO and
vw, xw ∈ E(G), the edge vx is also in E(G); a contradiction to the choice of w.
Hence, v is the parent of w in T and v is not an L-branch leaf of σ. 
�

Since we can decide in linear time whether a vertex is simplicial [1], we can
recognize L-branch leaves of PEOs in linear time.

Corollary 5.2. Given a connected chordal graph G and a vertex v ∈ V (G), we
can decide in time O(n(G)+m(G)) whether v is the L-branch leaf of some PEO
of G. Therefore, we can also decide in time O(n(G) + m(G)) whether v is the
L-branch leaf of some LBFS, LDFS, MCS, or MNS ordering.
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Obviously, simplicial vertices are also F-branch leaves of PEOs. However,
there are further F-branch leaves.

Theorem 5.3. Let G be a connected chordal graph with n(G) ≥ 2. A vertex
v ∈ V (G) is an F-branch leaf of some PEO of G if and only if the graph G[NG(v)]
has a dominating clique.

Proof. First assume that G[NG(v)] has a dominating clique C. It is obvious that
there is an LBFS ordering σ of G that starts with the vertices of C. The ordering
σ is a PEO. Since all neighbors of v have a neighbor in C or are elements of C,
v is an F-branch leaf of σ.

Now let v be an F-branch leaf of the PEO σ. Let S be the set of neighbors
of v that are to the left of v in σ. The set S induces a clique of G. Thus, if
S = NG(v), then G[NG(v)] is a clique and we are done. Hence, we may assume
that there is a vertex w ∈ NG(v) \ S. As w is not a child of v in the F-tree of
σ, there is a vertex x ∈ NG(w) with x ≺σ v. Since σ is a PEO, vertex x is a
neighbor of v and, thus, x ∈ S. Thus, any neighbor of v that is not in S has a
neighbor in S and, hence, S induces a dominating clique of G[NG(v)]. 
�

To decide the complexity of the F-branch leaf recognition problem of PEOs,
we examine the complexity of deciding the existence of a dominating clique in a
chordal graph. Kratsch et al. [21] showed that such a clique exists if and only if
the diameter of the graph is at most three.

Theorem 5.4 (Kratsch et al. [21]). A chordal graph G has a dominating
clique if and only if the diameter of G is at most three.

As the diameter of a graph can be determined by computing n(G) many
BFS orderings, we can decide the existence of a dominating clique in a chordal
graph in polynomial time. Although it is unlikely that the diameter of a chordal
graph can be computed in linear time,1 we can improve our algorithm to decide
the existence of a dominating clique in linear time. To this end, we can use the
following result of Corneil et al. [9].

Theorem 5.5 (Corneil et al. [9]). Let G be a chordal graph and let v ∈ V (G)
be the end-vertex of some LBFS ordering of G. If ecc(v) < diam(G), then ecc(v)
is even and ecc(v) = diam(G) − 1.

Combining Theorems 5.3 to 5.5, we can give a linear-time recognition algo-
rithm for F-branch leaves of PEOs.

Corollary 5.6. Given a chordal graph G and a vertex v ∈ V (G), we can decide
in time O(n(G) + m(G)) whether v is an F-branch leaf of some PEO of G.
Therefore, we can also decide in time O(n(G) + m(G)), whether v is the F-
branch leaf of some LBFS, LDFS, MCS, or MNS ordering.

1 Even on split graphs, the diameter cannot be computed in subquadratic time unless
the Strong Exponential Time Hypothesis fails [5].
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u v w x y

z

Fig. 1. The given graph G is chordal. There is no dominating clique in the graph
G[NG(z)]. However, the given spanning tree is the F-tree of the BFS ordering
(w, v, x, z, u, y) and, thus, z is a F-branch leaf of BFS.

Proof. Due to Theorems 5.3 and 5.4, it is sufficient to check whether G′ =
G[NG(v)] has diameter 3. We compute an LBFS ordering σ of G′ in linear time.
Let v be the end-vertex of σ. We compute the eccentricity of v in G′ in linear
time by starting a BFS in v. If eccG′(v) > 3, then the diameter of G′ is larger
than 3. If eccG′(v) = 3, then, by Theorem 5.5, diam(G′) = 3. If eccG′(v) < 3,
then diam(G′) ≤ eccG′(v) + 1 ≤ 3, due to Theorem 5.5. 
�

Branch Leaves of BFS. The condition given in Theorem 5.3 is also sufficient for
a vertex to be a BFS F-branch leaf since every LBFS ordering is also a BFS
ordering. However, it is not necessary as can be seen in Fig. 1. To characterize
BFS F-branch leaves of chordal graphs, we start with the following two lemmas.

Lemma 5.7. Let G be a chordal graph and let r be a vertex in V (G). Let x and
y be two vertices in N i

G(r). If there is a vertex z ∈ N i+1
G (r) which is adjacent to

both x and y, then xy ∈ E(G).

Lemma 5.8. Let G be a chordal graph and let r be a vertex in V (G). Let x and
y be two vertices in N i

G(r). If xy ∈ E(G), then NG(x) ∩ N i−1
G (r) ⊆ NG(y) or

NG(y) ∩ N i−1
G (r) ⊆ NG(x).

The next lemma makes a statement about the distances of neighbors of a
vertex in a chordal graph.

Lemma 5.9. Let G be a connected chordal graph and let v ∈ V (G). For any
x, y ∈ NG(v), the distance between x and y in G − v is equal to the distance
between x and y in G[NG(v)].

Using Lemmas 5.7 to 5.9, we characterize BFS F-branch leaves of chordal
graphs.

Theorem 5.10. Let G be a connected chordal graph with n(G) ≥ 2. A vertex
v ∈ V (G) is an F-branch leaf of some BFS ordering of G if and only if the
radius of G[NG(v)] is at most two.

Proof. First assume that G[NG(v)] has radius two and let w be a central vertex of
G[NG(v)]. There is a BFS ordering σ that starts with w followed by all neighbors
of w that are not v. Vertex v is an F-branch leaf of σ since all neighbors of v
have some neighbor in NG[w] \ {v} or are equal to w.
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v w

v w

v

w

v

w

w

Fig. 2. Two cases of the proof of Theorem 5.10. The vertical arrangement of the vertices
represent their layers. Thick edges are edges of the F-tree. Dotted edges are not present.
Dashed edges are implied by either Lemma 5.7 or Lemma 5.8.

Now assume that v ∈ N i
G(r) is an F-branch leaf of some BFS ordering σ of

G starting with r. Let T be the F-tree of σ rooted in r and let v′ be the parent
of v in T . Since T is an BFS F-tree rooted in r, it holds that v′ ∈ N i−1

G (r).
We claim that in G−v vertex v′ has a distance of at most two to every element

of NG(v). Let w ∈ NG(v) \ {v′}. If v′w ∈ E(G), then v′ and w have distance
one in G−v. Therefore, we may assume in the following that v′w /∈ E(G). Then
Lemma 5.7 implies that w /∈ N i−1

G (r). Furthermore, the parent of w in T , say
w′, is different from v and v′. If v′w′ ∈ E(G), then v′ and w have distance two
in G − v via the path (v′, w′, w). Thus, we may also assume that v′w′ /∈ E(G).

First assume that w ∈ N i
G(r) (see left part of Fig. 2). Then w′ ∈ N i−1

G (r).
Lemma 5.8 implies that w′ is adjacent to v because vw, vv′, and ww′ ∈ E(G)
but v′w /∈ E(G). Now the non-existence of v′w′ contradicts Lemma 5.7.

Now assume that w ∈ N i+1
G (r) (see right part of Fig. 2). Then, due to

Lemma 5.7, vw′ ∈ E(G). Since v′w′ /∈ E(G), the parent of w′, say w′′, is different
from v′. Since w′ is the parent of w, it holds that w′ ≺σ v. This implies that
w′′ ≺σ v′. Therefore, w′′ is not adjacent to v since, otherwise, v′ would not be
the parent of v. The non-existence of both v′w′ and vw′′ contradicts Lemma 5.8.

Summarizing, v′ has distance at most two in G − v to any neighbor of v. By
Lemma 5.9, v′ has distance at most two in G[NG(v)] to any neighbor of v in G
and, thus, G[NG(v)] has radius at most two. 
�

Chepoi and Dragan [7] presented a linear-time algorithm that computes a
central vertex of a chordal graph. As the eccentricity of such a vertex can be
computed in linear time using BFS, we can compute the radius of a chordal
graph and, in particular, of G[NG(v)] in linear time. Thus, Theorem 5.10 implies
a linear-time algorithm for the BFS F-branch leaf recognition on chordal graphs.

Corollary 5.11. Given a connected chordal graph G and a vertex v ∈ V (G),
we can decide in time O(n(G) + m(G)) whether v is an F-branch leaf of some
BFS ordering of G.

Branch Leaves of DFS. As we have seen in Theorem 4.3, the F-branch leaf
recognition problem of DFS is NP-complete on chordal graphs. However, there
is a simple characterization of DFS F-branch leaves of split graphs.

Theorem 5.12. Let G be a connected split graph with n(G) ≥ 2. A vertex
v ∈ V (G) is an F-branch leaf of some DFS ordering if and only if v is not a cut
vertex of G.
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As cut vertices can be identified in linear time, Theorem 5.12 leads directly
to a linear-time algorithm for the DFS F-branch leaf recognition on split graphs.

Corollary 5.13. Given a connected split graph G and a vertex v ∈ V (G), we
can decide in time O(n(G)+m(G)) whether v is an F-branch leaf of some DFS
ordering of G.

In contrast to this result, it is NP-hard to decide whether a vertex of a
split graph is a DFS L-branch leaf (see Corollary 4.2). Thus, the L-branch leaf
recognition of DFS seems to be harder than the F-branch leaf recognition of DFS,
a surprising contrast to the hardness of the DFS F-tree recognition problem [29]
and the easiness of the DFS L-tree recognition problem [17,20]. Recall that we
have made a similar observation for the complexity of the branch leaf and tree
recognition of BFS (see Theorem 4.4 and Corollary 4.6).
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Milanič, Martin 432
Morin, Pat 86

N
Nasre, Meghana 447
Niklanovits, Aikaterini 143
Nimbhorkar, Prajakta 447
Nisse, Nicolas 59

O
Opler, Michal 305

P
Parreau, Aline 130
Pettersson, William 319
Pfretzschner, Matthias 30
Picasarri-Arrieta, Lucas 376
Pudlák, Pavel 305

R
Rambaud, Clément 376
Ranjan, Keshav 447
Razgon, Igor 72
Renders, Jarne 363
Roy, Sanjukta 246
Rutter, Ignaz 30

S
Sagunov, Danil 348
Šámal, Robert 305
Scheffler, Robert 462
Schneider, Samuel 403
Seifrtová, Michaela 101
Shachnai, Hadas 261
Silva, Ana 59
Simonov, Kirill 1, 348
Stamoulis, Georgios 187
Suchý, Ondřej 157
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