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Angelo Ferrando1 , Massimiliano Margarone3 , and Viviana Mascardi1(B)
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Abstract. Multiagent systems have been successfully used in many
domains. Being social, they are expected to communicate with human
users in natural language. Nevertheless, the natural interaction between
agents and humans is still challenging. Chatbot technologies are a key
enabler to boost the communication between humans and software
agents, but few technical solutions exist that make the agents’ reason-
ing capabilities easily accessible by a human user via a chatbot and, on
the other hand, the chatbot’s answers more controllable and explainable.
Dial4JaCa is one of such tools. It creates a bridge between Dialogflow
and the JaCaMo cognitive-oriented and symbolic AI-based framework:
the user’s interface is a Dialogflow chatbot allowing the user to interact
in natural language, and the backend implementing the reasoning and
performing required actions is a JaCaMo agent. However, in Dial4JaCa
the consistency between data that feed the JaCaMo agent and those that
feed the Dialogflow chatbot must be guaranteed by the developer via an
error-prone and tedious manual process. By taking an ontology describ-
ing the domain of interest in input and generating both the skeleton for
the JaCaMo agent’s behaviour and the intents for the Dialogflow chat-
bot, On2Conv improves Dial4JaCa robustness and reliability, and moves
one step towards an explainable integration of agents and chatbots.

Keywords: Conversational agents · Cognitive agents · BDI agents ·
Ontologies

1 Introduction

With the recent widespread interest in using chatbots in different areas, research
on making them as intelligent as possible has gained attention. Powerful chat-
bot platforms now offer Machine Learning techniques, especially Large Language
Models, LLM [30], and in particular Generative Pre-Trained Transformers [24]
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such as OpenAI’s ChatGPT1 and GPT-42, to detect – besides many other things
– the user’s intent from an utterance. The GPT hype seems unstoppable: at Jan-
uary 2023, according to a study of the UBS Swiss bank, ChatGPT was estimated
to be the fastest growing app ever3.

The hype also brings issues. On March 14th, 2023, the offices of the Euro-
pean Parliament shared a first draft on General Purpose Artificial Intelligence
like ChatGPT, proposing some obligations for the providers of these AI models
and responsibilities for the different economic actors involved4. The draft sug-
gests that throughout their lifecycle, ChatGPT and similar models will have to
undergo external audits testing their performance, predictability, interpretabil-
ity, corrigibility, safety and cybersecurity in line with the European AI Act’s
strictest requirements. On March 31st, ChatGPT was banned by the Italian
data protection authority over privacy concerns5. It was restored on April 28th,
but France and Spain had shared similar worries in the meantime.

The concerns of authorities, scientists and citizens about the use of black-
box General Purpose Artificial Intelligence and the ongoing debate suggest that
the benefits of integrating chatbots – even last-generation ones – with intelli-
gent agents equipped with logic-based reasoning capabilities should be better
explored. Indeed, the benefits of this integration might be twofold. On the one
hand, users might talk to agents in natural language, removing the interaction
barrier that is still preventing the large adoption of intelligent agents – and in
particular of cognitive, logic-based ones – by the industry and by people on
the street. On the other hand, thanks to the symbolic approach underneath the
agent, the user-agent conversation might be controlled, monitored, explained,
and steered towards directions implemented in the agent’s reasoning rules.

For instance, let us consider a user that asks a health assistant agent “I am
really scared by these three symptoms together: blurred vision, increased thirst and
need to urinate often”; ChatGPT would try to reassure the user by answering
“I understand that these symptoms can be concerning, but it’s important not to
panic. [...] The most common cause of these symptoms is diabetes, which can be
easily diagnosed with a blood test.”6. However, the health assistant agent must
be aware of its user’s gender, age, medications, and it should be able to reason
about them and their relations.

Let us suppose that the user is Bob, a male following Fluoxetine therapy.
The three symptoms might be side effects of the medication, although they
are not frequent ones. The health assistant agent should be aware that Bob
takes Fluoxetine because of his illness anxiety disorder and should not mention
diabetes as a common cause of these symptoms, at least in its first answer,
1 https://openai.com/blog/chatgpt, accessed on May 2023.
2 https://openai.com/research/gpt-4, accessed on May 2023.
3 https://www.reuters.com/technology/chatgpt-sets-record-fastest-growing-user-

base-analyst-note-2023-02-01/, accessed on May 2023.
4 https://www.euractiv.com/section/artificial-intelligence/news/leading-eu-

lawmakers-propose-obligations-for-general-purpose-ai/, accessed on May 2023.
5 https://www.bbc.com/news/technology-65139406, accessed on May 2023.
6 Query-Answer experimented on May 5th, 2023.

https://openai.com/blog/chatgpt
https://openai.com/research/gpt-4
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not to alarm Bob. ChatGPT’s “it’s important not to panic” statement does not
seem the best advice for a patient with an anxiety disorder, who might react
with panic! Rather, the health assistant agent might report the conversation to
the physician in charge of Bob, to keep her updated and let her intervene if
it is the case, and keep on interacting with Bob in a reassuring way, without
overdramatizing the situation.

If the user is Alice, a 35 years old female following a Clomiphene Citrate
therapy, hopefully, the reason for the three symptoms together might be not
diabetes but a desired pregnancy. Clomiphene Citrate is a fertility medication
that can cause blurred vision, and pregnancy may increase thirst and the need
to urinate. The assistant agent might then answer “Alice, why not trying a
pregnancy test today?”.

These reactions targeted to the user’s needs can be possible only if, besides
being equipped with natural language understanding capabilities, the agent is
also aware of concepts like medications, what they are taken for, their side effects,
the user’s diseases, their symptoms, and it is able to reason on them to provide
a personalised answer.

To move a first step towards tackling the challenges above, we designed,
implemented and tested On2Conv to translate the domain knowledge rep-
resented in an Ontology into a Conversational cognitive agent based on
Dial4JaCa [10,11]. In Dial4JaCa, the chatbot-like interface towards the user
and the agent behind must be fed by manually generated input represented
in two different formats. These two representations have to be generated and
kept consistent by the human developer, who is hence exposed to an error-prone
process.

By using On2Conv, the two representations of the input for the chatbot-like
interface and the JaCaMo agent are instead generated in an automatic fashion
starting from the same piece of knowledge, the ontology. This approach ensures
that “Every piece of knowledge must have a single, unambiguous, authoritative
representation within a system” [18] – the ontology in this case – and solves one
of the main engineering issues that we experimented while using Dial4JaCa. As a
further advantage, being an “an explicit specification of a conceptualization” [15],
the ontology where the domain information is stored can be used in the early
requirement analysis stages to allow the developers, the domain experts, the
clients and the users to reach an agreement about the domain of interest and
the relationships among concepts therein.

The structure of the paper is the following: Sect. 2 introduces the background
and the works related to On2Conv. Section 3 presents its design and implemen-
tation. Section 4 discusses the features of the ontology that feeds On2Conv and
shows some experiments carried out in the domestic violence domain. Finally,
Sect. 5 concludes by highlighting some future directions.
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2 Background and Related Work

Dialogflow [2] is a lifelike conversational AI with state-of-the-art virtual agents
developed by Google. It allows users to create personal chatbots, namely con-
versational agents equipped with intents, entities, and fulfillment.

During a conversation between humans, a human speaker can utter different
types of sentences, each one with a different intentional meaning. That meaning
can be identified as the intent of that sentence. In order to explain the map
between sentences and intents to the Dialogflow chatbot, the agent’s developer
should provide examples of sentences that convey that intent, for each intent
that is relevant for the application.

The fulfillment is a sort of help from home: if the agent cannot answer mes-
sages for some specific intent, those messages are forwarded to an external, spe-
cialized source that is waiting. Fulfillment provides a field where the user can
insert the url address of the service to query. The service at that address will
be consulted only for those intents that require it; in that case, Dialogflow will
wait for the answer and will forward it to the user.
JaCaMo [4] is a framework for Multiagent Programming that combines:

(1) Jason [5], for programming autonomous agents characterised by mentalistic
notions like beliefs, goals, desires, intentions, and ability to reason;

(2) CArtAgO [1,27], for programming environment artifacts;
(3) MOISE [16], for programming multiagent organisations.

Jason is a language inspired by the Beliefs-Desires-Intentions (BDI) paradigm [7,
26] that implements the logic-based AgentSpeak(L) language [25]. The Jason
elements that are more relevant for programming one individual, cognitive agent
are:

– Beliefs: the set of facts the agent knows,
– Goals: the set of goals the agent wants to achieve,
– Plans: the set of pre-compiled, operational plans the agent can use to achieve

its goals.

Finally, Dial4JaCa [10,11] provides a bridge between Dialogflow or Rasa7 [3]
conversational agents and Jason agents.

As far as the related work is concerned, the strong connection between agents
and semantic web technologies, and ontologies in particular, is as old as the
semantic web itself [17]. Also, the connection between agents and chatbots is at
the basis of the notion of “conversational agents”, agents able to conversate with
a human user, that started to flourish in the nineties [8,19,23].

When we move to connections between BDI agents and chatbots, however,
the literature is scarce and, most often, the BDI paradigm is used as a theoretical
framework, rather than as a technological tool.

As an example, the paper by Miliauskas and Dzemydiene [21] presents a
non implemented architecture for a BDI chatbot assistant in a travel planning
7 An open-source framework for building chat and voice-based AI assistants.
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domain. Sirocki’s Master Thesis [28] aims at aiding 113, the national suicide
prevention center for The Netherlands. While the conversational agents design
was based upon the BDI architecture, the technological solutions neither adopted
any AgentSpeak-like, declarative agent programming language, nor implemented
the standard BDI engine. The application domain is however similar to ours,
suggesting that chatbots that need to be “psychologically aware and competent”
might benefit from being designed and/or implemented as cognitive agents. The
paper by Sugumar and Chandra [29] explore factors influencing the adoption
of chatbots for financial sectors by emphasising on the role of user desires in
addition to human beliefs. The BDI architecture is not used during the chatbot
design stages, but only as a framework to represent the factors which the users
expect to get from AI technologies for their adoption (beliefs), the user’s future
desires, and their intentions to adopt chatbots for financial services.

The normative agent system to prevent cyberbullying presented by Bosse and
Stam [6] is old, but closer to our approach from a technological point of view.
It consists of multiple agents implemented in Jason that control users’ norm
adherence within virtual societies: the agents continuously monitor the behaviour
of the visitors – in particular, their communicative behaviour –, communicate
with each other to maintain shared beliefs of the visitors’ characteristics, and
apply punishments and rewards to influence their behaviour. To the best of
our knowledge, however, the most recent works in this research strand are all
related to Dial4JaCa and include the implementation of a conversational agent to
support hospital bed allocation [9], RV4JaCa (Runtime Verification for JaCaMo)
that aims to control the dialogue flow in a MAS [12], and VEsNA (Virtual
Environments via Natural language Agents) [14] that enhances the design of
virtual environments by exploiting Dialogflow, JaCaMo, and Unity for building
the dynamic virtual environment, and letting human users immerse in it.

3 On2Conv Design and Implementation

On2Conv is meant to fill the gap among cognitive agents (in particular, BDI
agents implemented in the AgentSpeak(L) language), conversational agents (in
particular, chatbots implemented in DialogFlow), and ontologies (in particular,
OWL ontologies).

It is implemented in Java using Eclipse Version 2021-12, and Gradle8 as
the builder. It builds on top of JaCaMo, the OWL API9 as the API to manage
ontologies, and Dialogflow ES as the platform to build the chatbot-like interface.
On2Conv is available to the research community on GitHub, https://github.
com/znesss/Ontology-to-JaCaMo and Dialogflow.

Figure 1 shows how to use On2Conv in conjunction with Dial4JaCa, to auto-
matically generate the Dialogflow chatbot and the JaCaMo cognitive agent. At
the bottom of the figure, the core element, namely the domain ontology modeled
using the OWL language [20], is shown. The ontology feeds both the Dialogflow
8 https://gradle.org/, accessed on May 2023.
9 http://owlcs.github.io/owlapi/, accessed on May 2023.

https://github.com/znesss/Ontology-to-JaCaMo_and_Dialogflow
https://github.com/znesss/Ontology-to-JaCaMo_and_Dialogflow
https://gradle.org/
http://owlcs.github.io/owlapi/
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interface, shown at the top of the figure as a cube, via files in JSON format10, and
the JaCaMo back-end, via AgentSpeak (.asl) files. The purple box tagged with
“File Generation by On2Conv” represents the On2Conv system that is in charge
of creating these files based on the ontology knowledge, ready to be imported
into JaCaMo and Dialogflow.

On the JaCaMo side there are two different agents implemented in Jason: the
com agent and the onto agent. The first is the agent whose skeleton .asl code
is generated by On2Conv, while the second is in charge of interacting with the
ontology in order to find out the correct answers based on the recognized intent’s
parameter values. The com agent plans must be completed by the developer, but
their skeleton is coherent by design with the Dialogflow intents, since both are
generated starting from the same source of knowledge, namely the ontology.

Fig. 1. Methodology to use On2Conv.

After receiving the user’s sentence (1), Dialogflow automatically matches
it with an intent (2). Intents are generated by On2Conv based on the ontology
knowledge, namely the intent names, training phrases associated with them, and
their entities. Hence, we are sure that the matched intent’s entities are present
10 https://www.json.org/json-en.html, accessed on May 2023.

https://www.json.org/json-en.html
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in the ontology for further queries by the JaCaMo agents. The matched intent
may have been set to send a request to JaCaMo agents to infer and answer.
The existing Dial4JaCa system is represented by the cyan arrows labelled as
3 and 7, it manages the execution of the response and request services, con-
verting the request to a list of key values. The cyan arrow 5 represents the
use of Onto4JaCa11 [13], which is responsible for providing the methods for the
plans that query the ontology, shown by the cyan hexagons. Upon receiving
the request, the com agent selects a suitable plan, among those generated by
On2Conv and completed by the developer, for sending a message containing
necessary parameters to the onto agent, and receives the answer from it. This
interaction is shown by numbers 4 and 6. Dialogflow responds to the user with
the received answer, and any possible context provided by the JaCaMo agents
(8).

On2Conv reads an ontology and produces output to feed the Dialogflow inter-
face, and the JaCaMo agents. Figure 2 shows the interaction between a chatbot
developer and On2Conv, where the modules represent On2Conv major methods.
On2Conv is equipped with an interface developed by WindowBuilder Editor12,
a bi-directional Java GUI designer.

Fig. 2. On2Conv - Chatbot Developer view.

After loading the ontology and choosing a folder to store the JSON and .asl
generated from the ontology, the developer will receive messages confirming that
the files are created.

The process of generating these files starts with extracting the classes of
the ontology as a list and passing them to methods that manage them in order
to extract the information needed, and to create the suitable representation in
JSON (then compacted into a zip file) and in .asl file.

11 https://github.com/DeboraEngelmann/Onto4JaCa, accessed on May 2023.
12 https://www.eclipse.org/windowbuilder/, accessed on May 2023.

https://github.com/DeboraEngelmann/Onto4JaCa
https://www.eclipse.org/windowbuilder/
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As far as the files to feed JaCaMo are concerned, the JaCaMo plans are cre-
ated with triggering events and contexts corresponding to the intents of ontol-
ogy and written on the .asl files. The chatbot developer should add the desirable
parameter values among those received in the plan’s triggering event to the belief
base, make the appropriate query, and send it to onto agent. The generated .asl
file already contains the plans which build the response message to be sent to
Dialogflow, based on the answer received from onto agent.

On the Dialogflow side, the input .zip file consists of JSON format files each
carrying distinct information such as entity properties, their entries, training
phrases properties, and other items. After importing the zip file, the chatbot
developer has to 1. go through all the intents, 2. associate all the entity values of
each training phrase with the appropriate entity name in the parameters box, 3.
toggle on the required field of parameter13, 4. set the input context, and 5. turn
on the fulfilment option for the intents aimed to redirect to MAS in JaCaMo.

4 Ontology Development and Experiments

Figure 3 shows the interaction between the expert in charge for defining the
domain-related concepts that will characterize the ontology (“the expert” in the
sequel), and the developer of the multiagent system that will take advantage of
On2Conv (“the developer” in the sequel). The ontology’s structure is shown in
Fig. 4.

Fig. 3. Ontology Development.

The creation of the ontology is likely to be an iterative process, requiring
interactions between the expert and the developer, and may follow some well
known ontology engineering methodology like the Ontology Development 101

13 This step should be done only in case there are plans in onto agent on JaCaMo side
attempting to unify the literal values with variables.
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Fig. 4. Ontology Structure.

guide [22]. The second step proposed in that guide, is “consider reusing exist-
ing ontologies”. Ontology sharing and reuse is one of the main motivations for
On2Conv, besides improving the Dial4JaCa engineering. Given that an ontology
to be used as input for On2Conv must respect some constraints related to its
structure and hierarchy, we provide further and ad-hoc instructions on On2Conv
ontology development (or adaptation for reuse) at https://github.com/znesss/
Ontology-to-JaCaMo and Dialogflow/wiki#onto-development.

There are two sources for the information to be integrated into the ontology.
The first is a dialogue chart that must be designed by the developer, with the
help of the expert, considering as many scenarios as possible. This chart may
contain simple short conversations as “User: Hello, how do I look today?”, “Bot:
You look fantastic, Dalia.” or rather complex ones as “User: Hello, what do you
suggest me to read?”, “Bot: Tell me more about your list of favourite genres and
writers, Dalia.”, “User: The last book I enjoyed reading was Quaderno proibito”.

This dialogue chart helps the developer to identify topics (Intents) the user’s
sentence has to be matched with, in order for the agent to provide a suitable
answer. Such sentences are categorised as the training phrases of that intent.
During this process, entities detected to be used as a word to help the answer-
generation are marked to be later added to their own proper class inside the
Entity class.

The second source of information is the knowledge coming from the expert,
that will feed the Entities class. For instance, if the expert provides the fact
that “Setting clear goals, making plans, eliminating distractions, and taking
breaks can help people focus and stay motivated.”, the developer might create
an Entity named MotivationBooster and include taking breaks as instance.

After making the list of Intents, Entities, Training phrases, Responses, and
Entity Synonyms, the developer has to create the classes with the same names
and include their items as the subcategories or individuals. Following that, the
properties linking these classes have to be defined. An object property must
relate individuals to individuals only. Therefore, in order to relate each intent
to multiple training phrases, the developer has to create individuals inside each
intent class. These individuals may represent subcategories of their parent class,
and in addition to allowing the developer to incorporate more expert knowledge
by defining a more comprehensive ontology, their use is enabling the developer

https://github.com/znesss/Ontology-to-JaCaMo_and_Dialogflow/wiki#onto-development
https://github.com/znesss/Ontology-to-JaCaMo_and_Dialogflow/wiki#onto-development
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to relate them with training phrases through the property has-training. Table 1
shows the domain and range of the four properties that the developer must
instantiate.

Table 1. Developer-defined-properties.

Name Domain Range

has-training Intents TrainingPhrases

has-entity TrainingPhrases Entities

has-synonym Entities EntitySynonyms

has-answer Intents Responses

As an example of ontology to be used to feed On2Conv we introduce donna-
MAMi for creating a motivational agent for women experiencing domestic violence.
The donnaMAMi structure is shown in form of tree in Fig. 5. Not all the classes
are shown for lack of space.

Fig. 5. Tree-like view of donnaMAMi.

In donnaMAMi, Intents include DailyActivities, Feelings, FuturePlans,
Memories, hence topics that may be dealt with during a conversation between
a woman and the motivational agent; some Intents are broken into sub-classes
and may have instances (individuals). Also, some Intents are more related with
the domestic violence domain, such as HarmfulExperience.
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Fig. 6. expert-defined-properties.

Entities are designed to incorporate the domain dependent concepts. Take
the entity Emotional Abuse for example. Its instances come from the expert
that should be a psychologist with experience in the domestic violence domain,
and are used to conclude the degree of the abuse, in order to generate acceptable
response and/or take appropriate action. DomesticViolenceActs, Psychologi-
calDisorders, and RiskLevel are the entities developed entirely based on the
psychology domain texts that we consulted in order to design the donnaMaMi
ontology, given the absence of a domain expert in the team.

Figure 6 shows an example of how the expert might define relations. For
example, both a husband and a boyfriend may commit physical abuse by hitting,
and some examples of sentences that are related to this kind of abuse are “He hit
me again”, represented in the ontology as an individual identified by the name
He hit me again, and “My boyfriend hits me”.

Further examples of relations between the individuals for the daily con-
versations are provided in Fig. 7. The expert-defined-properties shown in
Fig. 6 have hasAnswer, hasRisk, isSympOf, mayCommit as sub-properties, and
the list might be further expanded. For example, hasRisk links an individual
of DomesticViolenceActs (a subclass of Entities class) to an individual of
RiskLevel which is an Entities’ sub-class as well. This information is used by
the reasoning system to find out the risk level of specific a domestic violence act.

It is also possible to include in the expert-defined-properties, the prop-
erties linking an Intents individual to an Entities individual, or vice-versa.
For instance in donnaMAMi ontology, isSympOf’s domain is NegativeFeelings,
and its range is PsychologicalDisorder which is referring to the fact that any
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Fig. 7. donnaMAMi Ontology Example.

negative feeling the user is talking about may lead to a psychological disorder.
Therefore, the part of knowledge provided by the expert can be related to the
topics of the conversations going on between the chatbot and the user devised
by the developer.

The sentences inserted in the donnaMAMi instances are used to automatically
generate training sentences for Dialogflow as shown in Fig. 8.
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Fig. 8. Training phrases for the Dialogflow HarmfulExperience Intent generated start-
ing from the donnaMAMi ontology.

On the other hand, Listing 1.1 shows the Jason plan of the com agent agent,
named donnaMAMi com agent in this instance of the MAS, also automatically
generated by On2Conv and then edited by the developer to add domain depen-
dent behaviour. As anticipated in Sect. 3, the com agent acts as an interface
between Dialogflow and the ontology. The plan shown in Listing 1.1 deals with
the case of having recognized “HarmfulExperience” as the intent of the user’s
sentence (second line, representing the context of the Jason plan). The com agent
actions in the plan’s body are aimed at sending a request for the correct answer to
the onto agent, named the donnaMAMi onto agent in this MAS (last line), after
the parameters of the intent are properly managed. The donnaMAMi onto agent
is in charge of looking for the correct answer in the ontology. At this stage of the
On2Conv development, we were mainly focused on the On2Conv implementation
and on its coherence. Although the plan shown in Listing 1.1 mainly implements
a simple reactive behaviour, without any logical reasoning, Jason natively sup-
ports logic-based reasoning on the agents’ beliefs that are represented in an
explicit, symbolic way. The examples of sophisticated integration of knowledge
and deduction of new facts presented in the Introduction can indeed be imple-
mented in Jason thanks to its support to Prolog-like rules. While we do not claim
that this implementation would be effortless, we believe that it would bring sig-
nificant advantages in terms of code readability, shareability, and explainability,
supporting a transparent approach to modern Artificial Intelligence.
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1 +! responder(RequestedBy , RespId , IntentName , Params , Contexts)

2 : (IntentName == "HarmfulExperience ")

3 <- !delprevparams ;

4 for ( .member(X,Params) ) { +X; };

5 ?param("PhysicalAbuse ",ABUS); ?param("BodyParts",BD);

6 ?param("Injuries",INJ); ?param("People",PPL);

7 .send(donnaMAMi_ onto _agent ,askOne ,

8 answerHarmfulExperience (ABUS , BD , INJ , PPL , RespId)).

Listing 1.1. Jason plan for the donnaMAMi com agent edited after being generated
starting from the donnaMAMi ontology.

Finally, in Fig. 9, two different scenarios for a specific context are shown.
The context is needs professional help when “any” person “has done/does/is
doing” any “physical harm” to the user. In the first scenario (Fig. 9a), if the user
does not provide the necessary information (in the tested case: person), she will
be prompted by the chatbot to mention it, to take the best action based on
the answer. The second scenario (Fig. 9b) copes with the situation where an
injury is detected in the uttered sentence of the user. In this case, the priority
is to tell the user to call the ambulance. Besides from taking care of the context
generation, the type of injury is extracted, therefore the agent answers with
“Have you called the ambulance?” to suggest the user to immediately do it, in
a gentle, non assertive way.

Fig. 9. Experiments: generating the correct context for the conversation based on what
the user says.
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5 Conclusions and Future Work

In this paper, the On2Conv tool to generate the files for feeding the Dialogflow
and JaCaMo agents starting from information stored in an ontology has been
presented. On2Conv adds robustness to the agents communicating through Dial-
4JaCa, and makes the development process faster and less error-prone elimi-
nating duplication of information, as suggested by the “Don’t repeat yourself”
(DRY) software engineering principle.

The feasibility of the methodology using On2Conv is explored through the
development of the donnaMAMi ontology and its exploitation to create a MAS.
The donnaMAMi MAS has been tested by the authors with sample sentences that
a user may utter in a simplified world. Although no tests were carried out in a
real-world environment with any possible sentence about domestic violence, the
test sentences were chosen wisely to cover as many aspects as possible in order
for the MAS reasoning power to be evaluated.

To improve the donnaMAMi ontology and to move the experiment outside
the boundaries of academia, we are currently interacting with the SAVE THE
WOMAN Italian association of social promotion14.

Born in 2020, SAVE THE WOMAN is responsible for promoting and dis-
seminating digital solutions against gender-based violence. One of these solu-
tions is the NONPOSSOPARLARE (ICANNOTTALK) chatbot, developed
by SPX under the guidance of one of the authors of this paper. In the last
two years NONPOSSOPARLARE has been integrated in more than twenty
women assistance portals, collecting – in a fully anonymous, GDPR-compliant
way – valuable information on how victims use digital tools to ask help. We are
currently evaluating how we can integrate the NONPOSSOPARLARE chatbot
with ontological knowledge and with reasoning capabilities, thanks to On2Conv.

During the development of On2Conv and of its experimentation we relied
on our own sensitivity and common sense to address the psychological aspects
related with domestic violence. With the help of the SAVE THE WOMAN on
the field staff, however, the donnaMAMi ontology and the agents’ reasoning mech-
anism might be made more realistic and once injected into NONPOSSOPAR-
LARE, they might make it more competent and solid.
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