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Abstract. Agents often exert influence when interacting with humans
and non-human agents. However, the ethical status of such influence is
often unclear. In this paper, we present the SHAPE framework, which
lists reasons why influence may be unethical. We draw on literature from
descriptive and moral philosophy and connect it to machine learning
to help guide ethical considerations when developing algorithms with
potential influence. Lastly, we explore mechanisms for governing influ-
ential algorithmic systems, inspired by regulation in journalism, human
subject research, and advertising.
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1 Introduction

Influence—which we define broadly as one agent taking an action that causes
a change in another agent—is ubiquitous in multi-agent systems. If the agent
being influenced is a person or is otherwise deserving of moral consideration,
then it is widely accepted that some types of influence (e.g., blackmail, extor-
tion) are unethical. In many settings where human communication is mediated
by algorithms, however, the ethical status of influence is less clear. For example,
interacting with a recommender system may change our preferences [25,43,64]
and emotions [63], exposure to online political advertising can change our vot-
ing intentions [31], and interacting with large language models can change our
opinions [10,58]. In such cases, it can be easier to sense that there may be an
ethical principle being violated than to articulate the principle of concern.

There is a substantial body of work from descriptive and moral philosophy
on concepts such as “influence” [102], “manipulation” [76], “mental interference”
[37], “nudging” [91], “choice architecture” [94], “suasion” and “persuasion” [15],
“cognitive liberty” [95], “mental integrity” [37], “mental self-determination” [21],
freedom of thought [65], and preference change [25]. The definition of each of
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these terms, and the situations in which the phenomena they describe can be
considered ethical, are all contested. We do not attempt to stipulate definitions or
resolve normative disagreements in this paper. Rather, we draw on this literature
to highlight specific reasons why some types of influence might be unethical,
and link these concerns to relevant work from computer science and artificial
intelligence (AI). Our hope is that the framework created through this synthesis
will help designers of algorithmic systems that influence people to think more
concretely about the ethical considerations relevant to their work.

Before introducing the framework we would like to stress that not all influ-
ence is bad or morally questionable. Our definition of influence (given in the
opening sentence of this article) is so broad as to encompass all causal relation-
ships between agents. In this view, all human communication—much of which
is beneficial—constitutes a form of influence. In particular, rational persuasion
(“the unforced force of the better argument” [52]) is often delineated as being
a morally acceptable form of communication, and hence influence [98]. Without
aiming to provide a perfect characterisation of wrongful influence, our view is
that influence is ethically acceptable unless it possesses a property which makes
it wrongful, and this paper is an attempt to compile a list of such properties.

Method. To arrive at the SHAPE framework we conducted an extensive (but
unstructured) literature search in order to compile a list of reasons why influence
may be unethical. This longlist of reasons was iteratively grouped into sets of
similar concerns, discussed, supplemented with additional literature searches,
and re-grouped until we arrived at the current version of the framework. This
process was not straightforward due to the fact that a number of categories have a
non-negligible overlap, and our decisions about how to hierarchically arrange the
relevant ideas are inevitably somewhat contingent and subjective. Additionally,
we emphasise that this article is not a true systematic review, and the amount of
literature relevant to the ethics of influence is vast. Nonetheless, we are confident
that the chosen categories are informative, if not perfectly disjoint, and to the
best of our knowledge we are the first to provide a framework to assess the
ethicality of influential AI systems.

2 Concerns

In this section we develop our SHAPE (Secrecy, Harm, Agency, Privacy, Exo-
geneity) framework by listing reasons why influence may be unethical, drawing
on work from moral philosophy and linking it to relevant concepts in computer
science and AI. We do not claim that this list is comprehensive, but we do
think it covers the most commonly-cited objections to influence. Similarly, we
do not claim that this is a perfect taxonomy or that each of the reasons given
is perfectly distinct from the others, but we do argue that the five groups of
reasons—secrecy, harm, agency, privacy, and exogeneity—capture meaningful
families of objections. The aim of the framework is to provide guidance about
whether a particular instance of influence might be unethical to those in charge
of designing the agent or process which exerts the influence. While the terms in
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Box 1. The SHAPE framework for considering the ethicality of influence.

the acronym give an overview of concerns, the corresponding sections provide
a more detailed analysis for each. An overview of the framework summarising
these reasons is given in Box 1, and a discussion of the concept of intent (which
is relevant to all five reasons) is given in Box 2.

2.1 Secrecy

First, influence may be unethical if it involves secrecy. In the literature, variations
of this idea have also been referred to as “covertness” [39], “deception” [72],
“lying” [71], or “trickery” [76]. Articulating precise definitions for these terms
is an open philosophical problem [67], but many have been proposed. The core
idea is perhaps most neutrally defined as an “information asymmetry”, where
the influencer has more information than the influencee [35]. More narrowly,



170 E. Bezou-Vrakatseli et al.

deception has been defined as any situation where an agent A intentionally
causes another agent B to have a false belief, with necessary requirement that
agent A does not believe it to be true [26].

Secrecy of all sorts may be wrong—when it is wrong—because it violates a
moral norm or duty, specifically “a duty to take care not to cause another to form
false beliefs based on one’s behaviour, communication, or omission” [97], because
it constitutes a breach of an implicit promise to be open and truthful [84], or
because it constitutes a betrayal of trust [71]. The wrongness of secrecy may also
in some cases be due to downstream consequences of the secrecy, rather than due
to the secrecy itself. For example, some argue that when an intent to influence
is hidden from the influencee, it is “less likely to trigger rational scrutiny” [76]
and thus bypasses reason, reducing agency (Sect. 2.3).

That said, secrecy may not always be unethical, as in cases of “benevolent
deception” [3]. For example, it may be beneficial for the rehabilitation of patients
who have suffered stokes or other brain injuries if their physical therapist robot
obfuscates their true progress towards recovery [19].

Here, we distinguish between two types of secrecy as it relates influence:
secrecy of intent and secrecy of means.

Secrecy of Intent. Influence may be unethical if the influence is intended by the
influencer, and the influencee is not fully aware of this intent. For example, a
video deepfake [73] intended to influence public opinion in a certain direction
(perhaps by misrepresenting the actions of a political figure) may be unethical
because the people who are influenced are not made fully aware of this intention.
Had they been aware, they would have assigned less credence to the information
contained in the video [68].

Secrecy of Means. Influence may also be unethical if the influencee is not fully
aware of the means by which they are being influenced. For example, a user
interacting with a sophisticated social media recommender system may be fully
aware that the algorithm is designed to maximise the total amount of time they
spend on the platform—so there is no secrecy of intent—but be unaware of
the strategies the recommender is employing to achieve this, such as through
the occasional recommendation of content that is increasingly sympathetic to a
conspiracy theory [105].

Technical Work. Of the many ethical objections to influence, secrecy has
perhaps received the most attention in the context of AI. For example, the siz-
able literature on algorithmic transparency, explainability, and interpretability
(see, e.g., [27,69]) represents an attempt to mitigate information asymmetries
between AI systems and their human users. There is also an emerging literature
that seeks to provide formal definitions of deception from a causal perspective,
along with mechanisms for detecting it in AI systems [88,113,114,116]. Algo-
rithmic agents can also fall prey to influence involving secrecy, as in cases of
adversarial attacks [70], data-poisoning [70], reward function tampering [44],
and manipulating human feedback [115].
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2.2 Harm

Second, influence may be unethical if it causes harm. There are many different
forms of harm, with some of the most prominent categories including reduced
physical or mental well-being [78], bias [118], unfairness [118], or injustice [101].
In general, harm and related concepts such as “suffering” [56] are expansively
but inconsistently defined. Definitions range from those that equate harm with
any “physical or other injury or damage” [23], to those state harm is a condition
of “interference with individual liberty”, originating from the “harm principle”
of John Stuart Mill [81], a definition which would liken harm to a reduction in
agency (Sect. 2.3).

Ethical (if not legal) views on what does and doesn’t count as harm are nor-
mative and contested, and this is notably true of harms that may arise from
speech acts in algorithmically-mediated online fora. For example, “safe spaces”
are viewed by some as a means of avoiding psychological harm and others as
an institution which, if realised, inflicts epistemic harms [6]. Regardless of the
position one takes in such debates, it seems defensible that there are many
forms of harm which are widespread but not frequently well-articulated, and
some of these harms can plausibly be promulgated by influential AI systems.
One example of such harms has been labelled epistemic injustice [61]. Varieties
of epistemic injustice include testimonial injustice, where an individual is dis-
credited as a credible source of knowledge, and hermeneutic injustice, where an
individual experiences reduced capacity to make sense of their own experiences
due to a lack of a relevant framework, shared vocabulary, or common knowledge
of a shared experience. Both forms of epistemic injustice may be exacerbated by
language models or recommender systems, if such systems are heavily used and
systematically privilege certain perspectives.

It should be emphasised that harm, while perhaps intrinsically injurious, need
not always be unethical. A surgeon making a cut to a patient’s skin to fix their
broken leg may cause temporary harm and pain, but is arguably acting in the
best interests of the patient. In such cases, influence would then not be unethical
despite causing harm. The assessment of harmful influence is further complicated
by the fact that it can be very hard to define when influence is actually harmful,
particularly influence over mental properties such as preferences [25].

Technical Work. The concept of harm is a central topic among AI policy-
makers, with the prevention of harm being underscored as a critical principle
for AI systems in the European Commission’s report on trustworthy AI. The
report asserts that AI systems should never cause adverse effects on any human
being [54]. Harm, particularly in the physical sense induced by AI systems,
has been scrutinized extensively within the domain of self-driving cars through
thought experiments like the trolley problem [41].

Another significant area of research is AI in healthcare, where there is a strong
emphasis on the minimization of harm potential. AI systems in healthcare are
expected not only to elevate the well-being of individuals but also to consider the
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Box 2. The concept of intent, as it relates to the ethics of influence.

potential psychological or mental harm they may cause, such as those resulting
from discrimination or neglect [78].

A prominent challenge in this field is assigning responsibility when harm does
occur, given the numerous actors typically involved in the development process.
This issue is particularly salient in the context of recommender systems, which
often serve to influence human behaviour. Even when these systems are designed
with benevolent intentions—such as supporting healthy decision-making—they
can unintentionally cause adverse effects [40].

2.3 Agency

Third, influence may be unethical if it reduces human agency, or related concepts
such as “self-determination” [21] and “autonomy” [85]. There are many proposed
definitions of agency [46]. One account defines agency as the act of an agent
making use of its ability to act [90]. In this view, agency requires that executed
actions are intended, and result in part from the agent’s reasoning processes. To
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reduce human agency, then, is to disrupt the link between an agent’s intentions
or reasoning processes and their subsequent actions.

Several works link influence with a reduction in agency. Being influenced into
performing an action reduces the agency of an individual, at least in terms of
the decision about whether to perform that action [103]. Human agency is often
characterised as having intrinsic moral value, and reductions in agency may be
wrong regardless of whether that reduction in agency is paternalistic and results
in improved welfare for the person affected. Not respecting the competency of an
individual to make their own decisions is seen as a lack of appreciation of them
being a rational agent [96] or even a degradation [75]. Perhaps more unambigu-
ously, reduced agency can be wrong if it involves impairments to the psycholog-
ical capabilities of the subject thought to be the basis for free will [100]. The
wrongness of reductions in human agency may also stem from the fact that the
interests of the affected agent are being devalued or deprioritised relative to
those of the another party (see Sect. 2.5) [86,96].

However, it has also been argued that reductions in agency are not always
wrong, and that rational agents often do not oppose influence that has this
effect [22]. Instead, agency may be valuable instrumentally because is often
a useful means to an end. We sometimes place ourselves in situations where
we have reduced agency—such as following a recipe or studying a prescribed
curriculum—if it helps to achieve a goal.

Here, we give five accounts of what it means for influence to reduce agency:
removing options, imposing conditional costs or offers, influencing without con-
sent, bypassing reason, or being irresistible. These are likely not mutually
exclusive.

Removal of Options. Influence may be unethical if it removes options previously
available to the influencee [49]. For example, an autonomous vehicle may in some
implementations prevent its human driver from deciding to take a certain route
to a destination that they otherwise would have taken. Options may be removed
explicitly (by refusal) or implicitly (by a failure to provide an affordance that
would enable the option). Options can also be removed effectively, without being
absolutely removed, by imposing conditional costs (see below) that are so severe
as to make the option untenable. Such removal of options, where the influenced
party can be said to have no choice or no acceptable choice, has been labelled
“coercion” [62,77,119].

Conditional Costs or Offers. Influence may be unethical if it imposes conditional
costs or offers on the influenced depending on the action they choose to take,
thus altering the relative appeal of different options. In philosophical literature,
this type of influence is sometimes called “pressure” [76]. Conditional costs can
be seen as a form of threat, though the severity of the threatened cost can vary
significantly. Examples of costs that might be threatened include a loss of time
or energy (e.g., nudging [101] or browbeating [12]), a loss of social status (e.g.,
peer pressure), or physical violence (e.g., kidnappers demanding a ransom).
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It is possible to use carrots as well as sticks: the costs imposed may be
opportunity costs. For example, the influencer may attach positive incentives or
“offers” (e.g., money or status) to certain alternatives, which reduces the relative
value of others [87]. Such incentives are not always unethical. For example, it is
generally considered acceptable to offer salaries to influence people to work for
you. Baron [12] suggests that such incentives are only unethical if they mean the
influenced adopts a particular alternative for “the wrong sort of reason” [12].
Which sorts of reasons are considered wrong will be context specific.

Consent. Influence may be unethical if it occurs without (informed) consent,
thus potentially ignoring a decision a person has made while exercising their
agency [45]. For example, consent is plausibly the morally distinguishing factor
between strenuous exercise and forced labour.

Bypassing Reason. Influence may be unethical if it bypasses human reason [51].
Mechanisms of influence which involve the bypassing of reason include: cus-
tomised presentation of information, the flooding of agents with irrelevant infor-
mation to crowd out relevant information, and the withholding of certain infor-
mation [17]; exploitation of known imperfections in human decision-making such
as group pressure [7]; exploitation of the “truth effect”, which is the fact that
frequent repetition of a statement increases the probability of individuals to find
that statement to be true [53,92]; anchoring [5]; and appeals to emotion such as
fear [57].

Irresistibility. Influence may be unethical to the extent that it is difficult to
resist [17,28]. Attempts at influence can be made difficult to resist through the
use of techniques such as flattery or seduction. Use of such techniques arguably
reduces agency of those influenced. This has direct implications on the moral
responsibility of an agent for their actions. Such responsibility has been claimed
to not require “regulative control”, i.e. access to alternative possibilities, but
merely “guidance control” as control over the mechanism which steers their
behaviour. An agent who is influenced into acting in a certain way through
mechanisms they cannot resist is therefore not morally responsible for the con-
sequences of their actions [47].

Technical Work. There is an emerging body of technical work that seeks to
quantify degrees of agency, often from a causal perspective [29,60]. There has
also been work that seeks to use AI to support human agency in certain contexts,
such as in learning environments [34] or on social media platforms [59].

2.4 Privacy

Influence may also be unethical if it is made possible by a violation of privacy.
Privacy is a fundamental aspect of our lives that refers to our ability to con-
trol access to our personal information. It encompasses the right to keep certain
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information about ourselves hidden from others and is vital for protecting our
individuality, fostering trust, and preserving our personal freedom. The more
information is known about a person, the greater the extent to which it is possible
to identify mechanisms by which they can be influenced. Nissenbaum [74] iden-
tifies three privacy principles frequently cited when justifying privacy-enhancing
laws: (1) limiting surveillance of citizens and use of information about them
by agents of government, (2) restricting access to sensitive, personal, or private
information, (3) curtailing intrusions into places deemed private or personal.

In the first years after the internet was established a number of very serious
invasions of individual privacy were committed [110]. There is currently a con-
sensus on condemning such actions, but the concern of privacy is still relevant
and a very complex one. When training an agent, privacy can be inadvertently
breached through data collection, data aggregation, predictions or third-party
access [120]. One example of a practice that often raises privacy concerns is
personalised ads. The extensive collection of user data raises concerns about
the transparency of data collection practices and the potential for unautho-
rised access or misuse of personal information [109]. More generally, the per-
sonalised, virtual experience that such practices result in “fractures the public
sphere into individual parallel realities” [110], while also being more likely to
promote extreme content, and less likely to be noticed by experts who have
historically been responsible for fact-checking (e.g., journalists).

As the concern of privacy is very complex, it is important to be able to identify
the type of information that is private and which should therefore be protected
(and not used without our consent). Ben and Lazar [13] distinguish between the
following types of data: training (i.e., data collected to train predictive models)
vs targeting (i.e., data used for targeting); sensitive1 (i.e., data about a person
that they might reasonably not want others to know) vs nonsensitive; and sub-
divide sensitive into intrinsically sensitive(i.e., if it is sensitive when considered
on its own) vs extrinsically sensitive (if it is sensitive only when considered in
combination with other data points). Privacy concerns arise when the training
data consists of sensitive and nonsensitive information [11]; a model trained on
that data can uncover a link between intrinsically nonsensitive properties P , Q,
and R, and intrinsically sensitive property S. This means that if we have access
to values for these non-sensitive properties for a user, the chances of successfully
predicting S increase [13].

We address the privacy concern on two levels: as an individual breach of
contract or trust, and as a wrong associated with collective surveillance.

Breach of Contract. Thinking back to the three privacy principles, principles
(2) and (3) address the individual level. A privacy breach constitutes a violation
of these principles. Principle (3) encompasses the traditional idea of sanctity, in
support of the notion of people “shielding themselves from the gaze of others”,
whereas principle (2) encapsulates the nature of the information collected, and

1 An extensive analysis of the notion of “sensitive information” and why it is critical
can be found in [111].
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potentially disseminated, which should be protected when it meets societal stan-
dards of intimacy, sensitivity, or confidentiality [74]. The ethical ramifications of
influence encompass the broader societal implications of privacy violations; a
breach of contract in these cases constitutes a degradation of human dignity.
This extends beyond the individual level since individual privacy infringements
can violate the right to privacy of other people, and the consequences of privacy
losses are experienced collectively [110].

Surveillance. The issue of surveillance adds an extra layer to the aforementioned
collective experience of privacy loss. The first of the three principles is dedicated
to this concern, and it constitutes a special case of the more general principle of
protecting individuals against unacceptable government domination. The right
to privacy can thus also be understood by referring to general, well-defined,
and generally accepted political principles addressing the balance of power [74]
(See also Sect. 2.5). An invasion of the privacy of an agent gives others power
over that agent [110]. On a societal level, citizens’ autonomy is threatened when
they lose their privacy. The more data are collected, the easier it becomes to
anticipate the following actions of an individual, the more prone people become
to influence, and the easier it becomes to justify this influence. Government
surveillance becomes, thus, more powerful once they gain access to said data.
This is a critical concern since “a largely unregulated tech industry is detrimental
to free and democratic societies” [110].

Technical Work. While the most obvious approaches to mitigating privacy
concerns relating to influence involve simply deciding whether or not to pro-
ceed with a given product deployment or research project, there is also research
on technical approaches to respecting privacy in certain applications of influ-
ential AI. These include work on differential privacy [1,38] and contextual
integrity [14,33].

2.5 Exogeneity

Lastly, influence may be unethical if it advances interests not held by the agent
being influenced, a property we call exogeneity.

We present two articulations of unethical exogeneity in influence: the dis-
parate advancing of exogenous and endogenous interests, and the exercise of
power.

Exogenous Interests. Influence may be unethical if it advances exogenous goals
or interests (those not held by the influencee) over endogenous goals or interests
(those held by the influencee). In this account, the wrongness of influence stems
not from the fact that the influencer benefits (they may not benefit), or from
harm to the influencee in absolute terms (they may not be harmed), but from
the relative advantaging of the interests of another agent over the interests of
the influencee [13,76,86].
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Power. Influence may also be unethical if it empowers one party over another,
or constitutes an exercise of power of one party over another. There is consider-
able philosophical literature on how power is instantiated in technology [16], as
well as related concepts including “control” and “domination” [9]. For example,
manipulating the opinion of a single individual can be difficult [31], but widely-
used recommender systems present a vector by which a minority might steer
the opinions and behaviour of a larger population, through an accumulation of
small or stochastic effects. Another example of power being abused is the use of
AI-enabled ad targeting to influence election results [18].

Technical Work. Monitoring whose interests are being served through the
use of an AI system lends itself naturally to questions of fairness, and there is
substantial literature on both formal measures of fairness [82] and algorithms
for promoting it [112]. Another relevant line of work relates the development of
mechanisms for diffusing or decentralising the power that is exercised through
the use of influential AI systems. This includes both technical social choice mech-
anisms for choosing objective functions [66], and the use of participatory insti-
tutions such as citizen assemblies [79] and collective response systems [32,80] to
provide democratic oversight.

3 Governance of Influence

For the most part, the concerns listed in Sect. 2 point to general or abstract prin-
ciples that can inform an understanding of the ethical status of different kinds
of influence. In order for such an understanding to be widely adopted into the
practices of those designing and building influential algorithmic systems, we need
mechanisms for deciding, disseminating and enforcing what best practice looks
like in specific, concrete terms. Here we point to three such mechanisms (pro-
fessional cultures, ethics review processes, government regulation) via examples
from other domains (scientific research with human subjects, journalism, adver-
tising).

3.1 Professional Culture

In journalism there is minimal formal oversight of ethical practice, but nonethe-
less there is broad understanding of a core set of ethical principles which are
reinforced by educational institutions, professional organisations, and workplace
culture [48,89]. These principles commonly include mention of accuracy or truth-
fulness [83], objectivity or impartiality [117], and avoidance of harm through the
use of anonymity or avoiding coverage of certain topics (e.g. suicide) [24,36].
Such principles informally govern influence in the context of journalism. Sim-
ilar ethical principles exist in computer science, but these are not as widely
adopted [20,30].



178 E. Bezou-Vrakatseli et al.

3.2 Institutional Ethics Reviews

Formal ethics review processes, such as those conducted by most academic insti-
tutions in advance of research that involves human subjects, are one way of
formalising a consideration for the ethics of influence. Reviewers involved in
such processes already grapple with the use of techniques such as deception or
trickery to create experimental conditions [8], and with what it means to have
meaningfully consented to be subject to such influence [55]. Examples of such
review processes in practice are numerous, in AI research a number of prestigious
conferences and journals have implemented such mechanisms through checklists
and the provision of guidelines [99]. The same holds true for industry where the
widespread deployment of AI-based algorithms has lead to the establishment of
ethics review processes by large companies such as Adobe or Google [4,50].

3.3 Regulation

In many jurisdictions, the advertising industry is subject to laws that place
limits on the content of advertising and the contexts in which certain types
of advertising can appear. These often require that advertising avoid outright
deception (e.g., truth-in-advertising laws) [106], and ban ads in contexts where
they are thought to cause harm (e.g., the ban of gambling, alcohol, or fast food
ads during childrens’ programs or televised sports) [2,104]. Such laws formally
specify classes of influence which are collectively deemed unacceptable in the
context of advertising.

Since AI is a fast-moving field, implementing regulatory guidelines for it
presents a challenge. Though not specifically targeted at AI systems, the Euro-
pean Union’s General Data Protection Regulation (GDPR) sets out a number
of rules which implicitly impose constraints on Artificial Intelligence as well [93].
These rules will be concretised by the Union’s Artificial Intelligence Act which
it aims to pass by the end of 2023 and which is specifically targeted at the regu-
lation of AI Systems [42]. Further examples of planned AI regulation include the
attempts in the United Kingdom where a white paper was recently published
which will be used as the basis for the country’s AI regulations [107] as well as
the US which published a Blueprint for an AI Bill of Rights [108].

4 Conclusion

In this paper we have synthesised some of the most commonly cited reasons—
captured by the acronym SHAPE—why influence can be unethical. Specifically,
these are that influence can (1) involve secrecy regarding the intent or means
of influence, (2) cause harm, (3) reduce human agency by removing options,
imposing conditional costs or offers, occurring without consent, bypassing rea-
son, or being irresistible, (4) violate privacy by relying on the use of private
information in a way that breaches an assumed contract or being implicated in
mass surveillance, and (5) advance exogenous interests at the expense of endoge-
nous interests, or give one group power over another. We linked each of these
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general principles to relevant concepts from computer science and artificial intel-
ligence, and described three models of ethical governance from other domains—
professional culture which emphasises ethics, institutional ethics reviews, and
regulation—which could be employed to translate such general principles into
practice.

We envisage the SHAPE framework being used by designers of influential AI
systems as a way to structure their thinking when considering the ethical impacts
of their systems. For example, those building a product based on a large language
model (LLM) might systematically work through Box 1, enumerating the exam-
ples of each of the SHAPE concerns that arise in the context of their product.
These might include user-to-LLM feedback loops that are not understood by the
user (secrecy), defamatory hallucinations (harm), affordances that require extra
effort by users to surface certain perspectives in model outputs (agency), use of
personal data to improve user retention (privacy), and adversely paternalistic
choices in the design of the product (exogeneity), among others. Such a list could
then be translated into a list of actions to be taken to remove or mitigate each
of these ethical concerns.

For the most part, we have in this paper refrained from stipulating particular
definitions or drawing definitive lines between ethical and unethical influence.
Such decisions will likely be context-specific and contested, and our focus has
instead been on drawing connections between work in philosophy and computer
science. That said, it would be valuable for future work to consider the extent
to which these concerns over influence could be made more precise by focus-
ing on narrower domains, such as LLM-enabled chat interfaces or social media
recommender systems.
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34. Deschênes, M.: Recommender systems to support learners’ agency in a learning
context: a systematic review. Int. J. Educ. Technol. High. Educ. 17(1), 50 (2020).
https://doi.org/10.1186/s41239-020-00219-w

35. Dierkens, N.: Information asymmetry and equity issues. J. Financ. Quant. Anal.
26(2), 181–199 (1991)

36. Domaradzki, J.: The Werther effect, the Papageno effect or no effect? A literature
review. Int. J. Environ. Res. Public Health 18(5), 2396 (2021). https://doi.org/
10.3390/ijerph18052396

37. Douglas, T., Forsberg, L.: Three rationales for a legal right to mental integrity.
In: Ligthart, S., van Toor, D., Kooijmans, T., Douglas, T., Meynen, G. (eds.)
Neurolaw. Palgrave Studies in Law. Neuroscience, and Human Behavior, pp. 179–
201. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-69277-3 8

38. Dwork, C.: Differential Privacy. In: Bugliesi, M., Preneel, B., Sassone, V.,
Wegener, I. (eds.) ICALP 2006. LNCS, vol. 4052, pp. 1–12. Springer, Heidelberg
(2006). https://doi.org/10.1007/11787006 1

39. Dynel, M.: Comparing and combining covert and overt untruthfulness: on lying,
deception, irony and metaphor. Pragmatics Cogn. 23(1), 174–208 (2016)

40. Ekstrand, J.D., Ekstrand, M.D.: First do no harm: considering and minimizing
harm in recommender systems designed for engendering health. In: Engendering
Health Workshop at the RecSys 2016 Conference, pp. 1–2. ACM (2016)

41. Etzioni, A., Etzioni, O.: Incorporating ethics into artificial intelligence. J. Ethics
21(4), 403–418 (2017). https://doi.org/10.1007/s10892-017-9252-2

42. European Parliament: EU AI Act: First regulation on Artificial Intelli-
gence (2023). https://www.europarl.europa.eu/news/en/headlines/society/
20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence

43. Evans, C., Kasirzadeh, A.: User tampering in reinforcement learning recommender
systems (2022)

https://doi.org/10.3390/electronics8080832
https://doi.org/10.3390/electronics8080832
https://www.mdpi.com/2079-9292/8/8/832
https://doi.org/10.1007/s10677-006-9052-4
https://doi.org/10.1145/3593013.3594033
https://www.acm.org/code-of-ethics
https://doi.org/10.1126/sciadv.abc4046
https://doi.org/10.1126/sciadv.abc4046
https://www.nytimes.com/2023/04/05/opinion/artificial-intelligence-democracy-chatgpt.html
https://www.nytimes.com/2023/04/05/opinion/artificial-intelligence-democracy-chatgpt.html
https://www.nytimes.com/2023/04/05/opinion/artificial-intelligence-democracy-chatgpt.html
https://doi.org/10.1016/j.ins.2015.07.013
https://doi.org/10.1186/s41239-020-00219-w
https://doi.org/10.3390/ijerph18052396
https://doi.org/10.3390/ijerph18052396
https://doi.org/10.1007/978-3-030-69277-3_8
https://doi.org/10.1007/11787006_1
https://doi.org/10.1007/s10892-017-9252-2
https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


182 E. Bezou-Vrakatseli et al.

44. Everitt, T., Hutter, M., Kumar, R., Krakovna, V.: Reward tampering problems
and solutions in reinforcement learning: a causal influence diagram perspective.
Synthese 198(Suppl 27), 6435–6467 (2021)

45. Faden, R.R., Beauchamp, T.L.: A History and Theory of Informed Consent.
Oxford University Press, Oxford (1986)

46. Ferrero, L.: An introduction to the philosophy of agency. In: The Routledge Hand-
book of Philosophy of Agency. Routledge (2022)

47. Fischer, J.M.: Responsibility and manipulation. J. Ethics 8(2), 145–177 (2004).
https://doi.org/10.1023/B:JOET.0000018773.97209.84

48. Frost, C.: Journalism Ethics and Regulation. Taylor & Francis, Milton Park
(2015). https://books.google.co.uk/books?id=K5b4CgAAQBAJ

49. Garnett, M.: Agency and inner freedom. Noûs 51(1), 3–23 (2017). http://www.
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