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Preface

We are delighted to introduce the proceedings of the 14th EAI International Conference
on Bio-inspired Information and Communications Technologies (BICT 2023). Looking
back, the first edition of this conference was held as BIONETICS (International Confer-
ence on Bio-InspiredModels of Network, Information and Computing Systems) in 2006
with the goal of facilitating research and development of bio-inspired ICT. The following
editions of the conference since then have been held almost annually, providing a world-
leading venue for researchers and practitioners to discuss recent results on bio-inspired
ICT. Due to the safety concerns and travel restrictions caused by COVID-19, however,
the last two editions of BICT took place online as a virtual interactive conference in
2020 and 2021, respectively. For the first time after the COVID-19 pandemic, this year,
we had BICT 2023 as a face-to-face conference in the beautiful city of Okinawa, Japan
from April 11 to 12 in 2023.

The technical program of BICT 2023 consisted of two keynote talks and 30 paper
presentations. On day 1, William C. Tang of National Taiwan University delivered
his keynote talk on “Subnetwork Communications within the Hippocampus and High-
EfficiencyComputing”where a novel neuromorphic computing paradigm for low-power
artificial intelligence was presented. Day 1 also included three technical sessions. Day
2 began with another keynote by Winston K. G. Seah of Victoria University of Welling-
ton, New Zealand. Entitled “Quantum Internet”, he overviewed the emerging area of
quantum communications and networking, touching on how designing quantum inter-
net protocols requires a major paradigm shift and presents new challenges to network
design. Day 2 also included one technical session and one online session.

This year, we received 63 paper submissions, and accepted 25 papers. Additionally,
we accepted 7 extended abstracts for oral presentations. We appreciate our Program
Committee members for their hard work in reviewing papers carefully and rigorously.
With our congratulations to the authors of accepted papers, the BICT 2023 conference
proceedings consists of 25 high-quality papers.

The organization of the BICT 2023 conference proceedings relied on the contribu-
tions by Organizing Committee members as well as PC members. It was our privilege
to work with these respected colleagues. Last but not least, special thanks go to the
EAI, particularly Mikita Yelnitski, for helping us organize BICT 2023 and publish these
proceedings successfully.

Yifan Chen
Dezhong Yao

Tadashi Nakano
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Abstract. Molecular communication (MC) has become a new commu-
nication technology between nano-scale devices due to its biocompatibil-
ity and low energy consumption. Calcium signaling gradually becomes
a hot research topic as a typical case of molecular communication in
biological cells, but the system performance of Ca2+ signal-based molec-
ular communication is low because the intracellular Ca2+ concentration
decays with time and space. In this work, we firstly introduce a hybrid
communication scheme based on electromagnetic and molecular commu-
nication to investigate the mechanism of action of cytoplasmic calcium
ions induced by alternating fields. Secondly, the Ca2+ signal is analyzed
in a multimodal analysis using an external electromagnetic device that
emits electromagnetic waves as a control wave to drive the transmitter.
In addition, we propose a network coding scheme based on Ca2+ signal
frequency and a high-efficiency communication system with XOR logic
gates. The proposed network coding communication system reduces the
number of information exchanges and has a higher communication effi-
ciency compared to conventional communication.

Keywords: Molecular communication · Network Coding ·
Electromagnetic-induced · Calcium Oscillation
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1 Introduction

With the development of interdisciplinary fields such as synthetic biology and
nanotechnology, the construction of a heterogeneous and ubiquitous Internet of
nano-things (IoNTs) is becoming a reality in vivo. However, bio-nanomachines
must overcome power and functional limitations to achieve a large number of
complex biomedical applications, such as bio-detection and tissue repair [1].
Currently, it is difficult for nanolevel devices to wireless communication due to
the size and energy consumption limitations of the device unit (e.g., antenna).
To solve this challenge, a novel communication technology between nanoscale
devices, i.e., molecular communication (MC) [2], is proposed.

Molecular communication, as an innovative communication technology, uses
molecular or chemical signals as carriers to communicate between biological
nanomachines [3]. Information molecules are small in size usually in the nanoscale
and can be biological compounds or synthetic compounds such as proteins,
nanoparticles, etc. The MC channels are water or gas environments where tiny
molecules can freely pass. The transmitter encodes messages onto the molecules
and releases them into the molecular communication channel. After the receiver
detects the message molecule, the receiver reacts biochemically with the molecule
to decode the message and perform the corresponding function [4]. The biocom-
patibility and low energy consumption of molecular communication are promising
for applications in the human body, such as target detection, organ repair, etc [5].

Many works have now investigated calcium (Ca2+) signaling as typical of MC
in bio-cellular networks and have identified Ca2+ signaling as a potential physical
mechanism to research [6]. Ca2+ signaling plays an significant role in a variety of
physiological processes, including fertilization and prominence transfer [7], and
it is important to understand its conduction process. From a biological point
of view, Ca2+ signaling is prevalent in cells as intracellular second messenger.
From a communication engineering point of view, the multimodal waveforms of
calcium signals are suitable for information encoding and for transmitting infor-
mation in biological cell networks [8]. Due to the intracellular Ca2+ concentration
decays with time space, the system performance of MC based on Ca2+ signals
is low. However, communication between nanomachines can be established by
nanomechanical, acoustic, chemical, and electromagnetic (EM) communication
methods, in addition to using molecular communication.

Molecular communication and electromagnetic communication are envisioned
as the most promising paradigms in vivo, and a great deal of research has been
conducted in both of them. MC is a novel biomimetic communication technology
that offers the possibility of building IoNTs in vivo. However, existing MC meth-
ods exhibit slow and unstable properties in biological environments due to the
decay and interactions of biochemical molecules, which limits their application.
Therefore, many studies have considered combining molecular communication
with other communication paradigms to enhance molecular communication per-
formance. In addition, the communication efficiency of molecular communication
systems is a problem to be solved. Although the communication distance can be
extended by relay nodes, it will also the complexity of information transmission
between nodes.
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Many previous works have investigated the molecular communication of cal-
cium signals. In [9], a model of Ca2+ oscillations inside biological cells is devel-
oped and combined with a biological perspective to describe Ca2+ signal genera-
tion. In [10], the mechanism of the effect of alternating current field on cytoplas-
mic calcium concentration was proposed, and the effect of electric field strength
on Ca2+ signal was analyzed. [11] introduces a hybrid communication scheme
based on electromagnetic nano-communication and molecular communication,
and explores some open problems and challenges. In addition, many works have
begun to investigate efficient molecular communication networks to build molec-
ular computers of the future. In [12], an XOR gate is constructed using details
of the interactions of certain types of two-reactant reaction diffusion. In [13],
frequency coding based on Ca2+ signals is investigated and it is shown how
noise degrades the performance of channel switching. [14] proposes the use of
biological cells to develop logic gates that are implemented by controlling the
intercellular Ca2+ signal through an external input signal.

In this work, we propose a hybrid communication scheme based on elec-
tromagnetic communication and molecular communication, and theoretically
investigate the mechanism of action of cytoplasmic calcium ions induced by
alternating fields. Then, we use an external electromagnetic device that emits
electromagnetic waves as a control wave to drive the transmitter, oscillatory
forces can be applied to each free electrolyte and affect changes in the biological
cell. In addition, we introduce an MC network coding scheme based on Ca2+

signal frequencies to generate different Ca2+ signals for coding by an external
electromagnetic device. The exchange of information between cells is then done
efficiently using XOR logic gates as a way to improve communication efficiency
with the aim of expanding and implementing more applications.

The rest of paper is presented below. Section 2 describes the Ca2+ signal
generation mechanism for electromagnetic enablement, Sect. 3 describes Ca2+

signal-based network coding, and Sect. 4 summarizes the full paper and presents
future related work.

2 Electromagnetic-Induced Ca2+ Signaling Mechanism

In this section, we describe the mechanism of Ca2+ signal oscillation induced by
external electromagnetic devices. The mechanism consists of a phase of mem-
brane potential change induced by electromagnetic potential coupling and a
phase of potential-induced calcium signal oscillation, as shown in Fig. 1.

2.1 Electromagnetic-Induced Membrane Potential Change Phase

It has been shown that low-frequency electric and magnetic fields can influence
the activity of biological cells, which is mainly caused by forced vibrations of all
free ions by external oscillatory fields. The function of the biological cell and the
internal electrochemical balance will be disrupted by the coherent vibration of
this charge [15]. In addition, the free ions (Na, Ca2+, etc.) present around the
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Fig. 1. System model.

cell membrane also play an essential role in the intercellular signaling process.
Thus an oscillating external electric or magnetic field will apply an oscillating
force for the free ions crossing the plasma membrane, and this force induces
coherent forced vibrations that can be combined with the random motion of the
ions [16].

The total potential difference in the cell membrane is caused by the movement
of all available ions, which is facilitated by three different types of forces, as
follows [15]:

m
d2l

dt2
− F3 + F1 = F2 (1)

F1 = −mω2l (2)

F2 = Emzqe sin(2πft) (3)

F3 = −λ
dl

dt
(4)

where F1 is the restoring force generated by the electrochemical gradient, which
is determined mainly by the ion mass m, the angular frequency of self-sustained
oscillations ω and the distance travelled l by the ions. F2 denotes the exter-
nal force brought about by electromagnetism, where Em is the electromagnetic
intensity, f is the alternating frequency, z is the chemical valence of the ion, and
qe = 1.6 ∗ 10−19C. F3 indicates the attenuation force and λ is the attenuation
coefficient.

In addition, the cell membrane potential Vm is associated with the cell mem-
brane thickness s, effector force F and charge q, i.e., the membrane potential
can be expressed as:

Vm = F · s

q
(5)
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Here, we regard the influence of electromagnetism on SOC channels in cell
membranes caused by a force.

F =
1

4πεε0
· q · zqe

r2
(6)

where ε0 and ε are the vacuum permittivity and relative permittivity, respec-
tively. q = 1.6∗qe, r indicates the distance between the free charge and the SOC
channel. Therefore, it can be solved by the difference operation:

∂Vm =
1

2πεε0
· q · zqe

r3
∂r (7)

Assuming ∂x = ∂r, i.e. the position of the ion is the initial origin, and the
membrane potential can be expressed as:

∂Vm =
1

2πεε0
· q · zqe

r3
· s

q
· E0zqe

λ
sin(2πvt)∂t (8)

2.2 Potential-Induced Ca2+ Oscillation Phase

The cell undergoes an intracellular signaling cascade in response to an external
stimulus. The intracellular calcium reservoir (ER) opens calcium channels and
then Ca2+ begins to diffuse into the cytoplasm generating a large Ca2+ concen-
tration gradient. However, excessive Ca2+ concentration may lead to apoptosis,
so cells maintain Ca2+ concentration homeostasis through internal ion regula-
tory mechanisms. The constant oscillation of Ca2+ generates signals within the
cell and transmits them to adjacent cells via intercellular channels. Here, we use
a widely accepted Ca2+ oscillation model to describe the generation of Ca2+

signals [17]:
dx

dt
= K1 − K2 + K3 + n1y − n2x + IG (9)

dy

dt
= K2 − K3 − n1y (10)

where x denotes the cytoplasmic Ca2+ concentration, y is Ca2+ concentra-
tion in the internal calcium pool, K1 indicates the influx of extracellular
Ca2+ into the cell through different classes of channels. K2 and K3 for Ca2+

exchange between cytoplasm and internal stores. Here, K1 is mainly composed
of non-electromagnetic and electromagnetic induced components, which can be
expressed as follows:

K1 = w1 + w2(t) (11)

Cm
dVm

dt
= w2(t) (12)

where w1 indicates a non-EM-induced increase in Ca2+, i.e., a constant influx of
Ca2+ stimuli into the cell interior. w2(t) is induced by electromagnetism leading
to an increase in Ca2+ concentration, which is mainly associated with changes
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in the membrane potential Vm and Cm the capacitance of the membrane. The
specific parameter settings for the two stages are shown in [10,15–17].

Figure 2 indicates that the Ca2+ signal shows different calcium waves with
the electric field intensity, including pulsed calcium signal and sinusoidal calcium
signal. Figure 3 demonstrates that the Ca2+ signal varies with alternating fre-
quency and that the resulting sinusoidal calcium signal has a higher frequency
(Fig. 3b). Simulation results show that it is feasible to use an external electro-
magnetic device as an input device to control Ca2+ signal generation. And the
generated Ca2+ signals exhibit multimodal characteristics, i.e., pulsed calcium
signals and sinusoidal calcium signals. Based on these findings, we generated
Ca2+ signals of different frequencies by external electromagnetic devices and
used Ca2+ signals for molecular coding to enhance intercellular communication
efficiency.

Fig. 2. Variation of Ca2+ waveform with electric field intensity.

Fig. 3. Variation of Ca2+ waveform with alternating frequency.
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3 Network Coding

In this section, we introduce a molecular communication network coding system
based on multimodal Ca2+ signals and investigate the use of logic gates to achieve
efficient communication between cells.

3.1 Intercellular Communication Model

Logic gate circuits constructed by biological cells will enable a new molecular
computing technology that can rely on Boolean logic gates for intercellular com-
munication [18]. A logic circuit consisting of Boolean logic gates can be used
to reconfigure the computation of metacell operations. A fundamental function
of synthetic logic circuits is communication, including communication between
cells or between groups of cells [14]. Therefore, constructing logic gate circuits in
intercellular molecular communication network species can not only accomplish
efficient communication but also enable reconfigurability of logic operations.

The Ca2+ signaling molecular communication system is a short-term intercel-
lular communicatio that uses Ca2+ as signaling between cellular gap junctions.
To improve the system communication efficiency, we propose a Ca2+ signaling
network encoding mechanism to accomplish efficient communication between
cells or between cell populations through the XOR gate. Figure 4 briefly illus-
trates the two communication modes between cells, including the traditional
relay communication mode (Fig. 4a) and the network coded communication
mode (Fig. 4b). The network model includes two communicating cells, N1 and
N2, and a relay cell, R, and cells N1 and N2 can only communicate through
the relay cell. Without the use of network coding, the information of exchange
cells N1 and N2 needs to be transmitted four times, i.e., regular relay com-
munication. The information exchange realized by network coding only needs
to be transmitted 3 times, i.e. N1 to R for A and N2 to R for B, which has
higher communication efficiency. The cell R passes the information molecule to
both N1 and N2 after the logic gate operation, and N1 and N2 then perform
the logic operation to complete the information exchange, i.e., network coded
communication.

3.2 Intercellular Communication

In Sect. 3, the Ca2+ signals induced by external electromagnetic devices exhibit
multimodal characteristics (i.e., pulsed calcium signals and sinusoidal calcium
signals). Here, we consider coding using the Ca2+ waveform frequency, and the
cell treats the pulsed Ca2+ signal as releasing the A molecule (bit “1”) and
the sinusoidal Ca2+ signal as releasing the B molecule (bit “0”). This makes it
possible to construct a combination of logic gates using Ca2+ frequency coding
exactly to perform logic gate operations. It is assumed that every biological cell
can have XOR logic gate and the cell can know the molecule it sends. In addition,
we define the XOR logic gate operation rules:

A ⊕ B = A (13)
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Fig. 4. Intercellular communication patterns.

B ⊕ B = B (14)

A ⊕ A = B (15)

The coding rules follow the difference as A and the same as B. The specific
network code table is shown in Table I. After the relay cell R performs the
heterogeneous operation and releases the information molecules to N1 and N2
for heterogeneous operation, N1 and N2 realize the intercellular communication.

Table 1. Molecular communication codes.

Bits transmitted(N1, N2) N1 releases N2 releases Concentration of R R releases

(0,0) B B Low B

(0,1) B A High A

(1,0) A B High A

(1,1) A A Low B

Figure 5 illustrates the process of intercellular communication based on the
XOR gate. At first cells N1 and N2 use Ca2+ signaling generated by external
electric fields to transmit molecular information chains. Relay cell R undergoes
XOR operation after receiving the information chain from cells N1 and N2, as in
Fig. 5a. The relay cell R then generates a new information link according to the
molecular communication coding rules in Table 1 and simultaneously transmits
it to the sending cell. After receiving the information transmitted by R, cells N1
and N2 perform XOR operations with their own information chains to complete
the information exchange between cells, i.e., Fig. 5b. The proposed molecular
communication coding system has better communication efficiency compared
to conventional relay communication where four transmissions are required to
complete the information exchange.
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Fig. 5. Intercellular communication between N1 and N2.

4 Conclusion

In this paper, we introduce a hybrid molecular communication scheme based
on alternating electric fields and propose the use of molecular communication
codes to enhance intercellular communication efficiency. First, we theoretically
investigated the alternating field-induced membrane potential changes in cells
and explored the mechanism of potential-induced cytoplasmic calcium ion oscil-
lations. In addition, a molecular communication coding system based on Ca2+

signal frequency was proposed using the multimodal characteristics of calcium
signals induced by electric fields. We also demonstrate the rules of the molec-
ular communication coding system, which is able to improve the efficiency of
intercellular communication compared to the codeless communication mode.

In future work, we will continue to investigate the coding system for long-
range communication between cell populations. We also consider the coding
efficiency between coding rules, anti-interference and other issues, and combine
with the actual biological cell network scenario to find a more efficient calcium
signal molecular communication system through indepth research, aiming to
build a real nano-Internet of things.
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Abstract. In view of the above-mentioned problems, this paper is based
on STEM education and constructs teaching aids for smart farms, allow-
ing students to practice the teaching aids developed by this paper in the
field. The teaching aids of this paper are mainly based on the detection
of farm and honeycomb status. Determine whether there are any abnor-
malities between the farm and the activity status of bees, such as: crop
growth, bee reproduction, etc. Students can increase their interest in IT
practical learning through teaching aid assembly and program operation.
In addition, students should correct the teaching aid parameters during
actual operation. Improving the recognition accuracy will further arouse
students’ interest in artificial intelligence theory learning and achieve
STEM education concepts. This paper will mainly use traditional artifi-
cial intelligence practical teaching methods and the innovative teaching
methods proposed by this paper for learning comparison. The teaching
method will be evaluated through the T test method through front and
back questionnaires, teaching evaluation and student achievement scores.
Help show whether the teaching method of this paper has achieved the
expected goal. This article aims to cultivate more talents through Arti-
ficial Intelligence of Things (AIoT) teaching aids, analyzing data using
t-tests in Statistical Product and Service Solutions (SPSS). Therefore,
the experimental results prove that the STEM 4.0 approach proposed in
this study can enhance students’ learning performance and willingness.

Keywords: Artificial Intelligence · Smart Farming · Interdisciplinary
Teaching · STEM · Digital Transformation

1 Introduction

Concerning the teaching of Artificial Intelligence (AI) and multimedia theories,
most students tend to be less willing to learn as they lack motivation or have
learning disabilities. The possible reasons for this situation are their incompre-
hension of the concepts and definitions and limited computational skills. In the
long term, students become afraid of mathematics and even choose to give up
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when encountering basic calculations. When students lack the ability for math-
ematical logic and proof and can only memorize formulas by route, they are
likely to forget those formulas as time passes, making them fail to calculate.
On the other hand, the complex mathematical theories in AI and multimedia
studies can sometimes lower students’ learning motivation; additionally, they
might give up the entire course because these mathematical theories are the
application foundation of these sectors. If learners want to be more creative in
developing relevant applications, they must possess the inferential capacity to
tackle mathematical theories and comprehend the full process.

This article focuses on smart agriculture and aims to cultivate interdisci-
plinary talents. Firstly, the study lists the relevant questions of smart agricul-
ture for students to choose the ones they are interested in, allowing students to
discuss the issues and solutions. Next, this research will create smart agriculture
teaching aids for students to assemble, write programs, and derive mathematical
reasoning for each module, expecting to achieve the goals of Science, Technol-
ogy, Engineering, and Mathematics (STEM). By focusing on smart agriculture,
the study will provide students with relevant teaching aids; the features of this
article are: 1. The equipment utilizes Artificial Intelligence of Things (AIoT)
sensors to detect the environmental factors in the farm, such as temperatures
or humidity; 2. The system can identify various animal sounds during differ-
ent periods, such as farm animals or bees, by wavelet transformation to process
signals; furthermore, the equipment then analyzes the pitches, eigenfrequencies,
and frequency distributions to build the condition eigenvalues of various farm
animals or bees, helping AI identify the signals; 3. The system uses You Only
Look Once (YOLO) to recognize objects, primarily checking whether there are
hornets in beehives; meanwhile, as the high recognition rate of YOLO, the tech-
nique can be applied in animal husbandry to detect whether a pig is crippled
or in other smart agriculture environments. Additionally, this research starts by
creating the model of the proposed teaching aids and further asks the students
to train the model and develop the recognition rate. This process allows students
to encounter challenges during the practice and encourages them to discuss with
teachers and understand the theories, stimulating students’ learning motivation
toward the mathematical theories in multimedia and AI.

2 Related Works

Reference [2] utilizes 3-D Computer-Aided Design (CAD) to create a model,
design, and print 3-D products to improve students’ spatial visualization, creativ-
ity, and problem-solving capacity. Applying 3-D CAD software and 3-D print-
ing can influence creativity needs’ perception when students resolve the issues
they might encounter in their STEM careers. Reference [5] points out that the
lower numbers of female participants in STEM courses has always been a pop-
ular research topic, and the research has found that the scarcity of female stu-
dents enrolled does not always show a uniform distribution in STEM studies. In
some subjects, such as computer, communications, electric, and electrical engi-
neering, the number of female students does not increase but declines instead.
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The experiment result of Reference [6] reveals that many pieces of research
focused on discussing and evaluating the appropriateness and effectiveness of
Virtual Reality (VR) supported teaching applications. Moreover, some studies
point out the learning outcomes, positive viewpoints of user experience, and
the improvement of perceived availability; yet, only limited research measures
students’ learning performance. The current scope review aims to encourage
instructional designers to develop innovative VR applications or integrate exist-
ing methods into their teaching. On the other hand, Reference [1] mentions that
Japanese high school students in STEM subjects expect to work in scientific
and technical sectors but lack the motivation for learning English as a second
language (L2), weakening their current L2 learning capability and the ability to
communicate globally during their career in the future. Finally, the summary of
the research states that it seems to have a close correlation between students’
English learning motivation and gaining high scores in standardized English lan-
guage tests, obtaining employment, and striving for promotions in occupational
hierarchies; however, these external motivations in L2 learning is never stronger
than the positive image of using English directly in the future.

While setting STEM as the basic foundation, this study aims to arouse
students’ interests in mathematic theories by practicing experiments. In Refer-
ence [8], the research states that the graduates who adopted STEM education in
the United States tend to have higher work capacity and ability; meanwhile, stu-
dents who participate in STEM education have better wages and job positions.
Therefore, some universities further changed their educational entrance exami-
nation methods by including STEM scores in the rating scale, hoping to increase
students’ interest in practicing STEM. Reference [7] argues that although the
United States has introduced STEM education proactively, the country’s math-
ematical ranking still falls to 35; the reason is probably due to the interference
of parents in selecting STEM courses. Hence, apart from implementing STEM
education, governments and schools also need to provide educational propaganda
and win support from parents. By integrating and summarizing the best prac-
tice papers that focused on identifying, sharing, and evaluating experiences and
items, the articles in Reference [3] intend to foster diversity and gender equality
in STEM subjects in academia and the professions. The experiment in Refer-
ence [4] anticipates filling the educational gap by evaluating the quality of teach-
ers’ predictions (labelled expert prediction). In the experiment, 43 elementary
teachers predicted students’ step-by-step actions whilst solving Ill-defined Prob-
lems (IDPs) through a Light Path Task (LPT); next, the experiment compared
the quality with machine predictions executed by sequential pattern mining tech-
niques. In the meantime, the experiment also collected students’ lines of action
data from 501 fifth- and sixth-grade students aged between 11 and 12.

Based on the concept of STEM 4.0, our research empowers students to team
up and explore more problems and solutions independently. Summarizing the
above literature reviews completes the research and teaching of this article, and
the developed smart agriculture teaching aids allow students to extend to more
topics.
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3 The Proposed Scheme

3.1 Research Method

Setting STEM 4.0 education as the foundation, the course in this study separates
students into controlled and experiment groups, and the course process is shown
in Fig. 1. Firstly, we explore various topics for students to choose from, and
the students will discuss the questions of the topic accordingly. As the course
agenda is about farms, students need to acquire interdisciplinary knowledge of
agriculture and stock farming. On the other hand, teachers will conduct the
traditional didactic teaching to students in the controlled group and teaching
aid assembling and programming to the other group. In the experiment group,
the teacher will provide a 30-minute discussion time in each class; when students
encounter questions, teachers can offer theoretical teaching, encouraging students
to discover issues through practical experiments and stimulating a higher interest
in learning theories and knowledge.

Fig. 1. Teaching Mode.

We will conduct pre-, post-, and final evaluation questionnaires to analyze the
course effectiveness of the experiment; next, a t-test will be utilized to examine
the performance, verifying whether the teaching model proposed in this study
can achieve the expected teaching goal. Moreover, we will use a questionnaire
to understand students’ practicing interest in those teaching aids and check
if they fully absorb the theories. Apart from confirming the performance of
teaching aids, we will also take students to visit and do actual experiments in
the field, testing those teaching aids’ usability. Finally, the t-test results from
all questionnaires allow us to learn the difference between the two groups and
check students’ satisfaction with the course design.
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3.2 The Design of Teaching Aids

The structure of designed teaching aids is demonstrated in Fig. 2. To enhance
the preciseness, we start the process by sorting the teaching aids. Next, we sep-
arate the teaching aids’ sound and image and use YOLO to recognize objects;
to increase the accuracy, we have collected videos directly from farms to sepa-
rate the sound and video. After collecting enough data, we implement feature
extraction, training, and testing on the images. In the meantime, using wavelet
transformation as the foundation, we recognize the sound by its frequency, eigen-
value, and pitch period. Finally, as we aim to detect future environmental factors
in this research, we utilize the Internet of Things (IoT) to obtain data on current
environmental factors and judge if there are abnormal conditions. Additionally,
this article employs machine learning to process and recognize the conditions of
the ongoing topics, hoping to improve the model’s accuracy and data ownership.

Result
machine 

learning

YoLo

Wavelet 

Transform Sound 

Recognition

LSTM

Image and sound 

separation 

software

Senesor

Bureau of Meteorology

Input

Input

Output

Fig. 2. Schematic diagram of teaching aids.

3.3 The Design of Sound Recognition Teaching Aids

The sound recognition technique in this research utilizes the frequency domain.
Firstly, based on the auditory model to divide input signals into 24 sub-band
signals, the decomposition tree structure consists of six hierarchies. As the high-
est frequency will not be over 8 KHz; thus, according to the Nyquist Sampling
Rate, we set the sampling frequency to be 16 HKz, which is 0 to 16 KHz in the
human audibility range. Afterward, we use wavelet transformation to construct
24 sub-band signals, X[n], based on the human auditory range; after gaining
the audio frame, we can get x[i], where i represents each different frame. Each
wavelet packet transformation of the frame can further build 24 sub-band signals,
wj,m (k), where j means the hierarchy of the tree structure, m represents the 24
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sub-band signals, respectively, and k shows the length of the sub-band signal;
therefore, we select 24 sub-bands for further steps. Meanwhile, the function of
the Teager Energy Operator (TEO) is to strengthen stable or semi-stable sig-
nals and attenuate other unstable signals; it is an extremely effective nonlinear
algorithm that extracts signal energy through mechanical and physical methods.
There are two ways of expression in continuous and discrete signals; the TEO
calculation in continuous signals can be shown as the first- and second-order
functions of the signal x[i], and the formation is as follows:

ϕc [x[i]] =
(

dx[i]
dt

)2

− x[i]
d2x[i]

dt
(1)

On the other hand, the differential is used to replace derivative operations in
discrete signals, and the formula is illustrated below:

ϕD [x[n]] = x2[n] − x[n + 1]x[n − 1] (2)

In this study, the TEO output is tj,m (k), and MASK means to smooth the
waveform and reduce sawtooth waves. The formula is as below:

Tj,m(k) = tj,m(k) ∗ Hj(k) (3)

In the formula, Hj (k) represents the Hamming window, and the length is
256/2j . As sound recognition primarily judges the eigenvalues of sound; hence,
our study measures the pitch, timbre, and sonorant (frequency distribution).
Firstly, we utilize Mel-frequency Cepstrum to calculate timbre. Next, because
we use wavelet transformation to calculate the frequency distribution of the
sound; thus, there is no need to obtain each sound’s frequency by triangular
bandpass filters. As a result, this research applies discrete cosine transform to
derive Mel-frequency cepstral coefficients, and the formula is as follows:

Ci
m =

J−1∑
j=0

cos(m
π

J
(k + 0.5)) log10(Tj,m(k)) (4)

where Ci
m represents Mel-frequency cepstral coefficients, and the calculation of

differential cepstral coefficient is shown below:

ΔCm(t) =
∂Cm(t)

∂t
=

M∑
τ=−M

τ · Cm(t + τ)

M∑
τ=−M

τ2

=

M∑
τ=1

τ · (Cm(t + τ) − Cm(t − τ))

2 ·
M∑

τ=1
τ2

(5)
In the formula, Ci

m and ΔCm(t) mean the sound’s timbre eigenvalues. Next,
we need to calculate the pitch period of the sound, and the formula is as follows:

Pj,m =
n−1∏
j=0

X[j] (6)
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Table 1. Post-analysis

Number Minimum Maximum Sum Average Deviation Standard Variation

@1 I possess the
capacity for
practical
execution

35 2.0 4.0 95.0 2.714 0.5725 0.328

@2 I possess
teamwork
abilities

35 1.0 4.0 89.0 2.543 0.6572 .432

@3 I possess
communication
skills, including
group
communication
in discussing
coursework and
presentation
reports

35 2.0 4.0 87.0 2.486 0.5621 0.316

@4 I possess data
collection
capacity

35 1.0 4.0 90.0 2.571 0.6081 0.370

@5 I possess
problem-solving
abilities

35 2.0 4.0 92.0 2.629 0.6897 0.476

@6 I possess
innovation
capability

35 2.0 4.0 96.0 2.743 0.6572 0.432

@7 I possess a
logical thinking
capacity

35 2.0 4.0 92.0 2.629 0.5470 0.299

@8 I possess the
ability to analyze
problems

35 2.0 3.0 90.0 2.571 0.5021 0.252

@9 I possess
employability

35 1.0 4.0 95.0 2.714 0.6217 0.387

@10 Overall
speaking, this
course benefits
the improvement
of professional
expertise

35 2.0 3.0 90.0 2.571 0.5021 0.252

Valid N
(Listwise)

35

This article plans to utilize wavelet transformation to convert frequencies
first; then, combined with deep learning, we use the timbre, pitch, and sonorant
to recognize the sound, enhancing the accuracy of sound recognition.
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4 Experiment Results

This article evaluates the effectiveness of the proposed method by pre- and post-
questionnaire and the final teaching assessment. Table 1 demonstrates the post-
analysis result, Table 2 presents the pre-analysis result, and Table 3 shows the
integrated analysis. Furthermore, a t-test is conducted to check the significance
of the research, and the data in Table 4 has proved that our proposed approach
has statistical significance, showing the feasibility of our study.

Table 2. Pre-analysis

Number Minimum Maximum Sum Average Deviation Standard Variation

@1 I possess the
capacity for
practical
execution

35 2.0 5.0 131.0 3.743 0.7413 0.550

@2 I possess
teamwork
abilities

35 3.0 5.0 146.0 4.171 0.5681 0.323

@3 I possess
communication
skills, including
group
communication
in discussing
coursework and
presentation
reports

35 3.0 5.0 147.0 4.200 0.6325 0.400

@4 I possess data
collection
capacity

35 4.0 5.0 152.0 4.343 0.4816 0.232

@5 I possess
problem-solving
abilities

35 4.0 5.0 153.0 4.371 0.4902 0.240

@6 I possess
innovation
capability

35 3.0 5.0 137.0 3.914 0.6122 0.375

@7 I possess a
logical thinking
capacity

35 3.0 5.0 133.0 3.800 0.6325 0.400

@8 I possess the
ability to analyze
problems

35 3.0 5.0 137.0 3.914 0.6585 0.434

@9 I possess
employability

35 3.0 5.0 131.0 3.743 0.6108 0.373

@10 I anticipate
gaining sufficient
support from this
course

35 4.0 5.0 157.0 4.486 0.5071 0.257

Valid N
(Listwise)

35
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Table 3. Integrated Analysis

Test Number Average Standard
Deviation

Standard
Error of the
Mean

@1 I possess the capacity for practical
execution

1.0 35 3.743 0.7413 0.1253

2.0 35 2.714 0.5725 0.0968

@2 I possess teamwork abilities 1.0 35 4.171 0.5681 0.0960

2.0 35 2.543 0.6572 0.1111

@3 I possess communication skills, including
group communication in discussing coursework
and presentation reports

1.0 35 4.200 0.6325 0.1069

2.0 35 2.486 0.5621 0.0950

@4 I possess data collection capacity 1.0 35 4.343 0.4816 0.0814

2.0 35 2.571 0.6081 0.1028

@5 I possess problem-solving abilities 1.0 35 4.371 0.4902 0.0829

2.0 35 2.629 0.6897 0.1166

@6 I possess innovation capability 1.0 35 3.914 0.6122 0.1035

2.0 35 2.743 0.6572 0.1111

@7 I possess a logical thinking capacity 1.0 35 3.800 0.6325 0.1069

2.0 35 2.629 0.5470 0.0925

@8 I possess the ability to analyze problems 1.0 35 3.914 0.6585 0.1113

2.0 35 2.571 0.5021 0.0849

@9 I possess employability 1.0 35 3.743 0.6108 0.1032

2.0 35 2.714 0.6217 0.1051

@10 I anticipate gaining sufficient 1.0 35 4.486 0.5071 0.0857

support from this course 2.0 35 2.571 0.5021 0.0849

Valid N (Listwise) 35

Table 4. Integrated Analysis

T Degrees of
Freedom

Significance
(two-tailed)

@1 I possess the capacity for practical
execution

6.497 68 0.000

@2 I possess teamwork abilities 11.091 68 0.000

@3 I possess communication skills, including
group communication in discussing coursework
and presentation reports

11.986 68 0.000

@4 I possess data collection capacity 13.511 68 0.000

@5 I possess problem-solving abilities 12.186 68 0.000

@6 I possess innovation capability 7.716 68 0.000

@7 I possess a logical thinking capacity 8.288 68 0.000

@8 I possess the ability to analyze problems 9.594 68 0.000

@9 I possess employability 6.982 68 0.000

@10 I anticipate gaining sufficient 15.870 68 0.000
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A pre- and post-questionnaire was conducted before and after the course.
We also operated the t-test in SPSS to analyze data. The analytic result shows
that our data is an F-distribution, and the obtained value of F means statisti-
cal significance if the F-value is lower than 0.05; in other words, the statistical
result proves that the teaching model and aids can enrich students’ learning
performance. The pretest reveals that the top three personalities among the
participants are innovation, hands-on execution ability, and employability, pre-
senting that students expect to focus on personal development like innovation
and practical execution capacity. On the other hand, the posttest shows that
the top three abilities students expect are: this course benefits the improvement
of professional expertise, I possess problem-solving abilities, and I possess data
collection capacity. Finally, the integrated analysis indicates that the average
difference between the pre- and post-questionnaire is two to four, demonstrating
the discrepancy between the experimental and control groups. The result also
illustrates that students possessed expectations toward the course content before
experimenting, and the class improved students’ learning performance. Further-
more, the t-test analysis illustrates that participants significantly improved each
evaluation item after the class, particularly the three sub-statements in ques-
tion four: I possess data collection capacity, problem-solving abilities, and com-
munication skills, including group communication in discussing coursework and
presentation reports, present high significance. This result proves that the study
can indeed enhance students’ performance. The t value of the integrated analy-
sis is 15.87, showing a high significance. As a result, the analyses indicate that
apart from enriching students’ learning capacity, they have also improved their
teamwork and practical abilities through participating in the course.

5 Conclusion

Universities have been promoting interdisciplinary education; consequently,
apart from acquiring professional skills in the major subject, students are
required to gain additional knowledge in other sectors. This project focuses on
STEM 4.0 education and encourages students to develop self-directed learn-
ing, cultivating their problem-seeking and problem-solving abilities. By tak-
ing the STEM 4.0 concepts as the key concept, this project creates an initial
model, attracting students to collect, train, and test data spontaneously, guiding
students to understand relevant mathematical theories during the process and
increasing their interest in learning the background knowledge. Aside from devel-
oping teaching aids, the course is designed to foster AI and smart agriculture
talents, benefiting talent cultivation in the technology industry. The experiment
result has proven that students possess high acceptance toward the designed
course, which is feasible to boost students’ learning enthusiasm for mathemat-
ics. Meanwhile, we will also discuss blockchain technology to record students’
full learning performance and special topic conditions, enhancing the analysis of
students’ learning progress and special topic performance.
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Abstract. This paper implements a reinforcement learning (RL) tar-
geting strategy for multifocal tumour lesions in the framework of com-
putational nanobiosensing (CONA). Multi-tumours are promoted by the
metastatic interaction between the surrounding tissues and the tumour
suppressor. Nanorobots, regarded as computing agents, aim to search the
multi-tumour lesions within the complicated vessel network. The Biolog-
ical information gradient fields (BGFs) indicate the formation of the
tumour microenvironment regulated by the nearby vessel network. By
using reinforced learning and applying the knowledge of BGFs, this work
achieves a higher tumour targeting efficiency than the previous work.
The Markov and BGFs rewards are included in the total RL reward,
in which the Markov reward is utilized for training nanorobots to find
the path and avoid colliding with vessel walls, allowing them to learn
the vascular network’s topology, whereas the knowledge of BGFs incen-
tive benefits faster convergence of the searching process. Therefore, this
method enables the discovery of the path planning for the multi-tumour
in a heterogeneous vessel network by combining viable vessel path plan-
ning with BGFs information.

Keywords: Reinforcement Learning · Biological Gradient Field ·
Markov Rewards · Multifocal Tumours

1 Introduction

Tumour is the primary disease that threatens humans health worldwide [1].
According to [1], more than fifty thousand people may have died because of
cancer in 2020. Detecting tumours early and precisely delivering medication
treatment could significantly reduce fatalities. However, this is a great challenge
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for traditional medical imaging techniques such as MRI and CT for early-stage
tumours detection due to the limited facility resolution and acquired information.

In emerging nanotechnology, nanoparticles are used to enhance image effects
based on physiochemical properties of in vivo environment, such as temperature,
optical characteristic, tissue elasticity [2]. However, injected nanoparticles can
only rely on human system circulation without external control, which results in
low efficiency with 0.7% achieving tumour targeting [3]. This outcome is unsat-
isfactory in a practical situation, so overcoming the previous hurdle is crucial
to moving forward nanomedicines into practice. Computational nanoparticle-
mediated drug delivery has great potential in cancer diagnoses [4]. Therefore, we
propose a computational nanobiosensing (CONA) framework as a “smart” strat-
egy for targeting tumours, in which external manipulable nanorobots replace
nanoparticles [5,6]. According to [7], pH and oxygen tension in the human
body, nutrition distribution, enzymatic activity may become heterogeneous. The
changes in biological gradient fields (BGFs) resulting from these factors can
therefore be used to define the location of tumours, and the visualized tumour-
triggered BGFs can be considered “objective functions”. In these objective func-
tions, the high-risk tissue is the domain, the targeted tumour sites are the optimal
solutions, and the nanoparticles are the computing agents [6]. By this means,
tumour targeting can be performed under the guidance of an external steering
field to manipulate the internal nanorobots. Besides, a previous study showed
improved efficiency and feasibility [5]. Conclusively, the knowledge of BGFs is
essential in the CONA framework for tumour detection.

Indeed, the knowledge of BGFs is helpful to in vivo tumour detection;
nonetheless, the vessel walls are failed to be considered [8]. As a result, the
agents that adopt CONA strategies may adhere to the vessel walls during the
searching process. Combining the BGFs with human vasculature during the
tumour targeting process to avoid the obstacle caused by blood vessel walls can
overcome the challenge mentioned above. The previous work mainly contributes
to the detection of the single cancer [8], while we focus on the multimodal bio-
detection scenario in this paper. Different from the single tumour, multifocal
tumours originated from a specific cellular cone and migrated to other lesions
in the metastatic interaction process [9]. Based on our previous work in [8],
reinforcement learning (RL) achieved considerable results with sphere BGFs
function, which has only one optimal solution in the global domain. The current
work focuses on the BGFs having optimal solutions using the RL algorithm with
Q-learning, which means that nanorobots can search multifocal tumours in more
complex BGFs with higher accuracy.

This paper is organized as follows. Section 2 describes the model of vascu-
lar network and BGFs. In Sect. 3, methodology including the Markov decision
process, RL algorithm, and multifocal tumour search strategies are introduced.
Following that, simulations with different scenarios are presented to illustrate
the performance of the smart strategy in a more complex environment, and the
results are shown in Sect. 4. Finally, Sect. 5 shows the main outcomes and the
conclusion is drawn.
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2 Models of Vascular Network and BGFs

2.1 Tumour Vascular Network

Due to the high demand for oxygen and nutrition during tumour growth, the
vascular network around the tumour, high-density interconnected, is more com-
plicated than normal vascular networks [10].

Additionally, tumour vascular networks have many unique properties, such
as the tortuous vessels and wide range of avascular spaces in tumours, which are
modelled by the fractal dimension [10,11]. Moreover, the percolation structure
indicates the similarity with the local growth process [11]. Therefore, the invasion
percolation algorithm is used to represent the growth process of the tumour
vascular network.

When using the invasion percolation algorithm, first randomly assign uni-
formly distributed intensity values to each lattice point. Next, from any location
as the starting point, the network gradually occupies the minimum lattice point
adjacent to the current location and iteratively grows until the desired lattice
occupancy is reached. The blood vessels are interconnected to all the occupied
lattice points, while the blood flows in from the initial entry point and flows
out from the specified outlet point. Then the network is pruned, and only the
blood vessels of the non-zero blood flow part are retained to obtain the required
tumour vascular network.

The occupancy of the grid indicates the fractal dimension of tumour vessels.
According to [11], the lattice occupancy corresponding to fractal dimensions
1.6, 1.8, 1.9 and 2.0 are 40%, 60%, 80% and 10%, respectively. An example of a
tumour vascular network with 77.00% occupancy is shown in Fig. 1(a), and the
distance between two adjacent vessels is 50µm.

For the multi-tumour vascular network, as shown in Fig. 1(b), the length
per grid side is 100µm, which represents the distance between blood vessels of
healthy tissue, and the adjacent area with neovascularization is represented as
three small squares.

2.2 Biological Gradient Fields

As mentioned above, oxygen tension and pH in the tumour microenvironment are
heterogeneous. Besides, the distribution of glucose and other nutrients such as
growth factors may be uneven or deficient [7]. These passive physical properties
of tumour tissue like blood flow velocity and vascular network structure can be
utilized to generate BGFs.

In the RL computation, BGFs in the high-risk tissues are transferred into
representative objective functions used to evaluate the tumour detection per-
formance, such as convergence, accuracy, and robustness of touch computing.
Previously published studies have primarily focused on the experimental obser-
vation of the changes in the tumour microenvironment; however, it lacks the
proper quantitative BGFs models. Therefore, this paper focuses on representa-
tive objective functions shown in Eq. (1), which could evocatively represent the
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Fig. 1. Vessel Framework Model (a) Simulated tumour vascular network using inva-
sion percolation algorithm. The level of occupancy is 0.77 and the distance of tumour
vascular is set to 50 µm. The light blue area represents the vascular spaces around the
tumour, and the dark blue area indicates the vessels. (b) Represents the three tumour
vascular network regions generated by invasive infiltration techniques, and the scope
of the search space is 70 × 70. (Color figure online)

presence and absence of random fluctuations in the BGFs around tumours [9].
Besides, they are consistent with the qualitative observation results in the exist-
ing literature and can represent the BGFs in different change modes, which is
used to verify the effectiveness of in vivo computing strategy in different BGFs.
The expression of BGFs is shown in Eq. (2), and the corresponding landscape
is shown in Fig. 2. It is worth noting that this BGF landscape is different from
the traditional optimization problems in the concept test function [9]. Since tra-
ditional optimization problems require comprehensive features in the functions,
while this model only focuses on the biological characteristics of high-risk tumour
areas, thus, this paper proposed in vivo computing concept has a significant dif-
ference from the traditional optimization problem. The detail of this model is
illustrated and discussed in Sect. 4.

UT (x, y) = UT1(x, y) + UT2(x, y) + UT3(x, y) (1)

UT1(x, y) = 1 − exp((−(x − 56)2 − (y − 27)2)/300) (1-1)

UT2(x, y) = 1 − exp((−(x − 36)2 − (y − 43)2)/300) (1-2)

UT3(x, y) = 1 − exp((−(x − 24)2 − (y − 27)2)/300) (1-3)
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Fig. 2. The landscape of tumour BGFs, and the minimal values 0 and maximum values
1 are the range of the functions, and the tumour is located in the optimal minimal val-
ues. (a) The landscape of singular tumour with coordinates (70,70). (b) The landscape
of three tumours, with location at coordinates (56, 27), (36, 43), and (24, 27).

3 Multifocal Tumour Searching Model

The searching scenario is a 70×70 grid-like vascular network with three tumours,
where the nanorobots find the shortest path to the tumour locations. This opti-
misation problem can be mapped into a reward function as part of a Markov
decision process (MDP), which the RL algorithm can solve.

In conventional mathematical optimization, continuous niche technology can
effectively solve multi-solution computing problems. As an overall training pro-
cess, the tumours are examined one by one [12]. Firstly, we use an optimization
algorithm to find the optimal global solution. Secondly, the objective function
is modified in the optimal solution location to update the knowledge of BGFs.
Thirdly, re-run the optimization algorithm with updated BGFs to find the next
tumour. Repeat the above process until all tumours are found. It is worth noting
that Q-learning is adopted for each step of the optimization algorithm.

3.1 Markov Decision Process

The optimization problem, as mentioned before, can be regarded as an MDP,
which is defined through the tuple (S,A,R) with state-space S, action space A,
and reward function R [13].

The state at mission time t in the vascular network is given by st = (pt, pt) ∈
R

2, which is the location of the nanorobot. There are five actions that are allowed
nanorobots to take:

A = {up, down, left, right, idle} (2)

If the nanorobot collides with the wall of a vessel, then it goes to idle mode;
otherwise, it takes a step forward in one of the four directions specified in (2).

The reward function maps the state-actions to a real-valued reward, i.e.,
S × A → R. The mission goals, R, consist of the following components:
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– Markov reward, which is utilized to avoid colliding with the vessel wall during
the tumour searching process.

rMarkov =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

2, one tumour found
3, two tumours found
4, three tumours found
0.01, tumour not found &

vessel wall not reached
−1, vessel wall reached

(3)

– BGFs reward, which is used to speed up the convergence and is defined by
(1).

To sum up, the total reward, divided into two parts, the Markov reward and
the BGFs reward of the multifocal tumours, is defined as:

r = rMarkov + β × rBGFs (4)

where β(0 � β � 100) regulates the weight of the Markov reward and BGFs
reward in the model.

3.2 Q-Learning

Q-learning is one of the basic algorithms of reinforcement learning [14]. A
model-free learning method allows agents to select optimal actions using expe-
rienced action sequences in a Markov environment. The interaction between the
agent and the multi-tumour environment can be regarded as an MDP, a criti-
cal assumption in Q-learning. The agent could perform the tasks in iterations,
firstly observe the state st ∈ S and then perform an action at ∈ A at time t and
subsequently receive a reward r(st, at) ∈ R to the agent from the environment,
and finally restart in a new state st + 1. The behavioural policy of the agent is
to obtain the highest reward, which means finding the optimal paths from the
starting point to the destination. A probabilistic policy π(a|s) is a distribution
over actions based on the state such that π : S × A → R. It reduces to π(a|s) in
the predictable situation, resulting in π : S → A.

To learn the policy π, Q-Learning updates the state-action value function by
iterating, given as:

Qπ(s, a) = Eπ[Rt|st = s, st = a] (5)

which denotes an expectation of the discounted cumulative return Rt from the
current state st up to a terminal state at time T given by

Rt =
T∑

k−t

γk−tr(sk, ak) (6)

with γ ∈ [0,1] being the discount factor, balancing the priority of current and
future rewards. st and at are simplified to s and a, st+1 and at+1 are simplified
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to s′ and a′ for the sake of clarity. We use the Bellman equation to train our
model [15]:

Qk+1(s, a) = ra
s + γQk(s′, π(s′)) (7)

where k is the number of steps and ra
s is the same as r in (3). In practice, a

learning rate of 0 ≤ α ≤ 1 is used to keep the agent from becoming stuck in a
locally optional solution:

Qk+1(s, a) = Qk(s, a) + α(ra
s + γQk(s′, π(s) − Qk(s, a)) (8)

4 Simulation and Results

4.1 Simulation Setup

Each new iteration is conducted in a 70 × 70 discretized vascular network with
10µm × 10µm in each grid cell size. Considering the limited lifespan of the
nanorobot, we set the maximum exploration steps to 3000. During the simulation
process, training steps are used to determine the performance of nanorobots in
different scenarios.

4.2 Simulation Results

Figure 3(a) shows the trajectories of nanorobots, which are represented by the
colour orange. As shown in the figure, the movement of nanorobots is coordinated
towards the maximum-gradient direction estimated in the Markov reward and
BGFs. The method of Q-learning can detect all three tumour centres with high
accuracy and efficiency. It is shown that the simulation result is correlated with
the tumour locations and the weight β, these factors will be introduced in the
following paragraphs.

Q-learning is assessed regarding its tumour targeting efficiency with different
multi-tumour locations considering the practical situation. Figure 3(b) presents
different tumour locations and different nanorobot injection locations, which
verifies the robustness of this tumour research strategy.

4.3 Parameter Optimization in Different Scenarios

According to Eq. (3), the value of the Markov reward is between −1 and 1. The
maximum value of the function is set to 0, and the minimum value is set to
−1. As a result, when the weight β is set to 1, the Markov and BGFs rewards
will be of the same size. The number of training steps for the convergent model
decreases as the weight β goes from −3 to −1.5. As shown in Fig. 4, the choice of
β value is critical, and both much large and much small cannot achieve the goal.
Taking [15,15], [44,46], and [70,70] tumour locations, for example, the training
steps reached the low bound when β was equal to −1.5 because the reward
was applied to avoid attaching to the vessel wall and the gradient reward was
used to speed up the convergence. Furthermore, given the restricted resource of
computing capacity, setting the incentive weight log β to −1.5 is the best option.
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Fig. 3. The simulation demonstrated multifocal tumour targeting. (a) and (b) are
simulations of the search process in the environment with different tumour locations.
The yellow dots and red circles represent the tumour locations and injection point of
the agent, and the trajectory of the agent is marked by orange. (Color figure online)

Fig. 4. Training steps (iteration) related to different β values, two different sets of
three-tumour locations are tested.

5 Conclusion

This paper investigated the novel CONA strategy using a reinforcement learning
algorithm to target multi-tumours. The main contributions of this paper are as
follows:

– This paper introduces an RL algorithm for multi-tumour detection, which
shows a better performance with fewer iterations than the brute-force search-
ing strategy.

– The model uses the reward of BGFs in multifocal tumour targeting processes.
– For different scenarios, the nanorobots are injected in different locations to

search multi-tumours simultaneously.
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However, the algorithm is unstable, and its simulation results depend in part
on the location of the tumour. Therefore, further research could use other rein-
forcement learning algorithms to select optimal actions, or focus on nanorobot
swarms with RL algorithms. In addition, considering the complex microenviron-
ment of the human body, multi-tumour BGFs may not be the result of direct
superposition of BGFs, so more accurate vascular models and physiological envi-
ronment models are needed.
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Abstract. Farm produce is essential to feed growing world population, even as
the area of land available for agriculture decreases. Farmers tend to over apply
water and fertilizer to maximize crop yield, since knowledge of soil conditions is
insufficient for a more targeted application. The over application of water need-
lessly uses a scarce resource, especially in drier climates. The over application
of fertilizer wastes the fertilizer, increases greenhouse gas (GHG) emissions, and
degrades downstream water as algae increases and oxygen decreases. The pur-
pose of our project was to develop modules for soil testing and transmitting of
data to the hub computer that would be accessible by the farmer. The sensors and
transmitter were developed and tested to be mounted on a stake that would be
implanted in the soil of the field, and results transmitted to a hub computer that
would provide a dashboard of results and control for the farmer to use in making
decisions. Prototype modules were developed for soil nutrients and pH. Modules
were tested for monitoringmoisture andwireless data transmission. Such a system
would provide soil condition information that the farmer could use to more apply
appropriate amounts of water and fertilizer, and not over apply.

Keywords: soil · moisture · nitrogen · phosphorus · potassium · NPK sensor ·
agriculture · stake · internet of things · IoT · ESP-32 · ESP-NOW · farm monitor

1 Introduction

Agricultural farming accounts for 70% of freshwater usage across the globe. Of that
amount, 40% is used for crops. According to the Organization for Economic Co-
operation and Development (OECD), by the year 2050 water demand will increase
by 55% due in part to rising populations [1]. The risk of water scarcity will increase and
theremay not be enoughwater to distribute adequately between the various stakeholders.
The limited water supply may become polluted from the overapplication of fertilizers,
and poor management of manure and sludge [2].

Farmers desire to ensure enough water and fertilizer for their plants, so they may
tend to over apply. Over application of resources is not only wasteful of those resources
but may cause much harm. When fertilizer is overapplied, or if rain occurs soon after
application, eutrophication may occur and promote the growth of harmful bacteria and
algae [3]. Some soil microorganisms consume and convert excess nitrogen into nitrous
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oxide. Nitrous oxide is a greenhouse gas (GHG) that has a warming potential almost
300 times higher than carbon dioxide [4]. Runoff of fertilizer into surface water, rivers,
and lakes can increase overgrowths of algae, or algal blooms. These algal blooms are
harmful because they produce toxins and decrease oxygen content in the water [5]. One
such toxin is nitrate, which depletes oxygen levels and thus is a risk to health [2]. In the
U.S.A., agriculture was estimated to be responsible for about 700 million metric tons
of carbon dioxide, methane and nitrous oxide that were emitted into the atmosphere.
About 50% of that amount was nitrous oxide, annually released by bacteria in soil and
seawater after excess nitrogen fertilizer was applied [6].

The quality of the soil for plant growth is dependent on the criteria of soil param-
eters such as moisture, pH, temperature, and macronutrient content. Farmers currently
attempt to monitor soil quality by shipping a soil sample to a testing laboratory. Soil labs
recommend testing every 3–5 years, where the test results are analyzed, and recommen-
dations made for fertilizers to improve the quality of the soil. Farmers may also use at
home soil testing kits to determine moisture content and pH. However, these methods
are either costly, complicated, or time-consuming [7].

The concept of a stationary soil sensing station has been reported [8]. This concept
could be developed to provide the user with real-time data about the soil conditions. Such
a device should have the ability to monitor soil moisture content, pH level, temperature,
and macronutrient composition, which could be used to optimize application of water
and fertilizer, and minimize over application [9]. Automatic transmission of data could
be performed from a microcontroller-based soil testing edge node to a hub computer.
The hub computer would store a copy of the recommended soil parameters, and act as a
web server where the farmer can see summary data, analyze the data, and input control
parameters on a dashboard.

Fig. 1. Block diagram showing the edge node that would be mounted on a stake in the field, and
the dashboard on a computer the office or home of the farmer. Communication between units is
wireless.
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Thepurpose of our projectwas to developmodules for soil testing and for transmitting
of data to the hub computer that would by accessible by the farmer. The collected data
of soil conditions could be analyzed to improve soil conditions in order to increase crop
yield while conserving resources. This could result in a more optimal application of
water and fertilizer, reducing the harm of overapplication.

2 Materials and Methods

The full design of the system had three units: an edge nodemounted on stakes in the field,
a hub computer and a web server with a dashboard accessible by the farmer (Fig. 1). One
or more edge nodes would be mounted on stakes (Fig. 2) in the field to monitor soil and
crop conditions. The edge nodes would wirelessly communicate to the hub computer.
The farmer would interact with the web server through a dashboard.

Fig. 2. The design concept has 3 below ground sensors and solar panels that would be externally
mounted to the stake. All electronics and power supply for the edge nodewould be stored internally
to stay protected from the weather. The prototype would be height adjustable, allowing for the
solar panels to remain above the height of the crop and receive direct sunlight.

The edge node had sensors, including awatermoisture sensor, a nitrogen, phosphorus
and potassium (NPK) sensor, a pH sensor, a temperature sensor, and a camera. The edge
node also had electronics for signal processing, microcontroller, wireless communica-
tion module and power management module. The hub computer had a corresponding
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communication module to receive that data from the edge nodes and transmit to the web
server, which hosted a dashboard accessible by the farmer.

Modules of the design concept were implemented and tested as a prototype. The
modules are seen in the system block diagram (Fig. 3).

Fig. 3. System block diagram for the prototype showing communication methods between each
component

In the prototype, the microcontroller for control, data acquisition and communi-
cation was the ESP-32 S3 (Espressif Systems, Shanghai, China). The ESP-32 S3 was
programmed in C using the Arduino IDE.

The design concept has the edge node mounted on a stake with the soil sensor probes
in the ground. For the prototype, an NPK sensor (Taidacent, Shenzhen, China) was used,
which has 3 electrodes, one for each element to be inserted into soil. An alternating
current voltage was applied to excite the electrodes. An increase in conductivity would
signify an increase in concentration of nitrogen, phosphorus, or potassium.

Fig. 4. Inquiry frame for all elements of NPK sensor, used to interpret RS-485 into analog values
for the ESP-32 to read data values from the response frame for each element.

To communicate from the NPK sensor to the microcontroller in the edge node,
the half-duplex RS-485 serial communication was used. Figure 4 shows the inquiry
frame for the NPK sensor elements. The inquiry frame was used in the software that
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ran on the microcontroller for serial communication over RS-485. The RS-485 serial
communication sent and received the data one bit at a time. Figure 5 shows the software
function used to read the phosphorus concentration from the NPK sensor.

Fig. 5. Function to read phosphorus concentration.

A module was developed to measure moisture content in the soil. The water sensor
(ICStation, Shenzhen, China) used in the prototype had 2 metal prongs and returned an
analog value based on how resistive the soil was. Resistance decreased as water content
increased. The analog voltage value was then converted by the microcontroller into a
percentage to display on the dashboard.

The pH sensor (Atlas Scientific Environmental Robotics, Long Island City, New
York, U.S.A) used in the prototype was made of a single probe consisting of a glass
electrode, made from a special glass containing metal salts and a reference electrode,
which had a potassium chloride wire suspended in a solution of potassium chloride. By
measuring the potential difference between a known solution and the soil, the pH was
returned as an analog voltage value to the microcontroller.

Fig. 6. ESP-NOW software callback functions to A) send and B) receive data.

Wireless communication was achieved using the ESP-NOW protocol. For the user
to view data remotely, a chain mesh network would be used to pass sensor data along
a series of edge nodes until a computer hub was reached in the network. Then the data
would be uploaded from the computer to a web server. To pass the data along the chain
mesh network, the MAC address of the receiving edge node was altered as shown in
Fig. 6 according to the successive edge node in the network. The data from each edge
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node was passed as a C program struct with a device ID so that the location the data was
coming from would be known.

The dashboard of the prototype was hosted on a web server from an ESP-32 hub
(Fig. 7). The dashboard was made using HTML to display the data from the edge nodes.
As the data was uploaded to a web server hosted on the ESP-32 hub computer, it could
be accessed remotely from any device with a network connection.

Fig. 7. Example of the dashboard of the prototype to display values from the sensormodules. This
dashboard could be accessed on the phone or PC of the farmer. The displayed data was simulated
on an edge node and then transmitted to the hub node, which published it to the web server.

Two power sources were used in the prototype: a 12-V source for the NPK sensor,
and a 5-V source for all other modules.

3 Testing and Results

Two of the modules of the prototype were tested using the ESP-32 microcontroller: the
soil moisture sensor and the wireless communication modules.

3.1 Soil Moisture

Themoisture sensorwas utilized to assesswhether themodule could classify soil between
wet, good, and dry soils. First, the moisture sensor needed to be calibrated. The pro-
totype module for soil moisture testing consisted of the moisture sensor and ESP-32
microcontroller. Results were displayed on an attached laptop computer display during
testing.

The procedure to evaluate the moisture sensor was to progressively add water to a
sample of soil, mix and measure. A plastic tumbler with a diameter of 7 cm was filled
with loam soil, such that the bottom 13 cm of the tumbler was filled with loam. The
loam was obtained at a consumer gardening store, and was used as the soil for this
test procedure. The first measurement was made prior to any water being added, so
the loam was considered dry. Thereafter, known amounts of water (multiples of 5 mL)
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were added and mixed with the loam, then moisture was measured again. Prior to each
measurement, the sensor electrodes were wiped clean with a cloth, inserted into the
freshly mixed loam, 30 s were allowed to pass prior to recording the moisture value to
ensure the sensor reached a steady state. Two moisture sensors were used for each trial.
The ICStation sensor used in the prototype and a commercial moisture sensor (Sonkir,
MS02,AshlandCity, Tennessee)were both used. The Sonkir sensor valueswere reported
on a scale from 1 to 10, with 1 being dry and 10 being moist. The commercial sensor
was used to help classify the soil as dry, good and wet.

Five samples of dry loam had this testing procedure done. The total number of trials
was 30. The number of trials for one loam sample ranged from 2 to 10. The results of the
measurements are shown in Fig. 8, a scatterplot of the raw reading on themicrocontroller
for themoisture sensor vs. the known amount ofwatermixed into the soil. The raw sensor
values decreased as the amount of water increased. An equation for linear fit and a R2

values were determined for the measurements in Fig. 8. The R2 value was only 0.67, so
the relation was not strongly linear.

Fig. 8. Uncalibrated Sensor Readings vs. Amount of Water (mL).

A similar plot was made for the values (1–10) from the Sonkir sensor vs. the known
amount of water mixed into the soil (Fig. 9). The Sonkir value increased as the known
amount of water increased, but the relation also had a moderate R2 value of 0.67. Based
on this analysis, the relation between the moisture sensor readings and the Sonkir values
could be determined and used for classification of soil moisture level.

3.2 Wireless Communication

ESP-NOW is a wireless communication protocol developed by Espressif. ESP-NOW
is compatible with ESP-32 boards, inexpensive and may have a higher transmission
range in comparison to some other protocols. The ESP-NOW communication protocol
had a specified range of 76 m. To assess the effective range of ESP-NOW in a natural
outdoor space, a test was conducted by sending 30 data packets at various distances
and determining the packet error rate (PER). Each packet contained 250 bytes of data,
which was the maximum packet size. For each distance, 30 data packets were sent. The
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Fig. 9. Sonkir Readings vs Amount of Water (mL).

tests were conducted at a park on the university campus. Distances of 46 m, 76 m and
107 m were tested for the 30 data packets and the average PER was determined for each
distance. The assessment was to count how many packets were received, and compare
that to the number sent. The difference in number of packets was considered the error.

Table 1. ESP-NOW Packet Error Rate (PER) Tested at Various Distances

Distance (m) Packets Received Average Packet Error Rate (PER)

Trial 1 Trial 2 Trial 3

46 30 30 26 4.4%

76 28 27 26 10.0%

107 15 10 8 63.33%

Results from testing showed that the ESP-NOWprotocol could transmit data over all
three tested distances, but the PER of errors increased with increasing distance. Results
are shown in Table 1. Performance on a farmmay be no worse than the tested conditions,
since testing was conducted in a large park in an urban environment. Since there were
some errors at all the tested distances, the software should add an error detection and
retransmission scheme.

4 Discussion and Future Directions

Prototype modules were developed for measuring in the soil the following: nitrogen,
phosphorus and potassium (NPK), pH, temperature and moisture. Testing was done
toward calibration of the moisture sensor with moisture content in the soil. A commu-
nication module was developed and tested using the ESP-NOW wireless protocol. This
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could be used in a mesh network to pass messages from the soil monitoring stakes back
to a hub computer. A prototype hub was made with the ESP-32 microcontroller that
hosted a website that displayed a dashboard of sensor values. The farmer would be able
to view the website to make decisions about application of water and fertilizer.

The design and testing results appear promising. More development to complete the
envisioned system and testing would be required toward full implementation. Develop-
ment of such a system would help farmers monitor soil parameters and assist with the
application of appropriate amounts of water and fertilizers, reducing the need of over
application of these resources. Minimizing over application of fertilizer would reduce
the amount of pollutants downstream.
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Abstract. When the tumour grows, the microvessel density in the sur-
rounding area increases and exhibits irregular curvature, which shows
a difference from the regular vascular network. Therefore, a model is
needed to describe the vascular network around the tumour. However,
the existing models can not provide a good representation of the vas-
cular network. This paper proposes a Vessel Matrix Model (VMM), a
visualization vascular network model which has the potential to resemble
the complicated vessels networks around the tumour microenvironment.
VMM is conducive to the works such as drug delivery and tumour search
and can perform a tumour-targeting search by combining with the com-
putational nanobiosensing (CONA) framework. CONA uses nanorobots
as computing agents to learn the surrounding environment to regulate
the path-planning to the tumour location through algorithms such as
reinforcement learning. A CONA method is performed in searching for a
tumour to verify the feasibility of this vascular network. In order to seek
optimal routing in the vascular network, VMM provides distance reward
and weight reward for the agents, where the rewards are determined by
the distance of starting point to the tumour lesion and the gradient of
BGF, respectively. Therefore, VMM enables the tumour search with the
CONA method. By introducing different weights between the destination
and weights rewards, it is found that targeting efficiency can be affected
by branch rate and size of the network.
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1 Introduction

Cancer is regarded as abnormal and uncountable cell growth due to the specific
genetic accumulation, which is the primary factor that results in fatal death
globally [1,2]. As a result, clinical diagnosis is needed to detect cancer at an
early stage [3]. Nevertheless, traditional medical imaging technology, such as
MRI and CT, has a significant challenge since the resolution and information
acquired by these facilities are restricted.

With the advances in nanotechnology, nanomedicines, using nanoparticles,
are considered a new solution to prevent and treat disease. For decades,
researchers have been working on developing nanoparticles that can accurately
detect tumours and deliver drugs to cancer lesions. However, just 0.7 percent of
the nanoparticles’ injected dose (ID) can be delivered to tumour targets with-
out external guidance, and delivery efficiency has not increased significantly in
the last decade [4]. Therefore, recent years have made immense progress on the
externally controllable nanobots, which can be manipulated by an external mag-
netic field, in the in vivo environment [5]. Utilizing the manipulable nanorobots
in tumour targeting and drug delivery, as a result, we propose a novel com-
putational nanobiosensing (CONA) framework. In addition, the performance
of autonomous nanorobots achieved considerable high targeting efficiency [6].
These types of nanorobots have ability to explore the in vivo environment using
reinforcement learning [7]. Besides, the biological gradient field (BGF) is intro-
duced to this model, and through the principles of cooperation and coordination,
the sensing nanoparticles successfully find the target. Internal structural changes
generated by in vivo physical, chemical, or biological perturbations in the peri-
tumoral area allow these nanoparticles to perform target-directed motility [8].

In our previous work [10,11], the drug delivery process is mapped into Molec-
ular Communication (MC). The vessel network is regarded as the communica-
tion channel from NPs released site to the tumour lesions. The impulse response
of the blood vessel-based communication channel contributes to the calcula-
tion of the drug concentration at the received end, which indicates a quantified
drug delivery system. Therefore, a visualization vessel model is needed for drug
delivery and tumour targeting applications. Recently, there have been proved
that natural blood vessels can be transformed into the form of matrices utilizing
images, which lays the foundation for a more realistic simulation of blood vessels.
Based on this, this paper proposes Vascular Matrix Model (VMM), a method for
describing blood vessels using a matrix combined with CONA to guide agents
to target tumours. VMM may continue to display more features of the vascular
network in the future, such as the transition model from fractal to lattice.

This paper is organized as follows. Section 2 describes the vascular matrix
model. In Sect. 3, methodology including the Markov decision process, the allo-
cation of values is introduced. Following that, simulations based on this model
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are presented, and the results are shown in Sect. 4. Finally, Sect. 5 shows the
major outcomes and the conclusion is drawn.

2 The Vessel Matrix Model

The VMM assumes blood vessels are equivalent to matrices. The idea is inspired
from [12], where they have proved that it is feasible for the robot to accomplish
route path-planning using a matrix.

Given the complexity of blood vessels in the human body, only one matrix
can not well generalize the topography of blood vessels. We use the following
matrices to simulate the blood vessels:

– Hlabel represents the state of blood vessel i and j. For each element,

xij =

{
1, two blood vessels are connected
0, two blood vessels are blocked

(1)

– Hloc represents the distance from blood vessels i and j. In the matrix, the
elements indicate where the vessel is connected.

– Hweight represents the information of BGF for the branch of each blood vessel.
Some vessels may have a high value of BGF, so their weight must be greater
than others and more valuable for the agent.

It has been proved that it is achievable to extract real blood vessels into the
form of matrices based on vessel images [13], which is shown in Fig. 1, revealing
the mapping from the vessel to the matrix.

Fig. 1. Generating matrices from blood vessels images. The Hlabel matrix can be gen-
erated by transforming the blood vessels images to define the connectivity of the blood
vessels.

We use the VMM model to reconstruct the blood vessel model corresponding
to the medical image, in which two matrices Hloc and Hweight are used to describe
the weights and the length of vessel branches. The result is shown in Fig. 2.

However, it lacks vessel datasets to train the model, so the following guidelines
are used to generate the training datasets:
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Fig. 2. Schematic diagram of the blood vessel model generated by the VMM model.
Different weights of BGFs information are represented by different colors.

1. Select a size for the matrix Hlabel and initialize the matrix.
2. Initialize branch rate r which refers to the degree of branching of blood vessels.
3. Generate a random integer rxij

and compare the rxij
with the branch rate r.

If rxij
is greater than r, set the value to 1; otherwise, set it to 0.

4. Repeat step 3) until all points has been iterated and computed.
5. Initialize the matrix Hloc which has the same size of Hlabel and generate a

random integer for each element xij in Hloc whose value in Hlabel is 1.
6. Initialize the matrix Hweight which has the same size of Hlabel and generate

a random integer for each element xij in Hweight whose value in Hlabel is 1.

3 Tumour Searching Method

In the simulation process, the nanorobots detected the position of tumours in a
grid-like vascular network of a given size. The core goal is to locate the tumor
with a minimum exploring path. This problem is considered an optimization of
the reward function, which uses the Markov decision process (MDP).

3.1 Markov Decision Process

The aforementioned problem is formulated as an MDP [14]. In this process, the
definition (S, A, R) is represented separately as state space, action space, and
reward function. The state at mission time t in the vascular network is given
by st = (pt, pt) ∈ R

2, which is the position of the nanorobots. Nanorobots are
allowed to take the following actions:

Aij = {1, 2, 3, ..., n} (2)

where n is the number of branches from xij .
If the nanorobots collide with a vessel wall, they enter idle mode; otherwise,

they move ahead in one of the four directions defined in the equation (2). The
state-actions are mapped to a real-valued reward using the reward function, i.e.,
S × A → R.
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3.2 Value Allocating

It is necessary for the agent to have reward, action, value, and states in order to
train and update the Reinforcement Learning (RL) algorithm. So, it is critical
to allocate the value for the agent, the rule of allocated value will be proposed.

Value of Destination. In order to describe the value of the destination for
our agent, we use the Dijkstra algorithm to find the shortest distance from the
destination. The calculated shortest path is stored in the Dis(xi) array, where
xi is the index of the distance array.

According to the Dijkstra algorithm [13], we follow these steps to find the
shortest distances:

1. Initialize the matrix and select a point xi from the matrix. The array Dis
initializes with the distance the xi contained.

2. The array rix, and select a point xi from the matrix. The array Dis now
contains some distances, and we select the shortest one xj to continue our
search.

3. Comparing the array Dis with the current distance from the point xj which
the distance has added the Dis(xj), and keeping the miniature data into the
array Dis.

4. Repeat step 2) until all points have been iterated and computed

When the shortest distance is available, we have the following steps to com-
pute the value of the destination.

Vdst = [Dis(Xn) − Dis(Xc)]V0 (3)

where Dis(Xn) and Dis(Xc) represent the distance from the current location
and the next location to the destination, respectively. The last parameter Vo is
the offset value for the Vdst.

Value of Weights in Vessel. By introducing Hweight and Hloc, the value of
weights could be described in following equation.

Vweight =

⎡
⎢⎢⎢⎣

z1,1 z1,2 . . . z1,j
z2,1 z2,2 . . . z2,j
...

...
. . .

...
zi,1 . . . . . . zi,j

⎤
⎥⎥⎥⎦ , (4)

zi,j =
xi,j

yi,j
(5)

where xi,j and yi,j are elements at corresponding positions in matrix Hweight

and matrix Hloc, respectively.
Vweight could be equivalent to the gradient of BGF. The greater Vweight is,

the more valuable for the agent this area is.
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Value in Total. Let Vtotal denote the value in total, which contain both Vdst

and Vweight. In case of an imbalance value’s negative impact on the agent, some
biases are used to balance the values. Here we write the equation as the following
equation:

Vtotal = aVdst + bVweight, (6)

where the parameter a and b are the rates to weight the value for the parameter
Vdst and Vweight.

3.3 Deep Q-Network

Due to the complexity of the vascular network, the number of states of the agent
may be very large. Therefore, Q-learning in RL will result in the exponential
growth of the Q-table, we adopt DQN to train agents to learn in CONA.

The DQN (Deep Q-Network) algorithm is a neural network architecture for
model-free reinforcement learning [15]. It successfully realizes the end-to-end
from perception to action and has been applied in gaming and navigation. The
DQN algorithm introduces deep learning into reinforcement learning, in which
the interaction between the nanorobots agent and the environment enables the
agent to learn and optimize its behaviour. The learning process is evaluated
by improving the Q-function iteratively. The computation and updating of the
Q-function can be written as the following equation:

Q(s, a) ← Q(s, a) + α[r + γ max
a′

Q(s′, a′) − Q(s, a)] (7)

where s is the agent state which includes the overall situation of the whole vessel,
a is the action performed by the agent, and r represents the reward to the agent.
The constants α and γ are the learning rate and decaying rate, which control the
convergence rate of the agent and the impact factor from the future. Practically,
DQN’s neural network (NN) weights should be updated by the gradient of its
loss function:

L(θ) = E[TQ − Q(s, a; θ)2] (8)

where TQ is the optimization objective, which is calculated as follows:

TQ = r + γ max
a′

Q(s′, a′; θ) (9)

3.4 Target Network

The target network is used to generate a TQ for the main NN so that the main
NN could update its NN weights according to the gradient for a period of
iterations, and we set it 100 times here. The loss is counted by the quality of
the main NNQ and the TQ. Such a measure can reduce the relevance between
Q and TQ, usable for increasing the stability of DQN.
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3.5 Experience Replay

DQN proposes a buffer in which the agent would randomly select the situation to
train itself. In our work, the environment information and the action generated
by the agent are stored in a buffer. While training, the agent selects a batch
of buffers to review the past situation to train itself. As a result, the lack of
relevance with samples and its problem of non-static distribution is partially
compensated. Hence, experience replay can improve the robustness of the NN .

4 Simulation and Results

4.1 Simulation Setup

According to the input state, DQN model calculates the reward of each vessel
branch. As a result, the vessel branch with the highest reward will be selected.
The action is invalid when the action calculated according to the reward is
marked as impassable in the Hlabel. To correct this action, we propose two meth-
ods.

1. Return a false result when the output is invalid so that the agent can learn
and act accordingly. However, massive training is needed in this method and
hardly ensures efficiency.

2. Execute a random action when the action is invalid. Although this method
cannot guarantee accuracy, it does not need massive training.

Therefore, the second method is utilized to test the proposed VMM model.
In the simulation, we set the total test time to 50’000 times to eliminate the
effect of random movement in different circumstances. Considering the limited
lifespan of the nanorobot, we set the maximum detection time as 100. Sessions
that do not reach the end within the time will be considered invalid.

We changed the vascular branch rate and the number of vascular branches in
the VMM model to simulate different vascular environments, as shown in Fig. 2.
Set the parameters in the simulation as follows: γ = 0.9, V0 = 60.

4.2 Different Scenarios

The result of the different branches generating probabilities r and different sizes
is compared in a single circumstance. As shown in Fig. 3, each circumstance has
a good efficiency in finding the tumour. From the found times and found rate
data, we notice that the agent’s efficiency mainly depends on the number of
branches and size of the vascular network.

According to equation (7), we know that the process of searching for tumours
is affected by both reward Vdst and Vweight, so the parameter β = a/b is set to
play a role in regulating the relative weight of the two rewards in the simulation.
As the weight, β increases from 0.01 to 100, the number of found times and
found rate do not show significant differences, which indicates that searching
efficiency is less affected by β.
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Fig. 3. Found times (a) and found rates (b) for different branch generate probabilities
r and different sizes when model converged, the log of β is taken.

The fluctuation of reward can reflect the stability of the search process, and
a huge reward indicates that the search process is greatly affected by random
actions. As shown in Fig. 4, when the value of beta is too high, the standard
deviation of the reward increases significantly, and the learning effect of the
neural network is not good. When the value of β is too low, it is not in line with
the actual situation in the human body, so the value of β should be considered
by considering the above factors and making a compromise.

Fig. 4. The standard deviation of total reward when model converged, the log of β is
taken.

5 Conclusion

We proposed a novel model for displaying blood vessels that can be used to
expand tumour sensitization and tumour targeting. The major contributions
are as follows:
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– This paper introduces a Vessel Matrix Model (VMM) to CONA, which could
present the natural properties of blood vessels.

– The model applies an RL algorithm to VMM to improve the targeting effi-
ciency.

Future works may include accelerating the development of techniques to
transform natural vessels into matrices and generate more datasets for training.
It is also essential to generalize the current RL algorithm to train nanorobots
and consider the dynamic conditions in the human environment.
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14. Rahebi, J., HardalaÇ, F.: Retinal blood vessel segmentation with neural network
by using gray-level co-occurrence matrix-based features. J. Med. Syst. 38(8), 1–2
(2014)

15. Kaelbling, L.P., Littman, M.L., Cassandra, A.R.: Planning and acting in partially
observable stochastic domains. Artif. Intell. 101(1–2), 99–134 (1998)



Heterogeneous Group of Fish Response
to Escape Reaction

Violet Mwaffo(B)

United States Naval Academy, Annapolis, MD, USA

mwaffo@usna.edu

Abstract. The response of heterogeneous groups of fish including a few
leaders, several followers, and a few fish initiating escape reaction is inves-
tigated. This alarm response is often observed in animal groups where
exposure to strong stimuli such as a predator can force a few individuals
to initiate sudden and abrupt turns to move to safer locations. In this
work, a coupled stochastic process is leveraged to recreate this behavior
and investigate their effects on the group collective dynamics. At the
vicinity of a synchronized state, for small perturbations introduced by
startled fish, a closed-form expression of the polarization order param-
eter is determined and shown effective in predicting group alignment.
A numerical analysis suggests that a variation of the frequency and the
amplitude of the jumps introduced by escaping fish can result in a tran-
sition to several states including an ordered state where individual align
their heading direction, a disorganized state where they move in ran-
dom direction, and two other states where the group split up resulting
either into a change of leadership or individuals swimming away from
the startled fish and therefore recovering their initial synchronized state.
The findings from this work are in line with observations on fish groups
exposed to a predator where initially a completely disordered state can be
observed but groups tend to progressively recover a synchronized state.

Keywords: Bio-inspired systems · Collective dynamics · Escape
reaction · Heterogeneous group

1 Introduction

Individual differences are often listed among important factors at the origin of col-
lective behavior in biological groups. These differences can be characterized based
on morphological or physiological traits, an individual position within the group,
the knowledge of the environment, or individual social dominant statute [1–3]. The
effects of individual traits on group response are either observed in nature through
observations or tested in controlled laboratory environments [4,5]. In recent years,
to address ethical issues about the use of animals in laboratory studies, in-silico
experiments [6] have become popular. These computational study allow to reduce
significantly the number of subjects by pretesting hypothesis in order to better
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plan experimental studies with real life subjects. In addition, they have allowed
to unravel some microscopic factors explaining the emergence of groups collective
behavior [7–10] such as leaders-followers relationships and information flow within
groups [11].

In biological groups, escape reaction [3], is classified among alarm responses
originating from exposure to fear-inducing stimuli such as animal exposure to a
predator [12]. This behavior has been observed in fish groups causing individuals
to exhibit erratic or zig-zagging swimming [13] before maintaining a coordinated
swimming behavior [14,15]. In the literature, computational models have been
utilized to dissect fish kinematics during fast-start swimming [3,16–18] or to
unravel group collective response during escape reaction. The authors in [19]
working on group collective response have leveraged a mathematical model to
observe a propagation wave following the initiation of escape reaction.

Different from most prior works [3,16–18] dissecting fish kinematics or the
response of homogeneous groups, this work investigates the collective response
of a heterogeneous group of fish to the observable escape reaction [20] charac-
terized by sudden and fast-turns away from a strong stimulus source [21]. The
heterogeneous group of fish includes a few individuals denoted leaders having
a dominant statute [3] or a good knowledge of their environment [4] to guide
other team members denoted followers implementing local updating rules to
maintain alignment with other fish in the group [22,23]. In addition to leaders
and followers, the group includes a few startled fish initiating sudden and fast-
turning maneuvers after exposure to a strong stimulus. These bursts of activity
are captured through a stochastic jump-diffusion process introduced in [24] and
adapted here with a biased distribution to stir a startled toward a preferential
heading direction.

Group response to small perturbations at the vicinity of a synchronized state
is conducted allowing to establish a closed form expression for the polarization
order parameter introduced in [25,26] to measure group of fish tendency to swim
in the same direction. The closed form expression is validated against numerical
simulations which in addition revealed unexplored forms of state transitions
in addition to the traditional transition from a state of complete order to a
disorganized state [25,26]. Further, as observed in the literature [3], the modeled
escape reaction is shown capable to induce new form of leadership defined as the
initiation of new directions of motion by a few individuals followed by other fish
in the group [4].

Section 2 introduces the mathematical modeling framework recreating escape
reaction. Section 3 analyzes group response to small perturbations introduced by
startled fish leading to the derivation of a closed form expression for the polar-
ization order parameter. Section 4 presents results from the numerical analysis
and Sect. 5 discusses the main findings and concludes the work.
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Fig. 1. Pair of fish i, j interaction (a) with positions pi, pj , heading angles θi, θj with
respect to a fixed reference frame, their inter-distance dij , difference heading angle
θji = θj − θi, and relative angular position of fish i with respect to fish j heading angle
φji; and initiation of escape reaction (b) by a group of fish exposed to a predator.

2 Fish Individual and Collective Behavior

2.1 Mathematical Modeling of the Heterogeneous Group

A group of N fish swimming in a 2D unbounded and non-periodic open water
domain at a constant speed is considered. A fish i position is captured at any
time instant τ by the 2D vector pi of the position and the scalar θi representing
the heading angle in a fixed frame as illustrated in Fig. 1(a). The group of fish
includes a few leaders well aware of their environment [22] to move freely similar
to dominant fish [3] and guide the rest of the group [9,27] towards set location
such as migration route or foraging source. These fish are not coupled to the
rest of the group which can interact with them creating a sort of potential
difference forcing individuals implementing a social interaction function with
closer neighbors to follow them. Another subset of fish is denoted as startled fish
initiating escape reaction (see Fig. 1(b)) characterized by sudden and fast turns
with frequency ι and intensity δ. The remaining fish are denoted as followers
which concomitantly to startled fish update their heading angle through the
predefined social interaction function.

A stochastic jump-diffusion process introduced in [24] to capture the fast turn
rate w(τ) observed in the swimming locomotion of small fish species is adapted
here to model fish exhibiting escape reaction in term of a dimensionless coupled
system [28]:

dwi(τ) = − (wi(τ) − w�
i (τ)) dτ + ςdWi(τ) + dJi(τ), (1a)

w�
i (τ) =

∑

j∈Ni(τ)

1
|Ni(τ)| [κv sin (θij(τ)) + κpd̄ij(τ) sin (φij(τ))

]
, (1b)

where ς is the noise intensity; w� the interaction function with coupling gains κv

and κp; |Ni(τ)| the number of fish interacting with fish i; d̄ij the inter-distance
between pair of fish; Wi(τ) is the Wiener process which is defined such that the
increments dWi(τ) follow a normal distributed random variable with standard
deviation

√
dτ ; and J(τ) =

∑νi(τ)
j=1 δiZj is the jump diffusion process with νi(τ)
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defining a counting process with parameter ιi capturing the frequency of the fast
turns while δi is a scaling coefficient of the jumps.

In the model above, the heterogeneous fish behavior is captured by a single
parameter ςi for the informed fish, three parameters ςi, κvi, and κpi for followers,
and by five parameters ςi, κvi, κpi, ιi and δi for the startled fish. The parame-
ters of the jump-diffusion process in [24] have been calibrated on experimental
trajectories of a small fish species to reproduce sudden and fast-turns [24]. How-
ever, the jump term in [24] randomly take either positive or negative values such
that they do not favor a preferential heading direction as observed during escape
reaction. This problem can be solved by selecting appropriate distribution to
model the jumps.

2.2 Distribution of the Jumps to Recreate escape Reaction

Departing from the process model in (1), escape reaction is modeled by con-
sidering a biased distribution and notably the half-normal distribution defined
as:

Zj(t) =

{
z, if Z = z ≥ 0,

−z, if Z = z < 0.
(2)

where Z is the standard normal distribution. The resulting skewed distribution
induces turns in average in a preferential direction of motion as observed in
the literature [13] after fish exposure to a strong stimulus such as a predator.
Note that, other biased distributions including skewed distribution or symmetric
distribution with non-zero mean can be considered.

Note that, fish initiating escape reaction and follower fish share identical
interaction parameters such that, before the initiation of the escape reaction,
startled fish are assimilated to followers as suggested in [3] where social sub-
ordinated fish are observed to be more favorable to exhibit such a behavior.
In addition, the sign of the expected value of the distribution of the jump
determines in which direction the startled fish will turn. In particular, using
the distribution in (2), the expected mean of a fish i turn rate is evaluated as

E [wi,Δτ ] = ιδΔτ
√

2
π > 0 while for a follower not subject to any additional

disturbances, one has E [wi,Δτ ] = 0. Thus, at steady state, one expects that the
coupled system in (1) will move either in a direction determined by the long-term
mean of the abrupt turns introduced by fish initiating escape reaction, in a direc-
tion prescribed by the leaders, or will simply split-up with followers following
either group leaders or startled fish. These transitional states tend to character-
ize the various responses observed during escape reaction in nature where the
fast and large turns initiated by a few fish can significantly affect the collective
response of a group [3,13,14,29].
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2.3 Discrete Time Approximation

The stochastic system in (1) is solved using a discrete-time Euler-Maryuma
approximation scheme [30]. In particular, assuming that Δτ is small enough
such that at most a single jump is observed in a time step, the discrete time
approximation of the turn rate process in (1) allows to estimate a fish i position
at any time step τk, k ∈ N by a forward Euler scheme [6,9]:

xi(k + 1) = xi(k) + Δτ cos θi(k)
yi(k + 1) = yi(k) + Δτ sin θi(k)
θi(k + 1) = θi(k) + Δτwi(k),

wi(k + 1) = wi(k) (1 − Δτ) + w�
i (k)Δτ + ςi

√
Δτε(k) + δiΔνi(k)ζ(k),

(3)

where τk+1 = τk + kΔτ , w�
i (k) = w�

i (τk) is the social interaction function, ε(k)
and ζ(k) are i.i.d. Gaussian random variables, and for simplicity τk is replaced
by k. The discrete time process wi(k), k ∈ N converges weakly to the continuous
time process wi(τ) [24]. Note that, using the above discrete-time scheme, except
for the startled fish, when ιi and δi are null, the expectation and variance of
a follower fish turn rate are μi (wi(k + 1),Δτ) = wi(k) (1 − Δτ) + w�

i Δτ and
Vi (ωi(k + 1),Δt) = ς2i Δτ , respectively.

3 Analysis of Group Coordination

Group coordination is analyzed at the vicinity of a synchronized state when all
fish tend to move in the same direction and shared a common heading angle
denoted θ0. The stability of the group is evaluated by introducing to the system
in equations (1) small perturbations. To simplify the analysis, a single leader and
a single startled fish are considered. Note that for such a system to achieve group
coordination, all leaders should move in the same direction. Similarly, a single
strong stimulus is considered and all startled fish swim in the same direction
to maintain a consistent escaping route. With the above considerations, given
that θ0 represents the leader heading direction, the stability study of the local
disagreement θi − θ0 can be conducted for the rest of the N − 1 fish.

3.1 Measure of Group Coordination

Group coordination is evaluated with a traditional order parameter introduced
in [25,26] to measure group alignment in self-propelled particles and denoted as
the polarization with expression determined as:

Pol =
1
N

∥∥
N∑

i=1

vi

∥∥, (4)

where ‖(·)‖ defines the norm of the unit velocity vector vi. The values of the
polarization order parameter [25,26] P (τ) range from 0 to 1 with values closer
to 1 indicating that all fish moving in the same heading direction and values
closer to 0 when they move in completely different heading directions.
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3.2 Group Response to Small Perturbations

Using the polarization order parameter Pol, group response to small perturba-
tions denoted as the Pol-susceptibility is equivalent up to a constant factor to
the fluctuation of the order parameter Pol [31], that is:

N
[〈P 2〉 − 〈P 〉2] =

∂P

∂x |x=0
, (5)

where 〈Pol〉 = limT→∞ 1/(T −Tr)
∑T

k=Tr
Pol(k), and x is related to the pertur-

bation field. For a fixed value of ς, the perturbation field for the system in (1) is
captured by the jumps parameters ι and δ as further elaborated below.

At closer proximity of the coordinated state, when all individuals share a
similar heading direction, let say θ0, θij = θi − θj � 0 for all i, j. Denoting
w̃i(k) = wi(k) − w�

i (k), the discrete-time system in (3) reduced to:

θi(k + 1) = θi(k) + w�
i (k)Δτ + w̃i(k)Δτ

w̃i(k + 1) = w̃i(k)e−Δτ + ς

√
1
2

(1 − e−2Δτ )εi(k) + δΔνi(kΔτ)ζi(k),
(6)

where for simplicity, w�
i (k) = w�

i (τk). For smaller values of Δτ 	 1, the system
can be further reduced to:

θi(k + 1) = θi(k) + w�
i (k)Δτ + w̃i(k + 1)Δτ

w̃i(k + 1) = (1 − Δτ)w̃i(k) + ς
√

Δτεi(k) + δΔνi(kΔτ)ζi(k),
(7)

In addition, for small misalignment between pair of fish i and j, one can approx-
imate sin (θij(k)) � θij(k) and φij(k) � π

2 . These approximation allows in turn
to get the following discrete-time double integrator system:

θi(k + 1) = θi(k) + κvΔτ
∑

j∈Ni(k)

θij(k) + w̃(k)Δτ

w̃i(k + 1) = (1 − Δτ) w̃i(k) + ς
√

Δτεi(k) + δΔνi(kΔτ)ζi(k).

(8)

The mean square stability analysis of a stochastic system similar to the one
in (8) has been thoughtfully investigated in [32,33] for the vectorial network
model (VNM) [34] which is considered as a simplification of the celebrated Vicsek
model at the limit of large speed. In the VNM model, particles are thought to
move fast enough such that they can interact at any time instant with any other
randomly selected particles in the group. Such a consideration holds in particular
for small particle sizes. Using the expression of the polarization in (4), writing
the velocity vector in polar coordinates assuming a unit constant speed of 1, a
linear approximation of the polarization is given for the remaining N−1 particles
excluding the leader as [32,33]:

Pol(k) =
1

N − 1

N−1∑

i=1

vi =
1

N − 1

∣∣∣
N−1∑

i=1

ejθi(k)
∣∣∣ � 1 − 1

2(N − 1)
ρ(k),
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where vi is the unit velocity vector; j is the imaginary index; and ρ(k) =
E

[∑N−1
i=1 (θi(k) − θ0)

2
]

defines the steady state deviation from the synchronized
state θ0.

3.3 Closed Form Expression

The steady state deviation ρ has been shown in [32,33] to converge towards a
finite value at the vicinity of a synchronized state for 0 < (1 − Δτ)2 < 1. For
the dimensionless model considered here, such a condition holds for 0 < Δτ < 2.
After identification from the expression obtained in [32], a closed form expression
of the polarization order parameter can be obtained as:

Pol � 1 − (ς2Δτ + λγ2)
2

N − 2
N − 1

, (9)

where the number of connected neighbors is set to |Ni| = N − 1 for small group
sizes. For group size of N 
 2, the expression in (9) can be reduced to

Pol � 1 − (ς2Δτ + ιδ2)
2

indicating that group response is mainly explained by the noise intensity ς and
the jumps frequency ι and intensity δ. Doing a simple transformation to obtain
ιδ2 � 2 (1 − Pol) − ς2Δτ , the closed-form expression above suggests that both ι
and δ tend to be related by a negative power law. In addition, the closed form
expression obtained above suggests that the expected variance of the jumps
computed as ιδ2 can be leveraged to explain the transitions observed in the
group in terms of a single parameter characterizing the level of noise in the
system given a fixed value of the noise scaling coefficient ς.

Table 1. Model parameters retained in the simulations. The letter codes L, F, and S
are used to indicate parameters required to model leaders, the followers, and startled
fish behavior respectively.

Model Behavior Parameter Description Value

Individual L-F-S ς Noise intensity 0.40

dynamics S ι Jumps frequency [0 0.28]

S δ Jumps Intensity [0 4.18]

L-F-S v Average speed 3.546

Social F-S κp Attraction gain 0.036

behavior F-S κv Alignment gain 4.24

F-S R Interaction distance 12.74
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4 Numerical Analysis

Group coordination is analyzed for small group size of 10 fish which for simplicity
included a single leader and a single startled fish initiating escape reaction. The
reader is referred to [35] for results on larger group size. In all simulations, each
fish type is set to share identical parameters as indicated in Table 1 with ςi = ς,
κvi = κv, κpi = κp, ιi = ι, and δi = δ. The polarization order parameter Pol
is evaluated at steady state by computing the average values over 100 sample
trajectories by varying values of ι and δ sampled in a discrete 100 × 100 grid
size. Only the last 180-time steps of the simulations were considered to allow the
group to reach a steady state.
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Fig. 2. Sample trajectories illustrating group response to (a) small jumps (ι = 0.04, δ =
0.17) and to (b) larger jumps (ι = 0.12, δ = 0.50) introduced by the startled fish and
time trace of the corresponding group polarization Pol for small jumps (c) and for
larger jumps (d). The circles in (a) and (b) indicates the interaction radius from the
followers averaged position.

In the analysis, simulations are always started with individuals coordinating
their motion before introducing the fish initiating escape reaction after a few time
steps. In particular, departing from a random location within a circle of radius R



58 V. Mwaffo

from the origin, fish initial positions are generated within the interaction radius
of their neighbor. The leader position is set at a random location near the origin.
The fish initiating escape reaction is introduced at a time step corresponding to
7.18 time units at a random position within a distance corresponding to half of
the interaction radius of R from the group center. The initial heading direction
of followers is randomly set between [−π, π] rad. Simulations are conducted in
an unbounded and non-periodic domain with the interaction radius set to 12.74
length units. The latter value was selected to avoid group splitting in the absence
of jumps. Note that, the choice of an interaction radius rather than a vision cone
allows group response to be independent of the position of individual fish within
the group. In addition, for larger group sizes, a topological approach for the
interaction [36] can be considered by setting a fixed number K of connected
neighbors within a fixed radius R.

4.1 Time Trace of the Group Response to escape Reaction

Figure 2 presents two exemplary simulated trajectories and the corresponding
time trace of the polarization order parameter (Pol). The plots indicates a high
level of group alignment for small variations of the frequency ι and intensity δ
of the jumps while for increased values of ι and δ the polarization order param-
eter tend to highly fluctuate. For the larger parameter values selected, one can
observed a group split-up after a few time steps where followers and startled fish
synchronize their motion in order to swim away from the initial group leader.

4.2 Group Response to a Variation of the Jumps Parameters

Figure 3 illustrates group response measured by the polarization order param-
eter in (4) as the frequency ι and intensity δ of the jumps are increased. The
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Fig. 3. Contour plot of group polarization (Pol) as the frequency ι and intensity δ of
the jumps are varied. See Table 1 for model parameters.
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contour plot of the polarization in Fig. 3 indicates a transition from a highly to a
less coordinated state. As suggested by the closed form expression in (9), Fig. 3
indicates a negative power law relation between ι and δ for given values of the
polarization order parameter Pol. In addition, the different coloration pattern
in Fig. 3 tends to indicate that group coordination transitions through several
states as ι and δ are increased from smaller to larger values. Two illustrative
cases depicted by the red dashed lines are plotted in Fig. 3 to show how the
closed form expression in (9) can be utilized to predict the level of order in the
system as ι and δ varies. The first line corresponds to a value of Pol = 0.965
predicts the transition bound between the yellow area and the green area and
the second line corresponding to a value of Pol = 0.805 predicts the transition
bound between the green colored area and the blue colored area.

4.3 Transition States Observed as the Jumps Are Increased

Four distinct states illustrated in Fig. 4 are observed as the expected variance of
the fast turns ιδ2 is increased and characterized by the following behaviors:

Fig. 4. Illustration of the transition states observed for selected value of the expected
variance of the turn ιδ2 in various colored areas of Fig. 3 including yellow for (a),
between yellow to green and green to blue for (b), green for (c), and blue for (d).
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– (a) leader-followers relationship illustrated in Fig. 4(a) depicted by a
strongly coordinated state where all group members including leader, follow-
ers, and startled fish align their heading to move all-together in the same
direction;

– (b) unstable state illustrated in Fig. 4(b) where the group collective
response is highly unstable and fish group likely to split-up apart and dis-
perse;

– (c) group split-up and switching leadership illustrated in Fig. 4(c) where
the group split-up with the modelled leader and the followers tend to coor-
dinate their motion in a direction prescribed by the startled fish;

– (d) group split-up from the startled fish illustrated in Fig. 4(d) where the
fish initiating escape reaction cannot coordinate their motion with followers
which tend to align their heading direction with the modelled leader.

Note that the states observed above result from simulations always departing
from an ordered state where ιδ2 = 0 prior to introducing escape reaction such
that ιδ2 > 0 after a few time steps. The values of ιδ2 > 0 used in the illustrative
cases in Fig. 4 are extracted from the colored area in the colormap in Fig. 3.

5 Discussions and Conclusions

Escape reaction investigated here is an alarm reaction behavior [13,14,29] char-
acterized by fast turns and increased speed. This work shows that a stochastic
process [9,24] with biased jumps can be utilized to reproduce a similar behav-
ior observed during escape reaction [16]. By introducing small perturbations to
the group at the vicinity of a synchronized state where all individuals shared a
common heading angle, a closed-form expression has been proposed depicting
that, for fixed values of the noise intensity ς, the expected variance of the jumps
evaluated as ιδ2 can be used to predict the level of order in the system. The pro-
posed closed-form expression has been validated against numerical simulation
and shown effective to predict the transition between various states observed.

The numerical results from this work indicate that escape reaction can main-
tain a strong level of coordination for smaller values of ιδ2 where the group
exhibits a synchronized leader-follower formation. Escape reaction can force the
group to diverge from the leader heading direction and followers to align their
heading with the startled fish. In this case, the sudden and fast turns initiated by
the startled fish are observed to stir followers away from the leader prescribed
heading direction. This results in leadership switching from the modeled leader
to the startled fish and the new synchronized group moving in a toroidal circular
formation pattern as described in the literature [37]. In this scenario, the leader
becomes isolated and vulnerable to the predator [12]. Escape reaction can also
cause a synchronized group to transition to a highly unstable state with a highly
volatile polarization value and where individuals can split up and disperse. This
situation can result in individuals being isolated and at risk in the presence of a
predator. As the expected variance of the jumps become larger, escape reaction
can force the startled fish to swim away from the group which then maintains
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its initial leader-followers synchronized state away from the disturbances intro-
duced by the startled fish. This tendency to swim away from the group might
put the startled fish into a vulnerable position.

The work proposed in this manuscript contrasts with other attempts to model
escape reaction such as the one in [19] where the behavior is initialized by set-
ting the startled fish a velocity significantly larger in amplitude and opposite
direction to the averaged group heading. Such a modeling approach results in
a propagation wave typical to cascading behaviors observed in nature on large
herds [38]. The stochastic model proposed here results instead in circular or
toroidal motion patterns typically observed in fish groups [37] in the presence of
a predator [12]. The results from this work are thus in line with many prior works
where escape reaction can initially destabilize a group of fish but can also favor
strong group coordination in the long run [13] allowing groups to stay resilient
when facing a predator.

The method proposed in this work to recreate escape reaction can be utilized
in other model of collective behavior to recreate antagonistic interactions or
switching leadership [39]. These behaviors are relevant when a group of fish is
exposed to a strong stimulus or when the group must negotiate a drastic change
of heading direction. The findings from this work also suggest that the expected
variance of the turn can be utilized as a single parameter to characterize the
level of disturbances introduced by the startled fish. This single parameter can
be utilized to design appropriate controllers in order to either improve or disrupt
group coordination in several unmanned multi-vehicle systems. In future works,
the framework considered here can be extended to study group responses to
various sources of disturbances resulting into several fish exhibiting sudden and
fast turns with different probability distributions.
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Abstract. Current targeted drug delivery systems like passive target-
ing or active targeting are still inefficient because they mainly depend on
blood circulation and extravasation. It is significant that drug delivery
carriers are capable of autonomously swimming towards target site (e.g.,
diseased cells or tumors) and releasing drugs. In recent years, targeted
drug delivery depending on autonomous swimmers such as nanorobot has
been actively studied and a number of solutions have been proposed. In
the paper, we propose a nanorobot-based system comprising of nanorobot
behavior planning algorithm, drug reception model and adjusting method
of release rate for a simulation of local targeted drug delivery. In this sys-
tem, nanorobots can move and accumulate at target site by simulating bac-
terial chemotaxis, and determine the timing of drug release relying on quo-
rum sensing. In addition, nanorobots can dynamically adjust the rate of
drug release depending on the concentration of tumor biomarker. A simu-
lation environment is established in order to evaluate the nanorobotic drug
delivery system. The simulation results show that the nanorobotic drug
delivery system can not only deliver drugs effectively at desired location
but also enhance efficiency of drug utilization.

Keywords: Molecular communication · Nanorobotic · Targeted drug
delivery

1 Introduction

During the past few decades, controlled drug delivery (CDD) has experienced
an enormous upswing and brought a series of highly effective pharmaceutical
preparations with low toxicity side effects and good compliance. The evolution
of the controlled drug delivery mainly includes three stages from its origins to
the present. The first stage was the “macro era” of zero-order “controlled” drug
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delivery devices. Some CDD devices were designed in macroscopic scale in the
early days. For example, the Ocusert designed by Alza Corp. was an ophthalmic
insert that released the anti-glaucoma drug at a constant rate in the eye, and the
Norplant developed by Population Council, Wyeth is a contraceptive subcuta-
neous implant comprised of six silicone rubber tubes filled with a contraceptive
steroid, levo-Norgestrel which can be released at a constant rate [1]. The sec-
ond stage is the “micro era” of sustained release, biodegradable microparticle
delivery systems. Sustain-controlled release system could improve efficiency of
drug utilization and plasma concentration by means of injectable, biodegradable
drug-loaded microparticles. The third stage is the “nano era” of targeted drug
delivery systems.

For the “nano era” of targeted drug delivery, PEGylation, the EPR effect and
passive targeting, active targeting with antibodies, peptides and small molecule,
cell-specific ligands are the three key technologies stimulating the development
of drug nanocarriers as practical clinical realities. PEGylation is referred to as
modifying the surface of nanoparticles (drug nanocarriers) with poly (ethylene
glycol) [2]. The circulation time and stability of nanoparticles can be enhanced
by the PEGylation in circulatory system [3]. The term “EPR” is abbrevia-
tion of enhanced permeation and retention first proposed by Professor Hiroshi
Maeda [4,5]. Passive targeting is the process of extravasation drug accumula-
tion in diseased tissues such tumors with leaky vasculature, which is commonly
known as the enhanced permeation and retention (EPR) effect [6]. Although the
longer systemic circulation time achieved by PEGylation [7] contribute to the
EPR effect of drug nanocarriers, only a small percent (< 10%) of administered
drug nanocarriers actually reach diseased tissues or tumors [8,9]. If ligands are
added to the surface of drug nanocarriers, the passive targeting can be improved
through the interactions between drug nanocarriers and target receptors. Unfor-
tunately, the specific interactions usually called active targeting [10,11] can occur
only when drug nanocarriers and target receptors are in close proximity [2].

It is significant that drug delivery systems are capable of autonomously swim-
ming towards disease site. Autonomous nanoswimmers or systems have been
proposed to transport drug molecules in targeted drug delivery. The evolv-
ing nanoswimmers can be divided into biological such as modified bacteria,
even sperms and synthetic such as nanorobots or nanomachines [12]. Bacte-
ria have been used to carry therapeutic nanoparticles and diagnostic agent to
disease site depending on the property of penetrating tissue, target tumors [13–
15]. Nanorobots being able to perform tasks at nano-level could be used to
travel through human blood vessels and microvasculature. For example, a chem-
ical communication algorithm was proposed by Cavalcanti et al. to coordinate
nanorobots to reach tumor site [16]. In addition, nanorobots carrying drugs can
be directly injected into the target site of a patient body. After entering into
the disease site, nanorobots would release drug molecules to treat disease cells.
Since the drug molecules are usually expensive or where lost molecules may cause
undesired side effects such as drug overuse or multi-drug resistance [17,18], the
timing and rate of drug release become important issues.
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Quorum sensing (QS) is a well-known cell-cell communication mechanism in
bacteria [19–21]. Bacteria can use quorum sensing to coordinate timing of specific
actions. Bacteria start quorum sensing behavior when the concentration of a spe-
cific molecules released by them in extracellular environment achieves a specific
threshold. For example, when the bioluminescent marine bacterium Vibrio fischeri
was alone, that is when they were in dilute suspension, they made no light [22].
When bacteria aggregated to grow to a certain cell number, all the bacteria turned
on light simultaneously. Why they can do it is that they can talk to each other
with a chemical language called autoinducer (AI). The autoinducers are acylated
homoserine lactones (AHL) that regulate positively the lux operon in Vibrio fis-
cheri. The lux can control bioluminescence and upregulate the expression of the
AHL-synthase LuxI which produces the AI molecule. LuxR’s dimerized complex
with AHL can lead to transcriptional activation of LuxI. The concentration of the
AHL is dependent not only on its production, but also on the permeability from
outside the cell. Namely, the switch of QS is dependent on the AHL concentra-
tion just outside the cell. Since the AHL concentration outside is proportional to
the number of bacteria, bacteria start quorum sensing when the bacteria density
reaches a specific threshold.

This paper proposes a nanorobot-based drug delivery system comprising
of Nanorobot Behavior Planning (NBP) algorithm, drug reception model and
adjusting method of release rate in order to deliver drugs effectively at local of
human body. In the system, nanorobots can accumulate at the target location
and determine the timing of drug release relying on quorum sensing. In addition,
the NBP algorithm can dynamically adjust the rate of drug release based on the
concentration of tumor biomarker.

The rest of the paper is organized as follows. Section 2 presents the NBP
algorithm based on bacterial chemotaxis and quorum sensing. The quorum sens-
ing threshold is estimated in Sect. 3. Section 4 presents drug reception model
and adjustable drug release based on the concentration of tumor biomarker. In
Sect. 5, simulations are conducted and the obtained results are analyzed. Finally,
in Sect. 6, the paper is conducted with a summary of results.

2 NBP Algorithm Based on Bacterial Chemotaxis
and Quorum Sensing

In this section, the Nanorobot Behavior Planning (NBP) algorithm based on
bacterial chemotaxis and quorum sensing is proposed. Firstly, nanorobots make
chemotactic movement and determine whether to reach the tumor target site
according to the concentration of tumor-related biomarker. Secondly, nanorobots
release autoinducers (AI) when reaching tumor target site. When the concentra-
tion of AI reaches a specific threshold, nanorobots start release drug molecules.
Finally, it is assumed that the concentration of tumor-related biomarker is pro-
portional to the number of tumor cells. Nanorobots adjust drug release rate
based on the biomarker concentration.
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Table 1. Notations used in NBP algorithm.

Symbol Description

i Index of nanorobots

j Index of motion steps (time)

C Unit motion size

θ Nanorobot location

ϕ Nanorobot motion direction

Tt Threshold of tumor biomarker concentration

J Concentration of tumor biomarker

QA Constant release rate of AI

τ AI concentration

TAIh High-threshold of AI concentration

TAIl Low threshold of AI concentration (Quorum sensing threshold)

QD Adjustable release rate of drug molecules

We formulate the NBP algorithm using the notations shown in Table 1. In the
algorithm, each nanorobot is considered as a bacterium with specified chemotaxis
and quorum sensing behavior. Let i ∈ N represent each nanorobot. Let j be the
index of time step of nanorobots. Let θi(j) be the location of the ith nanorobot
at the jth motion step. Let J(i, j) denote the concentration of tumor biomarker
at the location θi(j) of the ith nanorobot. Let C(i) > 0 denote a basic motion
size that we will use to define the step length during the ith nanorobot moves.
Let ϕ(j) denote a unit length random motion direction after a unit motion step.
In particular, we let

θi(j + 1) = θi(j) + C(i)ϕ(j) (1)

represent a new position after a motion step of a nanorobot. Let Tt denote a
specific threshold of tumor-related biomarker, and

J(i, j) ≥ Tt (2)

indicate that a nanorobot has reached the tumor target site. If a nanorobot
detects tumor biomarker and its concentration is less than Tt, the nanorobot will
move to a new position of higher concentration. That is, if J(i, j) at position
θi(j) is larger than that at θi(j − 1), a motion step of size C(i) in the same
direction ϕ(j − 1) will be taken. Otherwise, the nanorobot moves a step with a
random new direction ϕ(j). If a nanorobot detects the concentration of tumor
biomarker that meets to Eq. (2), it indicates that the nanorobot has reached
the tumor target site. The nanorobot will release AI with a constant rate QA

and detect the concentration of AI. Let τ(i, j) denote the concentration of AI at
position θi(j) of the ith nanorobot. If the concentration of AI is larger than the
high-threshold TAIh, it indicates that population of nanorobots in tumor target
site is too many, and the nanorobot will move away from the tumor target site.
That is, if J(i, j) at position θi(j) is less than that at position θi(j−1), a motion
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Algorithm 1: NBP Algorithm
Input: i, j, J(i, j), τ(i, j), Tt, TAIh, TAIl

Output: Nanorobot behavior, Drug release rate QD

1 for i=1:N do
2 if J(i, j) < Tt && J(i, j) > J(i, j − 1) then
3 θi(j + 1) = θi(j) + C(i)ϕ(j − 1) ; // Move a step at the same

direction

4 end
5 if J(i, j) < Tt && J(i, j) ≤ J(i, j − 1) then
6 θi(j + 1) = θi(j) + C(i)ϕ(j) ; // Move a step at a random direction

7 end
8 if J(i, j) ≥ Tt && τ(i, j) > TAIh then
9 if J(i, j) ≤ J(i, j − 1) then

10 θi(j + 1) = θi(j) + C(i)ϕ(j − 1);
11 end
12 if J(i, j) > J(i, j − 1) then
13 θi(j + 1) = θi(j) + C(i)ϕ(j);
14 end

15 end
16 if J(i, j) ≥ Tt && τ(i, j) ≤ TAIh then
17 Δτ(i, j) = QA;
18 end
19 if J(i, j) ≥ Tt && TAIl ≤ τ(i, j) ≤ TAIh then
20 Drug release rate = QD;
21 end

22 end

step of size C(i) in the same direction ϕ(j − 1) will be taken. Otherwise, the
nanorobot will move a step following Eq. (1) with a random new direction. If
the concentration of AI is less than the high-threshold TAIh, the nanorobot at
position θi(j) will release Δτ(i, j) doses of AI. Δτ(i, j) is an increment of AI,
which can be expressed as Eq. (3).

Δτ(i, j) =

{
QA, τ(i, j) ≤ TAIh, J(i, j) ≥ Tt

0, otherwise.
(3)

The update of AI concentration is shown as Eq.(4).

∂ τ

∂ t
= DA∇2τ, (4)

where DA is diffusion coefficient of AI, ∇2 Laplacian for the dimension con-
sidered. If the concentration of AI τ(i, j) is less than TAIh and larger than the
threshold TAIl, the nanorobot will release drug molecules with rate QD based on
the concentration of tumor-related biomarker. The pseudo code of the algorithm
is described as Algorithm 1.
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In the algorithm, the calculation of quorum sensing threshold TAIl and the
design of adjustable release rate QD are described at length in Sect. 3 and Sect. 4
respectively.

3 Calculation of Quorum Sensing Threshold

After AI molecules were released by nanorobots, the concentration of AI reaches
a peak in an instant. AI molecules diffuse in the direction of low concentration
as time goes on [23]. According to Fick’s laws of diffusion, if a nanorobot releases
Q AI molecules at time instant t = 0, the molecular concentration at any point
in space is given by [24]:

c(r, t) =
Q

(4πDAt)3/2
exp

( −r2

4DAt

)
, (5)

where DA is the diffusion coefficient of the AI molecules, t is time and r the
distance from the nanorobot location. For AI continuous emission (i.e., releasing
a train of bursts of size Q spaced by a period Δt) of single nanorobot, the
molecular concentration at any point in space can be derived:

cc(r, t) ≈ 1
Δt

∫ t

0

c(r, τ)dτ

=
∫ t

0

Q

(4πDτ)3/2
exp (− r2

4Dτ
)dτ

=
Q

Δt4πDAr
erfc

r

(4DAt)
1
2
.

(6)

When time t is large enough, we can obtain

cc(r, t) ≈ Q

Δt4πDAr
. (7)

When Δt is unit time (i.e., Δt =1), Eq.(7) becomes

cc(r, t) ≈ Q

4πDAr
. (8)

For AI continuous emission of multi-nanorobot, we can apply the superpo-
sition principle (i.e., the addition of two received emissions will yield the same
concentration than the reception of the addition of two emissions) to calculate
AI molecular concentration at any point in space because the AI concentra-
tion is relatively low and in an scenario devoid of external forces (i.e., free dif-
fusion) [24,25]. It is assumed that N nanorobots are distributed randomly in
three-dimensional spherical space and form a cluster. Each nanorobot i locating
at pppi releases AI molecules with a constant rate (Q molecules per unit time)
and the concentration of AI molecules is low enough. It is assumed that each
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nanorobot i is at a distance di = |ppp − pppi| of the evaluated point p. From Eq.(8),
we can obtain AI concentration at ppp

cmulti(ppp) =
N∑
i=1

Q

4πDdi
=

Q

4πD

N∑
i=1

1
|ppp − pppi| . (9)

To simplify solving Eq.(9), we learn from the method in [26]. It is assumed that
the nanorobots are arranged in a perfect tridimensional grid so that nanorobot
positions are deterministic and symmetric with respect to the center origin
O(0, 0, 0). Therefore, the AI concentration at origin O(0, 0, 0) can be calculated
from Eq.(9):

cmulti(OOO) =
Q

4πD

N∑
i=1

1
|pppi| , (10)

and the AI concentration at a distance r > 0 from origin is

cmulti(pppr) =
Q

4πD

N∑
i=1

1
|pppr − pppi| . (11)

Due to the distribution of perfect tridimensional grid, it can be concluded
cmulti(OOO) > cmulti(pppr), that is, the AI concentration decreases as the distance
increases from origin O(0, 0, 0). In addition, it has been demonstrated that the
AI concentration of any evaluated point calculated from random distribution
of nanorobots approaches the one of perfect tridimensional grid [26]. Hence, in
order to ensure an activation of all nanorobots in quorum sensing, it is necessary
that the quorum sensing threshold

TAIl ≥ cmulti(pppR) =
Q

4πD

N∑
i=1

1
|pppR − pppi| , (12)

where the point pppR locates at the edge of the three-dimensional spherical space,
i.e., R is the radius of the three-dimensional spherical space.

4 Drug Reception Model and Adjustable Release Rate

Many enzyme inhibitor drugs (EID), such as competitive inhibitor drugs, are
noncovalent, reversible inhibitors [27]. Being similar to the substrate in struc-
ture, the kind of the inhibitor drugs can compete with the binding of substrates
for the enzyme. The drug efficacy is produced as long as the drug is combined
with the enzyme (producing E·EID). When the concentration of EID diminishes
because of metabolism, the concentration of complex E·EID diminishes and the
drug efficacy decreases. Administration of the drug several times a day is neces-
sary to maintain the drug efficacy. In the section, the mechanism-based enzyme
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inactivator is adopted in drug reception process based on the Michaelis Menten
enzymatic kinetics, which is formulated as Eq.(13).

E + EID
kon

GGGGGGGBF GGGGGGG

koff
E · EID

k2−→ E · EID′ (13)

where kon, koff are the reaction rate constant, k2 is turnover number in reac-
tion, E·EID’ an unreactive compound with the properties of specificity and low
toxicity, EID the enzyme inhibitor drugs. The update of the concentration [EID]
follows Fick’s second law

∂[EID]
∂t

= DD∇2[EID] (14)

where DD is the diffusion coefficient of the enzyme inhibitor drug, ∇2 Laplacian
for the dimension considered. It is assumed that each tumor cell corresponds to
an enzyme (e.g., tyrosine kinase) and it die when the enzyme is inactivated. If the
total amount of enzyme E is constant, increasing drug release rate decreases the
efficiency while results in higher reaction rate [28]. It is obvious that constant
drug release rate decreases the efficiency while results in lower reaction rate
when the total amount E decreases (i.e., the number of tumor cells decreases).
It is necessary to adjust drug release rate in order to maintain efficiency. It is
assumed that the molecular concentration of tumor biomarker is proportional
to the number of tumor cells. The adjustable drug release rate based on the
concentration of tumor biomarker is formulated as Eq.(15)

QD =
LJ(i, j)

K + J(i, j)
(15)

where K, L are constants associated with the release rate, J(i, j) the concentra-
tion of tumor biomarker.

5 Simulations and Results

In the section, we in order to establish our simulations. First, we establish the
simulation environment and configure the parameters in simulation. The next
involves simulation results and analysis.

5.1 Simulation Setup

In this subsection, a three-dimensional space called simulation space is estab-
lished with volume of x × y × z = 100 patches × 100 patches × 100 patches,
where patch is length unit in simulation. The origin of the simulation space is
at O(x, y, z) = O(0, 0, 0) and the coordinate range is (−50 ≤ x ≤ 50,−50 ≤ y ≤
50,−50 ≤ z ≤ −50). N nanorobots emerge randomly from S(−40,−40,−40)
in the simulation space with random motion directions. It is assumed that
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O(0,0,0)

Reaction space

Simulation space

Fig. 1. Simulation and reaction space.

Table 2. Simulation parameters.

Symbol Description Value

N Number of nanorobots 123

R Radius of reaction space 3 patch

s Nanorobot motion speed 0.2 patch/tick

QA Release rate of AI 5 molecules/tick

DA Diffusion coefficient of AI 1 patch2/tick

TAIl Quorum sensing threshold (Low threshold of AI) 15 molecules/patch3

TAIh High threshold of AI 60 molecules/patch3

K Release rate constant 200

L Release rate constant 500

DD Diffusion coefficient of drug 1 patch2/tick

nT Number of tumor cells 1500

nE Number of enzymes 1500

k2 Turnover number 0.02/tick

kon Reaction rate constant 0.2/tick

koff Reaction rate constant 0.03/tick

tumor cells are distributed randomly in a three-dimensional space named reac-
tion space. The reaction space is a sphere of radius R = 3 patches and its center
locates at O(0, 0, 0) (see Fig. 1). The diffusion of tumor biomarker follows Fick’s
second law and Eq.(7), that is, the concentration of tumor biomarker is inversely
proportional to the distance from the tumor target site.

Nanorobots simulate bacterial chemotaxis to approach reaction space with
speed s = 0.2 patches/tick, where tick is time unit in simulation. Nanorobots
release AI molecules as long as entering into reaction space. When AI molecules
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Fig. 2. Variation in simulation of drug delivery system.

exit simulation space, they are removed from the simulation, in order to limit
the computational burden of the simulation. Nanorobots report the number of
molecules found within the patch which the nanorobot locates at in each time
step (tick). It is considered that molecular concentration is constant over such
volume of V =1 patch3 due to small dimensions, and nanorobots are arranged in
a perfect tridimensional sphere grid with radius R = 3 patches and center coor-
dinate O(0, 0, 0), and the distance between adjacent nanorobots is l = 1 patch.
Hence, the molecular concentration sensed by a nanorobot at a patch of volume
V located at a distance r from the center of reaction space can be calculated by
Eq.(11). The threshold of quorum sensing TAIl of nanorobots can be obtained
from Eq.(12). The drug reception in reaction space follows Michaelis Menten
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Fig. 3. Efficiency of drug utilization: (a) the blue curve represents the adjustable release
rate based on the concentration variation of tumor biomarker molecules, (b) the red
curve represents constant release rate. (Color figure online)

enzymatic kinetics formulated as Eq.(13). The main simulation parameters and
physical descriptions are shown in Table 2.

5.2 Simulation Results and Analysis

Figure 2(a) shows the change in the number of nanorobots arriving in reac-
tion space, and Fig. 2(b) shows the change in the number of quorum sensing
nanorobots as time increases in simulation. As shown in Fig. 2(b), the first
nanorobot reaches quorum at time t = 153 ticks, all nanorobots reach quorum
at about t = 400 ticks, and the majority of nanorobots reach quorum in the time
of t = 200 ∼ 275 ticks. Obviously there is a delay from the first nanorobot to all
nanorobots reaching quorum. This is because the concentration of AI molecules
decreases as the distance increases from the center of reaction space, that is,
when the nanorobots close to the center reach quorum, those close to the edge
do not yet reach quorum due to the low AI concentration below the threshold
TAIl. Figure 2(c) shows the variation of drug concentration as time increases. The
drug concentration detected by a nanorobot is the number of drug molecules in
a patch2 where the nanorobot locates. From Figs. 2(a), (b) and (c), we observe
that nanorobots rather release drugs until they reach quorum than as soon as
they reach the reaction space. Figure 2(d) shows the change in the number of
tumor cells as time increases. If release rate is constant, decreasing number of
tumor cells decreases the reaction rate while results in lower efficiency accord-
ing to enzymatic reaction kinetics formulated as Eq. (13). Figure 2(e) shows the
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variation of reaction rate as time increases in simulation. The reaction rate mea-
sured is the number of unreactive compound E·EID

′
produced by reactions of

drugs and enzymes per tick.
Figure 3 shows the variation of efficiency in simulation. The efficiency is the

reaction rate divided by the sum of release rates of nanorobots reaching quo-
rum. As shown in Fig. 3, the blue line represents the variation of efficiency
under the adjustable release rate based on the concentration of tumor biomarker,
while the red represents the variation under the constant release rate QD = 30
molecules/(2 ticks). Obviously the adjustable release rate enhances the efficiency
compared with that constant release rate, thus saving drug and preventing drug
overuse.

6 Conclusions

In this paper, we proposed a nanorobot-based system comprising of nanorobot
behavior planning (NBP) algorithm, drug reception model and adjusting method
of release rate. In NBP algorithm, each nanorobot is considered as a bacterium
with specified chemotaxis and quorum sensing behavior. After reaching the
tumor location by simulating bacterial chemotaxis, nanorobots determine the
timing of drug release relying on quorum sensing to release drugs. The quorum
threshold is calculated that ensure the quorum sensing of all of the nanorobots
in reaction space. Under the drug reception based on enzymatic reaction kinet-
ics, an adjustable rate of drug release is designed based on the concentration of
tumor biomarker. Finally, we established the simulation environment reflecting
the property of concentration, diffusion-rate of AI and drug molecles. The simu-
lation results show that the nanorobot-based system not only enables nanorobots
to reach target site and release drug molecules after they reach quorum, but also
enhances the efficiency of drug utilization.
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Abstract. Molecular communication via diffusion (MCvD), in which molecules
are used to transmit information by the movement of diffusion, is one of the
most prominent systems in nanonetworks. In particular, the research on end-to-
end mobile MCvD system is even more challenging. In this paper, we investigate
the error probability of three dimensional (3D) multi-hop mobile MCvD sys-
tem by proposing two relay schemes including multi-molecule-type (MMT) and
single-molecule-type (SMT). Under MMT, the mathematical expression of opti-
mal detection threshold can be derived. Especially under SMT, we propose the
adaptive detection threshold method to alleviate the self-interference caused by
the information molecules with the same type. Based on the two relay schemes,
the mathematical expressions of error probability of this system are derived.
Numerical results show the impacts of different parameters on the error proba-
bility performance.

Keywords: Molecular communication via diffusion · mobile · multi-hop ·
cooperative relaying

1 Introduction

The cooperative molecular communication via diffusion (MCvD) [1,2] attracts the
attentions of many researchers because it has promising applications in biological envi-
ronment by the cooperation of nodes, such as drug delivery [3]. In the cooperative
MCvD, the researchers presented some relaying schemes. For example, Ahmadzadeh
et al. [4] proposed a decode-and-forward (DF) relay strategy to improve the communi-
cation range of static multi-hop MCvD. Tiwari et al. [5] evaluated a static two-hop link
by using an estimate-and-forward (EF) relaying scheme at relay nodes.

Recently, the scenarios of mobile MCvD [6,7], in which the transmitter and receiver
nanomachines are mobile are more practical in biological environments compared with
static MCvD. The mobile biological nanomachines in the fluid medium can be regarded
as the components of nano-robots, which is expected to be applied in tracking specific
targets [8]. In such a scenario, one source nano-robot can transmit the received sig-
nal to the destination nano-robot through the relay nano-robots. Thus, how to establish
reliable and efficient communication between the nano-robots becomes an important
research problem. In 2018, Ahmadzadeh et al. in [9] investigated the channel impulse
response (CIR) of a single link mobile MCvD in the time-variant stochastic channels.
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In 2019, Varshney [10] analyzed the end-to-end probability of error and channel achiev-
able rate by considering multiple cooperative nanomachine-assisted mobile MCvD in
1D flow channel. Cao et al. [11] performed a stochastic analysis of the CIR of a 3D
diffusive mobile MC system with active absorbing nanomachines, and the obtained
analysis results can be used for drug delivery problems with incomplete channel state
information. In 2020, Huang et al. [12] studied the estimation of the initial distance
in the point-to-point mobile MCvD system, and used the estimated initial distance to
achieve signal detection. In 2021, Shrivastava et al. [13] analyzed the performance of
one single link mobile MCvD system by implementing the neural networks to detect the
received bits of time-varying parameters under different signal modes. Cheng et al. [14]
adopted an amplify-and-forward (AF) relaying scheme to investigate the impacts of the
amplification factor on the performance of mobile multi-hop MCvD. In 2022, the dis-
tance estimation and power control method for one-hop [15] and the Brownian motion
of molecules in the multiuser mobile MCvD system [16] were studied.

However, the existed works [1–5] mainly focused on the static MCvD system with
fixed transmitter nanomachine and fixed receiver nanomachine. But in mobile MCvD
system, due to the random movements of the transmitter and receiver nano-machines,
the statistics of CIR change over time. Therefore, the CIR in the mobile scenario is more
complicated compared with the static scenarios. This motivates us to analyze the influ-
ence of the mobilities of nanomachines on the performance of mobile MCvD system.
Second, the works [9–16] mainly focused on the research of the one-hop mobile MCvD
system. In particular, the work [10] only studied 1D multi-hop mobile MCvD system
with one relay scheme. The work [14] used AF relay scheme, Normal distribution and
the maximum-a-posterior (MAP) detection method. Therefore, based on the above con-
siderations, we investigate the mobilities of nodes and different relay schemes which
have important impacts on the 3D multi-hop mobile MCvD system by using adaptive
detection threshold. First, we propose two relay schemes including multi-molecule-type
(MMT) and single-molecule-type (SMT). Considering each relay scheme, the adaptive
detection threshold methods for multi-hop topology are presented. Then the mathe-
matical expressions of the error probability of multi-hop networks under the two relay
schemes are derived. Finally, the numerical results show that the parameters including
the initial distance between two adjacent nodes, the number of molecules released in
each time slot, the time slot duration, and the detection threshold schemes have impacts
on the error probability performance of the 3D multi-hop mobile MCvD system.

The remainder of this paper is organized as follows. In Sect. 2, the multi-hop mobile
MCvD system model is introduced. The error probability performances of this system
using two relay schemes are evaluated in Sect. 3 and Sect. 4. Section 5 presents the
numerical results. Section 6 concludes the paper.

2 System Model

The system model of mobile multi-hop MCvD network is consisted of a transmitter
(node S), a receiver (node D), and Q relays (node Rk, k= 1, 2, ...,Q). Node S and
node D are placed at locations (0, 0, 0) and (xD, 0, 0) in a 3D space, respectively. And
the Q relay nodes are equally spaced between node S and node D along the x-axis. It is
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assumed that nodes D and Rk are spherical with same radius (rD = rRk
) and volumes

(VD = VRk
), and that they are passive observers. Also, it is assumed that the mobile

nodes perform independent random walks. The walk path consists of a succession of
random steps.

Fig. 1. The two-hop mobile MCvD network with the first relay scheme.

We adopt ON/OFF keying (OOK) modulation method which is commonly-used in
the MCvD literature [17]. We assume that all nodes can be perfectly synchronized in
terms of time [18]. Each relay node has full-duplex transmission and utilizes decode-
and-forward strategy. Two relay schemes are used at the relay nodes including MMT
and SMT. For the two-hop network S → R1 → D with the first relay scheme in Fig. 1,
it is assumed that the movement of the nanomachines is not severe, meaning that the
routing S → R1 → D does not change. Node S and relay node R1 emit type A1

molecules and type A2 molecules, respectively. Each node has its diffusion coefficient
Dl(l = S,Rk,D). The nodes communicate as follows. At the beginning of the j-th
time slot, node S transmits information bit which is 0 or 1, and node R1 concurrently
transmits the detected bit to node D. When the (j + 1)-th time slot ends, node D
determines the received information. For the second relay scheme, the molecules with
same type are released by node S and node R1.

In the propagation process, when both S and node D are mobile, the CIR h(t , τs)
represents the probability that one information molecule emitted by node S is observed
by node D at time τs [9] as follows:

h(t , τs) =
VD

(4πD1τs)
3
2
exp

(
− d2(t)
4D1τs

)
, (1)

where VD = 4
3πr3D is the volume of node D. rD is the radius of node D. D1 =

DA+DR1 . DA and DR1 are the diffusion coefficients of the type A molecules and node
R1, respectively. d(t) is the distance between node S and nodeD at time t. τs represents
the relative time of t.

3 Analysis of Cooperative Relaying in MMTMulti-hop Network

In this section, we introduce the relay scheme which using MMT in each time slot to
make analysis of error probability for multi-hop mobile MCvD network.
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3.1 Two-Hop Network

Let M j
S denote the number of information molecules released by node S in time slot j.

βi
S is the probability of transmission of bit 1 for node S at the beginning of time slot

j. The number of molecules released by node S and received by node R1 both in the
current time slot j labelled as NC

(S,R1)
[j] follows a binomial distribution

NC
(S,R1)

[j] ∼ B(M j
S , βi

Sh(jTS , τs)), (2)

where TS is the duration of each time slot. τs is the relative time of the molecules
released at the node S in each modulation time slot. According to the expression of
CIR in formulas (2), h(jTS , τs) corresponds to the receiving probability of a molecule
for the link from node S to node R1 in the current time slot. In addition, B represents
the binomial distribution.

If M j
S is large enough and the value of h(jTS , τs) is around 0.1, the binomial dis-

tribution in Eq. (2) can be approximated by a Poisson distribution which is expressed
as

NC
(S,R1)

[j] ∼ P(M j
Sβi

Sh(jTS , τs)), (3)

where P represents the Poisson distribution. Then the mean of NC
(S,R1)

[j] denoted by

N̄C
(S,R1)

[j] is computed by

N̄C
(S,R1)

[j] = M j
Sβj

Sh(jTS , τs). (4)

For the transmission from node S to node R1, node R1 can receive the inter-symbol
interference molecules from the previous (j − 1) time slots. Thus, in the current time
slot j, the mean of the number of ISI molecules which is denoted by N̄ ISI

(S,R1)
[j] can be

derived by

N̄ ISI
(S,R1)

[j] =
j−1∑
i=1

M i
Sβi

Sh(iTS , (j − i)TS + τs), (5)

where h(iTS , (j − i)TS + τs) represents the probability that a molecule released by
node S in the time slot i is received by node R1 in the time slot j.

Furthermore, the mean of the number of received molecules at node R1 in the j-th
time slot is denoted by N̄(R1)[j]. Therefore, according to (4) and (5), the mathematical
expression of N̄(R1)[j] is written as

N̄(R1)[j] = N̄C
(S,R1)

[j] + N̄ ISI
(S,R1)

[j]. (6)

Let H0 and H1 represent the events that the node S transmits bit 0 and 1 in the
current time slot j, respectively. Under the two hypotheses, the number of received
molecules in time slot j denoted by MH0 and MH1 obeys the following Poisson distri-
butions, respectively.

MH0 ∼
j−1∑
i=1

P(M i
Sβi

Sh(iTS , (j − i)TS + τs)), (7)
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MH1 ∼ P(M j
Sh(jTS , τs)) +

j−1∑
i=1

P(M i
Sβi

Sh(iTS , (j − i)TS + τs)). (8)

According to (7) and (8), the number of received molecules at node R1 is written as
the random variable ZR1 . It follows the Poisson distributions based on the distribution
of MH0 and MH1 , respectively.

H0 : ZR1 ∼ P(μ0
R1

),

H1 : ZR1 ∼ P(μ1
R1

) ,
(9)

where the means of Poisson distribution μ0
R1

and μ1
R1

in (9) which can be obtained by
(7) and (8) are

μ0
R1

=
j−1∑
i=1

M i
Sβi

Sh (iTS , (j − i)TS + τs), (10)

μ1
R1

= M j
Sh(jTS , τs) +

j−1∑
i=1

M i
Sβi

Sh(iTS , (j − i)TS + τs). (11)

The relay nodeR1 decodes the received bit by comparing N̄(R1)[j]with the decision
threshold at R1 which is denoted by θR1 . With the hypothesis test model above, we can
derive the optimal decision threshold that decreases the bit error probability using the
maximum-a-posterior (MAP) decision method. Thus the received bit is determined by

ŷR[j] =

{
1 , if N̄(R1)[j] ≥ θR1 ,

0 , if N̄(R1)[j] < θR1 ,
(12)

where ŷR1 [j] is the information bit detected by node R1 in the j-th time slot. The
likelihood-ratio test is as follows:

P (zR1 |H1)
P (zR1 |H0)

=
f1

ZR1
(zR1)

f0
ZR1

(zR1)

H1

≶
H0

P (H0)
P (H1)

, (13)

where P (H1) = βj
S and P (H0) = 1 − βj

S represent the probabilities of transmitting 1
and 0 in time slot j by node S, respectively. f0

ZR1
(zR1) and f1

ZR1
(zR1) are expressed

as follows:

f0
ZR1

(zR1) =
(μ0

R1
)zR1

zR1 !
e−μ0

R1 ,

f1
ZR1

(zR1) =
(μ1

R1
)zR1

zR1 !
e−μ1

R1 .

(14)

Thus the solution of (13) is described as

zR1

H1

≶
H0

⌈
ln(P (H0)/P (H1)) + μ1

R1
− μ0

R1

ln(μ1
R1

/μ0
R1

)

⌉
≡ θR1 . (15)
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According to (15), from node S to node R1 in the j-th time slot, the bit error prob-
ability of transmitting bit 1 is

Pr(ŷR1 [j] = 1|xS [j] = 0) = Pr(N(S,R1)[j] ≥ θR1 |xS [j] = 0)

= 1 −
θR1∑
w=0

e−μ0
R1

(μ0
R1

)w

w!
,

(16)

where xS [j] is the j-th transmitted bit at node S. We also have

Pr(ŷR1 [j] = 0|xS [j] = 1) = Pr(N(S,R1)[j] < θR1 |xS [j] = 1)

=
θR1∑
w=0

e−μ1
R1

(μ1
R1

)w

w!
,

(17)

where μ1
R1

are given in (11). According to (16) and (17), the error probability of the
j-th bit for a single link can be expressed as

PeR1 [j] = βj
S Pr(ŷR1 [j] = 0|xS [j] = 1)

+ (1 − βj
S) Pr(ŷR1 [j] = 1|xS [j] = 0).

(18)

Similarly, the error probability of the (j + 1)-th transmitted bit from node R1 to
node D is

Pr(ŷD[j + 1] = 1|xR1 [j + 1] = 0)
= Pr(N(D)[j] ≥ θD|xR1 [j + 1] = 0)

= 1 −
θD∑

w=0

e−μ0
D
(μ0

D)w

w!
,

(19)

Pr(ŷD[j + 1] = 0|xR1 [j + 1])
= Pr(N(D)[j] < θD|xR1 [j + 1] = 1)

=
θD∑

w=0

e−μ1
D
(μ1

D)w

w!
,

(20)

where ŷD[j + 1] represents the detected bit at node D in the (j + 1)-th time slot. θD

is the optimal decision threshold at node D. μ0
D in (19) and μ1

D in (20) which are the
means of the corresponding Poisson distributions are computed by

μ0
D =

j−1∑
i=1

βi
R1

M i
R1

h (iTS , (j − i)TS + τs), (21)

μ1
D = M j

R1
h(jTS , τs) +

j−1∑
i=1

M i
R1

βi
R1

h(iTS , (j − i)TS + τs), (22)

The error probability of the j-th bit for the two-hop mobile MCvD system can be
expressed as

PeD[j] = βj
S Pr(ŷD[j + 1] = 0|xS [j] = 1)

+ (1 − βj
S) Pr(ŷD[j + 1] = 1|xS [j] = 0),

(23)
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where Pr(ŷD[j + 1] = 0|xS [j] = 1) and Pr(ŷD[j + 1] = 1|xS [j] = 0) can be derived
as follows:

Pr(ŷD[j + 1] = 0|xS [j] = 1)
= Pr(ŷR1 [j] = 0|xS [j] = 1)

× Pr(ŷD[j + 1] = 0|xR1 [j + 1] = 0)
+ Pr(ŷR1 [j] = 1|xS [j] = 1)
× Pr(ŷD[j + 1] = 0|xR1 [j + 1] = 1),

(24)

Pr(ŷD[j + 1] = 1|xS [j] = 0)
= Pr(ŷR1 [j] = 0|xS [j] = 0)

× Pr(ŷD[j + 1] = 1|xR1 [j + 1] = 0)
+ Pr(ŷR1 [j] = 1|xS [j] = 0)
× Pr(ŷD[j + 1] = 1|xR1 [j + 1] = 1).

(25)

3.2 Multi-hop Network

We use the recursive method to deduce the error probability of the (k + 1)-hop mobile
MCvD which is labelled as Pek+1[j+1]. Therefore we should compute the k-hop error
probability Pek[j +1] which is obtained by the error probability Pek[j|xS [j] = 1] and
Pek[j|xS [j] = 0]. Thus, assume that the error probabilities Pek[j|xS [j] = 1] and
Pek[j|xS [j] = 0] are known. Under xS [j] = 1 and xS [j] = 0, the error probabilities of
the first (k+1) hops which are denoted by Pek+1[j|xS [j] = 1] and Pek+1[j|xS [j] = 0]
, respectively, are

Pek+1[j|xS [j] = 1]
= Pek[j|xS [j] = 1]

× Pr[N(Rk+1)[j + k] < ξRk+1 |xRk
[j + k] = 0]

+ (1 − Pek[j|xS [j] = 1])
× Pr[N(Rk+1)[j + k] < ξRk+1 |xRk

[j + k] = 1],

(26)

Pek+1[j|xS [j] = 0]
= Pek[j|xS [j] = 0]

× Pr[N(Rk+1)[j + k] ≥ ξRk+1 |xRk
[j + k] = 0]

+ (1 − Pek[j|xS [j] = 0])
× Pr[N(Rk+1)[j + k] ≥ ξRk+1 |xRk

[j + k] = 0].

(27)

Therefore, the error probability of the (k + 1)-hop mobile MCvD network
Pek+1[j + 1] is computed by

Pek+1[j + 1] = P1Pek+1[j|xS [j] = 1]
+ P0Pek+1[j|xS [j] = 0].

(28)
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4 Analysis of Cooperative Relaying in SMT Multi-hop Network

In this section, the adaptive detection threshold is proposed to alleviate the self-
interference caused by same type molecules from the source node and the relay nodes.

4.1 Mobile MCvD Network for a Single Link

The number of received molecules at the relay node R1 in the j-th time slot, N(R1)[j],
is the sum of the number of molecules N(S,R1)[j] and N(R1,R1)[j]. N(R1,R1)[j]. It can
be computed by

N(R1)[j] = N(S,R1)[j] + N(R1,R1)[j]. (29)

We can get
N̄(R1)[j] = N̄(S,R1)[j] + N̄(R1,R1)[j], (30)

where N̄(S,R1)[j] and N̄(R1,R1)[j] denote the means of N(S,R1)[j] and N(R1,R1)[j],
respectively, which can be computed by (6).

Analogously, the number of received molecules at node D in the j-th time slot
N(D)[j] is expressed as

N(D)[j] = N(S,D)[j] + N(R1,D)[j]. (31)

And we also have

N̄(D)[j] = N̄(S,D)[j] + N̄(R1,D)[j], (32)

where N̄(S,D)[j] and N̄(R1,D)[j] are the means of N(S,D)[j] and N(R1,D)[j], respec-
tively, which can be analogously computed by (6).

At the relay node R1, we use the adaptive detection threshold method. Node R1

can adjust its decision threshold in each time slot based on the detected bits. Thus, the
adaptive decision threshold at node R1 in the j-th time slot ξR1 [j] can be written as [8]

ξR1 [j] = ξ + ξR1,Adaptive[j], (33)

where ξ is the fixed part which depends on the value of the number of molecules from
the node S in previous time slots, and ξR1,Adaptive[j] is the adaptive part which changes
adaptively based on the number of molecules from the node R1 in the current time slot.
It can be computed by

ξR1,Adaptive[j] = N̄(R1,R1)[j]. (34)

4.2 Multi-hop Network

In a SMT multi-hop network, the number of received molecules at node Rk in the j-th
time slot N(Rk)[j] can be written as

N(Rk)[j] =
Q∑

q=1

N(Rq,Rk)
[j]. (35)
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N(Rk)[j] is a Poisson random variable, then we have

N̄(Rk)[j] =
Q∑

q=1

N̄(Rq,Rk)
[j], (36)

where N̄Rk
[j] and N̄(Rq,Rk)

[j] are the corresponding means of N(Rk)[j] and
N(Rq,Rk)

[j], respectively.
According to the adaptive detection threshold method in two-molecule-type two-

hop network introduced above, for full-duplex transmission, node Rk adjusts the value
of ξRk

[j] as
ξRk

[j] = ξ + ξRk,Adaptive[j], (37)

where ξ is the fixed part which depends on the value of the number of molecules from
nodes Rq(q = 1, 2, ..., k −1). ξRk,Adaptive[j] is the adaptive part which depends on the
sum of the molecules from node Rk and the adjacent node Rk+1 on the basis that the
residual nodes Rq(q = k + 2, k + 3, ..., Q) have less effects on the node Rk. It can be
computed by

ξRk,Adaptive[j] = N̄(Rk,Rk)[j] + N̄(Rk+1,Rk)[j]. (38)

5 Numerical Results

The parameters used for numerical results are set in Table 1. For the sake of simplicity,
we assume the diffusion coefficient of each type molecules DAi

and the number of
molecules emitted by node S and relay nodes at the beginning of each time slot M j

l (l =
S,Rk) be the same, respectively. DA and Ml(l = S,Rk) are used to represent DAi

and
M j

l (l = S,Rk), respectively.

Table 1. Simulation parameters.

Parameter Value

(x0
S , y0

S , z0
S) (0,0,0)

(x0
R, y0

R, z0
R) (10µm,0,0)

(x0
D, y0

D, z0
D) (20µm,0,0)

Dl(l = S, Rk, D) 1× 10−13 m2/s

DA 5× 10−9 m2/s

Ml(l = S, Rk) 0− 1× 105

n 10

βj
l (l = S, Rk) 0.5

rRk , rRD 1µm

Δxl, Δyl, Δzl 0.01µm

TS 0–400ms
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Fig. 2. The error probability vs MS with different detection threshold at node R1 for a single
link.

In Fig. 2, the error probability is varying with MS for different values of θR1 with
θR1 = 400, 1200, 2000. The parameters are set as TS = 300ms, τs = 5ms. We observe
that for one single link, we set fixed detection threshold at nodeR1 with different values.
With the increasing value of MS , the fixed detection threshold θR1 is also increasing
to achieve minimum value of error probability. In particular, the larger value of θR1 ,
the smaller minimum value of error probability. It is because that more molecules are
released by node S for one single link, the probability that one molecule released by
node S is received by node R1 is improved, then more molecules are received by node
R1, therefore smaller minimum value of error probability can be achieved.

Fig. 3. The error probability vs the decision threshold at node R1 with different values of MS .

In Fig. 3, we analyze the performance of error probability from node S to R1 as a
function of θR1 at node R1 with different values of MS = 4000, 8000, 12000 by using
the optimal detection threshold. The parameters are set as TS = 400ms, τs = 11ms.
It is observed that when the value of MS decreases, the minimum value of error proba-
bility is larger. In particular, when MS is increasing, the optimal decision threshold θR1
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Fig. 4. The error probability of two-molecule-type two-hop network vs fixed detection threshold
at node R1.

which can minimize the error probability is also increasing. This is based on the fact
that the more molecules are released in each time slot, the more molecules are received
by node D. Then the optimal decision threshold θR1 should be increase to improve the
error probability.

In Fig. 4, the error probability is varying with the decision threshold θR1 at node
R1 for two-molecule-type two-hop network S → R1 → D. The parameters are set
as MS = 10000, MR1 = 10000, TS = 400ms, τs = 2ms. We use the optimal and
fixed threshold detection method at node R1 and node D as the three cases: (1) optimal
threshold at the relay R1 and fixed threshold at D, (2) fixed threshold at R1 and optimal
threshold at the relayD, (3) fixed threshold both atR1 andD. Then the error probability
is decreasing from case (1) to case (3). For the two-molecule-type two-hop network, we
should select the optimal threshold detection to reduce the error probability. Especially,
the optimal threshold detection method for the first one link can be used to improve the
error probability for this two-hop network.

Fig. 5. The error probability performance of single-molecule-type two-hop network vs threshold
detection at relay R1 and node D.
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Figure 5 shows the error probability is varying with the decision threshold θR1 at
relay R1 for single-molecule-type two-hop network. The parameters are set as MS =
10000, MR1 = 10000, TS = 400ms, τs = 2ms. It is noticed that with the increasing
value of θR1 , the error probability is decreasing and reaches its minimum value at some
particular value of θR1 first, and then it starts to increase, and finally arrives at the
peak value. More importantly, the adaptive or fixed threshold detection method play
important roles in the analysis of error probability performance. We can see that the
error probability with adaptive threshold both at relay R1 and node D is better than
the error probability with adaptive threshold only at node D which is better than the
error probability with fixed threshold both at relay R1 and node D. For the single-
molecule-type two-hop network, only one type molecules exist in the same medium,
the ISI effects have significant limits on the error probability. Therefore the adaptive
threshold detection method should be performed at the relay R1 and node D to alleviate
the ISI effects.

Fig. 6. The error probability performance of MMTmulti-hop network as a function of the number
of relays.

In Fig. 6, we investigate the error probability performance of MMT multi-hop net-
work is varying with Q from [0, 10] which are equally placed between node S and
node D for different values of TS = 1ms, 10ms, 100ms. The parameters are set as
MS = 1000, MR1 = 5000, τs = 3ms. When Q relays are equally deployed in the
multi-hop network, the initial distances between two adjacent nodes are the same which
can be computed by d0SD/(Q + 1)µm. It is observed that with the increasing value of
the number of relays Q, the distance between two adjacent nodes is decreasing, then
the probability that one molecule released by node S or relay nodes is received by relay
nodes or node D is increasing. In addition, with the increase of TS , the error probability
performance of this multi-hop network is improved.

Figure 7 shows the error probability is varying with Q for SMT multi-hop network
with the adaptive and fixed threshold scheme. The parameters are set as MS = 1000,
MR1 = 5000, τs = 3ms. It is observed that with the increasing value of Q, because
the types of the molecules released by node S and relay nodes are the same, the self-
interference increases. Then we use the adaptive threshold detection method to alleviate
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Fig. 7. The error probability of single-molecule-type multi-hop network vs the number of relays.

the self-interference. For the SMT multi-hop network, the adaptive detection threshold
is composed of the fixed part and adaptive part. In Fig. 7, the fixed threshold is set as 5.
We can see that the performance with the adaptive threshold scheme is improved com-
paring with the fixed threshold scheme. This is due to the fact that the self-interference
effects caused by using the same type molecules can be mitigated by adaptive threshold
scheme.

6 Conclusion

We consider multi-hop mobile MCvD system in 3D environment and investigate the
error probability of this system. First, two relay schemes including MMT and SMT are
proposed, respectively. Second, in the first relay scheme, the mathematical expression of
optimal detection threshold can be derived. In the second scheme, the adaptive detection
threshold is proposed to alleviate the self-interference caused by same type molecules
existed in the same fluid medium. Third, we have derived the error probability of this
system under MMT and SMT. Numerical results show that the parameters including the
initial distance between two adjacent nodes, the number of molecules released in each
time slot, the time slot duration, the detection threshold schemes have different effects
on the analysis of the error probability performance of the multi-hop mobile MCvD
system.
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Abstract. The theorem of Bayes is applied in a straightforward manner
to investigate if Covid-19 and Monkeypox 2022 can coexist together.
According to realistic scenarios and global data it was verified that Covid-
19 is a kind of main pandemic whereas Monkeypox can be accepted
a mini pandemic with a low lethality and a short period of existence.
This would suggest that two global pandemics might not coexist at same
time from the fact that people would acquire a disease belonging to all
those pandemics with a strong capabilities of geographical translation
and stability at long periods. From simulations, it is seen that Covid-19
would remain against Monkeypox that exhibits a noteworthy capability
to produce infections but a weak lethality.

Keywords: Covid-19 · Monkeypox · Pandemic modeling

1 Introduction

At May 2022, it has been witnessed the apparition of the so-called Monkeypox
virus (to be called along this paper Mkpx-22 in shorthand) [1–3] whose origin
would be in central Africa [4,5]. According to global data, Mkpx-22 has bee
aggressive at the very beginning showing high rates of infection basically in
central Europe, mainly in England, Spain, Portugal, and reaching USA. The
representative time evolution has been identified to be exponential:

N(t) = n0t
�, (1)

as seen at Mkpx-22 in May 2022. However, as any pandemic, it will have to
shown either capabilities or weakness. This can be seen in the second derivative
of Eq. 1

d3N(t)
dt3

= n0�(� − 1)(� − 2)t�−3. (2)

Clearly, a interesting case is when � = 2 that convert to a polynomial that falls
down in time. To guarantee this then Eq. 1 can be written as:

N(t) =
n0

� − 2
t�, (3)

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023

Published by Springer Nature Switzerland AG 2023. All Rights Reserved

Y. Chen et al. (Eds.): BICT 2023, LNICST 512, pp. 91–100, 2023.

https://doi.org/10.1007/978-3-031-43135-7_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43135-7_9&domain=pdf
https://doi.org/10.1007/978-3-031-43135-7_9


92 H. Nieto-Chaupis

for � > 2. In this manner more than a polynomial evolution, the number of
infections is also depending on the characteristics of virus to take humans as
potential host as for example the case of Covid-19 [6,7]. Thus, this paper has
opted to apply the well-know Bayes theorem to identify if there is coexistence
of Covid-19 and Mkpx-22. The direct usage of Bayes equation might not be
enough to find evidences between these two global pandemics. In this manner,
it was explored closed-form solutions for the probabilities. Thus, the well-known
diffusion equation could be the one that models the spatial propagation of virus
in pandemic. The rest of this paper is as follows: In Sect. 2 are formulated all
required probabilities. In Sect. 3, the probability of confirmation is derived. In
Sect. 4, the direct confrontation between Covid-19 and Mkpx-22 is done. Finally,
the conclusion of paper is presented (Fig. 1).

Fig. 1. Up: The global curve of infections for Covid-19 [8] and (Down) Mkpx-22 showing
well-marked quantitative as well as qualitative differences. Data from [9]. Clearly Covid-
19 imposes onto Mkpx-22 because the permanent intercontinental diffusion [9].
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Fig. 2. Idea of paper: by knowing the rate of infection by Covid-19 and Mkpx-22, then
emerges the question: What is the probability at a time t that a certain number of
people acquires either Covid-19 or Mkpx-22 when both pandemics are superimposed
each other? What is the implications about the confirmations for getting one of them
if are true of wrong?.

2 Formulation of Probabilities

Consider a country with NTOT the total number of habitants under the arrival
of a first pandemic it is Covid-19 [10] and after a time (one or two years) there is
evidence of arrival of a second pandemic: Mkpx-22 (see Fig. 2 above). Therefore
there is time by which the pandemics are superimposed each other. In this time
the fraction of people with symptoms like the ones of Covid-19 nSCV and this
fraction is seen as a probability pCV:

pCV =
nSCV

NTOT
. (4)

Same idea is used to characterize the ones under the suspect of having Mkpx-22:

pMK =
nSMK

NTOT
. (5)

Now the it is noteworthy to add the probability that confirm that each suspect
has absolutely the virus. Thus, for both Covid-19 and Mkpx-22 these confirma-
tion probability are written as [11]:

pCCV = C(pCV) (6)
pCMK = C(pMK). (7)
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In parallel, it should be noted that the ones that are healthy and do not present
not any symptom either Covid-19 or Mkpx-22 is also a fraction and define by:

pHE =
nHE

NTOT − nSCV − nSMK
. (8)

If it is a probability then the probability of the “Non-Healthy” is given by:

pNHE = 1 − pHE = 1 − nHE

NTOT − nSCV − nSMK
. (9)

The negation that Eq. 8 is false becomes the probability that the existence of a
number of non-healthy is wrong. Thus, the probability that pNHE is wrong pWHE

is given by a function of this pNHE:

pWHE = W (pNHE). (10)

In virtue to Eq. 4–10 the Bayes theorem will be used [12]. Thus the conditional
probabilities are all those that are contemplating a possible infection due to
either Covid-19 or Mkpx-22. In this manner the Bayes theorem is adjusted to
the following question: What’s the probability that at least a number of people
have got the infection either Covid-19 or Mkpx-22 at the same period? To answer
this the Bayes probability reads:

B =
pCVC(pCV) + pMKC(pMK)

pCVC(pCV) + pMKC(pMK) + (1 − pHE)W (pNHE)
(11)

3 Construction of Confirmation Probability
from Trigonometrical Bayes Theorem

When one talk about According to data, cases of Mkpx-22 it has been propagated
very fast particularly in central Europe in May 2022. In contrast to Covid-19,
geographic propagation of Mkpx-22 [13,14] has exhibited to be continental in
the sense that the first infections have been registered in central Europe, while
Covid-19 has go ut from Wuhan, China at December 2019. Thus the spatial
propagation becomes relevant.

3.1 Propagation of Confirmed Cases

It is again used the Bayes theorem as follows: For example if S2 the prior prob-
ability of having the virus at the normalized distance S as well as (X2 )2 the
posterior probability of getting the infection at X (with X also another normal-
ized distance) with these definitions the Bayes’s probability with obvious values
ranging between 0 and 1, can be written as the square of a sinusoid function
either Sin or Cos for instance:

Cos2θ =
S2

S2 +
(
X
2

)2 . (12)
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Fig. 3. Bayes’s Path: For any traveler containing the virus at a time t and after
of having moved S the subsequent step is random with a 50% of chance to go up or
continue.

Under an inversion of roles so that one has in a similar manner as above:

Sin2θ =

(
X
2

)2

(
X
2

)2
+ S2

. (13)

It should be noted that both X and S are denoting spatial displacement of
confirmed cases. It leads to define a rectangle triangle as the one sketched in
Fig. 3 that explains the origin of distance for an infected traveler: Fig. 3 can
be explained as follows: at a given time a traveler containing the infection has
been displaced from rest to S, just there the traveler has two options: (i) continue
along the path or (ii) follow a perpendicular direction reaching to X. Because the
traveler has two options then the perpendicular path has a 50% of probability.
Thus the segment at the triangle is written as X

2 . Of course it is a single event,
in other words that fact that one has a rectangle triangle forming an angle θ it
is a random event. In another event one can have φ with a value less than π/2.

3.2 Probability as Rate of Infection

Consider Fig. 3 in a generalized manner so that the probabilistic number of
infections n that have been displaced of 0 to X can be written now as:

n =
S2

S2 +
(
X
2

)2 . (14)

In order to introduce the time it is easy to verify that on can rewrite Eq. 14 when
S2 ⇒ 4S2t/t :

n =
4S2 t

t

4S2 t
t +

(
X
2

)2 . (15)
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Once the infections are propagating inside a geographical area then one can
invoke to diffusive equations with capabilities to describe diffusion of infec-
tions [15,16]. In such sense, it is noteworthy to introduce a kind of diffusive
parameter that can be written as:

γ =
S2

t
. (16)

With this Eq. 15 is rewritten as:

n =
4γt

4γt + X2
=

4γt

4γt
(
1 + X2

4γt

) . (17)

It should be noted that 4γt has equal units than X2 so that at the approximation
dictated by (X2

4γt )
� ≈ 0 if only if � ≥ 2. Then in Eq. 17:

n =
4γt

4γt
(
1 + X2

4γt + X4

16γ2t2

)
+ ...

= Exp
(

−X2

4γt

)
. (18)

Actually one can multiply to n by
√

4πγt so that solving for n one arrives to:

n(X, t) =
1√

4πγt
Exp

(
−X2

4γt

)
, (19)

that is actually direct solution of the well-known diffusion equation.

dn
dt

= γ
d2n
d2X

, (20)

with γ the diffusion coefficient. The standard solution is given by:

n(x, t) =
1√

4πγt
Exp

[
−X2

4γt

]
. (21)

Thus, Eq. 21 is interpreted as the probability of having n infections at the time
t from an distance X. Turning now to Fig. 3 one has that Tanθ = X

2s ⇒ X =
2sTanθ, so that Eq. 21 can be generalized to one depending on the angle θ as:

n(θ, t) =
1√

4πγt
Exp

[
−s2Tan2θ

γt

]
, (22)

with θ a random angle. It is emphasized the randomness of angle θ from the fact
that there is not any knowledge about the route of infections once the pandemic
has started. The case for calculating the probability of fatality can be modeled to
a good level of approximation through the well-known theorem of Bayes [17] that
states the estimation of a posterior probability P (h|d) depends on the prior one
p(h) and P (D) =

∑
Q PQ(D) with PQ(D) the probability of having prior data

that will be observed for Q cases or scenarios. In this manner the conditional
probability of Bayes is given as:

P =
P (h|d)

∑
Q PQ(D)

. (23)
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4 Covid-19 Versus Mkpx-22

To normalize the probabilities, the constant 1/
√

4π is applied. The probability
that n(t) is confirmed at time t reads for Covid-19 and Mkpx-22 respectively as:

CCV =
N√
γt

Exp
[
− x2

0

4γt

]
(24)

CMK =
N√
γt

Exp
[

x2
0

4γt

]
(25)

pNHE = 1 − pHE = 1 − N√
γt

e[−
x0
4γt ] (26)

It should be noted that apart that n(t) is expressing the instantaneous number
of infections, the normalization through the constant N makes it acquire values
between 0 and 1, so that n(t) now can describe probabilities. This is inserted for
each case of Master Equation Eq. 11 that can be explicitly written by:

PB =

(
pCV

N√
γt

Exp
[
− x2

0
4γt

]
+ pMK

N√
γt

Exp
[

x2
0

4γt

])
(
pCV

N√
γt

Exp
[
− x2

0
4γt

]
+ pMK

N√
γt

Exp
[

x2
0

4γt

])
+

(
1 − N√

γt
Exp

[
− x0

4γt

])
W (pNHE)

(27)

One can see that all variables can be known. Particular attention is paid onto the
ones given by pCV and pMK that are denoting the fractions of all those that are
exhibiting symptoms. The spatial variable x0 is nominal, γ is an input that can
be roughly calculated to priori from global data. N the normalization constant,
and W (pNHE) the probability by which discards the scenario where the healthy
people is apparent and there is a latent risk that all of them are carrying the
virus. In order to illustrate Eq. 27 in Fig. 4 a bivariate plot has been done. In
one hand Eq. 27 with solely Covid-19 and on the other side the possible behav-
ior of Mkpx-22. Thus, by using Wolfram [19] the smooth density histograms are
depicted. Because it exhibited a fast up at the number of infections, the associate
function follows t� with � an integer number ≥2. In Fig. 4 are seen the ellipses
corresponding to the Covid-19 risk and in a minor extent the ones belonging to
Mkpx-22. Thus, as specified above, these distributions of probabilities are denot-
ing in an explicit manner the number of infections. Thus, in left one can see that
the small ellipse is losing a certain volume of infections, fact that is interpreted
as the absorption of infections by the Covid-19 pandemic, and leaving a reduce
ellipse. A similar case happens in middle plot where the Mkpx-22 transfers some
infections to big ellipse governed by Covid-19. In right-side panel, the Mkpx-22
cases becomes to be separated and their infections although might back again
as seen at May-2022, the plot is telling to us the although Mkpx-22 has a small
fatality ratio, the people with Mkpx-22 symptoms although are released from
Mkpx-22, some or all of them might to pass from a recovery state from having
Mkpx-symptoms.
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Fig. 4. The smooth density histogram [19] for a probability distribution function fol-
lowing Eq. 27 and one dictated by the polynomial t� in according to the very beginning
of Mkpx-22. The ellipses begins to be closer each other.

Fig. 5. The probability of Bayes as function of “Rate” and time (up) as well as “Rate”
and the diffusion constant. In both cases the arrow is indicating the characteristic of
Mkpx-22 and Covid-19. Here it is noted the infections and probabilities for the case of
Covid-19 remain in its 50% of getting the virus [19].
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In Fig. 5 up panel, the case of Eq. 27 when pCV = pMK = u thus Eq. 27 is
actually a 3D surface PB(u, t). Thus the variable u defined as “Rate” is varied
between 0 and 1. The highest value means that Covid-19 establishes a scenario
of pandemic (first and second wave for example) and for the lowest values, it is
clearly indicating the apparition of Mkpx-22. Thus for example, the reader can
see the arrow is indicating the lowest values of “Rate” and for short periods,
the Bayes probability Eq. 27 falls to the smallest values of that. It is actually of
Mkpx-22 that only would emerge for short periods as seen at May 2022 at the
very beginning at UK, Spain and Portugal. On the other side, one can see that
Covid-19 keeps up to a 50% of lethality as seen in 3D plot. In down panel the case
when Eq. 27 is plotted as function of “Rate” and diffusion constant. The arrow is
indicating that for small rates and small diffusion constant the Bayes probability
is also small. Although it is associated to Mkpx-22 one can also assume that this
scenario encompasses well to Covid-19 in the sense that the Bayes probability is
opting for small values as a response to the end of wave of pandemic but always
by keeping at least a 50% of probability for getting the infection even in the case
of having received a certain number of shots (vaccinations).

5 Conclusion

In this paper, the usage of Bayes theorem has been directly for testing in the case
that two pandemics can coexist simultaneously. According to simulations, it has
been verified in terms of probabilities, the Covid-19 is stable against Mkpx-22
fact that makes us to suppose that for capabilities to be scattered geographically,
Covid-19 can remains in time, while Mkpx-22 although it is more diffusive, its
lifetime as global pandemic is short as seen in global data. Simulations, have
demonstrated that while Mkpx-22 ends in a full cycle, Covid-19 is indicating the
end of a wave as experienced along 2020–2022. This would constitute the main
argument to claim that Covid-19 still will manifest more pandemics, whereas
Mkpx-22 or another pandemic would be active for short periods (months but
not years), confirming that Covid-19 is the main pandemic whereas the other
ones, are solely mini pandemics with seasonal apparition.
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Abstract. From the fact that phage takes a random decision to opt either
by lysis or lysogeny, this paper has carried out a Montecarlo simulation
of the attack of phage against bacteria. When it is assumed random vari-
ables along the attack, then it would produce a indecision for having lysis
or lysogeny that is quantitatively seen as a small probability for both sce-
narios. Thus a delay emerges that is favorable to bacteria in the sense that
phages might to be disorganized and destabilize because their ambition.
This can also be understood as a scenario of interference by which the
molecular messengers emitted by phages is abundant, so that more sub-
processes together to lysis and lisogeny might be manifested. It has been
assumed that messengers become negatively or positively charged, yield-
ing to attraction or repulsion among genes. Thus, the decision for lysis and
lysogeny would have a random origin in conjunction to Coulomb’s forces.

Keywords: Arbitrium · Bacteriophage · Bayes theorem

1 Introduction

With the discovery of system baptized as Arbitrium by Rotem Sorek in 2017 [1],
it was seen so far a progressive increasing of literature corresponding to the ways
as phages are communicate each other in order to carry out a decision as to go
through lsysis or lysogeny. In fact, it was discovery that bacteriophage makes a
kind of coordination previous to the “final assault” in hostage bacteria. Although
not clear in all if these coordinations have as central purpose the saving of time
or energy, the phage might be behaving as a perfect criminal microbial targeting
the extermination of their prey guided by randomness to some extent, so that
deterministic aspects that are unknown emerge as a interesting window whose
arguments might not be falling in a biological territory but also, in aspects that
are totally determined by laws of physics and probabilities. As seen in [2,3] such
decision might be as a group more than individual. Nevertheless, this apparent
democracy exhibits a lack of consistency about the origin and true purpose
of system Arbitrium. In other words, it is not clear if it is totally random or
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partially deterministic. In one phase of system, gen aimP is emitted so that, the
accumulation of these genes in an extracellular manner to initialize the actions
towards the decision might be in according to a concrete statistics. Thus, while
not any manifestation of segregated peptides, then one can assign a probabilistic
role at the sense that not all peptides would be received by aimP receptors along
the DNA integration [4]. Despite the fact that the quorum sensing might be a
very sophisticated regulatory systems, the presence of electrical factors either in
phages or peptides makes the system arbitrium in one sign-dependent so that
one would expect either attraction or repulsion. The case of repulsion might be
a drastic scenario because peptides are displacing each other without to reach
its aimR in the hijacked bacteria [5,6].

The rest of this paper is a follows: In second section, once the event of sub-
strate depletion by a population of bacteria is defined, each subprocess is math-
ematically projected onto a scenario of Bayes’s theorem. From this probability,
some illustrative examples based in simulations are presented. Interestingly is
found that the Bayesian probability is periodic in some ranges of space, fact
that would trigger the idea that diffusivity and Bayes’s theorem would have a
short matching in space and time.

2 The Bayesian Interpretation

Before of going to a fully Bayesian interpretation of Arbitrium, it would be
pedagogical to write in a nutshell about it [7]. In this manner the sequence can
be listed as follows: (i) Phage adheres to a bacteria in order to take it as a pure
hostage without any chance to be released in an independent manner. One can
note that this hijacking has a only purpose: Destruction of bacteria or keep them
alive to improve the phage population [8]. (ii) This adherence targets to deposit
the AimR and AimP genes. It is noteworthy that AimR express the key gen
AimX. (iii) When AimX is activated, the action of lysogeny is blocked out, so
that lysis begins. (iv) AimP releases peptides (six amino acids long) as a form
of secret communication. (v) Peptides can be taken by oligopeptide permease
(OPP) transporter. Once inside hostage bacteria, AimR binds peptides so that
the gene cannot activate AimX anymore. (vi) Lysogeny can be carry out. With
this sequence one can define a list of probabilities: Probability of activation AimX
because AimR PRX. Probability of releasing peptides by AimP PPP. Probability
of uptake peptides by AimR PRPP. In this manner, one can apply the conditional
concepts of Bayes’s theorem in fully relation to Arbitrium as follows: Probability
for a decision of lysis: PRX × PPP. Probability for lysogeny: 1 − PRX × PPP and
the probability to confirm lysogeny: PRPP. Here one can see that the sum of
all probabilities both lysis and lysogeny is equal to unity. The mathematical
transcription of Bayes’s theorem [9] with all these probabilities can be written
as (Fig. 1):

PB =
PRX × PPP

PRX × PPP + (1 − PRX × PPP) × PRPP
. (1)
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Fig. 1. Sketch of a scenario for Arbitrium where the option lysis is favorable. Thus
the probabilities are generated in according to the conditional probability of Bayes’s
theorem. The main question associated to this sketch is: What is probability that a
fraction of viruses take the option of lysis? The meaning of the acronyms is provided
in text.

3 The Physics of Arbitrium

Equation 1 can be considered as a master equation in the sense that from it,
various interpretations can be done. A possible is inside the territory of physics.
In fact, from the fact that genes and peptides have electrical charges in their
surface, then them can behave in according to well-known Coulomb’s law, it
is only can exist either attraction or rejection [10,11]. In this manner and by
following the observations of Sorek one can define a kind of electrical origin to
the actions for each one of probabilities defined above. In this manner one can
write down:

PAimR→AimX = PRX =
βQRQX

d2RX

(2)

PAimP→Pep = PPP =
γQPQPP

d2PP

(3)

PAimR→Pep = PRPP =
αQRQPP

d2RPP

, (4)

with QR and QP the charges of AimR and AimP genes, respectively. Indeed, QX

and QPP charges of AimX gen and peptides, respectively. In this manner Eq. 1
denotes the probability for a decision for lysis.

PB =
βQRQX

d2
RX

⊗ γQPQPP
d2
PP

βQRQX
d2
RX

⊗ γQPQPP
d2
PP

+
(
1 − βQRQX

d2
RX

⊗ γQPQPP
d2
PP

)
⊗ αQRQPP

d2
RPP

(5)
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3.1 Approximations

In order to get an idea about the purpose to employ the Coulomb’s approach,
some approximations can be assumed. For example that all charges have same
value. Thus, Eq. 5 reads:

PB =
βγQ4

d2
RX(

αQ2

d2
RPP

+ βγQ4

d2
RX

− βγαQ6

d2
RXd2

RPP

) . (6)

Interestingly at the denominator one can see a polynomial at Q. It actually can
be seen as favorable to the applied methodology of approximation. When the
quadratic and quarter terms are of importance, then Eq. 6 has the following
form:

PB =
βγQ4

d2
RX[

α
d2
RPP

(
Q2 + βγd2

RPPQ4

αd2
RX

)
− βγαQ6

d2
RXd2

RPP

] . (7)

Thus with the scale:

βγd2RPP

αd2RX

= 1/2! (8)

then one can see that an exponential function exists there in the form as: Q2 +
1/2!Q4 + 1/3!Q6 + ... ≈ ExpQ2. An additional assumption is that of Q2� ≈ 0 if
� ≥ 3. With this one can arrive to:

PB =
βγQ4

d2
RX[

α
d2
RPP

(ExpQ2)
] =

βγQ4d2RPP

αd2RX

Exp(−Q2). (9)

With Eq. 8 the scale allows to write a Weibull-like function for the Bayes’s prob-
ability that reads:

PB =
Q4

2!
Exp(−Q2). (10)

In this way, Eq. 10 represents the probability to decide on lysis. A point of
interest turns out to be the derivatives of PB. In Fig. 2 (left panel) the case of
Eq. 10 (labeled by 0), and its first (labeled by 1) as well as second derivative
(labeled by 2) are shown. The first and second have plotted as their square to
put away the negative values. A tentative generalization of Eq. 10 can be written
as: PB = Q2m

2! Exp(−Qm) with m ≥ 2. In virtue of distributions of Fig. 2 and
the factor 1/2!, the one can define the probability for decision on lysis is a n-th
derivative of Bayes’s probability is given by P SY

B,n = 0.5 dn

dQn

(
Q2mExp(−Qm)

)
.
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Fig. 2. Left-side: Plotting of Eq. 10 (green color) with first (magenta color) and second
derivative (blue color). Right-side: Probability to execute lysis as function of electric
charge. A polynomials 10−2Q4/(Q2 + Q4 − (0.01 + j ∗ 0.05)Q6) was used for this
illustration (details see text below). (Color figure online)

On the other hand one can also determine in a logic way the probability for
lysogeny is given for a similar expression= P SG

B,k = 0.5 dk

dQk

(
Q2mExp(−Qm)

)
for the k-th derivative of Bayes’s probability. Therefore the total probability of
“indecision” is written in a straightforward manner as:

0.5
dn

dQn

[
Q2mExp(−Qm)

]
+ 0.5

dk

dQk

[
Q2mExp(−Qm)

]
= 1. (11)

A compact form for writing Eq. 11 is then given by:

0.5
dh

dQh

[
δn,hQ2mExp(−Qm) + δk,hQ2mExp(−Qm)

]
= 1, (12)

where δn,h and δk,h the Dirac-delta functions whose purpose here is the fac-
torization of the generalized derivative dh

dQh . In Fig. 2 (right panel) Eq. 6 was
illustrated as: 10−2Q4/(Q2 + Q4 − (0.01 + j ∗ 0.05)Q6) up to for 5 values of j
(red j= 1, green j = 2, yellow j= 3, red j = 4 and purple j = 5). It is noted that
two well-defined phases are seen. When charges acquire their high values, the
probabilities for all cases are reaching to 1. It might be the case that AimX is
blocked out and to guarantee lysys, AimP releases large volumes of peptides.

4 The Cost for Indecisions

The factor 1/2 in Eq. 12 defined as a kind of scale (see Eq. 8) to balance the
physical units because the Coulomb’s force has been introduced as part of prob-
abilistic model can also be generalized in conjunction of derivatives. It is actually
seen in Fig. 2 by which the peaks of distributions are changing with the order
of derivative. When not any decision is executed then one expects that the fac-
tors 1/2 might be falling down without any chance to back to the initial values.



106 H. Nieto-Chaupis

Therefore one can write a general expression involving different values for such
scale. It reads:

ξ1
dn

dQn

(
Q2mExp(−Qm)

)
+ ξ2

dk

dQk

(
Q2mExp(−Qm)

)
= 1. (13)

Unfortunately for phages the cost for indecision is the apparition of subprocesses
that might be different away from lysis and lysogeny. It implies that emerges
more probabilistic events. Mathematically speaking one has below that:

L∑
�

ξ�
d�

dQ�

(
ω2Q2mExp(−Qm)

)
= 1. (14)

with ξ� a probability of event including lysis and lysogeny, ranging between 0
and 1, where ω is a constant related to charge Q. Again one can generalize this
in the sense that ω2Q2m is part of a infinite sum: ωQm + ω2Q2m + ω3Q3m + ....
Thus one gets:

L∑
�

ξ�
d�

dQ�
([Exp(ωQm)]Exp(−Qm)) =

L∑
�

ξ�
d�

dQ�
Exp[Qm(ω − 1)] = 1. (15)

One can see that when L >> 1 then both lysis as lysogeny might be strongly
affected and not any action is going to be taken. This can happen in events where
AimP cannot segregate peptides neither the extracellular conditions appear to
be favorable for the propagation of them. Another possibility is the clogging
of peptides to go out from the hijacked bacteria. Another fact is the possible
interference among the events inside bacteria. It is remarked this since virus
might not be so efficient to manage various actions, and instead opt by the
ones that can guarantee the fast replication without the necessity to destroy its
hostage. For example when AimR activates AimX to inhibit lysogeny, the action
that AimP releases peptides through the extracellular zone might origin some
interference towards the activation of AimX. Thus emerges the question: Can
peptides also to be able to activate AimX. This might to confirm that if ξ� does
not belong to either lysis or lysogeny then one can speak about the possible
existence of latency state by which not any decision due to interference has been
taken.

5 Monte Carlo Simulation

So far, it is clear that the role of released peptides is twofold, in one hand them
are ejected from AimP in a lysis event, and on the other hand them are binded
to AimR to deactivate AimX so that lysogeny is executed. These events can be
part of a computational code as presented at the end of this paper. In fact, a
main loop runs over a sample of phages that are adhered to bacteria. Thus the
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Coulomb’s force is used. The probability that AimR activates the inhibitor AimX
is estimated and actually it is dependent on the normalization constant β. Actu-
ally here it should be noted that the total charge would come from an operation
of integration on the charge density. In other words: Q =

∫
ρ(s)dV . Aside one

can realize that the solving of density would be dictated by the diffusion equation
in the sense that peptides are under extracellular propagation in both when (i)
are released by AimP and (ii) shall be bonded by AimR. In fact dρ/dt =D∇2ρ
can be solve in a model 1D by assuming that the virus and bacteria can move
in a 2D space. In radial symmetry the Bessel functions constitute an interest-
ing solution. Also, from an initial amount of bacteria, the decisions for lysis or
lysogeny are in function of charge density of peptides. In Fig. 3 up to 4 cases de
charge density have been plotted. Here the percent of depleted bacteria is done as
function the density of peptides in the extracellular case. The Monte Carlo [12]
has been built with the Metropolis algorithm: accept or rejection. Thus once
the peptide density has been solved then it is normalized. In conjunction to this
the volume of bacteria has been estimated in according to peptide density [13].
The questions: (i) Is the normalized volume of peptides greater than a random
number, then accept the depletion for fractions. The code that has been built
takes a percent per each time that the acceptation or rejection is formulated.
The results in Fig. 3 reveals that randomness might be behind the releasing and
uptake of peptides. This stochastic view of Arbitrium is dependent on electric
charge of genes.

Fig. 3. Results of Monte Carlo simulation showing the percent of depletion as function
of peptides density. At abundance of peptides the depleted population of bacteria
does not follow a linear relation. This simulation that randomness is a key element in
Arbitrium.
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PSEUDO CODE TO ESTIMATE PHAGE DECISION

1 DO N =1,NTOT

2 PRX = βqRqX
d2 (activates inhibidor)

3 CALL random(rnd1)

4 IF PRX > rnd1 (decision on lysis)

5 lx = lx + 1

6 IF N=NMIN THEN

7 lyx = lx

8 ENDIF

9 ENDIF

10 PRPP = γqP qR
d2
PP

(untake peptides)

11 CALL random(rnd2)

12 IF PRPP > rnd2 (decision on lysogeny)

13 lg = lg + 1

14 IF N=NMAX THEN

15 lyg = lg

16 ENDIF

17 ENDIF

18 IF N=NTOT THEN

19 x1= lyx/TOT

20 x2= lyg/TOT

21 IF x1 + x2 < 0.90 THEN

22 Print
Log(β⊗γ)
rnd1⊗rnd2

23 ENDIF

24 ENDIF

25 END
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6 Conclusion

The phenomenon of Arbitrium discovered by Rotem Sorek at 2017 has been sim-
ulated with the Monte Carlo technology. To accomplish this a theory based at the
Bayes theorem has been developed. The construction of this theory has demanded
to assign some physical roles to the genes interaction as well as to the releasing
and uptake of peptides. Thus, the states of lysis and lysogeny might not be the
only ones, but also more gene-based events also exist and have a probability, fact
the minimizes the priority for phages to carry out Arbitrium. The physics has been
modeled by the Coulomb-like forces that allows attraction and repulsion in fully
concordance to the discovery of Rotem Sorek. Finally the algorithm Monte Carlo
has been designed under the view that bacteria population exhibits depletion in
response to phages through a decision as to lysis or lysogeny. Thus, the probability
of Bayes has been directly compared to random numbers. Simulated distributions
are presenting a decreasing at the percent of bacteria population when the pep-
tides density increases, thus phage requires of a large density of these amino acids
to accomplish the annihilation of bacteria after their hijacked without negotiation.
In future work, a 3D simulation shall be done.
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Abstract. Instant messaging (IM) has been widely used for many years since
Internet technology developed and all-IP network architecture proposed. 5G
mobile network launchedworldwide a fewyears ago for pursuing ultra-low latency
and high speed data transmission. In this paper, an IM application is developed in
an open source 5G core (5GC) network framework, i.e. the free5GC. To validate
the developed IM application operates properly in free5GC, we utilized the Tshark
to examine and capture packets. Experimental results showed that the messages
of the developed IM application passed through the free5GC network.

Keywords: 5G · Core Network · Instant Messaging

1 Introduction

The fifth-generation mobile networks (5G) is the latest generation of mobile communi-
cations technology with the purposes of high data rates, reduced latency, energy savings,
reduced costs, increased system capacity, and large-scale device connectivity [1]. Due to
the overwhelming network demands along with rapid development of network, Internet
service providers worldwide upgrade the access network and core network to 5G. The
cost of purchasing and upgrading network hardware has increased dramatically to meet
the different functions of information system, such as computing, storage, networking,
security. Therefore, some technologies such as Network Function Virtualization (NFV)
[2, 3] and Software-Defined Networking (SDN) [4] are flourishing.With these technolo-
gies, the cost of investment become lower compared to the dedicated hardware provided
by the supplier. In addition, NFV can automate a variety of management tasks [5] to
reduce human errors, shorten deployment time, and provide better network productiv-
ity and efficiency. The above conditions can noticeably reduce the procurement and
operating costs.

International Mobile Communications (IMT) standardized the IMT-2020 for pur-
suing 5G standard. In IMT-2020, the three ultimate goals of 5G mobile network are
Enhanced Mobile Broadband (eMBB), Ultra-Reliable Low Latency Communications
(uRLLC) and Massive Machine-Type Communications (mMTC). However, these three
characteristics belong a trade-off problem and are partially contradictory. For instance,
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mMTC services require low energy consumption and ultra-low latency [6] but may not
need high transmission data rate.

A mobile communication network system is composed of core network (CN), back-
bone network, Radio Access Network (RAN), and user equipment (UE), and so on. The
core network is a network system consisting of various communication systems, shared
by all users, and is responsible for transmitting backbone data to achieve large data trans-
mission. The core network for 5G is known as the Next Generation Core (NGC). The
5G core network framework in this paper is based on the above-mentioned virtualized
network technology. In the 21st century, instant messaging (IM) [7] has long become
an indispensable tool in our life. Instant messaging is a system, application, service
for communicating over the Internet, and the content transmitted can be text, files, and
audio/video. Unlike the early days of email service, instant messaging emphasizes that
communication between two parties is real-time. In recent years, IM service is no longer
limited to text service, IM becomes more popular due to the rapid development of Voice
over IP (VoIP) and video conferencing services [8].

In this paper, we propose and design an IM application with Python programming
language. The designed IM application is implemented in an open source 5G core net-
work project, i.e. the open-source project free 5G core network (free5GC throughout
the paper). The designed IM application is implemented in the free5GC platform. Then,
the designed IM application is validated its functionality through capturing packets by
using Tshark. Experimental results showed and proved that the designed IM application
works correctly in the free5GC platform. Further IM applications such as VoIP and video
conferencing services can be founded on the proposed IM application in this paper.

The rest of the paper is organized as follows. Section 2 discusses core network
applications and relatedworks of instantmessaging in 5G. In Sect. 3, the systemmodel of
free5GCand its installation are introduced. The design of the proposed instantmessaging
application is presented in Sect. 4. Finally, Sect. 5 concludes this work and provides its
future directions.

2 Background and Related Work

There are existing three open source 5G core network projects, i.e., the free5GC [9]
hosted by the Communication Service/Software Laboratory in National Yang Ming
Chiao Tung University in Taiwan, the Open5GS [10] developed in Korea, and the Open
Mobile Evolved Core (OMEC) [11] developed by the Open Networking Foundation
(ONF). The three open source 5G core networks are compared as follows. The free5GC
project is stated that it was the first open-source 5G core network in the world. The
free5GC supports for setting up physical networks and low hardware requirements. The
characteristic of Open5GS is that it can choose either 4G core-based configuration or
5G core-based configuration in the core network architecture, but the Open5GS needs
higher hardware requirements than the free5GC. The particularity of OMEC project is
that it can be integrated with other ONF projects, but suffers from the highest hardware
requirements with compared to the free5GC and Open5GS. After evaluating the hard-
ware requirement and system capability of the three open 5G core network projects, the
proposed IM application is implemented in the free5GC platform.
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The technologyof networkvirtualizationbringsmanyadvantages to the researchfield
of 5G core networks, but may also results in security concerns [12]. In [13], the authors
analyzed the 5G proprietary mobile network architecture based on the 3rd Generation
Partnership Project (3GPP) technical specifications. They explored three different sce-
narios, and the establishment of a core network focus on private can effectively increase
information security. In [14], the authors described the Open Network Automation Plat-
form (ONAP) architecture supporting network slicing in 5G communication systems and
its newcapabilities for creating network slices. TheONAPnot onlymanages and controls
complex infrastructures based on network virtualization and software-defined networks
but also slices the core network into multiple virtual core networks for supporting differ-
ent functions. Each network slice is able to operate independently. In [15], the authors
considered that the 5G system operators cannot know whether the methods of network
traffic delivery such as switching and branching are performed correctly. Therefore, a
5G core network traffic monitoring system was proposed that allows operators to easily
identify switching and branching traffic using traffic monitoring messages delivered by
5G core network functions. In addition to establish a secure private 5G core network
environment, this paper also concentrates on developing a real-time communication
application that can operate in this environment.

In [16], the authors believed that client-based IM applications have some drawbacks,
such as scalability, single point of failure (SPOF), andvulnerability toDistributedDenial-
of-Service (DDoS) attacks. As a result, they proposed a semantic point-to-point (P2P)
approach to build an IM application. The designed P2P-based IM is a simpler design
approachwith the shortcoming of insufficient security. However, using the designed app-
roach to implement on private networks can solved this problem with some restrictions.
Due to the different platforms between users, private networks may suffer from informa-
tion barriers after successful setup. Therefore, the authors in [17] proposed a technique
to implement a cross-platform real-time communication system through HTTP, XMPP
and TCP protocols, and through frameworks such as SSH, DWR and ExtJS. In addition,
the authors studied the quality of service (QoS) mechanism when multiple terminals are
accessed by multiple users at the same time.

In [18], the authors stated that IM communication is widely used but users’ topics are
diverse. In order to assist users in capturing the topics and contents of IM communication
without reading all messages, they proposed a newmethod for detecting topics of instant
messaging. The concept is suitable for certain situations, such as useless words keep
appearing, the instant messages are very short, or multiple languages are used. In [19],
the authors discussed the expansion and extension of IM technologies in Internet of
Things (IoT). IoT IM aims to allow users communicate with each other through mobile
phones or terminal equipment no matter where they are. Then, the authors proposed
some key technologies to build a powerful real-time communication framework that can
handle a large scale IoT platform. Furthermore, they have developed some applications
based on above-mentioned technologies, e.g. the smart home system.
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3 Experiment Environment Setup

In this section, the experimental environment of core network is introduced. The core
network is implemented on a virtual machine and the used OS version is Ubuntu 20.04.3
LTS. In the beginning, we create the first virtual machine as a carrier for the core network
(CN) andmake sure it can connect to the external network. The ping command is applied
to contact theGoogle server, andwaits for the responded packets sent fromGoogle server,
which is shown as Fig. 1. Finally, we can see that the virtual machine has successfully
connected to external network.

Fig. 1. Verify the status of network connection

After that, two virtualmachines are created as a user equipment (UE) and aNextGen-
eration Node B (gNB). Next, modify the host name and the local network IP address to
facilitate instance identification during experiment process. The IP addresses of core net-
work, user equipment andgNBare 192.168.56.101, 192.168.56.102 and192.168.56.103,
respectively. In addition, they are abbreviated as CN, UE102, and UE103 throughout
experiments in this paper. Lastly, to validate the UE102 and UE103 are connected each
other through core network rather than external network, the external network cards of
them are disabled.

To construct the core network environment, the free5GC is downloaded fromGitHub
[20] with version 3.0.5. Note that some required packages should be downloaded
and installed according to the readme document. The network parameters such as IP
addresses of components in core network should be modified. Then, download the cus-
tomized Linux kernel module as well as the gtp5g to handle packets. It is a core module
developed for the Linux OS kernel to handle packets for the N4 interface which defined
by 3GPP. After that, the core network can be executed and launched. Note that the
connection status of core network and the configurations of network interface can be
examined by using commands. Once the core network has been successfully established,
we can set up the UE102 and UE103 in core network.

With respect to UE, the UERANISM project is downloaded and installed in the
UE102. The UERANISM project is used to simulate UE and base stations (BSs). Before
connecting to core network, execute the script in the virtual machine of core network and
add set the IP address of UE102 as a subscriber. Then, execute the script of UERANISM
project to boot user device and BS, and check the connection between cloud network and
core network. A successful connection means that the overall core network environment
has been successfully built up. Last, set up and check the UE103 by following the same
above-mentioned steps to perform experiment environment.
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Fig. 2. The framework of free5GC

The framework and setting of the implemented free5GC is illustrated in Fig. 2. The
default components of the free5GCaremarked and framed in the orange lines. There are 9
components, i.e., theNetwork Slice Selection Function (NSSF),UnifiedDataRepository
(UDR), Network Function Repository Function (NRF), Policy Control Function (PCF),
Unified Data Management (UDM), Authentication Server Function (AUSF), Access
and Mobility Management Function (AMF), Session Management Function (SMF),
and User Plane Function (UPF). The functionality of these components is introduced as
follows.

The NSSF is responsible for selecting a slice collection for serving users. On the
basis of subscriber’s data and location, the NSSF selects the AMF for users. The UDR
aims to store subscription-related data, e.g., user contract, static contract, and policy
data. The NRF is responsible for registering, managing, and checking the status of
network. The PCF provides control and implementation of all network policies in control
plane. The UDM is responsible for data management, such as identity authentication and
certification repository. The UDM selects authentication method based on the subscriber
identity and the configured policy, and calculates authentication data and key data as
needed. The AUSF certificates the access authentication of subscribers from 3GPP and
non-3GPP users.

In experiments, the settings of three components are modified, i.e., the AMF, SMF,
and UPF. The AMF manages and authorizes users to access core network, such as the
management of registration, connection, and reachability. The configuration of AMF
is captured in Fig. 3. The IP address of the ngapIpList is changed from 127.0.0.1 to
192.168.56.101,which ismarkedwith red line inFig. 3. TheSMFcomponent establishes,
modifies and release user sessions, and allocates and manages users’ IPs. In addition, the
SMF provides functions of charging and roaming. The configuration of SMF is captured
in Fig. 4. The interface IP address is set to 192.168.56.101, which is marked with red line
in Fig. 4. Lastly, the UPF component provides functions of routing, forwarding, packets
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transmission, and the users’ QoS management. The configuration of UPF is captured in
Fig. 5. The IP address of the gtpu is set to 192.168.56.101.

Fig. 3. Configuration of AMF

Fig. 4. Configuration of SMF

The network architecture of the experiment is captured in Fig. 6. We add the users
as well as UE 102 and UE 103 and base stations to the free5GC framework. Note that to
simplify the diagram, we illustrate the experiment architecture with core network and the
UE102 only but there is another UE103 in practical experiment. The difference between
UE102 and UE103 is IP addresses only.
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Fig. 5. Configuration of UPF

Fig. 6. The network architecture of experiment

4 Instant Messaging Application Deployment

In this section, the designed IM application is introduced. The IM application is devel-
oped by Python. The function of the program is to create a socket on bothUEs so that they
can communicate with each other through this socket communications. The operation
steps of the IM application are described as follows.

1. Both UEs execute one after another and establish sockets on both UEs.
2. Enter one of the pre-defined mode codes on one side to activate IM types, e.g., “m”

for text messages and “f” for file transmission. Then, the communication starts.
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a). If text message mode “m” is selected, then UEs can start sending text messages.
In Fig. 7, the top side is the sender and bottom side is the receiver. The sender
sends “testing” message to receiver, then the receiver receives the message sent
from sender with the beginning of “Incoming message”.

b). If file transmission mode “f” is selected, then files can be transmitted through
the designed IM application. In Fig. 8, the top side is the sender and bottom
side is the receiver. The sender enters a file name “pi_200K.txt” but there is no
such file, hence the file transmission is unsuccessful. The sender enters a file
name “pi_204K.txt”, and then the receiver receives a message “File transmission
complete” represents that the file transmission is completed.

3. UEs can stop text or file mode by entering “stop”, then the process of IM backs to
step 2.

4. If any UE wants to terminate the IM application, they can enter “exit” while the IM
application stage is in step 2.

Fig. 7. Text mode of the IM

Fig. 8. File mode of the IM
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In this paper, we utilized Tshark [21] to examine the packets of the proposed IM
application pass through free5GC or not. The major goal is to confirm that the packets of
IM application have passed through the 5G core network. Tshark is a packet analyzer tool
in command line mode, which is similar to the tcpdump command. Tshark is developed
by Wireshark without a Graphical User Interface (GUI).

The validation process is described as follows. Firstly, execute the IM application
and make sure the transmission status works correctly. Then, access CN, UE102 and
UE103 by using Secure Shell Protocol (SSH) and then monitor the network interfaces of
three components by Tshark. Finally, execute IM application to transmit messages and
then monitor the components through Tshark. The expected packet flow is illustrated in
Fig. 9.

Fig. 9. Expected packet flow of IM message

Three network interfaces are monitored, i.e., the upfgtp in CN, the uesimtun0 tunnel
of the UE102, and the uesimtun0 tunnel of the UE103. In all experiments, the IM
communication initialized at UE102 sends a message to UE103. The packets captured
in CN, UE102, and UE103 are shown as Figs. 10, 11, and 12, respectively.

The beginning field of the numbered sequences is the timestamp of a packet. Accord-
ing to these timestamps, it can be observed that the UE102 sends packets at the earliest
on 07:50:44.338431664, which is shown in Fig. 10. Then, the UE 103 receives packets
on 07:50:44.403228908, which is shown in Fig. 11. After that, the CN receives packets
on 07:50:44.430627594, which is shown in Fig. 12. The results validate that the packets
of the designed IM application passed through CN from UE102 to UE103 correctly.
However, we found that the packets flow is not as expected.

The practical packet flow of the proposed IM is shown as Fig. 13. Note that the
external network interfaces of UE102 and UE103 have been disabled to guarantee that
the IM application works correctly in the free5GC. Although the practical packet flow
does not match our expected packet flow, the packets of the IM application passed
through CN based on the result of capturing packets in Fig. 12.
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Fig. 10. The monitored packets in UE102

Fig. 11. The monitored packets in UE103

Fig. 12. The monitored packets in CN
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Fig. 13. Practical packet flow of IM message

5 Conclusion and Future Works

The 5G applications are on the fly based on the mobile network technology develop-
ment. The paper presented an instant messaging application implemented by Python and
realized in the free5GC framework. The experimental results showed that the packets of
the IM application truly pass through the free5GC but the sequence of packets is not as
expected. We presume that it may be attributed to the modification of free5GC’s settings
or the synchronization of core network and UEs. In the future works, we intend to fix
the problem by synchronizing these components. Furthermore, we will try to propose
VoIP and video conferencing applications.
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Abstract. Most existing food delivery platforms lack responsibility when it
comes to route planning. This often results in uneven assignment of orders or
difficulty in arranging orders for delivery drivers. These issues have led to loss
of consumer rights and reduced revenue for delivery platforms, as well as neg-
ative feedback and evaluations. To address this problem, it is necessary to first
resolve the issue of uneven distribution of orders. In this paper, we propose using
the Genetic Algorithm (GA) to solve the order assignment optimization problem.
By utilizing GA’s strong global search ability, we can achieve fair assignment of
orders, optimize delivery routes, and balance revenue distribution. This approach
creates a fair competition environment for delivery drivers and improves service
quality, ultimately leading to positive feedback from consumers and creating a
win-win situation.

Keywords: Artificial intelligence · genetic algorithm · traveling salesperson ·
delivery route planning

1 Introduction

In the era of the COVID-19 pandemic, people have increasingly been cutting back on
eating out and staying at home, which has led to a rise in the use of delivery platforms
for daily necessities. According to the Market Intelligence & Consulting Institute (MIC)
in Taiwan, an investigation found that 72% of consumers have experience using delivery
services in 2021. Among the most popular platforms, foodpanda has 78% and UberEats
has 61%market share. However, the sudden influx of orders during peak hours can often
lead to a misestimation of the delivery staff’s ability to take and deliver orders, resulting
in uneven distribution of orders and causing delays or disputes between consumers and
couriers. This can ultimately harm the platform’s reputation.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
Y. Chen et al. (Eds.): BICT 2023, LNICST 512, pp. 122–132, 2023.
https://doi.org/10.1007/978-3-031-43135-7_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43135-7_12&domain=pdf
https://doi.org/10.1007/978-3-031-43135-7_12


Genetic Algorithm-Based Fair Order Assignment Optimization of Food 123

This paper will discuss the use of metaheuristic algorithms for solving multi-
objective optimization problems in delivery operations [1]. The approximate optimal
solution can be effectively found by considering multiple factors such as the number of
delivery personnel, the number of orders, service quality, delivery revenue, and deliv-
ery distance. The goal is to balance the rights of the delivery platform, delivery staff
and consumers as much as possible. The algorithm will help assign suitable orders
to delivery staff, ensuring timely delivery and reducing complaints from consumers.
The multi-objective path optimization problem is an NP-hard problem [2, 3], which
makes it difficult to solve using traditional algorithms. Therefore, this study proposes an
architecture based on Genetic Algorithm (GA) to find a solution to this problem.

This paper is divided into five sections. Section 2 provides background information
and relatedwork on theGeneticAlgorithm (GA) andTravelingSalesmanProblem (TSP).
Section 3 uses linear programming to define the delivery order problem. The simulation
results of our proposed method are presented in Sect. 4, and the conclusion is given in
the last section.

2 Related Works

2.1 Genetic Algorithm (GA)

The metaheuristic algorithm can give a combinatorial optimal solution at affordable cost
through the objective observation and principle. The so call cost can be temporal, spatial
or anything which can be defined [4]. Furthermore, the metaheuristic algorithm refers
to the use of past experience or rules to define a random search methods in a population
or individual. Compared with greedy-based algorithm, although the solution cannot be
guaranteed that is definitely better, the concept of the conditional random process can
avoid the local optimum and find the approximate optimal solution. Moreover, in a very
hard problem, the cost will be less than the greedy approach. Therefore, these methods
are widely used in much more applications which has the demand of optimization. The
common and classical algorithm are Hill Climbing, (HC) [5], Simulated Annealing,
(SA) [6] Ant Colony Optimization, (ACO) [7] and GA [8], etc.

GA was proposed in 1975 by John Henry Holland. It is according to the Nature
selects, the fittest survives theory to choose the solutions. This mechanism is to reserve
the fitness value better’s solutions to weed out the poor fitness values solutions. GA
major focus on the optimal solution search with combinatorial objectives. It has since
been used in many fields such as scheduling optimization [9], data mining [10], finical
prediction [11], process management [12], etc. The basic GA is the simulation of the
gene evolutionary process the process including Selection, Crossover, and Mutation.
The solution of the random combination is an individual that is generally represented
as a set of sequences and named a chromosome. In the initialization of GA, the initial
population is created that including several chromosomes. Then GA will choose two
chromosomes to operate crossover and mutation. It can be getting new solutions and
comparing which solutions need to eliminate. In general, the eliminating solutions have
poor fitness values. The process of selection, crossover, and mutation are continuously
iterated until the termination condition is reached.
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Fig. 1. Schematic diagram of the deliverer
delivering the order

Fig. 2. Schematic diagram of delivery staff
stacking orders

Some scholars have used GA to solve the Vehicle Routing Problem (VRP). This is a
path planning problem for vehicles starting from warehouses and delivering goods. The
similarities with this study are the characteristics of delivery from point A to point B
and continuous delivery to different places and finding the shortest path [13]. Therefore,
this study also GA will be taken as the main method.

2.2 Traveling Salesman Problem (TSP)

TSP is a classic NP-Hard problem proposed in the 19th century [14], which is still
being studied in the field of discrete combinatorial optimization problems. The problem
is defined as a set n cities where the distance between any 2 cities can be explicitly
calculated. When the salesman’s travel speed is at the same speed, find the shortest
circuit to start from the designated city to visit each city without repeating it, and finally
return to the starting city. If the exhaustive method is used to find the best solution for n
cities, the time complexity is O(n!). Therefore, the more cities you visit, the less you can
solve in a reasonable time. This paper wants to solve the problem of the deliverer’s food
delivery. However, this problem is more difficult than the original TSP that this problem
considers the scenario which includes multi deliverers and the multi paths. Optimization
problemswithmultiple variables andmultiple objectives are practical problems formany
complex engineering optimizations. The biggest difficulty is that when optimizing for
a single goal or variable, it is necessary to exclude conflicts between other goals or
variables, resulting in poor results for other goals or variables [14]. For example, the
problem defines three salespeople and nine cities, to meet the conditions all 3 salesmen
must travel to 3 cities, each city is visited by only 1 salesperson, and each salesperson
does not repeatedly visit the cities that other people have visited at the same time.

3 Problem Definition

The delivery platform need to make order P divided the deliverer C. P and C is the sets
P = {P1,P2, . . . ,Pm} and C = {C1,C2, . . . ,Cn}. The coordination of the partner store
S is the set S = {S1, S2, . . . , So} The delivery path assigned by the deliverer Ci is noted
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as Rci and Rci include the partner store Sk of the order Pj that will be passed through.
It can be noted as Rci = {{p1, p2, . . . , px

}
,
{
s1, s2, . . . , sy

}|pi ∈ P, si ∈ S}. When the
platform divided the order to deliverer Ci is consider the between partner store sj and
the consumer pk the Euclidean distance as d

ci
sjpk

the next get order distance as dci
SxPk

and

find a deliverer that is closer to the partner store. The distance of that deliverer arrives at
the first store is d1cip1 . When the deliverer finishes the job that can obtain the new order
the flow is shown in Fig. 1. In addition, the platform also supplies the deliverer have
much order to send at the same time its names as stacked orders that is shown in Fig. 2.
The number of stacked orders varies according to the settings of each delivery platform.
When the deliverer is not choose stacked orders, the deliverer unknown the next order
or the store’s location is near or far, which cause much more problem in delivery. If the
deliverer chose stacked order method, the food delivery path will be shown after the
platform accept this request. If the deliverer finds the path is not expected, the deliverer
can abandon the order, but it may cause delays in overall delivery. The stacked orders
have to be competed from the each deliverer, otherwise the meaning of fairness will
disappear.

The delivery platform’s Business Model is to build customer brand loyalty [15].
However, once the order is delayed, the consumer will lose trust in the platform. The
optimization problem of the delivery path can be regarded as a TSP, and the optimal
path can be obtained by a metaheuristic algorithm to shorten the delivery path of the
deliverer. It’s just that this only addresses a single TSP. Generally speaking, a delivery
platformwill have many delivery people delivering meals at the same time. It means that
the Multiple Traveling Salesman Problem (MTSP) is still not solved. The deliverer can
obtain enough orders and each order has a reasonable distance, Making every deliverer
receive fair dispatch and remuneration, and consumers can also receive orders within
a reasonable and fair time so the platform can conform to the reasonableness brought
about by the principle of fair labor, and the consumer is reduced complain at the same
time.

The distance of the deliverer path is Dci=d1cip1+
⋃x

j=1
∑y

k=1 d
ci
sjpk

. This paper hope
that each deliverer receive at least one order. Therefore we use any two Dci and Dcj to
find the standard deviation σij. Our main purpose is to pursue the minimum total distance
and at the same time consider the minimum difference between the individual distances
of each courier, which means that each deliverer C has received orders, which means
that this mechanism is fairer. The linear programming model is as follows:

Minimize
∑n

i=1
ρi

s.t.

, 

ρ is the fitness function which means pursuit the lowest standard deviation and the
shortest total distance that is shown in the following:

ρ = 1
∑n

i=1 D
ci

× 1
∑n

i=1
∑n

j=1 σij
(1)
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4 Proposed Method

This paper proposed the mechanism is use GA-based MTSP optimization. The first step
is to randomly generate the orders Pi, stores Si, and deliverers Ci to combine into a chro-
mosome. The initialization phase defines a lot of chromosomes Z = {Z1,Z2, . . . ,Zp}
and then operate the selection, crossover and mutation to create the new chromosome.
Finally, the population will reserve the best chromosome via evaluation until the termi-
nation condition is reached. The process is shown in Fig. 3. The overall operation is as
follows:

Fig. 3. GA algorithm delivery Order Assignment flowchart
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1. Randomly generate PiSk and Ci to combine into chromosome.
2. Generate the multiple chromosomes to population Z .
3. Randomly chose 4 chromosomes from Z .
4. Define the fitness function via Eq. (1).
5. Choose the top twoZ1 and Z2 depending on the sorting results of the fitness function.
6. Randomly invite 30% of Z1 and Z2 individually to exchange for crossover.
7. The new chromosomes Z3andZ4 will be created that is shown Fig. 4.
8. Take the random order between the non-deliverer position and the non-route last

position in a chromosome for mutation such as the position of P2S2 and the position
ofP4S4. Arrange and combine the store coordination (S2, S4) and consumer coordi-
nation (P2,P4) of P2S2 andP4S4, and select the shortest combination and put it back
to the position of chromosomeP2P4S4S2. The mutation rate is set 30%.

9. Put the Z1,Z2,Z3,Z4 into the Z that is shown in Fig. 5
10. Repeat the above steps until the termination condition is reached.
11. After terminating the iteration, sort Zp according to the smallest standard deviation

and the shortest total distance in ascending power, and select the first chromosome.
12. This chromosome is the best solution in the whole domain. The calculation is over.

Fig. 4. Schematic diagram of GA’s crossover
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Fig. 5. Schematic diagram of GA’s Mutation

The goal of this study is to make the deliverer who can use the system to obtain
sufficient quantity and proper distance to reduce the occurrence of order grabbing by
deliverer.
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5 Simulation Results

This experiment uses C# to build and cooperate with winform’s rapid development fea-
tures, and then refers to Chart components for data visualization that is shown in Table 1.
When the algorithm staring, an object name and random coordination should be created.
Themain thing is to randomize each deliverer and order and then combine them as evenly
as possible that is shown in Table 2. The population initial total distance is 3157.35. The
standard deviation is 431.94. We can find that the distance of SalesMan_003 is 1451.99
and the distance of SalesMan_001 is 258.66 that there is a significant difference between
each other. It is not met the fairness of this paper. After many iterations, the resulting
population is significantly improved that the distance of SalesMan_003 is reduced from
1451.99 to 629.3 and the distance of SalesMan_001 is increased from 258.66 to 628.80
that the difference is closer. Although the total distance raises to 3446.71 after the opti-
mization, the standard deviation is reduced to 41.94. This result has met the fairness.
This is because when each deliverer has an order and their standard deviation ate similar,
it represents the delivery distance of each deliverer is also similar so that the waiting
time of the consumers are also more balanced.

Table 1. Experimental environment

Type Tool

Development Visual Studio 2019

Platform Winform

Language C#

Framework .Net Framework 4.8

Visualization Chart

Data source Randomly generated coordinates

This paper still has unresolved issues, such as the stack orders situation. Therefore
how to useGA tooptimize this problem is amajor point in the future.Since the order of the
store to the consumer cannot be reversed so that the path looks complex and messy that
is shown in Fig. 6. For example, the coordination of SalesMan_002 is [28, 27] the former
coordination represents the store coordination. The latter one represents the consumer
coordination. The last index is the order code. We can see that the SalesMan_002 got
three orders that the orders index are 002,008 and 011. This deliverer starts from [28, 27].
Firstly, this deliverer should go to coordination’s [115, 184] of store of StoreCost 002 to
take an order and then deliver this meal to the consumer [92, 193]. Then this deliverer
continue to go to the coordination [26, 144] of StoreCost 008 to take the second order
and go to the consumer [192, 44] to deliver the order. Then return to the coordination
[16, 140] of StoreCost 011 to get the third order and finally go to deliver the meal to
consumer [153, 68] to finish the task.
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Table 2. Simulation results

Distance difference
Delivery men
 coordinates

Distance Path coordinates Optimal distance Optimal coordinates Difference

SalesMan_000
[119,175]

340.26

SalesMan_000:[119,175]
StoreCost_009:[146,122][122,4]
StoreCost_010:[75,60][166,106]
StoreCost_002:[115,184][92,193]

646.10

SalesMan_000:[119,175]
StoreCost_017:[63,40][60,83]
StoreCost_005:[53,107][100,54]
StoreCost_014:[76,113][186,121]
StoreCost_013:[176,114][19,12]
StoreCost_001:[28,27][188,32]

+305.84

SalesMan_001
[166,30] 258.66

SalesMan_001:[166,30]
StoreCost_000:[119,175][166,30]
StoreCost_018:[136,74][32,191]

628.80

SalesMan_001:[166,30]
StoreCost_004:[7,59][77,107]
StoreCost_010:[75,60][166,106]
StoreCost_015:[121,4][21,120]
StoreCost_003:[51,56][83,7]

+370.14

SalesMan_002
[28,27] 444.64

SalesMan_002:[28,27]
StoreCost_005:[53,107][100,54]
StoreCost_011:[16,140][153,68]
StoreCost_001:[28,27][188,32]

749.15

SalesMan_002:[28,27]
StoreCost_002:[115,184][92,193]
StoreCost_008:[26,144][192,44]
StoreCost_011:[16,140][153,68]

+304.51

SalesMan_003
[188,32]

1451.99

SalesMan_003:[188,32]
StoreCost_008:[26,144][192,44]
StoreCost_017:[63,40][60,83]
StoreCost_003:[51,56][83,7]
StoreCost_012:[49,141][180,61]
StoreCost_015:[121,4][21,120]
StoreCost_006:[42,106][104,184]
StoreCost_013:[176,114][19,12]
StoreCost_004:[7,59][77,107]
StoreCost_014:[76,113][186,121]

629.30

SalesMan_003:[188,32]
StoreCost_016:[14,194][167,105]
StoreCost_018:[136,74][32,191]
StoreCost_012:[49,141][180,61]

-822.69

SalesMan_004
[115,184] 661.79

SalesMan_004:[115,184]
StoreCost_019:[139,192][39,101]
StoreCost_016:[14,194][167,105]
StoreCost_007:[11,193][170,96]

793.33

SalesMan_004:[115,184]
StoreCost_000:[119,175][166,30]
StoreCost_006:[42,106][104,184]
StoreCost_009:[146,122][122,4]
StoreCost_019:[139,192][39,101]
StoreCost_007:[11,193][170,96]

+131.54

+289.39

-363.35

Total distance: 3157.35

Standard deviation: 431.94 Standard deviatio: 68.59

Population initial value Optimal distance

Total distance: 3446.71

It can be found from the delivery route of SalesMan_002 that this research can
improve the method of increasing stacking orders and optimize the route to be shorter.
If StoreCost 008 and 011 are stacked for delivery, a new route can be generated:

StoreCost_008Join011
[26, 144][16, 140][153, 68][192, 44]

The SalesMan 002’ starting coordination is [28, 27]. Firstly, the deliverer came
to coordination [115, 184] of StoreCost 002 to obtain the meal and then deliver it to
consumer [92, 193]. Second, the deliverer came to coordination [26, 144] of StoreCost
008 to get the meal for [16, 140]. Finally, the deliverer will go to coordination [153, 68]
of StoreCost 01 to obtain the meal then deliver to coordination [192, 44] to consumer.
The optimization paths between three consecutive order can be found.

In the future, in addition to adding the method of stacking orders, this research will
continue to strengthen the data visualization part, so that the coordination of merchants
and consumers are more clearly marked, and directional optimization reading is added
to the behavior route.
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Fig. 6. Simulation topology

6 Conclusion

Food delivery platforms have become inseparable from human life. But the current
popular platform just allows the deliveryman to grab the order by himself. This is not
fair. Therefore, the main purpose of this study is to propose a fair delivery platform,
which takes into account the ability of each delivery person and the time it takes for the
meal to reach the consumer. It turns out that we will be able to set the delivery path and
it can have fair and effective characteristics to achieve the highest net value for all. In
the future, we will consider the situation of stacking orders to make the process closer
to reality. Besides, In the future, we hope the proposed method can extend to annoying
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work in life such as operating room surgery scheduling, production line automation
scheduling, etc., making work arrangements easier and more reasonable.
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Abstract. Fractures are common injuries causing pain andmorbidity. Stable frac-
tures with acceptable initial alignment are treated by immobilization. The align-
ment and angulation need to be controlled during the first 1–3 weeks (depending
on the fracture), because the alignment may worsen. This is performed by taking
X-ray images of the fracture site. Repetitive X-rays expose the patient to ioniz-
ing radiation repetitively. We have studied techniques to monitor the alignment
of the fracture continuously and without the routinely taken control X-rays. The
idea is to place sensors underneath the cast and on to the skin of the patient that
would follow the angulation and alignment of the fracture and alert if a change
is detected. Two approaches with radio technology are made: transmitter-receiver
pairs and radar pairs. The challenges and their possible solutions are discussed.

Keywords: cast · children · UWB · radio technology · transmitter · receiver ·
radar

1 Introduction

Bone fractures are such common injuries that they are considered as a public health
issue in global scale [1]. According to [1] the age-standardized incidence rate of fracture
globally was 2296.2/100 000 in 2019. The fracture of hand, wrist or other distal part of
arm are the most common sites of the fracture: Wu et.al. State that the age-standardized
incidence ratio of these fractures in 2019 was 175.9/100 000 [1].

Fractures cause pain and morbidity to children as well. Literature implies that 27%-
50% of children suffer at least one fracture before the age of 18 [2, 3]. The incidence of
childhood fractures before the age of five has been shown to be 50–100/10 000 person
years in European population [4–6].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
Published by Springer Nature Switzerland AG 2023. All Rights Reserved
Y. Chen et al. (Eds.): BICT 2023, LNICST 512, pp. 133–142, 2023.
https://doi.org/10.1007/978-3-031-43135-7_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43135-7_13&domain=pdf
https://doi.org/10.1007/978-3-031-43135-7_13


134 R. Parviainen et al.

Distal radius fracture is a very common wrist injury, which is usually caused by a
low-energy injury [7]. The usual mechanism of injury is falling on an outstretched arm
from a standing height. The risk of suffering of a distal radius fracture is highest among
post-menopausal women and adolescent males [7].

The most common method of treatment for any stable fracture is closed reduction
(if needed) and immobilization in a cast. This is the accepted treatment also for stable
distal radius fractures. A fracture is considered stable when the alignment of the bone
is acceptable after reduction and the possibility of displacement is considered small [8].
Surgical treatment is considered if the proper alignment cannot be accomplished by
closed reduction, the alignment fails in control x-rays taken at 1–2 weeks after injury or
the features of the fracture predict poor functional outcome of the wrist.

Although, immobilization by casting is applied, the alignment of the fracture can
still change into worse before the fractured bone is ossified. Typically, the alignment
of the fracture is monitored by taking a control X-rays during the first weeks after the
trauma. This exposes the patient to ionizing radiation on several occasions, which may
have cumulative consequences (i.e., an increased cancer risk). The risk is higher among
children due to their smaller size and immature tissue composition. Further, clinical and
radiographic follow-ups have economic effects on the patient/family and the society as
they require visits to the healthcare. Therefore, our research group is developing amethod
to monitor continuously the angulation and displacement of the fracture by sensors that
are attached either directly to the skin or percutaneously to the bone by using extremely
thin pins. These sensors will remain beneath the cast. The approach discussed in this
paper utilizes radio-based sensors with sophisticated wireless communications solutions
to measure and transfer constantly their reciprocal orientation using radio waves and
alert if the distance or angle between them change. By using this method, it would be
possible to monitor the position of the fracture constantly and thus avoid the regular
control X-rays. The proposed monitoring can be done non-invasively. The system will
alert if it detects significant change in the fracture alignment and then the patient will
contact healthcare for a control X-ray. Based on our current knowledge, there are no
existing radio-based displacement monitoring systems available for clinical use. In the
first phase, we will concentrate on distal radius (i.e., wrist) fractures, because they are
very common and there is no extensive amount of soft tissue surrounding the radius and
ulna.
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2 Anatomy of the Forearm

The bony structure of the forearm is formed by radius and ulna. They are connected
distally by the Distal Radio Ulnar Joint (DRUJ) and proximally by the Proximal Radio
Ulnar Joint (PRUJ). These joints enable the pronation-supination-movement of the fore-
arm. In addition, the radius and ulna form a joint with the carpal bones enabling the
flexion and extension of the wrist, as well as adduction and abduction. The distal radial
articular surface is tilted in the volar direction 11° in average (variation 2°–20°) and the
mean inclination angle is 22° (21°–25°) [9], see Fig. 1. Ulna is approximately 0.5 cm
shorter than radius at the DRUJ, but there is large variation individually (1–5 mm).

The long bones can be divided into three distinct regions that are important to sep-
arate, especially in children: diaphysis, metaphysis and epiphysis. The diaphysis is the
hollow shaft of a long bone, the epiphysis is the round and wide end of a long bone,
the metaphysis resides between the epiphysis and diaphysis, and it is separated from the
epiphysis by the growth plate during childhood (see Fig. 2). The longitudinal growth of
a long bone happens mainly in the metaphysis and therefore the bone tissue is softer in
this region. Thus, the pediatric bone fractures are most often located in the metaphysis.

Fig. 1. The anatomy of the radius: 1) inclination, 2) volar tilt. Picture by Dr Ian Bickle,
Radiopaedia.org, Creative Commons License, https://creativecommons.org/licenses/by-nc-sa/
3.0/.

https://creativecommons.org/licenses/by-nc-sa/3.0/
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Fig. 2. The regions of a long bone. Picture modified from Parviainen, R. “The intrauterine and
genetic factors associated with the childhood fracture risk”, Acta Universitatis Ouluensis, D1591,
2020.

3 Fractures and the Treatment

The types of fractures can be divided roughly to stable torus fractures, bowing fractures,
greenstick fractures (these three types happen only in children), transverse fractures
with exact alignment and transverse fractures with varying degree of displacement and
angulation. An example of a distal radius fracture with dorsal angulation is depicted in
Fig. 3.

If the alignment and angulation of the fractures is acceptable the fracture can be
treated by casting. The material used in the cast is either traditional calcium sulphate or
fiberglass. When the fracture is immobilized using a cast, the alignment of the fracture
must be controlled in the first 1–2weeks byX-rays. During this period, the ossification of
the fracture has just begun and the angulation or the displacement may worsen. Themost
important parameter that is followed in distal radius fracture is the dorsal of volar tilt
seen in the lateral X-ray. In adults, the acceptable angulation is 15–20 degrees dorsally
and under 20 degrees in the volar direction. In children, the acceptable angulation in the
primary situation can be greater (20–30 degrees) depending on the age [10].
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Fig. 3. Typical radius fractures with dorsal tilt. Picture byMikael Häggström, Creative Commons
License, https://creativecommons.org/licenses/by-sa/3.0/deed.en.

4 Example of the Needed Measurement Accuracy

In distal radius fractures 5–10-degree change compared to the starting point may be
meaningful. If the width of the radius is 2 cm (in anterior-posterior dimension), it would
mean that 5–10-degree change in the angulation would result in 17–35 mm change
in vertical direction measured at the edge of the bone (see Fig. 4A). The younger the
person with the fracture is, the smaller the bones are. Therefore, the vertical change may
be smaller. The horizontal change is affected more by the location of the fracture (see
Fig. 4B). From these calculations it is evident that the distances and angles that need to
bemeasured are quite small. This places high demands on the accuracy of themonitoring
system, especially as the system is planned to be placed on the skin. The skin sensor
placing must be carefully considered and it is dependent on the type and location of the
fracture. The sensors should be placed in such a way that there is as small amount of
soft tissue as possible between the sensor and the bone.

https://creativecommons.org/licenses/by-sa/3.0/deed.en
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Fig. 4. A) Example of the amount of vertical displacement if the width of the bone is 2 cm and
the dorsal tilt caused by the fracture is 10 degrees. The length A is 3.47 mm. B) Example of the
amount of horizontal displacement if the fracture location is 3 cm (D = 3 cm) from the head of
the bone and the dorsal tilt is 20 degrees. The length A is 1.02 cm. Picture by Roope Parviainen
©.

5 Possibilities and Challenges from Radio Technological Point
of View

The scope of this work is to consider possible solutions for monitoring the bone fracture
healing process at home and on a continuous basis during the whole healing process in
an non-invasive manner. In the literature, there are corresponding solutions, which are
using invasive methods [11, 12] requiring surgical operations. Non-invasive methods are
proposed, e.g., in [13, 14] based on radio waves by measuring scattering parameters.
They may however need quite sizeable measurement devices or are more suitable to
detect the presence and size of a fracture instead of the healing process itself.

Two possible radio-based approaches are presented to detect an abnormal healing
of a fracture. Besides being non-invasive, the solutions should be as small and light as
possible, very reliable and dependable, easy to install and easy to monitor the results by
the user, inexpensive, comfortable towear during the healing process and have lowpower
consumption. Furthermore, as described in Fig. 4, the accuracy or resolution demand
for the solution is very high, up to less than 5 mm in distance, or 10 degrees in angle.

5.1 Several Transmitter/Receiver Pairs

The first approach to present is the usage of several transmitter (TX) and receiver (RX)
pairs. The concept is depicted in Fig. 5. TX and RX are mounted under the cast directly
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on the skin of the patient on both sides of the bone fracture. For simplicity the skin is not
drawn. Time of flight of the signal can be measured and based on the result the distance
can be found out. On the right side of Fig. 5 the situation of an abnormal fracture healing
process is illustrated. The bending of the bone causes a change in distance between the
TX/RX pair indicating the need for more detailed examination carried out by a doctor.
Since the bone may bend in different directions, several TX/RX pairs are needed.

Fig. 5. TX/RX approach.

One serious challenge in this method is the demand of high resolution in distance.
It is well known that the time resolution is the inverse of the signal bandwidth [15, 16].
Assuming the speed of light c in air this will lead to a distance resolution R stated as

R = c/B, (1)

where B is the signal bandwidth. It is obvious that for a high distance resolution a
wideband signal is needed. One technique possessing a wide bandwidth is impulse radio
ultra wideband (IR-UWB) technology [15, 16].

However, assuming, e.g., a target resolution of 5 mm for the concept it would cor-
respond approximately the need of a signal bandwidth of 60 GHz. This is impossible to
accomplish in practice not only due to the bandwidths of the existing antennas but also
due to the nonexistence of pulse generators to be able to produce such a short pulse in
time, 0.17 ps.

By using advanced signal processing methods, the signal bandwidth demands could
be relieved. In [17, 18], interpolation method is proposed. Based on the results, in theory,
e.g., 1 mm resolution could be achieved with a bandwidth of approx. 10 GHz. The
method assumes a correlation receiver structure. Furthermore, in [19] a pulse generator
in presented being able to produce a pulse of approx. 120 ps in time, corresponding
roughly 8 GHz in bandwidth.

Instead of using IR-UWB time of flight approach also the usage of received signal
strength indication (RSSI) was considered. However, with RSSI the resolution problem
may be seen from a different angle: since the resolution demand in distance is high,
the power decay in just a few millimeters of a distance difference may be impossible to
detect.
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5.2 Radar Approach

The second approach considered is the use of radars. The concept is presented in Fig. 6.
A radar pair is installed on or in the cast on both sides of the bone fracture as depicted.
Radars are sensing the distance to the bone on both sides. At the installation phase the
distances are recorded as a reference on both sides, as shown in the normal healing case.
Should abnormal healing occur on either side of the fracture the distance changes leading
to an alert due to the bending of the bone. At minimum two pairs of radars would be
needed to monitor the possible changes in different directions.

Fig. 6. Radar approach.

As with TX/RX approach in Sect. 5.1, one of the key questions in the radar approach
is the distance resolution. Similar kind of methods as in [17, 18] could be applied here as
well, assuming UWB communications in time domain. Regarding to signal processing
methods, in [20, 21] also other signal processingmethods are proposed for anUWB radar
to increase accuracy. However, even though they are presented to be used as monitoring
vital signals of a human, such as respiratory rate and heartbeat, they are not suggested
to be used for bone fracture monitoring or to be used at the extreme vicinity of a human
body, i.e., on-body.

Considering the concept in Fig. 6, another challenge can be noted. As the radars are
thought to be on the cast or in it, the distance to be defined by the radars will be short,
perhaps only 2–3 cm. Assuming pessimistic propagation speed of the signal in air, the
echo will start to return already after approx. 0.02 ps. If the pulse generator operates as
in [19] (pulse duration 120 ps), normal pulse radar does not have time to turn into the
reception mode.

One solution to this could be to use full-duplex type of receivers [22] with pulse
radars. Another solution could be to use a frequency modulated continuous wave
(FMCW) radarwhere the previousmentioned problemdoes not, in theory, occur. FMCW
radars are investigated, e.g., in [20, 21] at 77GHz center frequency area but theminimum
measurement distance is noted to be on the level of 3.5 cm.

Finally, in theory with radar approach, several echoes will arrive to reception from
skin, fat, muscle and bone as noted in [23].
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6 Conclusion and Future Work

This paper presents preliminary considerations leading to twopossible approahes onnon-
invasive bone fracture healing monitoring. The monitoring is planned to be conducted
at home continuously. The background on bone fractures and their healing, as well as
the rationale for this approach is given. Furthermore, detailed exemplary cases from real
life showing the demands for the question under scope are given.

The resolution demands are high, as the distances are very short. In here, our team
discusses on two different approaches based on radio signals. Firstly the use of several
transmitter-receiver-pairs by using either time of flight technique or RSSI measurement.
In this case, the resolution can be seen as the main problem. Possible solutions related
to digital signal processing are proposed to ease up the problem.

The second presented approach is based on radars at short distance. Also here, the
resolution problem is present, even though similar kind of solutions as with transmitter-
receiver pairs could be applied. However, in this case very short distance to be measured
by radars sets limits to the technology to be used.

As future work, the two presented approaches should be examined inmore detail also
beyond theoretical investigations. Furthermore, other technologies outside the scope of
the presented ones in this paper will be under research.
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Abstract. The life-sustaining function of respiration becomes impaired by dis-
eases that occur more with old. A system that monitors the inhalations and exha-
lations of the respiratory cycle could raise an alert when abnormal patterns or pro-
longed disruptions are detected. Noninvasive methods are suitable to chronically
monitor respiration. Methods include analyzing audio sounds generated during
respirations and analyzing changes in the volume of the thorax or abdomen. In
casual observations of eupneic breathing, inhalation often sounds different from
exhalation, though may be quite similar. One of the challenges for signal pro-
cessing is to distinguish inhalation from exhalation based on only the audio. The
purpose of this study was to find a method of analyzing the audio frequency
content that could differentiate the inhalation and exhalation. Volunteer subjects
were recruited to record audio during eupneic respiration for analysis. To classify
the timing of each inhalation and exhalation, both respiratory sounds and vol-
ume changes of the thorax were simultaneously recorded. The audio files were
analyzed by Fast Fourier Transform (FFT) to determine the frequency content.
Features of the frequency power spectrum were found that appear promising for
distinguishing inhalation and exhalation. Such differences could be used to char-
acterize audio respiratory signals and improve the monitoring of individuals at
risk for impaired respiratory function.

Keywords: Fourier · FFT · LabView ·MATLAB · eupneic · breathing · chronic
monitoring

1 Introduction

The population in the world is aging, and the number of people aged over 65 years is
growing [1]. Old age is associated with an increased risk of chronic health conditions
that may degrade respiration including sleep apnea, respiratory disease and cardiovas-
cular diseases [2, 3]. Sleep disorder breathing (SDB) includes impairments that involve
obstructions or narrowing of the upper airway during sleep. SDB is responsible for
numerous problems, including fragmented sleep, hypertension and traffic accidents [4].
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Episodes of sleep apnea results in intermittent deregulation of oxygen saturation, which
have short and long-term consequences [5]. Sleep apnea increases the risk for high blood
pressure, heart problems, type 2 diabetes, metabolic syndrome, liver problems [6].

The diagnosis of SDB typically takes place in clinical settings using intrusive instru-
mentation, such as spirometer or polysomnography. Due to the clinical setting and pro-
cedures, patients may not exhibit their normal pattern of sleep and respiration, thus
hampering diagnosis.

Efforts have been made to develop less intrusive methods to monitor respiration
during activities of daily living or sleep [7–11]. One method involves recording and
analyzing the audio sounds that occur during respiration [12–14]. In one of these studies,
audio sounds recorded during respirationwere analyzed to classify as normal,wheezes or
crackles [12]. Another study analyzed respiratory audio to determine the respiration rate
and then determine the duration of exhalations [13]. Another study analyzed respiratory
audio to find spectral features to characterize the respiration as normal or abnormal
[13]. These studies did not analyze the audio to find features toward distinguishing the
behavior of inhalation from the exhalation, which was the purpose of our study.

Factors that may influence the audio pattern include the rate of airflow, occurrence
of turbulence in airways, the respiratory rate, individual differences in the anatomy,
differences in behavior or condition of the airway, and whether the person is breathing
through their nose or mouth. The audio profile of an inhalation may be similar to an
exhalation, but may have distinguishing features [14]. For respiratory function to be
derived fromonly analyzing audio signals, the analysiswouldneed todistinguishwhether
a burst of sound is for an inhalation or an exhalation.Analysis for the timing of respiration
would need to distinguish and identify each burst of sound generated during an inhalation
and each burst generated during an exhalation.

The purpose of our study was to find features of the audio frequency content of
respiration that could be used to distinguish inhalations from exhalations. The findings
of this study would be useful for monitoring respiration and health.

2 Methods and Materials

2.1 Recording of Respiratory Activity

In this study audio recordings were made of volunteer subjects while they underwent
eupneic cycles of breathing. Of the 13 volunteer subjects for the recording sessions 54%
identified as male and 46% as female. Six subjects were aged between 20 to 30 years
old, six were between 30 to 60 years old and one subject was 98 years old. Figures 1
and 2 show the demographics of the volunteers.

Since audio sounds generated during inhalations or exhalations may vary in ampli-
tude and frequency content due to the respiration rate, depth of breathing, mode of
breathing through the nose or mouth. The subjects were asked to breathe in several
different ways during the recording sessions.

Each subject had 3 recordings of 1 min each while they underwent eupneic breathing
at a moderate level of intensity. Of the 3 recordings for each subject, one recording was
made for each of 3 modes. The first mode had the subject inhale and exhale through
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Fig. 1. Ages of the volunteer subjects who underwent recording sessions.

Fig. 2. Gender of the volunteer subjects who underwent recording sessions.

their nose. The second mode had the subject inhale and exhale through their mouth. The
third mode had the subject inhale through nose and exhale through mouth.

During the recording sessions, every subject had to undergo 3 recordings while doing
eupneic breathing and sitting in a chair. All the subjects had a break of 10 min at the start
before they began their recordings to allow for relaxation of their breathing rate prior.
Between each of the 3 recordings, the subject had a break of 1 min.

The recording sessions utilized Vernier (Vernier Software and Technology LLC,
Beaverton,OR,USA)devices for themicrophone, chest belt, anddata acquisitionmodule
(Fig. 3). The data acquisition module was controlled by a custom LabView (National
Instruments, Austin, TX, USA) program running on a Windows (Microsoft, Redmond,
WA, USA) laptop personal computer (PC).
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Recording sessionswere done in one of two indoor environments using amicrophone
placed at a distance close to the subject’s philtrum, the vertical groove between the base
of the nose and the upper lip border as shown in Fig. 3.

Fig. 3. Setup for the recording sessions. The microphone was placed near the nose and mouth as
shown. Vernier devices were used for the microphone, chest belt and data acquisition unit. The
recording sessions were controlled by a custom LabView program running on a Windows laptop
personal computer (PC).

The microphone was placed on the side between the nose and mouth, depending on
which mode was being recorded as shown in Fig. 3. The microphone was connected to
channel 1 of the sensor-DAQ and the chest belt was connected to channel 2. The results
were displayed in a graph and stored on the PC.

The recording sessions were conducted in an environment with low noise levels in
order to better capture the audio sounds generated during respiration. The audio and chest
belt recordings were sampled at 24 kHz. A custom LabView program was developed to
manage the recording sessions (Fig. 4).

An example of a recording in the LabView program is shown in Fig. 4. The plots
show the 60-s recorded signal that was sampled at 24 kHz. The top plot shows the audio
signal, and the bottom plot shows the chest belt signals. Cursors in yellowweremanually
added to this image to help visually correlate the signals for the respiration cycle. The
chest belt signal rose during inhalations as the volume of the thorax increased. Then the
signal values decreased during exhalations as the volume of the thorax decreased. The
peak of the chest belt signal (where the vertical yellow cursors were placed) indicated
the transition from inhalation to exhalation. The yellow vertical cursors were placed at
approximately the same time in the upper plot showing the audio signal. The audio signal
appeared as an almost flat plot line centered at zero of during the quiet periods of no
airflow, in between the bursts of inhalation or exhalation. The airflow during inhalations
or exhalations appeared as a burst of activity in the audio signal still centered at an
amplitude of 0. The smaller audio burst before each yellow cursor corresponded with an
inhalation, being at the same time as the rise of the chest belt signal. The larger audio
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burst after each yellow cursor corresponded with an exhalation, as the chest belt signal
fell to lower values.

Fig. 4. Recording of breathing in the LabView program that is sampled at 24 kHz with duration
of 60 s.

As the purpose of the study was to explore features in the frequency content that
could distinguish inhalation from exhalation, the inhalation audio segments were iso-
lated from the exhalation audio segments prior to analysis by FFT. Another Custom
LabView program was developed to manually isolate each inhalation and exhalation
audio segment. In the example shown in Fig. 5, the white trace was the audio bursts
during inhalation or exhalation with a short quiet period in between. The red trace in the
background was the chest belt signal with rises indicating inhalations (expanding chest
circumference) and falls indicating expirations.

According toNyquist’s theorem, a periodic signalmust be sampled at a frequency that
is more than twice as high as the signal’s highest frequency component to be observed.
Thus, the frequency content to be analyzed would be less than 12 kHz. The range of
frequencies used in this study was further reduced to the range of 0 to 6 kHz.

The data from the microphone and the chest belt were displayed within the Graph-
ical Interface of the LabView program. The recorded audio and chest belt data were
transferred to an Excel sheet and stored as a file.

The cursors were used to manually isolate each inhale or exhale. Cursors were
used in the chest belt signal to mark the beginning or end of an inspiration. Then the
corresponding audio signal was copied as a list of numbers of the sampled audio values
to a growing list of all the inhalations. Each burst of inhalation was concatenated to the
end of the growing list. The same was done for each burst of exhalation. Figure 5 shows
an example of this. Figure 6A shows an example of concatenated exhales, and Fig. 6B of
concatenated inhales. Thus, each audio recording for a volunteer doing eupneic breathing
for one of their 3 recordings having different modes would be separated into two audio
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Fig. 5. Example of recorded audio and chest belt signal superimposed together in one graph in
the LabView program. The respiration signals were loaded from previously recorded files.

files. One having all the inhalation bursts concatenated one after another, and another
file having all the exhalations concatenated one after another. In this way, a frequency
analysis could be done for just for the inhalation-related sounds, and another analysis
for just the exhalation-related sounds.

2.2 Frequency Domain Analysis

The algorithm developed in this study did a series of steps to form a signal that was called
the Smoothed Normalized Spectrum. This signal was the basis for feature extraction
to explore features that would help distinguish inhales from exhales. The following
section will describe the following steps of the algorithm. The concatenated inhale and
exhale signals underwent FFT to form the power spectrum. The power spectrum was
normalized for amplitude. The normalized spectrum was smoothed out to form the
Smoothed Normalized Spectrum.

Fig. 6. Examples of isolated audio bursts of only exhalations (A) or only inhalations (B). Chest
belt recordings of thorax volume changes were used to help move cursors to manually select each
exhalation or inhalation. These isolated signals then underwent FFT for analysis of frequency
content.
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Fig. 7. Example of isolated audio segments that underwent FFT, with the resulting power spec-
trum. A) shows plots exhalation, and B) shows plots for inhalation. The power spectrum of the
exhalation had a different profile than the one for inhalation.

FFT separates a time-domain signal into its distinct spectral components, giving fre-
quency information about the signal. The FFT implements theDiscrete Fourier Transfor-
mation. The FFT algorithmwas implemented within a custom-madeMATLAB program
on a Windows laptop PC.

The FFT converted the waveform signal in the time domain into the frequency
domain. The FFT disassociated the time-based waveform into a number of sinusoidal
terms, each with a distinct magnitude, frequency, and phase. The resulting power spec-
trumwas plotted with amplitude of each sinusoidal phase against its frequency as shown
in Fig. 7.
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To prepare for the exploration of features to find differences between the power spec-
trum for the inhalations from the power spectrum for the exhalations, the following two
steps were done: the power spectrum was 1) normalized for amplitude, and 2) smoothed
out. The power spectrum was normalized for amplitude to enhance the comparison of
relative frequency content between the inhale and exhale. Without normalization, the
relative loudness might have a large influence compared to the frequency content. The
MATLAB function “normalize(data)” was utilized.

A Savitzky-Golay filter was used to smooth out the power spectrum. The Savitzky-
Golay is a digital filter that has been used to smooth out data on power spectrum data
points [15]. This filter uses convolution to the data points with a low-degree polynomial.
The result was a smoothed signal (or derivatives of the smoothed signal) at the center of
each sub-set. In the plots of Fig. 8, the red trace is the smoothed-out curve for the raw
power spectrum shown behind it in blue. The red trace was the Smoothed Normalized
Spectrum.

Fig. 8. Normalized FFT of Exhales and Inhales. The plots show the results of the isolated and
concatenated exhale audio bursts having undergone FFT, then being normalized for amplitude,
followed by being smoothed out with the Savitzky-Golay digital filter. The blue plot shows the
normalized power spectrum, and the red plot shows the smoothed-out trace, called the Smoothed
Normalized Spectrum. The top plot is for exhalation and the bottom plot is for inhalation.

The Smoothed Normalized Spectrum was used in this study as the basis for feature
extraction. Thus, each audio recording of the volunteer subjects breathing resulted in
two Smoothed Normalized Spectrums, one for the concatenated inhales and one for the
concatenated exhales.

2.3 Feature Extraction

To form features, a curve was fit to each Smoothed Normalized Spectrum, one for inhale
and one for exhale. Several types of curves were tried. The cubic polynomial curve
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appeared able to fit the curve in ways that could distinguish the exhale from the inhale
smoothed normalized spectrum. The cubic polynomial was form of this form.

Y = Ax3 + Bx2 + Cx + D (1)

The determined coefficients (A, B, C, D) became the features.

Fig. 9. Fit cubic polynomial to find the features. The red plot shows the normalized, smoothed-out
power spectrum of 0–6 kHz. The green plot shows the fitted cubic polynomial. The coefficients
(A, B, C, D) of the equation for the fitted cubic polynomial became the features to use for further
analysis. The top graph (A) shows the plots for exhalation, and the bottom graph (B) shows the
plots for inhalation.
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Figure 9 shows an example of the red trace was the normalized, smoothed-out power
spectrum. The top graph (Fig. 9A) was derived from the concatenated exhales, and the
bottom graph (Fig. 9B) was derived from the concatenated inhales. The green curve was
the fitted curve. The coefficients (A, B, C, D) of the fitted polynomial equation were the
features used for further analysis. In general, the fitted curve and resulting features for
the exhales were quite different than those for the inhales.

3 Results

For each recording of the volunteer subjects having the mode of Inhale from nose and
exhale from mouth with a moderate intensity. The feature A, B, C, and D were deter-
mined. Plots were made of pairs A-B, A-C, and B-C. Each pair was plotted as a colored
dot on the graph: a blue dot for exhale and orange dot for inhale.

Fig. 10. Plot of features for Coefficients A vs. B.

Figure 10 shows a plot of the feature pairs of A-B. Most of the blue dots (exhale) are
separate from the area where the orange dots (inhale) are. Figure 11 shows the feature
pairs for A–C. Figure 12 show the feature pairs for B-C. In general, the region of the
blue dots (exhales) is separate from the region of the orange dots (inhales).
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Fig. 11. Plot of features for Coefficients A vs. C.

Fig. 12. Plot of features for Coefficients B vs. C.

4 Discussion and Future Directions

An algorithmwas developed to determine features for the frequency content of the audio
sounds during inhalations and exhalations of breathing. The main steps were converting
the breathing signal of concatenated inhales and exhales from the time domain to the
frequency domain by applying FFT. The resulting power spectrum was normalized and
smoothed to form the Smoothed Normalized Spectrum, which was then fit with a cubic
polynomial. The features were the coefficients of the polynomial.
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The features were plotted in pairs, and appear to be in separate into regions for the
pairs of exhale from inhale. These results look promising in that the features may be
able to be used to classify an audio burst as either an exhale or inhale. This would be
useful toward monitoring respiration using only audio signals. Further testing would be
required to verify these results toward wider application.

Future steps would be to run this analysis on more recordings, such as those having
different intensities ormodes of respiration.Machine learning could be applied to classify
an unknown sound as an exhalation, inhalation or neither. Development of such amethod
would improve themonitoring of respiration that would enhance diagnosis and treatment
of people with chronic respiratory disorders.
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Abstract. Electronic Health Records offer real advantages for accessing and stor-
ing patient health information, which can improve themanagement of patient care.
However, the attractive features of electronic records (accessibility, portability, and
portability of patient health information) also present privacy risks. Organizations
need to share person-specific health data without disclosing the privacy of their
subjects.

Current mechanisms for effective management and protection of health
records in Senegal have proven insufficient. In this paper, we propose a system that
addresses the issue of sharing health data between hospitals in a trustless environ-
ment based on the Consortium Blockchain to improve the quality of care and the
efficiency of the health system in Senegal. After a brief introduction, we present
some characteristics of Blockchain as well as the different types and securing of
Blockchain using cryptographic algorithms. Then an overview of related work is
conducted. Finally, we presented the preliminaries of sharing health records with
the Blockchain in Senegal. Our work ends with the description of the functioning
of our medical record management mechanism with the Blockchain in Senegal
and its implementation.

CCS Concepts: Security and privacy · Distributed systems security ·
Authorization

Keywords: hospitals · blockchain · data sharing · privacy · security · electroNic
health records

1 Introduction

In Senegal’s hospitals, there is a concern for good management practices to assist health
professionals in their care process, so it is necessary to find solutions to the problems
essentially posed by the management of health records in public health establishments.
To do this, it is essential to make a representation of computer domain knowledge easily
interpretable and exploitable, the organization of medical data collection considering the
context of the patient and the exploitation of good practice guides and shared clinical
experience [18, 19].
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We must therefore trust‘ this enterprise to manage this shared data within the param-
eters of confidentiality. We can imagine a professional network operating based on a
decentralized application. The application could link all users to connect them to each
other to facilitate information exchange without the transaction being secured and val-
idated by a central authority. Instead of a central authority, the Blockchain uses a con-
sensus mechanism to reconcile discrepancies between nodes of a distributed application
[1, 2].

To solve the above problems, we propose to build a consortium blockchain for
security and privacy preserving EHR sharing. This health files could assist the doctors
and other authorized health and social services professionals responsible for your care to
access to the files in any hospital in order to offer better care andmore efficient follow-up.

2 Presentation of the Blockchain

2.1 Characteristics of a Blockchain

It consists of a register composed of a series of time-stamped blocks of transactions. It
is this precise aspect of the Blockchain technology, which is the object of the present
development, that has led to its name being given, by metonymy, to all these protocols.

A block generally consists of the hash value of the previous block, the payload, the
signature of the contributor and the timestamp. A block consists of a format that uniquely
identifies the block. This is followed by the block size, which contains the entire size of
the block [2]. Once the block is validated, on average every ten minutes for the bitcoin
example, the transaction becomes visible to all the holders of the register, potentially
all the users, who will then add it to their block chain. The blockchain is defined as a
technology that allows the storage and transmission of information in a decentralized
manner from one individual to another.

The blocks, thus constituted of several transactions “signed” by public keys are then
“time-stamped” by their author and constitute a basic unit to be verified. The Blockchain
allows to timestamp digital documents impossible to backdate or to modify the content
once data is recorded. This aspect, called timestamping, is essential because it allows the
relative dating of the blocks, thus constituted, as all the blocks are chained, the order of the
blocks is deterministic; therefore, each block can serve as a timestamp of the transactions
included to solve the problem of double spending [3]. Krawiec et al. [4] presented several
existing problemswith current health information ex-change systems and the advantages
offered by blockchain technologies. The protocol invented by Nakamoto proposes a
solution to limit the risk of such a simultaneous pro-duction of two blocks, and to ensure
that a valid block has time to spread throughout the network before a next one is created
(Fig. 1).

2.2 Categories of Blockchain

Generally, blockchain can be classified into three categories:
Blockchain without authorization (Public Blockchain), this type of Blockchain

implementation in which any node is free to join the network and participate as a miner
without requiring authorization or access authorization.
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Fig. 1. Example of use of a Blockchain

Authorized blockchain: in this type participants must be authorized and have appro-
priate access permissions before they can join and participate in the network. In the
Authorized Blockchain, only certain nodes can be authorized to participate in the min-
ing process, this type is called the Private Blockchain or the ConsortiumBlockchain. The
distinction between private and consortium blockchains is based on the number of nodes
allowed to be miners. If only one node is allowed to be a miner, it is private, whereas if
two or more nodes are allowed to participate in the mining process, it is a consortium
blockchain [5]. For the consortium blockchain, all the members of its organizations will
be able to read the transaction and verify that the sender was indeed the last owner of the
transactions sent. Only the receiver will be able to sign the transaction with his private
key to prove possession.

2.3 The Consensus Method in the Blockchain

Due to the incompressible latency of the network discussed above, multiple valid blocks
could be created simultaneously by multiple nodes. The nodes would add one or another
of these blocks and the network would then contain registers in different states.

The consensus mechanism is the core technology of the Blockchain, as it determines
whether the new block is validated and who keeps the record [6]. This ensures that the
most up-to-date and complete version‘ is the one used as a reference to validate transac-
tions. Thus, this influences the security and reliability of the whole system. Therefore,
it is necessary for the nodes to agree on the next block to be added to the chain, which
is why Blockchain protocols provide a “consensus method”. In practice, in a public
blockchain such as Bitcoin, a mechanism for designating the validated block is used.
Its author must provide proof of its designation to the other users of the network [7].
The simplest method of designation would be to draw lots for this validator, at a given
interval of time (sufficient for a block to spread throughout the network.

3 Related Work

Xia, et al. [8] discusses a Blockchain-based data sharing framework that addresses the
access control challenges associated with sensitive data stored in the cloud by using the
built-in immutability and autonomy properties of the Blockchain. The proposed plat-
form uses secure cryptographic techniques (encryption and digital signatures) to provide
effective access control to sensitive shared data pools using an authorized Blockchain
for enhanced security and a tightly monitored system. It allows users to access electronic
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medical records from a shared repository after their identities and cryptographic keys
have been verified. Each block, in addition to the transactions and timestamp, has an
identifier, which takes the form of a “hash” that links the blocks together. This hash is
always the result of the “hash” of the previous block, the hash value of the previous block
makes the blockchain unchangeable. The merkle root hash is part of the header, ensuring
that none of the blocks in the Blockchain network can be modified without changing the
header. This is achieved by taking the hashes of all events in the Blockchain network and
adding of the output to the current block. The final output is a sha256 (sha256 ()) [7].
The proposed decentralized system consists of three entities, namely the user, system
management and storage.

Zhang, et al. [9] Proposes a Blockchain-based secure and privacy-preserving PHI
(BSPP) sharing scheme for diagnosis improvement in e-health systems. The patient’s
PHI and corresponding keywords are encrypted for data security while they are search-
able by authorization for diagnostic improvements. Two types of Blockchain, Private
Blockchain and Consortium Blockchain, are built by designing their data structures and
consensus mechanisms. Lam Private Blockchain is responsible for storing PHI while
the Consortium Blockchain keeps records of secure indexes of PHI.

Yue, et al. [10] propose a blockchain-based App architecture (called Healthcare
Data Gateway (HGD)) to enable patients to own, control, and share their own data easily
and securely without violating privacy, which offers a potential new way to improve
the intelligence of healthcare systems while maintaining the privacy of patient data.
The system is a smart smartphone application that allows patients to easily manage
and control the sharing of their health data. The authors combine blockchain and off-
blockchain storage to build a privacy-oriented personal data management platform, it
manages personal electronic medical data on the blockchain storage system, evaluates
all data requests by leveraging goal-centric access control, and uses secure multi-party
computing to enable a third party to perform treatment on the given patient without
risking patient privacy.

4 Sharing Medical Records with Blockchain for Health in Senegal

Given its characteristics, Blockchain technology could provide solutions to problems
encountered in sensitive areas, particularly in the health sector. This leads us to reflect
on the impact of the Blockchain in the health field. To put it plainly, what would be
the contribution of Blockchain technology in the field of health? Several use cases are
possible in the health sector. Blockchain could be used to [3, 11]:

• drug traceability;
• securing health data;
• managing patient data.

In recent years, Blockchain has been proposed as a promising solution to achieve per-
sonal health information (PHI) sharing with security and privacy preservation due to its
immutability advantages [12]. Decentralization is an important feature of the Blockchain
for health applications because it enables distributed health applications that do not
rely on a centralized authority. Because the information in the Blockchain is replicated
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between all the nodes in the network, it creates an atmosphere of transparency and open-
ness that allows healthcare stakeholders, and especially patients, to know how their data
is being used, by whom, when and how.

The strength of the Blockchain lies in the fact that the compromise of one node in
the Blockchain network does not affect the state of the ledger since the information in
the ledger is replicated across multiple nodes in the network. Therefore, by its nature,
the Blockchain can protect health data from potential data loss, corruption, or security
attacks [13, 14].

5 Modeling the Health Record with the Blockchain in Senegal

In our field of application in this case that of health, the Blockchain would allow with
effectiveness to justify the design and the setting in circulation of the medical files, i.e.
to ensure its traceability, but also to fight against the attacks and usurpations of identity.
In our project we implement our system composed of three entities, namely the hospital
(doctor, nurse…), the system management (central authority) and the patient.

a. Node as hospital (doctors, nurses);
b. Minor as central authority (Ministry of Health and authorized physician);
c. Block as patient’s medical record (EHR).

Each doctor will have his ID code at the central authority (Ministry of Health).
Usually, each hospital has a server and many computers. Each computer is operated by
a doctor to record the health information of his patients and then generate blocks for
the health records of the patients and broadcast them to the Blockchain. In addition, the
selected central authority is responsible for verifying the new blocks to come [9].

The use of cryptographic algorithms to encrypt the data stored on the Blockchain
ensures that only users with legitimate permissions to access the data can decrypt it, thus
improving the integrity and confidentiality of patient data (Fig. 2).

Fig. 2. Design of the medical record management mechanism
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6 Operation of the Health Record Management Mechanism
with the Blockchain in Senegal

We propose a data sharing mechanism based on the Blockchain consortium to secure
electronic health records. The functioning of each entity can be described as follows:

1. Hospitals: are the users who are composed of doctor, nurse and patients who wish to
register a patient record or access the data in the record. In the system, health records
must be created by professional physicians and cannot be created by anyone else,
including the patient himself. Personal health data belong to the patient and is used
by requesters with the permission of the data owner. The doctor is part of the hospital
layer by authenticating the patients to join the blockchain. He sends the block to the
verifier (central authority) to accept patients who request to join the system. New
blocks are accepted only after they are verified by the verifiers, who are responsible
for checking the validity of the new blocks. The processes of generating, verifying,
and adding new blocks to the blockchain is called mining.

2. The Central Authority or The Ministry of Health (verificator): The verifier is part of
the data management layer by further authenticating the patient record and receives
the physician’s transaction key which is retained. The verifier subsequently approves
the blocks that have been signed by the physician. This authenticates a block from
the system into the Blockchain. To ensure the confidentiality and reliability of the
mining processes, a consensus mechanism is essential in the Blockchain network. It
determines who keeps the records and how to verify the validity of the new block. The
consensus node is responsible for processing and verifying the authenticity and details
of a block. Processedblocks are disseminated in the blockchain by the consensus node.
An important role of the consensus node is to process and publish results based on
irregularities in the system. The consensus node is the only entity allowed to access
the system of unprocessed requests.

We have proposed consensus building for the validation of a new medical record as
presented´ in the figure below:

• A hospital creates a new block (record) with patient information;
• The central authority verifies that the request has been´ issued in the network by a

physician authorized to create a record through his or her identifier (Physician Id);
• If the central authority approves the record, andmore than half of the randomly drawn

hospital servers verify the new transactions are correct, they are accepted as a new
validation block in the blockchain. The file can be shared to the whole network by
meeting all the necessary requirements;

• If the consensus is successful, then a new record is entered into the Blockchain.

Since the Blockchain is immutable, it is impossible for a person to be able to open a
record already‘ stored to add content without the presence of the patient who holds the
private key for example. Indeed, by encrypting the data using asymmetric cryptography,
there is no antagonism to sharing private data insofar as it will not be read by other users.
Only the person with the private key will be able to decrypt and enjoy the data stored on
the blockchain [15] (Fig. 3).
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Fig. 3. Overview of a healthcare transaction associated with a Blockchain

7 Implementation of the Health Record Management Mechanism
with Blockchain in Senegal

The purpose of this section is to provide a framework for building a system while
analyzing the secure structures implemented to facilitate Blockchain-based data sharing
for the logic of the electronic medical record system between hospitals in Senegal.
We describe designed structures that achieve data sharing by presenting our data access
system that aims to provide an appropriate sharing scheme while preserving the required
security properties of the Blockchain.

The data structure of the Blockchain consortium is shown in Fig. 4. It consists of the
block header, payload, contributor signature and timestamp.

1. The block header is hashed with sha256 (sha256()) as it is done in Bitcoin headers.
The block header plays an important role in the Blockchain network in guaranteeing
immutability. By changing a block header, an attacker should be able to change all
block headers from the genesis block to forge a block record. The block header
concludes three components:
a. the block ID: a block consists of a format that uniquely identifies the block;
b. the block size: the block size that contains the entire size of the block;
c. the hash value of the previous block: which is a sha256 hash (sha256()) whose

function is to ensure that no previous block header can be modified without chang-
ing that block header. If one of the transactions in a block is modified, even slightly,
the corresponding hash output will change drastically, which will break the chain
to the following blocks of the Blockchain.

2. The payload: is composed of four parts: The identity of the PHI generator (physician)
which is the identity of the physician who created or accessed the record, the identity
of the PHI owner (patient’s first and last name), blood type and keyword which may
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include test results for a patient and a corresponding diagnosis from a physician
which are encrypted. Notably, not all PHI information is stored in plain text format.
Since all hospitals can view the data transmitted by a node, the confidentiality of the
data will not be intact, but physicians cannot open it without the patient’s permission.
The patient can select a representative who can access his information and/or medical
history on his behalf, in case of emergency or the doctor contacts the central authority
to access the file.

3. The contributor’s signature allows to follow the generator (physician) of the block,
for each node having contributed to the block, a digital signature is required.

4. The timestamp: indicates the time of generation of the block.When the conditions for
this field are met, the block is ready to be distributed in the Blockchain network. The
block lock time generally means the time the block enters the Blockchain. An update
of the Blockchain by adding the new block into the Blockchain to all participants.

Fig. 4. Structure of a medical record block in the Blockchain consortium

8 Discussion

The fact that the information on the blockchain is replicated among all hospitals in
the country creates an atmosphere of transparency and openness, allowing patients to
know how their data is being used. When a transaction is performed, the corresponding
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healthcare parameters are sent to the validation devices which are the central authority
(Ministry of Health) and the hospitals with the use of the Blockchain consortium that
is‘ to say that the validation of the data and thus the registration of a new record would
only be authorized by the central authority as well as the selected hospitals… Sharing
electronic health records can help improve diagnostic accuracy, where security and
privacy preservation are critical issues in systems.

Hospital’s store, health records in the Consortium Blockchain, which has the advan-
tages of faster transaction, better privacy preservation, low cost, and better security
performance. However, access to the data could be public, at least in part. Patients can
access‘ all the data related to the file thanks to their private key, others could for example,
just see the name, first name and blood type of the patient. The blood type is in clear in
the file because it allows in case of an accident to solve emergency problems without
resorting to decryption protocols.

Each system adopts a different algorithm that meets the requirements. The pro-
posed protocol ensures data security and access control. The essential features of the
Blockchain guarantee the immunity of the proposed protocol. In other words, the data
stored in the Blockchain are immutable unless there is a significant attack (51%) that
occurs when there are fewer honest nodes than malicious nodes in the whole network
[16, 17]. This protocol ensures the effectiveness and reliability of the proposed system
to work in different environments and can provide satisfactory security protection.

9 Conclusion

In this paper, we illustrate how to apply the Blockchain technique in healthcare. We
proposed a secure and privacy-preserving Blockchain-based EHR sharing protocol for
diagnostic improvements in the Senegalese healthcare system. Advantages of this strat-
egy include easy authentication since a physician only needs to provide his ID associated
with his identity to the central authority to access the system.

The digital health record, once implemented in Senegal, will be used to make avail-
able, in real time, all of a user’s medical data, from birth to death, to share data with all
health professionals involved in providing care in order to provide management, quality
and performance indicators, to feed registers, such as cancer, and the daily emergency
situation report.

In our future work, we are analyzing the performance of our system and comparing
it with current state-of-the-art solutions for data sharing between hospitals.
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Abstract. Human tissue mimicking phantoms allow development of realistic
emulations platforms which are essential for design of several biomedical moni-
toring and diagnosis systems. This first aim of this paper is to present a novel and
durable fat tissue phantom for lower microwave frequency ranges 2.5–10 GHz.
The phantom is developed from the liquid propylene glycol (pure) whichwe found
to have similar dielectric properties as the fat tissue and hence, it is suitable to
be used as liquid fat phantom. Development steps of solid fat phantoms with dif-
ferent trials are presented to provide insight how each ingredient affect on the
dielelctric properties of the mixture. Additionally, phantom’s stability over time
in terms of dielectric and physical properties are evaluated. The second main aim
of this paper is to present a novel approach to verify the feasibility and relia-
bility of phantoms in practical scenarios with tissue layer model simulations. In
the simulations, the antenna reflection coefficients are calculated with tissue layer
models in which the dielectric properties of the fat tissue layer is varied between
the proposed prolyne glycol -based fat phantoms as well as real human fat tissue
values. Our goal is to show how small differences in the dielectric properties of
the phantoms affect on a practical scenario which is based on antenna impedance
measurements. The dielectric properties of the proposed fat phantom have very
good correspondence with real fat tissue especially in the range of 5 GHz-10 GHz.
Also, at lower ultrawide band (3.1–5 GHz), the difference in dielectric properties
is minor. The layer model simulations show that the differences in dielectric prop-
erties do not have significant effect when modelling the practical scenarios in the
frequency ranges targeted for medical applications. Hence the proposed liquid and
solid fat phantoms are suitable to be used in the emulation platforms of biomedical
applications.
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1 Introduction

Interest on development of microwave -based medical monitoring applications has
increased significantly recently due to their non-ionized radiation, low-cost, and possibil-
ity for portability [1–6]. Development of new biomedical technology products requires
precise modelling of the human body effects. Commonly, this involves large amount of
experiments and measurements that need to be carried out with humans and animals,
which in general are time consuming, complex, and expensive to perform. Thus, real-
istic tissue mimicking 3D phantom emulation platforms are suggested to be used when
evaluating new concepts of medical applications [6].

The development of human tissue phantoms for microwaves has been an actively
studied topic in recent years [7–15]. Different recipes for solution mixtures have been
proposed for solid and liquid phantoms for different medical monitoring and imaging
applications. Solid phantoms have the advantage of possibility for using realistic shaped
3D molds whereas liquid phantoms have the advantage of easy adjustability in terms of
size.

Development of adipose, i.e., fat tissue phantoms for microwave ranges has also
been studied actively [10–15]. Numerous of the proposed fat phantoms are targeted for
breast cancer detection studies. However, fat phantom development has shown to be
challenging due to several reasons: a) some of the proposed recipes contain ingredients
which are toxic (e.g. formaldehyde), thereby requiring specific laboratory equipment to
be handled, b) incredients are not easily accessible or are very costly, c) the fat phantoms
aimed to be solid become oily in the room temperature and hence challenging to be used
especially with 3D phantom models, d) or the dieletric properties of the presented fat
phantoms have clear differences compared to the dielectric properties of the human fat
tissue, e) phantoms are not durable: either the dielectric properties change significantly
with the time or mildew appears on phantoms even after short time of storage in the
refridgerator.

The first aim of this paper is to present for the first time a novel, easy-to-produce,
non-toxic, and durable mixture for fat phantomwhich is based on pure propylene glycol.
The developement procudure with different recipe trials are explained to give insight
how different ingredients affect on the dieletric properties. The second main aim is to
present a novel idea for phantom verifications with tissue layer model electromagnetic
simulations. In the simulations, the antenna reflection coefficient is calculatedwith tissue
layer models in which the dielectric properties of the fat tissue layer is varied between
the proposed prolyne glycol -based fat phantoms as well as real human fat tissue values.
Our goal is to show how small differences in the dielectric properties of the phantoms
affect on a practical scenario which is based on antenna impedance measurements.

This paper is organized as follows: Sect. 2 presents the liquid and solid propylene
glycol -based fat tissue phantoms. The development prodecure of the solid fat phantom
and dielectric properties of different recipe trials are presented. Section 3 verifies the
usability of the proposed fat phantoms using layer model simulations. Additionally,
stable-of-time properties are evaluated. Summary and Conclusions are given in Sect. 4.
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2 Propylene Glycol Based Fat Tissue Phantoms, Liquid and Solid

The development of propylene glycol-based phantoms started from authors’ observation
that the dielectric properties of the pure proplylene glycol (98%) were close to those of
real fat tissue. The relative permittivity and conductivity values for fat tissue and liquid
propylene glycol are shown in Fig. 1. Dielectric properties of the fat tissue are retrieved
from [16]. As it can be seen, the relative permittivity of the propylene glycol is close to
the dielectric properties of fat tissue from 2.5 GHz onwards. The relative permittivity of
propylene glycol is slightly higher than the real fat tissue at 2.5–3.6 GHz, whereas from
3.6 GHz onwards, the relative permittivity is slighlty lower. However, the difference at
these ranges is maximum 0.2. Also the difference in the conductivity values is minor
0.1–0.2 dB. Hence, the pure propylene glycol can be used as fat tissue phantom in the
liquid form especially at lower microwave frequencies.

Fig. 1. Relative permittivity and conductivity values for fat tissue and liquid propylene glycol
(pure) presented in the same linear scale.

Next, we started investigations for developing propylene glycol -based solid phan-
toms which enable the use of 3D fat phantommodels. The aim was to solidify propylene
glycol by adding gelatin and xanthan in the mixture. Since gelatin does not get dis-
solved directly with propylene glycol, small amount of water is needed to be mixed with
gelatin first. However, water increases both relative permittivity as well as conductivity
and therefore, the amount of water is intended to be minimized. Dishwashing liquid is
added to enable smooth mixing of all the ingredients. In this study, we investigate the
impact of different amounts of water in the solution mixtures. Additionally, the impact
of the amount of gelatin and xanthan is also studied. Altogether 14 different mixture
trials are investigated to find a solution with provides best match to a real fat tissue
taken into the account of physical characteristics (solidness, possibility to be used in 3D
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molds). The different mixture solution trials FT1-FT14 with amount of ingredients are
summarized in Table 1. Additionally, the corresponding measured dielectric properties
of each sample are also presented in Table 1.

The phantom preparation is described briefly in the following: On a hot plate stirrer,
presented in Fig. 2a, the distilled water is warmed in a beaker to 65 °C. Then, while
keeping the temperature at 65 °C, the gelatin is gently added. The mixture is allowed to
be stirred for 5 min. The propylene glycol is heated to around 50 °C and added to the
gelatin water-based mixture and stirred continuously till the solution is heated to 65 °C.
Then the xanthan is thoroughly combined with the solution. Finally, dishwashing liquid
is added and well mixed into the solution. The solution is placed in a small petri dish
and refrigerated for 24 h. Before taking any measurements, the phantoms rest at room
temperature for about an hour to achieve room temperature 22°.

Firstly, the dielectric properties of the phantoms are measured using and Vector Net-
workAnalyzer (VNA)Keysight P9375A connected to a SPEAG’sDielectricAssessment
Kit (DAK 3.5) [17]. The DAK software converts the measured complex S11 of the phan-
tom sample into the complex permittivity and conductivity. The operation frequency
range is 900 MHz to 10 GHz with a sweep of 117 points. The calibration was performed
by applying the standard Open Source Load (OSL) calibration. The open was measured
by holding the probe in the ambient air. The short wasmeasured by connecting the probe
to the shorting block and the measurement for the load was performed by setting the
probe to DAK‘s official calibration liquid “Head” [17]. The success of the calibration
was verified by measuring the dielectric properties of the calibration liquid Head and
comparing results with the data sheet.

After the calibration, all of the fat phantommixture solution trials (FT) are measured
at room temperature. The dielectric properties of the samples are measured twice at
2–3 different locations and are given as an average of all. The measurement setup of
dielectric properties of the phantom is presented in Fig. 2b.

Fig. 2. The setup for measuring dielectric properties of the phantom samples.

The first fat-phantom trial (FT1) is developed only from propylene glycol (20 ml),
distilled water (5 ml), and gelatine (3 g). As seen from Table 1, both relative permittivity
and the conductivity values are too high compared to the real fat tissue. Therefore,
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the next trial FT2 includes less water and gelatine, but has incluision of xanthan and
dishwashing liquid. FT2 has clearly lower relative permittivity and conductive than FT1,
though still excessively high compared to the target values. FT3-FT5 are the trials where
amount of water and gelatine are further decreased, both reductions yielding in lower
relative permittivity and conductivity. In FT6-FT9, the amount of gelatine is drastically
reduced to 0.75 g which however does not lower the relative permittivity to below 5
and also conductivity remains too high. Trials FT10-FT14 evaluates the impact of the
increasing the amount of the propylene glycol in the mixture. The addition of propylene
glycol requires addition of the water as well and thus, the decrease of the permittivity
and conductivity values is more moderate. When using propylene glycol 40 ml and
50 ml (FT13 and FT14), the relative permittivity and conductivity values are already
very close to those of the real fat tissue, especially with FT14. However, FT14 is not
fully solidified even after several days and therefore is not suitable in its current form for
3D emulation platforms requiring fully solid phantoms. Thus, we chose the fully solid
FT13 for the fat tissue phantom mixture solutions since the relative permittivity and
conductivity are only 0.2 and 0.3 at higher level than those of the measured fat tissues.

Table 1. Different phantom mixture trials and their dielectric properties.

Distilled
water
[ml]

Gelatine
[g]

Propylene
glycol [ml]

Xanthan
[g]

Dish-
washing
liquid
[ml]

Relative
permittivity

Conductivity
[S/m]

FT1 5 3 20 – – 10.3/6.9/6.2 1.3/ 1.7/ 2.1

FT2 3 2 20 1 0.5 9.3/6.5 /5.9 1.1/ 1.5 /1.7

FT3 2 1.5 20 1 0.5 8.6/6.1/5.6 1.1/1.5/1.7

FT4 2 1 20 1 0.5 8.15/5.9/5.4 1.0/1.4/1.6

FT5 3 1.5 20 1 0.5 8.9/5.9/5.7 1.1/1.5/1.8

FT6 2 0.75 20 1 0.5 7.7/5.73/5.3 0.9/1.3/1.5

FT7 1.5 0.75 20 1 0.5 7.0/5.4/5.1 0.8/1.1/1.3

FT8 2 0.75 20 2 0.5 7.8/5.8/5.4 0.9/1.3/1.6

FT9 1.5 0.75 20 2 0.5 6.9/5.3/5.0 0.8/1.0/1.2

FT10 3 2 25 1 0.5 7.0/5.2/4.8 0.8/1.1/1.2

FT11 3 2 30 1 0.5 7.1/5.2/4.9 0.8/1.0/1.2

FT12 3 2 35 1 0.5 6.8/5.1/4.8 0.8/1.1/1.1

FT13 3 2 40 1 0.5 6.4/5.0/.4.7 0.75/0.95/1.0

FT14 3 2 50 1 0.5 6.1/4.8/4.5 0.73/0.92/1.0

Final
=
FT13

3 2 40 1 0.5 6.4/5.0/.4.7 0.75/0.95/1.0
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The relative permittivity and conductivity values for fat tissue trials and real fat tissue at
frequency range 0.9–10 GHz are presented in Fig. 3a-b, respectively.

Fig. 3. Dielectric properties of different fat phantom trials (FTs) a) relative permittivity, b)
conductivity.
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3 Fat Phantom Evaluations

3.1 S11 Parameter Comparison with Layer Models

This paper brings a novel idea for phantom verifications using tissue layer model elec-
tromagnetic simulations. In the simulations, the antenna reflection coefficient, i.e. S11
parameter, is calculated with tissue layer models consisting of three layer: skin, fat, and
muscle.

For the skin and muscle tissue layers, the dielectric proprties are retrieved from [16].
For the fat tissue layer, the dielectric properties are varied between a) the reference case
with real fat tissue values from [16], b) liquid propylene glycol, and c) solid fat phantom
with FT13mixture solutions. The aim is to see howmuch small differences in the dielec-
tric properties of the phantoms affect on the simulated antenna reflection coefficients.
The results will provide insight how close the phantom based antenna performance
evaluations are to the realistic case.

The simulations are carried out using the electromagnetic simulation software Simu-
lia Dassault CST Studio Suite [18]. The layer model used in the simulations is presented
in Fig. 4a. The thicknesses of the skin, fat and muscle tissues are 1.1 mm, 7 mm, and
8 mm which are summarized in Table 2. For the simulations, human tissue values are
automatically found from CST’s BioModel material library which correspond to values
retrieved in [16]. Those values are used for the reference case simulations. However, in
CST, it is possible to edit the tissue properties by changing relative permittivity and loss
tangent values manually. Therefore, we first calculate tanδ values for the phantom cases
from the measured conductivity values using formula:

tan δ = σ

ωε0εr

in which σ is the conductivity, ω = 2π f with f the evaluated frequency, ε0 = 8.854
e−12 is the free space permittivity and εr is the real part of the complex permittivity value
[19]. Loss tangent values are listed in Table 2. The antenna used in the simulations is
an UWB antenna designed for on-body communications [20]. The antenna simulation
model is presented in Fig. 4b.

The simulated S11 values with cases a-c are presented in Fig. 5a for the antenna-skin
distance 30 mm and in Fig. 5b for the antenna-skin distance 8 mm. It was found that
antenna reflection coefficients simulatedwith the dielectric properties of the phantomand
liquid propylene glycol are almost same as the antenna-skin distance is 30 mm (optimal
antenna-body distance with the selected antenna). Also, with the smaller antenna-body
distance (8mm), the antenna reflection coefficients have negligible differences at the
frequency range 3.5 GHz-8 GHz. At the lowest part of the UWB range (3.1 GHz), the
difference is maximum 4.5 dB, whereas at ISM frequency band 2.5 Ghz, the difference
is maximum 2 dB. The difference is at largest, 6 dB, at 2.6 GHz but that frequency range
is out of the interest for medical applications. These results are in line with the dielectric
property differences presented in Fig. 3 since their differences are also larger at lower
frequencies.
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Fig. 4. a) The layer model used in the phantom verifications with S11 parameter simulations, b)
UWB loop antenna used in the measurements.

Table 2. Loss tangent values for liquid and solid fat phantoms and real fat tissue

Fat Tissue/Phantom 2.5 GHz 6 GHz 8 GHz

Real fat tissue 0.14 0.19 0.21

Solid phantom 0.25 0.36 0.43

Liquid phantom 0.21 0.34 0.43

3.2 Fat Phantom Stability over Time

Normally, several gelatin-based phantoms last only a limited time especially if no preser-
vatives are used. Mildew appears even in couple of weeks although the phantoms are
stored in the refrigerator. Additionally, dielectric properties change remarkably as the
water slowly evaporates from the phantoms with the time and hence, the phantom dries
slowly.

Next, the proposed fat phantom’s stability over time is evaluatedmeasuring dielectric
properties of the FT13 after 1, 7, 10, 11, 16, and 67 days. The phantom was stored in the
refrigerator and measured at room temperature. After 10- and 67-days of storage, phan-
tom was reheated and resolidified again, and the measurements were taken. Dielectric
properties of the phantom after 1, 7, 10, 11, 16, and 67 days are presented in Fig. 6. It is
found that dielectric properties change only slightly within the time for the first 16 days.
Especially at the frequency range 6–8 GHz, the differences in relative permittivity are
negligible: maximum 0.2. In conductivity, the variation is 0.1 S/m. At lower frequency
range, the relative permittivity difference is 0.5 and conductivity difference 0.45. The
relative permittivity decreases slightly for the first 10 days. Reheating arises the dielec-
tric properties slightly: relative permittivity arises 0.4 units at lower part of the simulated
frequency range and 0.1 units at higher frequency range. Differences in the conductivity
values are 0.1 S/m over the whole simulated frequency range. After 67 days, the dielec-
tric properties of the phantoms have changes more significantly: relative permittivity is
increased 0.5–1 units and conductivity 0.1–0.45 S/m.
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Fig. 5. S11-parameters obtained using dielectric properties of real fat tissue, liquid propylene
glycol and solid fat phantom in the fat tissue layer: a) antenna-skin distance 30 mm and b) 8 mm.
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Fig. 6. Relative permittivity and conductivity values for phantom after 1,7,10, 11, 16, and 67 days
after preparation.

4 Summary and Conclusions

This paper presented a novel and durable fat tissue phantom for lower microwave fre-
quency ranges. The proposed phantom was developed from the liquid propylene gly-
col (pure) that we proved to have corresponding dielectric properties as the fat tissue.
Development steps of the solid fat phantoms were described to provide insight how each
ingredient affects on the dielectric properties of the mixture. The challenge in the devel-
opment process is that jellying agents gelatin and xanthan do not get mixed directly with
liquid propylene glycol and therefore, small amount of distilled water has to be added.
However, distilled water and jellying agents affect on the dielectric properties and thus,
optimal mixture, which yields to fully solid solution after polymerization, has to be
developed taken into the account that the dielectric properties should be enough close
to real fat tissue. The dielectric properties of the proposed solid phantom was shown
to have very good correspondence with real fat tissue especially from 5 GHz-10GHz:
the differences were almost negligible. Also, at lower ultrawide band (3.1–5 GHz), the
difference was minor: differences in relative permittivity and conductivity values were
0.4–0.8 and 0.1–0.2, respectively. The differences were at largest around 2.5–2.7 GHz.

This paper also proposed for the first time the idea of evaluating the feasibility and
reliability of the new phantoms for practical scenarions with human tissue layer model
simulations. The idea is that the dielectric properties of the developed fat phantom is
used in the simulation model as dielectric properties of the corresponding fat tissue
layer. For other tissue layers, the dielectric properties are set same as in the realistic
case. Simulations, e.g. the antenna reflection coefficients simulations, are carried out
and compared with the antenna reflection coefficients obtained with the reference case in
which also the fat layer has realistic dielectric properties. The proposed method provides
the possibility to investigate smoothly the impact of small differences in the dielectric
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properties of the developed phantoms and compare the results with the ideal case for the
selected application.

In this study, the antenna reflection coefficients were calculated with the layer model
in which the fat layer‘s dielectric properties were set the same as those of the liquid
and solid fat phantoms. The results were compared with the fat layer with dielectric
properties of the real fat tissue retrieved from [16]. It was found that antenna reflection
coefficients simulated with the dielectric properties of the phantom and liquid propylene
glycol were almost same for the whole simulated frequency range as the antenna-body
distance is 30 mm (optimal antenna-body distance for the selected antenna). Also, with
the smaller antenna-body distance (8mm), the simulated antenna reflection coefficients
have negligible differences at the frequency range 3.5 GHz−8 GHz. At the lowest part
of the simulated frequency range, the differences were larger, which is in line with the
comparison results on the differences of the dielectric properties.However, themaximum
difference was 6 dB at 2.6–2-7 GHz, which are the frequencies out of the interest of
medical applications. Instead, at ISM band 2.5 GHz, which is commonly used inmedical
applications, the differences in simulated antenna reflection coefficients were smaller:
maximum 2.5 dB.

Based on the presented results, the pure propylene glycol can be considered as an
excellent fat phantom in liquid form for the frequency range 2.5–10 GHz with only
minor differences in the dielectric properties compared to those of the real fat tissue.
The developed solid fat phantom is also very good for the frequency range 3–10 GHz
and also good at the ISM band 2.5 GHz. Hence, it can be concluded that the proposed
propylene glycol -based liquid and solid fat phantoms are suitable to be used in the
emulation platforms of biomedical applications.

As a future work, we plan to test usability of novel fat phantoms with different anten-
nas, both on-body and implant antennas. Additionally, we will use novel fat phantoms
(both solid and liquid) to different medical monitoring application studies for which
we already have realistic simulation -based results available: e.g. for realistic capsule
endoscopy radio channel modelling [21] and breast cancer detection studies [22].
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Abstract. Inter-symbol interference (ISI) decreases the performance of
diffusion based molecular communication (MC) significantly. Especially,
considering the molecular degradation during the propagation, the ISI
mitigation becomes more tricky as the received molecules vary greatly.
To tackle this problem, in this paper, we propose an optimal detection
method based on maximum likelihood detection by minimizing the error
probability. To characterize the proposed detection method, the opti-
mal detection threshold and bit error rate (BER) is derived. Simulation
results verified the effectiveness of the proposed ISI mitigation method
in the considered MC system with molecular degradation.

Keywords: Inter-symbol interference · Molecular degradation ·
Molecular communication · Maximum likelihood

1 Introduction

Inspired by the nature communication between biological cells, a new commu-
nication paradigm named molecular communication (MC) is proposed which
enables the communication between the nanomachines [1,2]. In the MC, bio-
chemical molecules are employed as the information carriers to transmit the
information. MC has broad various promising applications such as in-body health
monitoring, drug delivery, etc. [3]. Especially, during the outbreak of COVID-19,
MC can also be employed to model the propagation of the virus [4–6].

In MC, the information can be encoded in the molecular concentrations,
molecular types, and the release time of molecules. Then the encoded molecules
are released into the medium and propagate to the receiver by diffusion, active
transport, and others. At the receiver, the nanomachine senses the received
molecules and decodes the information.

Diffusion-based molecular communication (DBMC) attracts more attention
to its energy efficiency. In DBMC, the released molecules diffuse to the receiver by
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Brownian motion making the molecules follow different trajectories and making
the channel memory. Therefore, the DBMC suffers serve intersymbol interference
(ISI) due to the previously released molecules arriving at the receiver in the
subsequent time slots.

The ISI decreases the performance of the DBMC greatly. Therefore, various
methods have been proposed to mitigate the ISI. In [2], a chemical reaction
based method is proposed where acids, bases, and the concentration of hydrogen
ions are employed to transmit the information. In [7], a pre-equalization scheme
where the difference between the number of received two types of molecules as
the actual signal is proposed to mitigate the ISI. In [8], to mitigate the ISI,
the increase of the received molecular concentration rather than the absolute
concentration is considered. By employing the K-means clustering algorithm,
in [9], the detection thresholds can be reformulated and better bit error rate
performance is achieved. An Extended Kalman filter is proposed for detection in
[10] to mitigate the ISI. Deep learning schemes are also proposed to demodulate
the received molecules, in [11], convolutional neural network is studied, and in
[12], deep neural network is considered.

In DBMC, during the propagation of the released molecules, the molecules
may be degraded due to the chemical reaction. In [13–15], the exponential degra-
dation of the molecules during the propagation is considered. In [13], considering
the molecular degradation, modulation schemes are proposed. In [16], the molec-
ular degradation during the propagation and the molecular reaction with receiver
receptor proteins is considered, and the expected received signal is analyzed. The
results in [15] indicate that the degradation improves the system performance
once appropriate select the degradation rate. Efficient deployment of the limited
amount of enzymes in the channel to mitigate the ISI is studied in [17]. In [18], to
mitigate the ISI, an enzymatic reaction is introduced by degrading the molecules
in the channel.

In this paper, considering the degradation of the molecules in the channel,
we propose a detection scheme based on maximum likelihood (ML). Though the
ML detection scheme has been employed in the MC, however, in these schemes,
molecular degradation is not considered, and molecular degradation is common
in more practical MC systems. Therefore, in this paper, we first analyze the
received signal considering molecular degradation during the propagation. Then,
based on the received signal, a detection scheme based on the ML is conducted to
mitigate the ISI. Finally, the simulations are performed to verify the effectiveness
of the proposed scheme in the considered MC system.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
the considered MC system model with molecular degradation. In Sect. 3, we
analyze the received signal and introduce the detection method based on the
ML. In Sect. 4, we validate the ML detection method in the ISI mitigation with
molecular degradation during the propagation. Finally, the conclusion of this
paper is presented in Sect. 5.
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Signaling Molecule Degraded Molecule

Transmitter

Receiver

Fig. 1. The considered molecular communication system model.

2 System Model

In this paper, a three-dimensional (3D) MC system with a point transmitter and
a sphere absorb receiver is considered. At the transmitter, the concentration shift
keying (CSK) modulation scheme is employed, which indicates that to transmit
bit 0, no molecule is released, while to transmit bit 1, Nm molecules are released.
After the molecules are released from the transmitter, they propagate to the
receiver by diffusion. Moreover, the exponential degradation of the molecules is
taken into account during the propagation. The receiver detects and counts the
number of received molecules. Then, based on the received signal, the received
bits are demodulated by the ML detection method. The overall MC system
model is shown in Fig. 1.

As shown in Fig. 1, the released molecules can be divided into two parts, one
is the signaling molecules, which propagate in the channel and can be detected
by the receiver. The other part is the degraded molecules, which are degraded
in the channel before arriving at the receiver.

Considering the exponential decay degradation of the released molecules,
assuming the initial concentration of released molecules is C0, then, at time t,
the molecular concentration can be expressed as [15]

C(t) = C0e
(−λt), (1)

where λ can be achieved by

λ =
ln 2
Λ1/2

, (2)

where Λ1/2 is the half lifetime of molecules.
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Then, at time t, the fraction of absorbed molecules which are released at time
t = 0 can be expressed as [15]

F (λ, t|r0)= rrx

d + rrx
exp

[
−

√
λ

D
d

]
− rrx

2 (d + rrx)
e−

√
λ
D d ×

{
erf

(
d√
4Dt

−
√

λt

)

+e2
√

λ
D d ×

[
erf

(
d√
4Dt

+
√

λt

)
− 1

]
+ 1

}
,

(3)

where rrx is the radius of the receiver, d is the distance between the transmitter
and the receiver, and D is the diffusion coefficient of the molecules. During a bit
interval T , the hitting probability can be expressed as

Fhit,1,λ = F (λ, t + T |r0) − F (λ, t|r0) . (4)

For simple the notation, Fhit,k−i+1,λ denotes the hitting probability of molecules
released at the beginning of ith bit interval and observed during the kth bit inter-
val and considering the molecular degradation during the propagation. Fhit,1,λ

denotes the hitting probability of molecules released at the beginning of the kth
bit interval and observed during the kth bit interval.

Then, after Nm are released from the transmitter at time t0, the expected
number of received molecules during a bit interval can be expressed as

E [Nrx,λ] = NmFhit,1,λ. (5)

In DBMC, due to the channel memory, making the absorbed molecules at
the receiver in a bit interval not only from the at the current bit interval but also
from molecules released at the previous bit interval. Therefore, considering the
channel memory, the received molecules in the kth bit interval can be expressed
as

Nrx,k,λ = Nrx,c,k,λ + Nrx,ISI,k,λ + Nrx,n,k,λ, (6)

where Nrx,c,k,λ denotes the molecules released at the beginning of kth bit interval
and received during the kth bit interval; Nrx,ISI,k,λ is the molecules released from
the previous bit interval but received during the kth bit interval; and Nrx,n,k,λ

is the counting noise.
After Nm molecules are released from the transmitter at the beginning of

kth bit interval, the received molecules Nrx,c,k,λ during the kth bit interval can
be expressed as

Nrx,c,k,λ = NmFhit,1,λ. (7)

The Nrx,c,k,λ can be approximated by the normal distribution and expressed as

Nrx,c,k,λ ∼ N (NmFhit,1,λ, NmFhit,1,λ (1 − Fhit,1,λ)) . (8)
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The interference molecules Nrx,ISI,k,λ can be expressed as

Nrx,ISI,k,λ =
k−1∑
i=1

Nrx,ISI,i,λ, (9)

where Nrx,ISI,i,λ denotes the molecules released at the beginning of ith bit inter-
val but received during the kth bit interval and can be expressed as

Nrx,ISI,i,λ = Ntx,iFhit,k−i+1,λ, (10)

where Ntx,i denotes the number of transmitted molecules at the beginning of ith
bit interval, and for bit 0, no molecule is released, while for bit 1, Nm molecules
are released. The Nrx,ISI,i,λ can be approximated by the normal distribution

Nrx,ISI,i,λ ∼ N (Ntx,iFhit,k−i+1,λ, Ntx,iFhit,k−i+1,λ (1 − Fhit,k−i+1,λ)) . (11)

In DBMC, the counting noise Nrx,n,k,λ is a random process of molecules
entering/leaving the receptor space of the receiver and is usually assumed to
follow a Gaussian distribution with 0 mean and the variance depends on the
received molecules and can be expressed as

Nrx,n,k,λ ∼ N (
0, σ2

n

)
. (12)

3 Maximum Likelihood Detection Method

In this section, the ML detection scheme is employed at the receiver to detect
the received bits and mitigate the ISI. Without loss of generality, we assume
all the transmission bits are random and independent. Then, based on (7)–
(12), the received molecules can be approximated by the normal distribution
Nrx,k,λ ∼ N

(
μrx,k,λ, σ2

rx,k,λ

)
. Let H0 be the hypothesis that bit 0 is transmit-

ted; therefore, under H0, the mean μ0,k,λ and variance σ2
0,k,λ of the received

molecules can be expressed as

μ0,k,λ = μI,k,λ + μn,k,λ =
1
2

k−1∑
i=1

Ntx,iFhit,k−i+1,λ, (13)

σ2
0,k,λ =

k−1∑

i=1

σ2
I,j,λ + σ2

n,k,λ

=

k−1∑

i=1

[
1

2
Ntx,iFhit,k−i+1,λ (1 − Fhit,k−i+1,λ) +

1

4
(Ntx,iFhit,k−i+1,λ)2

]
+ μ0,k.

(14)
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Let H1 be the hypothesis that bit 1 is transmitted, therefore, under H1, the
mean μ1,k,λ and variance σ2

1,k,λ of the received molecules can be expressed as

μ1,k,λ = μc,k,λ + μI,k,λ + μn,k,λ

= Ntx,kFhit,1,λ +
1
2

k−1∑
i=1

Ntx,iFhit,k−i+1,λ,
(15)

σ2
1,k,λ = σ2

c,k,λ + σ2
I,k,λ + σ2

n,k,λ

= Ntx,kFhit,1,λ (1 − Fhit,1,λ) +
k−1∑
i=1

[
1
2
Ntx,iFhit,k−i+1,λ (1 − Fhit,k−i+1,λ)

]

+
k−1∑
i=1

[
1
4
(Ntx,iFhit,k−i+1,λ)2

]
+ μ1,k,λ.

(16)

The bit detection at the receiver in the kth bit interval by employing the ML
decision rule can be expressed as

b̂rx,k = arg max
btx,k

f (Nrx,k,λ|Hx) , (17)

where btx,k is the transmitted bits sequence and btx,k ∈ {0, 1}, f (Nrx,k,λ|Hx)
denotes the conditional PDF of Nrx,k,λ under the hypothesis Hx. Based on (13)
and (14), the conditional PDF of Nrx,k,λ under the hypothesis H0 which assumes
bit 0 is transmitted can be expressed as

f (Nrx,k,λ|H0) =
1√

2πσ2
0,k,λ

exp

(
− (Nthr − μ0,k,λ)2

2σ2
0,k,λ

)
. (18)

And Based on (15) and (16), the conditional PDF of Nrx,k,λ under the hypothesis
H1 which assumes bit 1 is transmitted can be expressed as

f (Nrx,k,λ|H1) =
1√

2πσ2
1,k,λ

exp

(
− (Nthr − μ1,k,λ)2

2σ2
1,k,λ

)
. (19)

Therefore, the optimal detection threshold Nthr can be achieved by setting

1√
2πσ2

0,k,λ

exp

(
− (Nthr − μ0,k,λ)2

2σ2
0,k,λ

)
=

1√
2πσ2

1,k,λ

exp

(
− (Nthr − μ1,k,λ)2

2σ2
1,k,λ

)
,

(20)
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Then the optimal detection threshold Nthr can be achieved as

Nthr =
1

σ2
1,k,λ − σ2

0,k,λ

[(
μ0,k,λσ2

1,k,λ − μ1,k,λσ2
0,k,λ

)

+σ0,k,λσ1,k,λ

√
(μ0,k,λ − μ1,k,λ)2 + 2

(
σ2
1,k,λ − σ2

0,k,λ

)
ln

σ1,k,λ

σ0,k,λ

]
.

(21)

At the receiver, the bits are decoded according to the following rule

b̂rx,k =
{

1, Nrx,k,λ ≥ Nthr

0 Nrx,k,λ < Nthr.
(22)

In DBMC, considering the channel memory, the error in the kth bit interval is
not only related to the molecules transmitted in the current bit interval but also
the previous bit interval. Therefore, the bit error rate can be expressed as

Pe,k,λ =
∑

(btx,1,...,btx,k)∈{0,1}k

Pr (btx,1, . . . , btx,k) Pr (error | btx,1, . . . , btx,k) . (23)

In DBMC, an error is occurred when the decoded bit not equal to the trans-
mitted bit, namely b̂rx,k �= btx,k. The error for transmitting bit 0 and bit 1 can
be expressed as

Pr (Nrx,k,λ > Nthr|btx,k = 0) = Q

(√
(Nthr − μ0,k,λ)2

σ2
0,k,λ

)
, (24)

Pr (Nrx,k,λ > Nthr|btx,k = 1) = Q

(√
(Nthr − μ1,k,λ)2

σ2
1,k,λ

)
. (25)

Thus, the average bit error probability in the kth time slot for the same
probability to transmit bit 0 and bit 1 can be expressed as

Pe,k,λ =
1
2

(
1 − Q

(
Nthr − μ1,k,λ

σ1,k,λ

))
+

1
2
Q

(
Nthr − μ0,k,λ

σ0,k,λ

)
. (26)

4 Numerical and Simulation Results

In this section, numerical and simulations are conducted to verify the effective-
ness of the ML detection scheme in mitigating ISI in the DBMC system consid-
ering the degradation of the molecules during the propagation. The parameters
are listed in Table 1.

In Fig. 2, the molecular concentration varies with time under the different
half lifetime of molecules Λ1/2 are compared. As shown in Fig. 2, the molecular
concentration decreases with time, however, the decrease rate is affected by the
half lifetime of molecules Λ1/2. For the larger half lifetime of molecules Λ1/2, the
longer time the molecules propagate, therefore, more molecules are probability
to be absorbed by the receiver, making the higher molecular concentration.



ISI Mitigation with Molecular Degradation in Molecular Communication 185

Table 1. Simulation parameters.

Simulation parameters Symbol Value

Distance between transmitter and receiver d 4 μm

Radius of receiver rrx 6 μm

Diffusion coefficient D 79.4 μm2/s

Number of transmitter molecules for bit 1 Ntx 10000

Half-lifetime of released molecules Λ1/2 0.128 s,0.064 s,0.032 s

Bit interval T 0.5 s
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Fig. 2. The molecular concentration varies with time t. The initial molecular concen-
tration C0=1.

Figure 3 illustrates the fraction of molecules absorbed by the receiver varies
with time under the different half lifetime of molecules Λ1/2. It can be clearly
seen from Fig. 3, for the larger half lifetime of molecules Λ1/2, the higher fraction
of molecules absorbed by the receiver due to the larger half lifetime of molecules
Λ1/2, the longer lifetime of the molecules, then, making more molecules are
absorbed by the receiver.
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Fig. 3. The fraction of absorbed molecules varies with time t.

In Fig. 4, we illustrate the BER varies with the detection threshold under
the different half lifetime of molecules Λ1/2. It is shown in Fig. 4, for the smaller
half lifetime of molecules Λ1/2, the optimal detection threshold is smaller, and
it achieves better BER performance. This is because, for the smaller Λ1/2,
more molecules are degraded during the propagation, therefore, fewer molecules
remain in the channel, and this decreases the effect for future transmission. So,
for the smaller half lifetime of molecules Λ1/2, the optimal detection threshold
is also smaller, and it achieves better BER performance.

In Fig. 5, we illustrate the BER varies with SNR under the different half
lifetime of molecules Λ1/2 based on the ML detection. As shown in Fig. 5, with
the increase of SNR, the BER decreases, and the BER is also affected by the
Λ1/2. For the smaller Λ1/2, it achieves better BER performance, due to the
smaller Λ1/2, the molecules degrade during the propagation and there are fewer
molecules remaining in the channel namely lower ISI. It also verified the effective-
ness of ML detection in the DBMC system with molecular degradation during
the propagation.
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Fig. 4. The BER varies with the detection threshold.
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Fig. 5. The BER varies with SNR in the considered DBMC.
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5 Conclusion

In this paper, we considered a DBMC system in which the released molecules
degrade during propagation. Considering the degradation of molecules during
the propagation, the received molecules are analyzed. Then, based on the mean
and variance of the received molecules, the ML detection method is employed to
detect the received bits and mitigate the ISI. Simulation results verified the effec-
tiveness of the ML detection method in the ISI mitigation in the DBMC system
when the degradation of the molecule during the propagation is considered.
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Abstract. For a long time, people have carried out various studies on
molecular communication and nano information network in order to real-
ize biomedical applications inside human body. However, how to realize
the communication between these applications and the outside body has
become a new problem. In general, different components in the blood
have different absorption rates of the different light. Based on this, we
propose a new through-body communication method. The nanomachine
in the blood vessel transmits signal by releasing certain substances which
can influence blood oxygen saturation. The change of blood oxygen sat-
uration can be detected by a outside body device measuring the attenu-
ation of different light through blood. The framework of the entire com-
munication system is proposed and mathematically modeled. Its error
performance is discussed and evaluated. This research will contribute to
the realization of the connection of communication systems inside and
outside the human body.

Keywords: molecular communication · nanomachine · oxygen
saturation · light absorption

1 Introduction

In recent years, molecular communication has become a research hotspot because
nanomachine is expected to use in actual test. It is possible for us to use nanoma-
chine to form the internet of nano things and complete the communication inside
and outside the human body [1]. So far, the problem of designing a suitable inter-
face between the nanoscale environment and the external macroscopic world
remains an open research issue.
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There are many studies on the theoretical research of communication systems
inside and outside the human body such as [2,3]. In [2], the authors set up
nanomachines in the human body and send signals by stimulating nerve fibers
through electrodes. This signal propagates through the nerves and produces a
surface electromyography signal, which serves as the information received by
the body surface receiver. However, the signal transmission through the nervous
system is susceptible to the interference of the action caused by the subjective
consciousness of the human body on the neural signal reception. In literature
[3], the authors used blood vessels as communication channels and used smart
probes fixed in them as a tool for information interaction inside and outside the
human body. The probes are expected to release a substance that generates an
allergic reaction on the skin surface, or is detectable in the infrared bandwidth
or by ultrasound. However, the authors did not elaborate on how to implement
these ideas.

We notice that the oximeter is often used outside human body to detect the
blood oxygen saturation in blood vessels. We can utilize this technique to real-
ize the communication system through human body. Blood oxygen saturation is
one of the important basic data in clinical medicine, which can be inferred by
measuring the attenuation of different light through blood. The signal transmis-
sion through the body can be achieved by altering blood oxygen saturation and
detecting its change outside human body by optical method.

The main contributions of this paper are:

1) We propose a new through-body communication method that people can
make use of blood oxygen saturation detection as a medium for information
interaction inside and outside the human body. The framework of the entire
communication system is proposed.

2) Our proposed system is mathematically modeled and the error performance
is evaluated.

The rest of this paper is organized as follows. Section 2 introduces prelim-
inary knowledge of optical technology and oxygen saturation, and the design
of through-body communication system. Section 3 presents the mathematical
model of our system. Section 4 presents the simulation results. Section 5 con-
cludes the paper.

2 Design of Through-Body Communication System

In this section, we will make a further explanation about blood oxygen saturation
and the principle of optical detection in this process. After that, we will introduce
the design of our communication system with blood oxygen saturation detection
as a medium for information interaction.
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2.1 Blood Oxygen Saturation

The oxygen consumed by the human body mainly comes from the oxygen carried
by hemoglobin. There are four kinds of hemoglobin in normal blood: oxygenated
hemoglobin (HbO2), deoxyhemoglobin (Hb), carboxyhemoglobin (COHb) and
Methemoglobin (MetHb). In fact, both MetHb and COHb absorb red and
infrared light. This will result in incorrect readings. MetHb is less than 2% and
COHb is less than 3% of the total amount of hemoglobin in normal human body.
Among them, deoxyhemoglobin is reversibly combined with oxygen, while car-
boxyhemoglobin and methemoglobin are not combined with oxygen. The blood
oxygen saturation (SO2) is used to describe the change of oxygen content in
blood. It refers to the percentage of bound oxygen volume in total blood vol-
ume. The function of hemoglobin is to carry oxygen to all parts of the body. The
oxygen content of hemoglobin at any time is called blood oxygen saturation. It
can be expressed as

SO2 = CHbO2/(CHbO2 + CHb).

As for the oxyhemoglobin dissociation curve, also called the oxygen disso-
ciation curve (ODC), is a curve that plots the proportion of hemoglobin in its
saturated (oxygen-laden) form on the vertical axis against the prevailing oxygen
tension on the horizontal axis. This curve is an important tool for understanding
how our blood carries and releases oxygen. Specifically, the oxyhemoglobin dis-
sociation curve relates oxygen saturation (SO2) and partial pressure of oxygen
in the blood (PO2) [4].

2.2 Principle of Optical Detection

As we mentioned before, hemoglobin has both oxygen carrying state and no-
load state. Hemoglobin in carrying oxygen state is called oxyhemoglobin, and
hemoglobin in no-load state is called deoxyhemoglobin. Oxyhemoglobin and
deoxyhemoglobin have different absorption characteristics in the spectrum range
of visible light and near infrared. Deoxyhemoglobin absorbs more red frequency
light and less infrared frequency light. Oxyhemoglobin absorbs less red frequency
light and more infrared frequency light. The principle of a fingertip pulse oxime-
ter is based on this fact. When red light and infrared light irradiate the finger
alternately, the photodiode in the fingertip pulse oximeter will produce a weak
photocurrent that changes with the pulse. After converting, filtering and ampli-
fying the photocurrent, the pulse waveform is obtained. The pulse frequency is
calculated from the peak spacing, and the blood oxygen saturation is calculated
from the photocurrent ratio of red light and infrared light.

According to literature [5], when light of a specific wavelength is incident
on the fingertip, the transmitted light intensity can be divided into two parts:
the pulsatile component and the non-pulsatile component in the fingertip tis-
sue. When the arterial blood vessels in the light-transmitting area pulsate, the
amount of light absorbed by the arterial blood will change accordingly, which is
called current (AC) component. The absorption of light by other tissues such as
skin, muscle, bone and venous blood is constant and is called direct current (DC)
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component. If the attenuation due to factors such as scattering and reflection is
ignored and according to the Lambert-Beer law, when the wavelength is λ and
the monochromatic light with the light intensity of I0 is vertically incident, the
transmitted light intensity can be written as

I = I0e
−ε0C0Le−εHbO2CHbO2Le−εHbCHbL, (1)

where ε0, C0, L are the absorption coefficient, the concentration of light absorb-
ing substances and the optical path length of non-arterial components in the
tissue and venous blood. CHbO2 , εHbO2 are the absorption concentration and
coefficient of HbO2 in arterial blood. CHb and εHb are the absorption concen-
tration and coefficient of Hb in arterial blood.

Fig. 1. The data transmission via human oxygen saturation detection.

2.3 System Design

In order to achieve a feasible change of blood oxygen saturation in blood vessel
and make decisions based on the received light intensity at the receiving end,
we need to release something to change the affinity of hemoglobin for oxygen.
According to the literature [6], CO2 concentration, pH value, temperature and
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2,3 diphosphate glyceride (2,3-DPG) all affect the affinity of hemoglobin for oxy-
gen, thus causing changes in blood oxygen saturation. For safety and practical
considerations, the pH value and temperature in human blood vessels cannot
be easily changed, and CO2 is unable to be carried by nanomachine as a gas
molecule, so we consider that 2,3-DPG is used to change blood oxygen satura-
tion. Under the condition of other situations are the same, the oxyhemoglobin
dissociation curve shifts to the right with the increase of 2,3-DPG [6], which also
represents the decrease in blood oxygen saturation. We assume that the blood
oxygen saturation variation caused by 2,3-DPG variation is much faster than
that that of regular natural saturation changes. The basic idea of our system
design is that nanomachine releases 2,3-DPG to change the blood oxygen con-
centration, thereby producing a change in the light intensity at the receiving end
and realizing the acceptance judgment. The whole process is shown in Fig. 1.

3 Mathematical Modeling of Communication System

In this section, the mathematical modeling of the entire communication process
from the nanomachine in human body to the outside-body processing unit are
presented.

The general idea is that 1) setting the nanomachine on the upstream of
human fingertips so that the nanomachine can release the 2,3-DPG when they
need to send signal, and 2) using a device which make an optical measurement
of blood oxygen saturation on the downstream of human fingertips. In this way,
the data transmission from the nanomachine to the outside body device can be
realized.

If the nanomachine transmits a bit xε{0, 1} to the outside of the human body,
the nanomachine will release a certain amount of 2,3-DPG, which may be set as
M molecules, then the released 2,3-DPG concentration A(t) can be defined as

A(t) =

{
M, x = 1
0, x = 0

(2)

Next, in order to simplify the problem,we assume that 2,3-DPG molecules
first move under blood flow and then react with hemoglobin to reduce blood
oxygen saturation. The diameter of 2,3-DPG molecule is much less than the
diameter of the transverse palmar branch since the volume of 2,3-DPG is around
10−19 mm3 and the diameter of the transverse palmar branch is around 0.4 mm
[7]. In the case of limited transmission distance, we can regard the process of
2,3-DPG molecular transmission in fingertip vessels as a borderless system. We
adopt a model in [8] for 3-D advection-diffusion where the 2,3-DPG concentration
at time t is presented as

C(t) =
M

(4πDt)3/2
e− (d−vt)2

4Dt , (3)
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where v is the speed of blood flow, and d is the distance between nanomachine
and the receiver. D is the diffusion coefficient for 2,3-DPG molecules in blood
vessel.

The sensing of molecular concentration occurs within a spherical receptive
space with volume V . Additive counting noise is generated due to the random
motion of the information molecules. From [9], the total noisy molecule concen-
tration Z(t) is given by

Z(t) = C(t) + n(t), (4)

where n(t) is the non-stationary and signal dependent additive noise. When 2,3-
DPG molecules arrive at the receiver area, the blood oxygen saturation Ss can
be expressed as

Ss = (CHbO2 − f(M, t))/(CHbO2 + CHb). (5)

where f(M, t) is the function which represents the decrease part in HbO2 con-
centration after the release of 2,3-DPG.

Reference [6] gives a clear derivation of the relationship between the 2,3-
DPG and SO2 , which is too complex. We obtain another way to calculate it
approximately. We adopt a model in [10] to calculate oxygen saturation. Its
equation for the ODC describes the oxygen saturation SO2 as a function of
oxygen partial pressure PO2 relative to the half-saturation level P50

SO2 = (PO2/P50)n/[1 + (PO2/P50)n], (6)

where n is the Hill exponent. The value n = 2.7 was found to fit well to the data
for normal human blood in the saturation range of 20–98%. According to [6],
when pH = 7.24, PCO2= 40 mmHg, T=37◦C, the relationship between P50 and
C can be calculated as

P50 = 26.8 + 795.63(C − 0.00465) − 19660.89(C − 0.00465)2. (7)

From literature [11], PO2 in arterial blood is around 90 mmHg. Thus, we
can calculate the relationship between the 2,3-DPG and SO2 to choose the best
2,3-DPG concentration based on (6) and (7).

The output decoding can also be performed according to the general method
of oximeter measurement. Two beams of light with different wavelengths (red
light and infrared light) are used as the incident light in the measurement of
blood oxygen saturation. When the wavelength of the infrared light is taken
near 805nm, the blood oxygen saturation can be expressed as

SO2 = A ∗ Iλ1
AC/Iλ1

DC

Iλ2
AC/Iλ2

DC

− B, (8)

where A, B are expressions about the absorption coefficient, which can generally
be regarded as constants. Iλ1

AC , Iλ2
AC are respectively the pulsatile component

of transmitted light intensity when the light with a wavelength of λ1 or λ2

vertically enters the arterial blood of the fingertip of the human body. Iλ1
DC ,
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Iλ2
DC are respectively the non-pulsatile component of transmitted light intensity

when the light with a wavelength of λ1 or λ2 vertically enters the venous blood of
the fingertip of the human body. In this way, we can detect the oxygen saturation
at the receiver as Sr. The decision equation of the receiver is

x̂ =

{
bit”1”, Sr ≤ Sth

bit”0”, Sr>Sth,
(9)

where Sth is the receiver’s decision threshold and x̂ is recovered signal.

4 Stimulation Results

In this section, the error rate of the through-body communication system is eval-
uated by MATLAB. The distance between nanomachine and receiver is chosen
from 8 mm to 12 mm since the distance between the middle transverse palmar
branch and the distal transverse palmar branch is about 10.33 mm [7]. Consid-
ering that the reasonable range of the blood flow velocity is from 30 mm/s to
126 mm/s [12], we set the velocity from 30 mm/s to 50 mm/s. We assume that
the diffusion coefficient D is 200 mm2/s in blood vessel. We define M in (3)
is 50000. From (4) and (5), we can know the received number of 2,3-DPG is
directly related to blood oxygen saturation. In order to simplify the simulation
calculation process, we define the threshold of molecule number Mth is 8. We
send 100,000 bits of data in a simulation and the number of molecules received
is counted and judged by a spherical receiver with a volume of 1 mm3. What’s
more, for the probabilities of sending bit “1” and bit “0” at the nanomachine,
we choose 0.5 for both of them.

Considering that there may be 2,3-DPG that cannot be cleared in time and
remain in the blood vessel, we add the inter-symbol interference (ISI) influence
and additive noise. We assume that ISI effect can last for eight time slots. Every
time slots lasts t = d/v since the concentration of 2,3-DPG becomes maximum
at this time. Besides, we add gaussian white noise with a signal-to-noise ratio of
20dB in the channel. Both the signal of current time slot and the legacy signals
of the previous eight time slots are disturbed by additive noise. Table 1 shows
some important parameters used in the simulation.

Table 1. Stimulation parameters

Parameter Symbol Value

Distance between nanomachine and receiver d 8mm to 12mm

Blood flow velocity v 30mm/s to 50 mm/s

Diffusion coefficient D 200mm2/s

Number of 2,3-DPG molecules M 50000

Volume of the receiver V 1mm3
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Fig. 2. The relationship of BER and blood flow velocity for different distances between
nanomachine and receiver.

Fig. 3. The relationship of the BER and the distance between transmitter nanomachine
and the receiver for different blood flow velocities.
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The relationship of bit error rate (BER), blood flow velocity is shown in
Fig. 2. It can be seen that as the increase of v, the BER decreases. This is
because the increase of v leads to a larger peak value in (3). It also speed up
the concentration decay to reduce the influence of the long tail effect of signal
molecules when 2,3-DPG molecules diffuse. Therefore, ISI is reduced in this
process and more molecules will be received at the receiver.

It can also be seen that as the increase of d, BER decreases in Fig. 3. Similar
to the discussion process for v, the increase of d leads to smaller peak value C(t),
and further less 2,3-DPG molecules arriving at the receiver.

5 Conclusion

In this paper, we propose a new communication system between nano informa-
tion network inside human body and external network. The transmitter nanoma-
chine in the blood vessel sends signals by releasing 2,3-DPG to alter the blood
oxygen saturation. The outside receiver detects the blood oxygen saturation by
optical technology to make decision. The framework of the whole communication
system are presented and mathematically modeled. The influence of blood flow
velocity and the transmitter receiver distance on the BER are simulated and
discussed. In our future work, we will focus on the study of the channel capacity
of our proposed system.
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Abstract. Molecular communication (MC) is a significant technology in the field
of nanobiology, which usesmolecules asmessage carriers to transmit information.
Diffusion channel model is the most commonly channel model base on Brownian
motion in molecular communication. In single-input single-output (SISO) molec-
ular communication model, inter-symbol interference (ISI) exists due to the long
tail effect. In this study, inspired by the D-MoSK modulation scheme, where dif-
ferent types molecules used for encoding, A new simple modulation is proposed,
which can not only reduce the ISI interference effectively, but also improve the
transmission rate to a certain extent. Numerical results show that compared with
the current modulation scheme, the proposed scheme makes the system achieve
better BER performance and the transmission rate is also improved.

Keywords: Molecular communication · Molecule shift keying · Transmission
rate · Modulation · Diffusion channel

1 Introduction

Human cells can sense each other and store biological information. This magical biolog-
ical structure promotes the emergence of nanomachines, which can realize simple com-
puting and information processing functions [1]. Communication equipment in the field
of nano-network is completely different from traditional communication. Communica-
tion under nano-network requires lower energy consumption, smaller size and biological
compatibility [2, 3]. Molecular communication builds a bridge between engineered nan-
otechnology and natural Bionanotechnology, which is a new communication rule in the
microenvironment [4]. Theway ofmotion of amessengermolecule in communication of
a diffusingmolecule is passive and scarcely consumes any energy, which is also the most
common way in molecular communication [1, 5, 17]. The most basic and simple way of
communicating information to the biological environment is through free diffusion of
molecules [5, 6]. Althoughmolecular communication has encounteredmany obstacles in
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practical application, it has been developing forward. Inspired by traditional electromag-
netic communication, molecular communication has many ways to encode information
into messenger molecules. Althoughmolecular communication is a new communication
mode in micro environment, practical methods in traditional communication can also be
used bymolecular communication. For example, most modulationmethods inmolecular
communication come from traditional electromagnetic communication. Concentration
shift keying (CSK) is similar to amplitude shift keying in traditional electromagnetic
communication. It uses the concentration of the received messenger molecules as the
amplitude of the signal. If the number of messenger molecules reaching the receiver
exceeds the threshold τ within a time slot, the receiver will decode to “1”, otherwise to
“0” [7, 8]. Molecules shift keying (MoSK) is similar to frequency shift keying, which
uses different kinds of messenger molecules to encode, and different kinds of messenger
molecules are equivalent to spectrum resources [7, 9].

In this paper, we propose a simple modulation method that uses different types
molecules to encode and uses a simple mapping to improve transmission rates. Mathe-
matical calculation and simulation experiments are based on diffusion molecular com-
munication in the hope of inspiring related research and proposing better methods. In
Sect. 2, we introduce the simple SISOmodel ofmolecular communication usingmultiple
messenger molecules in diffused channels, and the basic formula of the diffusion motion
of messenger molecules is derived. In Sect. 3, a simple modulation method which can
avoid ISI interference and improve transmission rate is proposed. In addition, the ISI
formula and BER performance of the system under the diffusion model of the second
part are derived. The numerical simulation results are in the Sect. 4 and the conclusions
are in the Sect. 5.

2 System Model

A simple SISO molecular communication model is shown in Fig. 1. The considered
model consists of a set of transmitters (Tx) and receptors (Rx), and the distance between
them is denoted by d. The receptor is assumed to be circular with radius R. The medium
between the transmitter and the receiver is assumed to be a diffusion channel. Black dots
of different shapes in Fig. 1 represent different types of messenger molecules, which
are sent from the transmitter to the channel and reach the receiver through Brownian
motion.

In the diffusion channel of molecular communication, the messenger molecules
generally do randomdiffusionmotion in the fluidmedium, and their arrival at the receptor
is a randomprobability event. To facilitatemathematical modeling and research analysis,
assuming that the position of the transmitter is at the coordinate axis origin and the
messenger molecules are released to the channel at t = 0, then the probability density
function of the signal molecule can be written as [10]

pA(d , ts) = R

R + d
erfc

(
− d√

4Dts

)
(1)

where erfc(x) is the complementary error function, R represents the radius of the receiver
and d represents the distance between the transmitter and the receiver.
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Fig. 1. SISO molecular communication system

A large number of studies and analyses show that the number ofmessengermolecules
NA received by the receiver in the time period ts is related to the number of messenger
molecules n transmitted by the transmitter, and it follows binomial distribution as [11,
12]

NA ∼ B(n, pA(d , tS)) (2)

A binomial distributionB (n, p(d, ts)) can be approximatedwith a normal distribution
N ~ N (np, np(1 − p)) when p is not close to one or zero and np is large enough, then
(3) can be approximated as

NA ∼ N (npA(d , tS), npA(d , tS)(1 − pA(d , tS))) (3)

3 Proposed Modulation Method

The cooperation between biological cells cannot be achieved without information and
material exchange, which mainly relies on a variety of different protein carriers to trans-
port different ions. The natural ideawas to use a variety of differentmessengermolecules
for molecular communication. Regardless of the existence of nanomachin es capable of
detecting multiple messenger molecules in reality, using multiple messenger molecules
for modulation will inevitably simplify the structure of the transmitters and receptors.

The model of molecular communication we study is that the transmitter encodes the
message only to the type of molecule, and the receiver receives the messenger molecule
and decodes it into the corresponding message. In addition, the transmitter can send only
one type of signal molecule or no molecule at all within a time slot t. Then the sequence
of molecules sent by the transmitter over a continuous period of time can be represented
as a string of symbols, they are either A, B… or - (no transmission).

The ISI in molecular communication system is mainly caused by the long tail effect.
The Brownianmotion of the signal molecule in the diffusion channel results in a long tail
for the time probability density of the signal molecule reaching the receptor. Practically
we ignore the long tail effect that leads to long memories and we replace it with finite
memory. This means that the receptors in the current time slot will only be affected
by the messenger molecules remaining in the previous limited time slots. The memory
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length under our diffusion channel is assumed to be k time slot. In order to avoid ISI,
same type messenger molecules should not be emitted within k time slot, which is the
ISI-avoiding scheme [14].

For simplicity, our modulation method uses two different types of messenger
molecules for analysis and simulation. One of them is A molecule and the other is
B. The symbol ‘-’ means that no molecule is emitted. Under the ISI avoidance scheme,
k should be 2, that is, two adjacent symbols in the transmission sequence cannot be the
same. For example, ‘A, A, B’ is invalid, but ‘A, B, A’ or ‘–, –, A’ is allowed. Then the
transmission sequence of the transmitter in a period of time may be ‘A, B, A, –, –, A,…’.
When we divide every two symbols into a combination, we can get a symbol set with an
element length of 2:{A –, – A, B –, – B, AB, BA, −}. There are seven elements in the
set, and each element represents the combination of molecular types that the transmitter
may send. It is worth noting that if an ordinary modulation method is used, that is, one
type of molecule carries 1 bit of information, then this transmission sequence can only
transmit 14 bit of information at most. However, it is assumed that each element in the
symbol set appears with equal probability, Then use Huffman coding tomap all elements
in the set to a longer bit sequence, so as to improve the transmission rate. The result is
that the symbol set is mapped to the bit sequence set {110, 011,100, 010, 111,101,00},
and the transmission rate is increased by more than 40%. Fig. 2 shows the state diagram
of the proposed modulation method, in which each edge is marked with the transmitted
symbol combination and the corresponding bit sequence combination. More precisely,
the left side of ‘/’ represents the transmitted symbol, and the right side represents the
corresponding bit sequence.

Fig. 2. State diagram of the modulation method.

3.1 Inter-Symbol Interference

Theoretically, transmitting information according to our modulation method can effec-
tively avoid ISI, but in order to make the experimental model and simulation data more
authentic, we still consider ISI [13].

The random Brownian motion of molecules is the main cause of ISI. Due to the
randomness of messenger molecules, it is bound to lead to the residual molecules in the
channel failing to reach the receiver within the corresponding time slot, thus affecting
the subsequent time slot and causing ISI.
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Suppose that NISI,its represents the number of molecules that were emitted i time
slots before and reach the receptor at current time slot. According to [15, 16], NISI,its is
a random variable, they consist of the subtraction of two normal distributions:

NISI ,its ∼ 1

2
N (np(d , (i + 1)tS), np(d , (i + 1)tS)(1 − p(d , (i + 1)tS)))

−1

2
N (np(d , itS), np(d , itS)(1 − p(d , itS)))

(5)

where the factor 1/2 is due to equal probability of transmission of bits 0 and 1. The
first term indicates the total number of molecules that are emitted at that time slot and
absorbed by the receiver within all subsequent i + 1 time slots and the second term
indicates those molecules that were absorbed within the subsequent i time slots. Then
the number of ISI molecules received by the current time slot can be expressed as:

NC,ISI =
∞∑

i=2i ∈E

NISI , its (6)

It can be further deduced that under ourmodulationmethod, the number ofmolecules
of ISI received in the current time slot is:

Nm
ISI ,its
i≥2

∼ 1

m + 1
N (np(d , (i + 1)tS), np(d , (i + 1)tS)(1 − p(d , (i + 1)tS)))

− 1

m + 1
N (np(d , (i)tS), np(d , (i)tS)(1 − p(d , (i)tS)))

(7)

where m represents the number of different types of molecules.

3.2 Bit Error Rate Analysis

Bit error rate (BER) is an important factor to evaluate a communication model. In this
experimental model, the reason why the system generates error code is not only because
of ISI interference, but also because of the selection of receiver threshold. The detection
of messenger molecules by the receiver is mainly based on the comparison between the
number of molecules received in the time slot and the threshold. Therefore, the selection
of receiver threshold is critical to reduce the system bit error rate. There is a detection
method called MAP detection, which can minimize the impact of receiver threshold
on bit error. Let Z denote the number of molecules observed. Then, the two detection
hypotheses are:

H0 : Z = N0 ∼ (μ0, σ
2
0 )

H1 : Z = N1 ∼ (μ1, σ
2
1 )

(8)

The MAP detection is to obtain the point estimation of the quantity that is difficult
to observe based on empirical data. Similar to the MLE, but with the greatest difference,
the MAP incorporates the prior distribution of the quantity to be estimated. Therefore,
the MAP can be regarded as the regularized MLE.
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Applying MAP, the formula can be derived as follow:

P(H0|Z)

P(H1|Z)
= P(H0)P(Z|P0)

P(H1)P(Z|P1)

= σ 2
1

σ 2
0
exp{ (Z − μ1)

2

2σ 2
1

− (Z − μ0)
2

2σ 2
0

}
(9)

By taking logarithm and setting to zero, the optimal decision threshold becomes:

τ = −B + √
B2 − 4AC

2A
(10)

where:

A = −1

2

(
1

σ 2
1

− 1

σ 2
0

)
B = μ1

σ 2
1

− μ0

σ 2
0

C = ln
(

σ0
σ1

)
− 1

2

(
μ2
1

σ 2
1

− μ2
0

σ 2
0

) (11)

The BER for the information transmitted can be written as

Pe = 1

2
(p(N0 > τ) + p(N1 < τ))

= 1

2

(
Q

(
τ − μ0

σ0

)
+ 1 − Q

(
τ − μ1

σ1

)) (12)

4 Numerical Results

In this part, we will show the BER performance of the proposed modulation method
and compare it with CSK modulation method under the same conditions. According to
experience and selection of simulationmodel, we set some default simulation parameters
as shown in Table 1: the distance between transmitter and receptor d = 25μm; the radius
of the receptorR= 10μm; theDiffusion coefficientD= 100μm2/s; the symbol duration
ts = 30 s; and the related time slot k = 8.

In Fig. 3, the comparison between the simulation results of theoretical derivation and
numerical simulation results is shown.The theoretical simulation results are derived from
Formula (5)–(7), while the numerical simulation results are obtained by.

transmitting messenger molecules. The ordinate represents the BER performance,
and the abscissa represents the number of messenger molecules released, that is, energy
or power. The simulation results show that the numerical simulation results are very
close to the theoretical analysis results on the whole, and with the increase of simulation
data from 1000 bit to 100000 bit, the numerical simulation curve is more smooth, which
proves the authenticity of the model.

Figure 4 shows the BER performance comparison between the proposed modulation
technology andothermodulation technologies. The simulationparameters use the default
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Table 1. Simulation parameters.

Parameter Value

Distance between transmitter and receptor (d) 25 μm

Radius of the receptor (R) 10 μm

Diffusion coefficient (D) 100 μm2/s

Symbol duration (ts) 30 s

Related time slot (k) 8

Fig. 3. Theoretical simulation and numerical simulation

parameters. Compared with CSK and MoSK modulation, the proposed modulations
obviously have better BER performance. With the increase of Q, the gap will become
more and more obvious. This also proves that the proposed modulation method can
effectively reduce the negative impact of ISI and improve the system performance.

The Fig. 5 shows the distance between transmitter and receiver in relation to BER
performance. The six curves respectively represent BER performance curves when d =
10 μm, d = 15 μm, d = 25 μm, d = 35 μm, d = 45 μm, d = 100 μm. It is not difficult
to find that with the increase of d, the BER performance of the system is getting worse.
This is because the increase of the receiving and transmitting distance decreases the
probability of the large receiver of the messenger molecule, which leads to the increase
of the bit error rate and the decline of BER performance. However, when d increases to
a certain extent, the BER performance degradation becomes limited. At this time, it can
also be understood that too much d has less impact on the system performance.

Similarly, Fig. 6 shows the impact of different symbol duration on system BER
performance. The six curves respectively represent BER performance curves when ts
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Fig. 4. BER performance of different modulation technique

= 5 s, ts = 10 s, ts = 20 s, ts = 30 s, ts = 40 s, ts = 100 s. In addition to the change
of symbol duration ts, other simulation parameters are set by military default. We can
observe that the BER performance of the system is getting better and better with the
continuous increase of ts. This is because the messenger molecule has enough time to
move until the receiver is absorbed, which improves the overall probability to a large
extent and reduces the bit error rate. However, when ts increases to a certain extent,
perhaps when ts = 30–40 s, the BER performance of the system does not change much.
At this time, the impact of ts on the system performance is very limit.

Fig. 5. BER performance of different distance between transmitter and receptor
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Fig. 6. BER performance of different symbol duration

5 Conclusion

In this paper, we propose a simple modulation scheme. Through the comparison of
simulation data, we can draw a conclusion that the proposed modulation scheme can
effectively reduce the impact of ISI, and has better BER performance than other modu-
lation schemes. In addition, the proposed modulation method can enable the messenger
molecules to carrymore information and improve the efficiency of information transmis-
sion. According to the calculation and analysis above, this simple modulation method
can improve the bps (bits per symbol) by about 40% comparedwith the ordinarymethod,
and reduce the ISI effect well. To some extent, good performance needs to be achieved
at the expense of the complexity of the transmitter and receptor, but this modulation
scheme only uses two different types of messenger molecules. In the future work and
research, we believe that with the progress of nanotechnology, relevant research will be
able to achieve more remarkable results and achievements.
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Abstract. In this paper, a neuro-spike synaptic cooperative commu-
nication channel model is exploited. In the considered model, a neuro-
spike relay (NSR) is placed in the synaptic gap of two neurons to extend
the range of communication. For the analysis, a time-slotted channel is
exploited, where we transmit a binary bit in each time-slot for the trans-
mission of information from the pre-synaptic neuron called neuro-spike
source (NSS) to the post-synaptic neuron called neuro-spike destination
(NSD). Further, the considered model is analyzed in terms of the proba-
bility of detection and probability of false alarm. Moreover, the effect of
ISI due to the transmission of molecules from the previous time-slots, and
noise arises from unintended neurons are also considered in the analysis.
Furthermore, the closed-form expression for the end-to-end probability of
error is also computed for the cooperative link. Above all, the analytical
expressions are validated using Monte-Carlo simulations.

Keywords: Neuro-spike communication · synaptic gap · neuro-spike
relay · Poisson distribution

1 Introduction

A molecular communication (MC) is one of the trending communication tech-
nologies in recent days, in which the characteristics of molecules can be used
to transmit the information from one end to other [1]. Few examples of an
MC systems are cell-cell signaling [2], bacterial communication [3], and synap-
tic or neuro-spike communication [4]. The neuro-spike communication is one of
the widely investigated forms in molecular communication [5–7]. In this, both
electrochemical impulse and neurotransmitter are used for the transmission of
molecules from neuro-spike source (NSS) to neuro-spike destination (NSD) neu-
rons. Inside the neuron, the information is transmitted in the form of electro-
chemical impulse which is called as axon potential and is transmitted to the end
of a neuron.
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Fig. 1. Basic structure of neuron [8].

Neurons communicate with one another at junctions called synapses. At a
synapse, one neuron sends a message to a target neuron-another cell. Mostly,
synapses are chemical, i.e., these synapses communicate using chemical mes-
sengers. In a few cases, synapses are electrical, i.e., in these synapses, ions flow
directly between the cells. At a chemical synapse, an action potential triggers the
pre-synaptic neuron to release neurotransmitters. These molecules bind to recep-
tors on the postsynaptic cell and make it more or less likely to fire an action
potential. The pre-synaptic and post-synaptic neurons have a gap in between
which is known as the synaptic cleft. The synaptic communication has nerve cell
as a major part and it basically consist of three parts:

– Dendrites:- These are the projections of neuron that receive signal from other
neuron. It acts as sensor or receptor of a basic communication system. When
a random stimulus is applied to neurons its dendrites fires and generates
an electrical signal which propagates through the axon to its tail. Dendrites
branches as they move towards their tip just behave like tree branches.

– Axon:- Each neuron in our body has a cable like structure which is very
thin. It is several times thinner than human hair. It acts as a carrier for
the electrical pulse generated at the dendrites. Depending upon the types of
neuron axon length varies.

– Axon terminal:- At this end, packets of neurotransmitter are released in the
synaptic cleft. The released neurotransmitter diffuses in the synaptic cleft
follows brownian motion. Brownian motion is the random motion of particles.
The basic structure of neuron is demonstrated in Fig. 1.

It is very well known fact that neuro-degenerative diseases are incurable in
many cases [9]. For instance, connections of neurons are lost which may cause
death of a person. Further, in the recent experiments, it was seen that loss of
neuron connectivity increases the average gap of two neurons, which is the pri-
mary cause of Alzheimer’s disease. Size of neuron is found to be very small and it
ranges from 4 to 100 μm [10]. In neuro-spike communication, usually, out of one
hundred billion nerve cells in the human brain, each one of them communicates
with thousand others. The stronger connection between neurons can be made if a
neuro-spike relay (NSR) is placed in between the NSS and NSD.
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A neuro-spike-communication system consists of three-part, i.e., axonal path-
way, spike generation, and synaptic transmission. Our study mainly focuses on
synaptic communication where glutamate molecules act as a carrier of infor-
mation from one neuron to another. When axon potential reaches the tail of
transmitting neurons, a number of vesicles diffuse in the synaptic gap. These
molecules follow Brownian motion in the synaptic cleft and reach the dendrites of
the destination neuron. When the received number of molecules at post-synaptic
neurons exceeds the required decision threshold, the receiver confirms that the
particular bit of information is successfully received.

The communication between two neurons gets weaker because of the increase
in average path length between them. This increase in average path length occurs
due to death or progressive degradation of nerve cells. Several works have stud-
ied synaptic communication in different aspects. For instance, in [11] authors
have discussed capacity analysis of neuro-spike communication using temporal
modulation. Further, authors have discussed the role of ISI in synaptic com-
munication in [12]. The interfacing of nano-machine and neuron communication
has been provided in [13]. Moreover, in [14], the joint optimization of input spike
rate and decision threshold at the receiver to maximize achievable bit rate has
been exploited. Authors have discussed the diffusion-based model for synaptic
communication in [15].

The error probability for a cooperative communication system consisting of
K receivers in a diffusive medium was provided in [16]. In [17], authors have
discussed ML detection for a cooperative communication system in the diffu-
sive channel. In [18], authors have discussed the optimal positioning of a relay
machine in the cooperative diffusive molecular communication channel. In [19],
authors have discussed characterizing the three-dimensional diffusive molecular
communication channel with an absorbing receiver. In [20], authors have dis-
cussed optimal receiver design for diffusive molecular communication channels
with flow and additive noise. In [21], authors have analyzed a communication
network consisting of a single transmitter and receiver incorporated by multi-
ple relays in between them. In [22], authors have considered a passive receiver
that receives molecules without changing its characteristics, and further, they
can diffuse in the environment. In [23,24], authors have assumed that molecular
concentration remains uniform throughout the channel and source and desti-
nation nano-machine can count the number of molecules within the spherical
receiver boundary. Note that, the concentration of neuro-transmitter attenuates
with the distance [25]. Thus, neuro-spike direct communication between source
and destination may leads to the information loss due to the degraded neuro-
transmitters. One way to reduce the imapct of degradation on information loss
is by adding the additional nodes (known as neuro spike relay) between NSS and
NSD which can increase the communication channel length.

To the best of the author’s knowledge, no authors have considered the error
performance of cooperative neuro-spike communication. Based on the above
research gap and motivations, in this paper we consider range expansion using



Range Expansion in Neuro-Spike Synaptic Communication 213

Fig. 2. Two neurons assisted by a NSR.

the relay-assisted method in neuro-spike synaptic communication. In this con-
text, the following are our key contributions through this work:

– First time in the literature, for the range expansion the relay-assisted neuro-
spike Synaptic communication is considered.

– We consider the effect of re-uptake probability and spill-over effect for calcu-
lation of results.

– The impacts of inter-symbol-interference (ISI) and unintended molecules from
other sources are also considered.

– Further, the considered system is presented in the form of equivalent binary
channel and is analyzed in terms of probability of detection and probability
of false alarm.

– Moreover, the expressions for average probability of error considering ISI is
derived. We evaluate the error performance of the system considering various
environment parameters, e.g., diffusion coefficient of neuro transmitter.

Above all, the analytical expressions are verified using Monte-Carlo simulation.
The rest of the paper is organized as follows. In Sect. 2, we present a sys-

tem model of the cooperative neuro-spike communication system. Also in this
section, we provide the preliminaries required for neuro-spike communication.
The formulation of analytical frameworks for direct and NSR-assisted commu-
nication links is provided in Sect. 3. Numerical results are examined in Sect. 4.
At the end, we conclude our paper in Sect. 5.

2 System Model

As shown in Fig. 2, we consider a relay-assisted neuro-spike communication sys-
tem, in which a pre-synaptic and a post-synaptic neurons are placed at a par-
ticular distance as a source and destination, respectively. To enhance the range
of communication, a neuro-spike relay is also placed in between the pre-synaptic
and post-synaptic neurons. Let us consider a binary information transmission
between pre-synaptic and post-synaptic neurons. And to do so, a time-slotted
channel is assumed, where pre-synaptic neuron transmits K binary informa-
tion bits towards the post-synaptic neuron. Let us consider the binary infor-
mation sequence of length K bits which is to be transmitted, is presented by
{x[1], x[2], . . . , x[i], . . . , x[K]}, where x[i] ∈ {0, 1}, ∀i. Thus, for K bits, total 2K
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Fig. 3. System model for two neurons cooperated by a NSR.

symbols can be encoded and transmitted from the source. We assume that the
priory probability of a particular bit being transmitted as 0 and 1 be α0 and
α1, respectively. For relaying, a decode and forward strategy is used, in which
pre-synaptic neuron transmits a particular bit in the ith time slot, later on, that
bit is received and decoded first at the NSR, subsequently, the decoded bit is
forwarded to the destination in the same time slot. At the end, the information
bit is received and decoded at the post-synaptic neuron, eventually, in (i + 1)th

time slot. Therefore, the transmission of complete K bits of information from
source to destination neurons takes (K + 1) time slots.

We consider a binary concentration shift keying (BCSK) for the transmission
of information sequence, i.e., the pre-synaptic neurons and NSR transmit QT [i]
and QC [i] number of molecules, respectively, for the transmission of binary bit
1, and zero molecules are used for transmission of binary bit 0 at the beginning
of ith time slot. Further, it is assumed that source neurons and neuro-spike relay
emits the different types of molecules, such that there is no self-interference at the
neuro-spike relay [26,27]. Due to the random movement of molecules from pre-
synaptic to post-synaptic neurons, the molecules may reach to the post-synaptic
neuron out of order, eventually, leads to the stochastic channel behaviour. One of
the possible ways to characterizes the stochastic behaviour of channel between
the pre-synaptic and post-synaptic neurons is by using transition probability
matrix. The transition probability matrix for the links from source to NSR,
NSR to destination, and source to destination can be described as below

[
P sr
00 P sr

01

P sr
10 P sr

11

]
,

[
P rd
00 P rd

01

P rd
10 P rd

11

]
, and

[
P sd
00 P sd

01

P sd
10 P sd

11

]
,

respectively, here P sr
lm, P rd

lm and P sd
lm ({l,m} ∈ {0, 1}) are the transition proba-

bilities corresponding to the transmitted symbol l and received symbol m from
source to relay, relay to destination, and source to destination, respectively
(Fig. 3).

2.1 Preliminaries

Neuro-spike communication consists of three processes, namely the Vesicle
release, diffusion, and ligand-receptor binding. Vesicles are a group of neuro-
transmitters enclosed inside a closed volume of thin membrane and it is located
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just behind the pre-synaptic membrane of the pre-synaptic or transmitting neu-
ron. When the axon potential reaches the neuron tail, the bundle of glutamate
molecules released diffuses in the synaptic cleft. In the synaptic gap, information
transmission can be modeled in the form of molecular communication for which
the study can have two different approaches; first, microscopic approach [28],
in which the focus is on the probability of arrival of a single molecule. And the
second is the macroscopic approach, in which the molecular concentration is con-
sidered at the receiver corresponding to the impulse response of the channel [29].
In this paper, we use a macroscopic model in which transmitted molecules in
the cleft follow a Brownian motion. The concentration of molecules at a different
location in the three-dimensional space is defined by Fick’s equation.

∂C(x, y, z, t)
∂t

= D∇2 C(x, y, z, t) ; t ≥ 0 , (1)

where D is the diffusion coefficient, ∇2 is the Laplacian operation, (x, y, z) ∈
R

2 × [0, L], and L is the gap between the tail of transmitting neurons and head
of receiving neurons. Let the concentration of glutamate molecules at a time t in
the three-dimensional space is denoted by C(x, y, z, t). At t = 0, concentration
of glutamate molecules is describe by the equation:

C(x, y, z, 0) = Nglu δ(x, y, z) , (2)

where Nglu is an initial number of glutamate molecules within the vesicle. It is
also assumed that there is no flux of glutamate molecules between pre-synaptic
and post-synaptic membranes. In recent studies, it is observed that all the
molecules in the vesicles of a pre-synaptic neuron do not reach the dendrites
of a post-synaptic neuron [30]. Some molecules diffuse long enough to actuate
neurons placed outside the synaptic cleft, even sometimes, these molecules can
actuate neighboring neurons. This activity of actuating non-intended neurons is
called spill-over and having significant physiological effects on synaptic trans-
mission. Considering spill-over effect and reuptake process1, the solution of (1)
in terms of Fourier series is obtained as [11]

C(x, y, z, t) =
Nglu

4πLDt
× exp

(
− (x2 + y2)

4Dt

)

×
[
1+2

N∑
1

[
(1−pu)ncos

(nπz

L

)
exp

(
Dt

(nπ

L

)2
)]]

, (3)

where n represents number of Fourier modes taken for the evaluation of (3).
Remark: When molecules are transmitted from the pre-synaptic neurons,

a part of the transmitted glutamate molecule is absorbed by the pre-synaptic
terminal for recycling. Therefore, when re-uptake effect is considered, the above
solution of the differential equation can be modified. Here, the coefficients of the
1 The reuptake process is defined as the re-absorption by a neuron of a neurotrans-

mitter following the transmission of a nerve impulse across a synapse [25].
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Fourier series get modified based on reuptake probability, i.e., when pu = 0, then
no molecules are absorebd by the pre-synaptic membrane, and if pu = 1, then
all the molecules which hit the pre-synaptic membrane are absorbed.

Now, we defined a substantial terminology in the context of neuro-spike com-
munication known as spike generation. The spike generation occurs when the
potential of the membrane of a destination neuron reaches the threshold it fires
a spike in the form of an electrical signal and propagates via the axon of the
post-synaptic neuron. The neurotransmitter that arrives at the post-synaptic
neurons either gets reflected from the membrane or gets bonded with the recep-
tor to form ligand-receptor complex [31]. The binding process is modeled in such
a way that receptors regularly sample in a small volume, Ve. A receptor can either
be in a bound or unbound state. If a neurotransmitter is in the unbound state
and it samples at least once in small effective volume, Ve, then it goes to the
bound state. Further note that binding of glutamate is also a reversible process,
i.e., the ligand may dissociate with the receptor and may get rebounded again.
Binding probability is calculated first by considering a single neurotransmitter
in the synaptic cleft, i.e., Nglu = 1. Probability of finding that neurotransmitter
in the cleft at any time t is obtained by integrating the concentration function
C(x, y, z, t) for spatial coordinates space (x, y, z) and is given by

Pe(t) =
∫∫∫

Ve

C(x, y, z, t) dx dy dz. (4)

Let i be an intended information transmission time-slot, in which the pre-
synaptic neuron transmits Nglu[i] number of molecules towards the post-synaptic
neuron. Thus, the total number of molecules at the post-synaptic neuron is given
by

Nsd[i] = Nsd
cr [i] + Nsd

int[i] + Nsd
n [i], (5)

where Nsd[i] is the total number of molecules received in ith time slot at the
receiving neurons. Nsd

cr [i] is the number of molecules received in the ith time slot
at the receiving neuron due to transmission of molecules in the current time slot
and it follows Binomial distribution given by B(Nglu[i]x[i];P sd

cr ), where P sd
cr is

the probability of arrival of molecules in the current time slot.
Nsd

int[i] is the number of molecules received in the ith time slot due to trans-
mission of molecules from the previous time slot, i.e., from 1st time slot to (i−1)th

time slot and these time slots are called as interfering time slot. It follows bino-
mial distribution given by B(Nglu[i − j]x[i − j];P sd

int), where j ∈ {1, 2, . . . , i}
and P sd

int is the probability of arrival of molecules from the previous time slot
i.e.(i − 1)th slot. Nsd

n is the number of molecules at post-synaptic neuron due to
the background noise which is known as synaptic noise. The main source of the
synaptic noise is the background synaptic activity which is due to the multiple
access of synapses from thousands of other synapses [32].

Since, for a large number of molecules and small arrival probability, the
Binomial distribution can be well approximated as Poisson’s distribution [33].
Thus, by applying Poisson approximation, Nsd

cr [i], Nsd
int[i] and Nsd

n [i] can be
approximated with average rate θsdcr [i] = Nglu[i−j]x[i]P sd

cr , θsdint[i] = Nglu[i]x[i−
j]P sd

int and θsdn [i] respectively.
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3 Detection Analysis and Error Probability Computation

Now we calculate the number of molecules obtained at NSR after transmission
from source neurons and, eventually, the number of molecules received at desti-
nation neuron. We define two binary hypotheses for the transmission of binary
symbols 0 and 1, i.e., null and alternate hypotheses, respectively.

3.1 NSR Assisted Communication Between Pre-synaptic
and Post-synaptic Neurons

Let us consider an information bit is transmitted from a pre-synaptic neuron to
NSR in ith time slot, and is decoded and re-transmitted to the post-synaptic
neuron in the same time slot, and later it arrived at the post-synaptic neuron
in the (i + 1)th time slot. The symbol detection problem for an NSR-assisted
system can also be formulated as a binary hypothesis testing problem. The null
and alternate hypothesis for the link between the pre-synaptic neuron and NSR
can be written as

Hsr
0 [i] : Nsr

n [i] +
i−1∑
k=1

(Nsr
int[k]), Hsr

1 [i] : Nsr
n [i] + Nsr

cr [i]
i−1∑
k=1

Nsr
int[k], (6)

where Hsr
0 [i] and Hsr

1 [i] are binary hypotheses corresponding to transmission of
bits 0 and 1, respectively. Thus, the number of molecules Nsr[i] under Hsr

0 [i]
and Hsr

1 [i] follow Poisson distribution [33,34]

Hsr
0 [i] : P(θsr0 [i]) ; Hsr

0 [i] : P(θsr1 [i]), (7)

where

θsr0 [i] = θsrint[i] + θsrn [i] = Nglu[i]
i−1∑
j=1

x[i − j]P sr
int + θsrn [i], (8)

and

θsr
1 [i] = θsr

int[i] + θsr
ms[i] + θsr

cr [i] = Nglu[i]

i−1∑

j=1

x[i − j]P sr
int + θsr

ms[i] + Nglu[i]x[i]P sr
cr .

(9)

Similarly, number of molecules received from NSR to Post-synaptic neuron can
be formulated in term of two binary hypotheses as

Hrd
1 : Nrd

1 [i + 1] = Nrd
n [i + 1] + Nrd

cr [i + 1] +
i∑

k=2

Nrd
int[k] , (10)

Hrd
0 : Nrd

0 [i + 1] = Nrd
n [i + 1] +

i∑
k=2

Nrd
int[k]. (11)
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Fig. 4. ROC plot for NSR assisted link

The total number of molecules received at NSD follows the Poisson statistics
and can formulated in terms of two hypotheses Hrd

0 [i + 1] and Hrd
1 [i + 1] as

Hrd
0 [i + 1] : P(θrd0 [i + 1]) ; Hrd

1 [i + 1] : P(θrd1 [i + 1]), (12)

where the expressions for θrd0 [i + 1] and θrd1 [i + 1] can be obtained analogously
from (8) and (9), respectively.

Now, depending upon the concentration of molecules received at the neuro-
spike relay Nsr[i] and at NSD Nrd[i+1], the corresponding symbols are decoded.
The symbol detection problems at relay and NSD are formulated as

Nsr[i]
Hsr

1

≷
Hsr

0

ηsr[i] ; Nrd[i + 1]
Hrd

1

≷
Hrd

0

ηrd[i + 1], (13)

respectively. Here ηsr[i] and ηrd[i + 1] are the optimum thresholds at relay and
NSD, respectively. Let X[i], X ′[i] and Y [i + 1] are the symbols at NSS, relay
and NSD, respectively. In cooperative link, error occurs if any of the links is
erroneous, i.e., X[i] �= X ′[i]and X ′[i] = Y [i + 1] or X[i] = X ′[i] and X ′[i] �=
Y [i + 1]. Thus, the expression for probability of error in (i + 1)th time slot can
be written as:

Pe[i + 1|Xi−1
1 ] = α1Pe[i + 1|X[i] = 1,Xi−1

1 ] + α0Pe[i + 1|X[i] = 0,Xi−1
1 ] , (14)

where Pe[i+1|X[i] = 1,Xi−1
1 ] is the probability of error when 1 was transmitted

from the source neuron and Pe[i+1|X[i] = 0,Xi−1
1 ] is the probability of error at

the receiver in (i + 1)th time slot when 0 was transmitted from the transmitter
for the given ISI sequence. Now the terms in (14) can be further expanded as

Pe[i + 1|X[i] = 1, Xi−1
1 ])

= Pr(Nsr[i] < ηsr[i]|X[i] = 1, Xi−1
1 ) × Pr(Nrd[i + 1] < η[i + 1]|X ′[i] = 0, X ′i−1

1 )

+ Pr(Nsr[i] ≥ ηsr[i]|X[i] = 1, Xi−1
1 ) × Pr(Nrd[i + 1] < η[i + 1]|X ′[i] = 1, X ′i−1

1 )

= (1 − P sr
d [i|Xi−1

1 ])(1 − P rd
f [i + 1|X ′i−1

1 ]) + (P sr
d [i|Xi−1

1 ])(1 − P rd
d [i + 1|X ′i−1

1 ]) ,
(15)
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and

Pe[i + 1|X[i] = 0, Xi−1
1 ]

= Pr(Nsr[i] ≥ ηsr[i]|X[i] = 0, Xi−1
1 )Pr(Nrd[i + 1] ≥ η[i + 1]|X ′[i] = 1, X ′i−1

1 )

+ Pr(Nsc[i] < ηsr[i]|X[i] = 0, Xi−1
1 )Pr(Nrd[i + 1] ≥ η[i + 1]|X ′[i] = 0, X ′i−1

1 )

= (P sr
f [i|Xi−1

1 ])(P rd
d [i + 1|X ′i−1

1 ]) + (1 − P sr
f [i|Xi−1

1 ])(P rd
f [i + 1|X ′i−1

1 ]) , (16)

where ηsr[i] and ηrd[i + 1] are decision thresholds for NSR and post-synaptic neurons.
The terms P sr

d [i] and P rd
d [i + 1] denote the probabilities of detection at NSR and

receiving neuron, respectively. Also, P sr
f [i] and P rd

f [i + 1] denote the probabilities of
false alarm at NSR and receiving neuron, respectively, which can be written as

P sr
f [i|Xi−1

1 ] = Pr
(
Y [i + 1] = 1|X[i] = 0, X

(i−1)
1

)
= 1 −

�ηsr [i]�∑

m=1

exp(−θsr
0 [i])(θsr

0 [i])m

m!
,

(17)

and

P sr
d [i|Xi−1

1 ] = Pr
(
Y [i + 1] = 1|X[i] = 1, X

(i−1)
1

)
= 1 −

�ηsr [i]�∑

m=1

exp(−θsr
1 [i])(θsr

1 [i])m

m!
.

(18)

Similarly, the probability of detection and false alarm for the second link, i.e., from
NSR to destination neuron can be written as

P rd
f [i + 1|Xi−1

1 ] = 1 −
�ηrd[i+1]�∑

m=1

exp(−θrd
0 [i])(θrd

0 [i])m

m!
(19)

and

P cd
d [i|Xi−1

1 ] = 1 −
�ηrd[i+1]�∑

m=1

exp(−θrd
1 [i])(θrd

1 [i])m

m!
(20)

The average probability of error Pe,avg[i + 1] is obtained by taking average over all the
possible realizations of Xi−1

1 , i.e.,

Pe,avg[i + 1] =
∑

Xi−1
1 ∈χ

Pr(Xi−1
1 )Pe(i + 1 | Xi−1

1 ), (21)

where Pr(Xi−1
1 ) is the probability of occurrence of one ISI symbol and can be evaluated

as Pr(Xi−1
1 ) = 1

2i−1 .
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Fig. 5. Probability of error plots for NSR assisted link.

4 Numerical Results

In this section, the Monte-Carlo simulation is used to verify the analytical expressions.
The system parameters for the simulation are as K = 5, Dglu = 0.1 × 10−9m2/s,
synaptic cleft width L = 20 nm, effective volume Ve = 0.5 × 0.5 × 0.5 nm3, N =
200, and reuptake probability Pu = 0.1. All the system parameters remain unchanged
throughout the simulations until otherwise stated.

The ROC plot for the NSR-assisted link is demonstrated in Fig. 4 considering a
large number of transmitted molecules from the source neuron. The ROC is obtained
by plotting the values of the probability of detection as a function of the probability
of false alarm. First, it can be seen that the theoretical and analytical results for the
probability of detection and false alarm are closely matched. Herein, it is observed that
as the count of molecules sent from the pre-synaptic neuron increases, the probability of
detection increases, and the false alarm probability decreases. Hence, the area under the
ROC plot increases, which shows a performance improvement. It can also be observed
from this figure that as the received number of molecules increases at the receiver, the
area under the ROC plot increases which indicates better detection of the transmitted
symbol. This is because detection probability increases with the increment in the value
of received molecules. It can be seen that both the analytical and theoretical results
match closely.

Figure 5(a) shows the plot of error probability versus detection threshold for NSR-
assisted link. It is observed that the error probability achieves its minimum value at a
particular value of the decision threshold which is an optimal threshold. It can also be
marked that the probability of error increases with the increments in the value of the
diffusion coefficient. Further, when the diffusion coefficient of the molecules increases,
the total of molecules arriving at the receiver in the current time slot decreases, and
the count of molecules at the destination in the interfering time slot increases. This
results in an increase in error probability due to high ISI.

Figure 5(b) shows the comparison of direct and relay-assisted transmission systems.
For fair comparison, we assume same distance between NSS and NSD in both the
cases. Moreover, we ignore the number of resources taken in relay-assisted system.
Herein, error probability as a function of the detection threshold is plotted for both
transmission systems. For this comparison, all other parameters are kept unchanged,
i.e., Nglu = 300000, Pu = 0.1, and the separation between pre-synaptic and post-
synaptic neurons is 20 nm. It is observed that the probability of error is minimum for
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the relay-assisted link. Thus, we can conclude that by using NSR, the performance of
the system can be improved.

5 Conclusion

In this paper, we considered a cooperative neuro-spike communication system where
a neuro-spike relay was placed in the middle of the pre-synaptic and post-synaptic
neurons. Pre-synaptic neuron act as a transmitter and post-synaptic neuron act as a
receiver. The closed-form expressions for the probability of false alarm, probability of
detection, and probability of error were derived for both direct and relay-assisted links.
The obtained analytical expressions were also verified using Monte Carlo simulation.
In the analysis, we also observed the variation of the ROC plot with a number of
glutamate molecules. The variation of error probability with diffusion coefficient is
also observed. It was concluded that with an increase in the diffusion coefficient of
molecules, the performance of the system decreases. This is due to the increase in
ISI and to overcome this issue, we should transmit a large number of molecules. The
practical implementation of a cooperative neuro-spike communication system is still a
challenging area. Future studies can focus on the treatment of serious health issues like
loss of memory power, mood swings, self-neglect, etc.
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Abstract. People with visual impairment have increased difficulty in performing
activities of daily living, such as walking without bumping into obstacles. Many
assistive technologies are used to help with ambulation as one walks forward, such
as a white walking cane or a service dog. These have proven to be of tremendous
help, but the cane may miss suspended objects not touching the ground, and
service dogs are not available to all who need them. Further assistive technologies
continue to be developed and tested. In nature, those without visual acuity tend
to obtain much information from their environment through the other senses,
such as hearing or tactile touch. This study is exploring the mapping of obstacle
detection to tactile vibration motors on the skin. Ultrasonic sensors were used to
detect obstacles in the forward direction where the user would be walking, and
calculate the distance. The distance was mapped to a vibration pattern, with the
pattern being more intense for closer obstacles. A prototype was developed and
had several tests run. Obstacle detection and distance were useful up to 3 m. The
functional field of viewwas 10° to 30° from centerline, but becamemore narrow as
the distance increased and for harder to detect obstacles. The distance wasmapped
to 3 different vibration patterns, and human subjects were able to distinguish the
patterns in a consistent manner. The prototype shows promise, but more testing
and development would be required toward widespread application.

Keywords: ultrasound · proximity sensor · arduino · microcontroller · tactile ·
haptic · vibration · wearable electronics

1 Introduction

The World Health Organization (WHO) reported in 2013 that an estimated 285 million
people livewith some formof visual impairment: 39millionwere reported to be blind and
246 million had low vision [1]. Visual impairments contribute to challenges in activities
of daily living (ADL), such as difficulty with navigation andmobilization. This difficulty
increases risk of injury due to collision with undetected obstacles in their environment.
For example, 88% of blind or visually impaired individuals reported at least one injury
as a result of their condition, and 23% report the need for serious medical attention as a
result of the injury [2].
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Standard techniques that are currently used for assisting visually impaired include the
white cane and seeing-eye service dogs. Many individuals use the standard white cane
to manually scan their surroundings in order to detect and avoid hazardous obstacles,
especially low-lying obstacles near the ground. While the standard white cane is a low
cost and widely used device, issues remain, such as the cane getting stuck in cracks or
potholes and the inability to assist with the detection of hanging obstacles. Some people
utilize a guide dog thatwas specifically trained to assist blind or visually impaired people.
A guide dog may not be accessible to some due to the high cost and low availability [3].

Assistive technologies have been developed to provide support for blind or visu-
ally impaired individuals with certain tasks [3]. Assistive technologies for the visually
impaired can be separated into three categories: vision enhancement (when a camera
input is processed and then the results are visually displayed), vision replacement (which
includes displaying information directly to the visual cortex of the brain or through an
ocular nerve), or vision substitution (which constitutes non-visual display, such as tac-
tile vibration or auditory). Vision enhancement has two disadvantages of not being able
to assist individuals who are blind, and may distract the remaining visual capacity for
those who are low vision. The vision replacement may be a robust solution in the future,
but needs much more development. Visual substitution can build on techniques to map
informational signals onto tactile vibrations that can be felt on the skin.

Mapping onto tactile vibrations has been reported for music [4], touch screens [5],
virtual reality [6], and spatial tasks [7]. Several assistive technologies and systems have
been reported. Audio Bracelet for Blind Interaction is an advanced vision substitution
technology consisting of an auditory bracelet that uses auditory modality to convey
spatial information of the user’s surroundings [8]. Intelligent white canes have been
developed that use color sensors, vibrations, and audio signals to alert the user during
ambulation [9]. Although these are promising technologies, none have yet been able
to fully support the needs of a blind or visually impaired individuals. Many users have
found the auditory alerts to be distracting in a busy environment, and a bracelet worn
on the wrist may not accurately pick up objects due to the constant mobility of the arms
when walking.

There is still a need for the development of assistive technology that would assist
the blind and visually impaired with ambulation, especially if it is more affordable and
simpler to use [10]. Such a device should inform the user of surrounding obstacles
that could be hazardous. A device with these capabilities might allow blind and visually
impaired individuals towalk through their surroundingswith a higher level of confidence,
comfort, and safety. Thepurpose of this projectwas to develop and test prototypemodules
for a wearable, hands-free vision assistive technology system to help with navigation
for blind or visually impaired individuals during ambulation.

2 Materials and Methods

2.1 Overview

The full system has three functional modules, each consisting of an ultrasonic sensor,
microcontroller (MCU) and vibration motor. Figure 1 shows the block diagram of one
functional module.
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Fig. 1. Block diagram of the primary functional unit of the prototype. The ultrasonic sensor
maps a spatial area, the microcontroller (MCU) converts the spatial information into a distance
measurement, and then sends control signals to a vibration motor that provides haptic feedback
to the user by vibrating on skin.

The primary functional unit for the prototype system had three modules as shown
in Fig. 1: an ultrasonic sensor for obstacle detection, a MCU to map spatial information
to vibration patterns, and a tactile vibrator. The full system of the prototype had three
of these functional units of sensor-MCU-vibrator. Ultrasonic sensors were used for
obstacle detection. Each ultrasonic sensor was connected to a microcontroller and the
microcontroller drove a tactile vibration motor. The physical layout of the prototype is
shown in Fig. 2. A control algorithm was developed for the MCU, within which the
MCU received the time measurement of the reflected signal recorded by the ultrasonic
sensor. The time measurement was converted to a distance value. The algorithm then
determined a control pattern for output voltage pulses to be sent to a vibration motor,
where the pattern of pulses was related to the distance. The system operated continuously
while the device was powered on. A flow chart for the system is shown in Fig. 3.

2.2 Electrical

The ultrasonic sensor chosen for the prototype was the HY-SRF-05 Ultrasonic Sensor
(CYD, Hong Kong, China). The sensor transmitted a 40 kHz ultrasonic pulse through
the air, and any obstacles in its path would reflect the signal back to the receiver. The
time was recorded from the echo of the wave as it reflected from an obstacle back to
the receiver. The ultrasonic sensor module was chosen to use in the prototype due to
low cost, availability and reliability. The full system of the prototype contained three
functional units. Each functional unit consisted of an ultrasonic sensor, microcontroller,
and vibration motor. The functional units were positioned so that their ultrasonic sensors
pointed in the right, center, and left directions respectively to span the user’s field of vision
in the forward direction when walking forward.

The MCU module for the prototype was an Arduino Nano (Arduino, Monza, Italy,
https://arduino.cc),which has anATmega3288-bitmicrocontroller byAtmel (Microchip
Technology, Westborough, MA). The Arduino integrated development environment
(IDE) was used for code development and testing. The vibration motor selected for
the prototype was the Tatoko DC Coreless Motor (Tatoko) due to its suitable size and
vibration pattern. EachArduinoNanowas connected to an ultrasonic sensor and a Tatoko
vibration motor (Fig. 1). The vibration motors were rated for 1.5−3 V and vibrated at

https://arduino.cc
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Fig. 2. The top diagram shows the front view of the model for the enclosure with the three
ultrasonic sensors facing forward in the direction the user would be walking. The bottom diagram
shows the inside view of the model with the MCU placed behind the corresponding ultrasonic
sensor.

8000–16000 RPM. The Arduino output a voltage pulse pattern to the vibration motor
which was related to the distance of an obstacle based on the readings from the ultrasonic
sensor. The Arduino Nano was powered by a 9V battery. Power to the module could be
turned on and off via a switch located on the battery enclosure.

2.3 Mechanical

Using Solidworks (Dassault Systems, Waltham, MA, USA), an enclosure was designed
to mount the three functional units of an ultrasonic sensor, microcontroller and haptic
vibrator. The ultrasonic sensor was mounted to the front of the enclosure which would
face forward in the direction the user would be walking. A small cutout was provided to
route the wires through the enclosure to connect the sensor with the MCU. The MCU
was mounted inside the enclosure adjacent to its corresponding sensor. 3D models of
the physical layout can be seen in Fig. 2.

The enclosure was mounted via hooks to an adjustable belt to be worn around the
waist. The vibration motors were attached to the inside of the belt aligned with the
corresponding ultrasonic sensor. Attaching the vibration motor inside the belt allowed
for the user to feel the haptic vibrations on their skin.
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Fig. 3. Example of a flow chart of the algorithm in theMCU to read ultrasonic sensor for distance
to the obstacle, and map that distance to a vibration pattern for tactile feedback.

2.4 Software

In order for the system to be able to process the information received from each ultrasonic
sensor and convert into an output voltage pattern for the corresponding vibration motor,
an algorithm was written and programmed in the Arduino version of C. A part of the
algorithm is shown in Fig. 3 as a flow chart. The software read the voltage from the
ultrasonic sensor on the analog to digital converter (ADC). The voltage corresponded
to the time of the ultrasonic transmission and reflection. The read value for the time
duration was converted to a distance. This distance would be from the sensor to the
object that reflected the ultrasonic wave. At any moment of time, a sensor would only
return one value for the primary object that reflected back the ultrasonic signal. So, the
distance would be calculated for this object. The software mapped the distance to a
pulse pattern for the vibration motor. Three patterns were generated with pulse width
modulated (PWM) output voltage. Pattern 1 had intervals of 0.5 s, pattern 2 had intervals
of 1.0 s, and pattern 3 had intervals of 3.0 s (Fig. 4). The voltage pulse pattern was then
output to the vibration motor.
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Fig. 4. Waveform to control the vibration motors. The positive pulse induces a burst of vibrations
that last 0.2 s. The interval between pulses is different for the three patterns. The interval for
Pattern 1 was 0.5 s, Pattern 2 was 1.0 s, and Pattern 3 was 3.0 s.

2.5 Prototype Development

A prototype was developed with three functional units of the ultrasonic sensor, MCU,
and vibration motor placed in the enclosure and belt. The belt would go around the waist
as they walked forward. The electronics were powered by batteries that were placed into
the system with an on/off switch.

The ultrasonic sensors were mounted with screws to face forward. The ultrasonic
sensors were oriented vertically because the vertical position allowed for better obstacle
detection by seeming to limit interference compared with horizontal placement. The
wires from the ultrasonic sensors were routed through openings in the enclosure and
connected to the MCU. The MCU were mounted inside the enclosure using Velcro
straps. The power cabling between the battery pack, MCU and vibration motors were
routed through holes in the top cover of the enclosure. The enclosure was attached to
the belt using hooks, which helped to maintain the enclosure and ultrasonic sensors in a
more straight and forward direction.

The belt strap could be adjusted to be able to fit many different body types. A
photograph of the final prototype being worn can be seen in Fig. 5 and a top view of the
prototype can be seen in Fig. 6.

Fig. 5. Prototype being worn. This demonstrates the ultrasonic sensors being positioned to
respond to obstacles in the user’s forward field of view.
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Fig. 6. Top view of prototype showing enclosure and vibration motors attached to the belt. An
enclosure where electronics lay being covered is also shown.

3 Testing and Results

Several tests were conducted to assess the function of one functional unit, consisting of
the ultrasonic sensor, MCU and vibration motor.

3.1 Object Detection Testing for Variability

A test was done to assess the performance of the sensing module for a static object. The
ultrasonic sensor was placed so that the transmitter and receiver were in line with where
the object was placed at different distances from the sensor. The object was a 1.8 m high
metal pole with a 3.8 cm diameter. The sensor output a voltage value that corresponded
to the time of transmission and reflection. The prototype functional unit was set up on a
stand at the mid pole height. The obstacle was placed at distances of 0.6 m, 1.5 m and
3 m to the pole. Based on pre-measured tape marks marked on the floor in front of the
pole. The sensor was set at each distance marker and the test was run. Then the sensor
was moved to the next distance marker and test repeated. At each distance a screenshot
was taken of the plot, and the distance values were reported as central value ± variation.
After some initial testing of the ultrasonic sensor and conversion to distance, the overall
pattern was that closer objects would be well detected and result in a steadier value for
distance, having little variation, but farther objects would be less well detected and result
in a less steady distance value, having more variation. At placement distance of 0.6 m,
the measured distance was 0.61 m with no variability in distance value. At the longer
distances of 1.5 m and 3.0 m, the measured distance had more variability of 0.3 m.
Table 1 shows results from this testing of distances.
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Table 1. Distance readings for placement of the prototype functional unit at specified distances
to a metal pole (1.8 m high, 3.8 cm diameter). Distance reported as central value ± variation.

Placed Distance (m) Measured Distance (m)

0.6 0.61 ± 0.00

1.5 1.50 ± 0.03

3.0 3.05 ± 0.03

3.2 Obstacle Detection for Range and Field of View

Another set of trials was performed to observe how well the ultrasonic sensor detects
obstacles at the boundary of its field of view. The primary objective of the sensor system
was to detect obstacles in front of a walking user. The ultrasonic sensors have a field of
view where it can detect obstacles. If an obstacle was outside this field of view, it may
not be detected. This boundary was important to assess how wide the coverage was in
front of a walking user. Obstacles of different shape and material were used to determine
whether those factors affect detection. Two obstacles used for this test as follows: 1) a
1.8 m high metal coat pole with a 3.8 cm diameter, and 2) a plastic, 1.2 m tall cylindrical
fan enclosed in a plastic case with a 19 cm diameter. The prototype functional unit was
placed about 1.2 m above the floor to simulate the height as if worn by a user. The
obstacles were placed in front of the sensor at a particular distance and angle from the
center line. A protractor was used to measure the angles from the center line that was
straight out from the sensor. Angles were marked with tape on the floor at 0° (straight
out from the sensor), 10°, 20° and 30°. The obstacles were moved to these points, and
the distance readings were made.

Based on the resulting plots of distance over time, a classification was made for
each trial of “Clear” or “Not Clear”. The classification of Clear indicated the object was
detected on the plot, with a persistent center line and modest variation. The classification
of Not Clear indicated the object was not detected on the plot, lacking a persistent center
line and having much variation. Figure 7 shows the classification of the obstacles at
different distances and angles.

Figure 7 is a visualization of the results. The boxes display the distance of the object
from the sensor and the angle, with 0° being straight ahead in the direction a user would
walk. The color of each box indicates which objects (wider fan or narrower pole) were
clearly detected. At 0.6 m, both object types were clearly detected from 0° to 20°, but
at 30° only the wider fan was clearly detected. Maybe the wider object provided more
surface area to reflect the ultrasonic signal. At 1.5 m both object types were clearly
detected, but only for 0° to 10°. In contrast, for 20° to 30° only the wider fan was
detected. At 2.4 m only the wider fan was clearly detected, and only for the angles of 0°
to 20°. These results are summarized in Table 2.

3.3 Mapping of Distance and Vibrations

The MCU was programmed to detect the distance to an object, and map that distance
to one of four vibration patterns as shown in Table 3. The duration of a single burst of
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Fig. 7. Location of Obstacle Detection, the green box locations mark places where both the pole
(narrow diameter) and fan (wide diameter) were consistently detected, the yellow box locations
mark places where the pole was not consistently detected, but the fan still was, and the red box
marks a spot where neither the pole nor the fan was consistently detected. (Color figure online)

Table 2. Results of object parameters and whether clearly detected by the prototype functional
module utilizing the ultrasonic sensor. The objects were either Wide (19 m, diameter plastic
cylindrical fan) or Narrow (1.8 cm, diameter metal pole).

Distance (m) Angle (degree) Clearly Detected

0.6 0°, 10°, 20o

30o
Wide or Narrow
Wide

1.5 0°, 10o

20°, 30o
Wide or Narrow
Wide

2.4 0°, 10°, 20o

30o
Wide
Neither

vibration was 0.2 s. Then there would be a delay before the next burst of vibration would
begin. This delay was the burst interval, which had values of 0.5 s, 1.0 s, and 3.0 s.
Figure 4 shows the waveform of control signal to the vibration motor. When the voltage
was high, the motor would vibrate.

The software on the MCUmapped the distance to a pattern of vibration that the user
would feel. A distance of 3.0 m or more would not result in any pattern, being too far
away to warn the user yet. A distance of less then 3.0 m would result in a vibration
pattern. The smaller the distance the more frequent the vibration bursts. Each burst was
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0.2 s, and the interval between bursts would vary from 3.0 s for farther objects and 0.5 s
for closer objects. Table 3 shows the mapping of distance to vibration pattern.

Table 3. Mapping by the software running on the MCU for distance to vibration pattern. Each
burst lasted 0.2 s. Distances beyond 3.0 m resulted in no vibration pattern.

Distance (d) to Detected Object
(m)

Interval between Bursts (s) Description

d < 0.25 0.5 Intense pattern (danger)

0.25 ≤ d < 0.50 1.0 Moderate pattern (adjust
path)

0.50 ≤ d < 3.0 3.0 Warning (object ahead)

d > 3.0 none Fine (continue walking
forward)

A trial was set up to observe this mapping of distance to vibration pattern. The
functional module of the prototype having the sensor, MCU and vibration motor was
placed on a stationary stand. An obstacle (metal pole, 1.8 cm diameter) to be detected
was placed straight in front of the sensor at the specified distance. The distance between
the sensor and object progressively increased from 26 cm, and each increase in distance
was 13 cm until about 3 m. Following obstacle placement, two observations were made
and recorded: which vibration pattern was being performed by the vibration motor, and
what voltage did the control signal have that was sent to the motor. Figure 8 shows the
result of distance to vibration pattern sent to the vibration motors. The vibration pattern
was indicated in the plot as the interval between the bursts of vibrations.

The observed generated vibration patterns (Fig. 8) closely followedwhat the software
on the MCU was intending to map for each tested distance (Table 3). Exceptions were
observed at the longer distance near 3.0 m. The measurement at 2.9 m did not have the
correct interval of 3.0 s, instead no value as plotted as a 0. Possibly, the prototype failed
to detect the obstacle at this longer distance and so did not map to an interval value.
Moreover, when a vibration pattern was generated, the voltage value for each of the
pulses to control the vibration motors had a stable value, and did not decline through the
tested range.

3.4 Discrimination of Vibration Pattern

Once an object was detected by one of the ultrasonic modules, the corresponding haptic
motor vibrated. The pattern of the vibration indicated the distance to the object. There
were three different patterns to indicate a close, medium or far distance. Testing was
done to ensure that the user could differentiate the three states of vibration. If the user
could not tell the difference between the vibration pattern, then the prototype would be
of limited use. The purpose of the vibration pattern was to communicate to the user that
there is an obstacle ahead and about how far away it is. To test this, 10 volunteer subjects
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Fig. 8. Mapping of distance from the obstacle to the vibration pattern as indicated by the interval
between the bursts of vibrations. The x-axis shows the distance between obstacle and the prototype
functional module having the ultrasonic sensor. The y-axis shows the interval in seconds between
the bursts of vibration. The interval was smaller as the distance decreased to indicate a higher level
of urgency for the user to adjust their walking pattern to not bump into the obstacle. The voltage
of the control signal sent to the vibration motors was consistent and did not decline over the tested
intervals.

were recruited to assess whether they could distinguish between any two consecutive
vibration patterns.

The subjects in this study were able-bodied, with no known sensory perception
deficits. The ages of these volunteers ranged from 19 to 55, with 3 identifying as female
and 7 as male. These pairs of vibration patterns were ordered randomly between the
volunteers. The patterns of vibrations were labeled as Pattern 1, Pattern 2, and Pattern
3 as shown in Fig. 4. For the test, the prototype functional module having the vibration
motors was placed adjacent to the abdomen over the volunteers’ clothing. For each trial,
the volunteers were alerted that a two-vibration pattern sequence was about to occur.
Then, after both patterns were completed, the volunteer was asked whether the two
patterns were the same or different. Each volunteer underwent 3 sets, with 6 trials per
set. Each trial did the following pattern pairs in random order: 1–1, 1–2, 1–3, 1–1, 2–2,
and 3–3. Thus, each subject had 3 × 6 = 18 trials, with the total numbers of trials for
all 10 volunteers was 18 × 10 = 180 trials.

The subjects were correct for most of the trials on whether the two consecutive
patterns were the same or different. Only 3 subjects had an error, and each had exactly
1 error out of their 18 trials. So, there were a total of 3 errors for 180 trials. Thus, the
percent error was 1.7%. Overall, the subjects were able to distinguish between the 3
patterns generated by the vibration motors.
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4 Discussion and Future Directions

The prototype of the system showed promise as a potential assistive technology for
visual impairment being able to detect obstacles and provide haptic feedback to the user.
Obstacles up to 1.5 m meter in front of the ultrasonic sensor module were consistently
detected. The three vibration patterns could be distinguished by the users.

Considering the results for the obstacle detection for the application of a visually
impaired user walking forward at a moderate pace, the obstacle detection would be
helpful, but improvementswould be desired. Themore challenging narrowobject (1.8 cm
diameter metal pole) was clearly detected at 0.6 m and 1.5 m, but not consistently at
2.4 m. A warning range of 1.5 m would allow the user to stop or change direction, but
a warning at an even greater distance (2.4 m) would allow more time to plan a more
natural adjustment in walking speed or direction. Further testing would help clarify how
consistent and potentially helpful the prototype system would be to a visually impaired
person while walking.

The next step of development would be a system test of the whole prototype system
being worn during ambulation through obstacles. Additionally, improving the vibration
patterns and placement to provide improved feedback to the user. This would include
adding more patterns to differentiate more obstacle distances.
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Abstract. In recent years the rapid technological development in printable elec-
tronics technology has made it possible to develop sensors and circuits for wear-
able medical devices using flexible substrate. In this paper a novel implementation
of flexible capacitive sensors to detect and quantify human excreta inside adult
diaper is explored. The flexible capacitive sensors are implemented in co-planar
geometry by using conductive strips, paint and conductive fabric which are easily
available in the market. The developed sensors are used to detect and quantify
the fluid and concentration of electrolytes in-vitro (adult diaper and glass jar). An
impedance analyzer is used to perform measurements from the sensor and collect
necessary specifications in developing suitable printable sensors for a diaper.

Keywords: Wearable Medical Devices · Flexible Capacitive Sensors · Smart
Diaper · Printed Sensors · Printed Electronics · Human Fluid Detection &
Quantification

1 Introduction

There has been a rapid rise in the elderly population during few decades especially in
Europe andAsia [1]. The percentage of elderly people in Europe in the total population is
one of the highest, and recorded as the highest in Asia among global population [2]. The
recent pandemic disease (COVID- 19) adversely impacted the elderly health worldwide
[3]. Recent advances hasmade it possible tomonitor and record physiological parameters
using wearable medical devices [4]. Healthcare providers are now adapting to advanced
and smart medical solutions provided by the wearable medical devices featured with
the application of internet of things (IoT) to reduce the human resource need in medical
care. A recent market research report has estimated the rise in global wearable medical
device market size to grow from USD 27.2 billion in 2022 to USD 196.6 billion in 2030
[5].

The use of smart adult diapers elderly-care centres is expected to increase because
the urine provides enormous biological data which is very helpful in clinical diagnosis
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of various diseases which is otherwise not feasible with the use of conventional diapers
[6]. Information about urination frequency together with the urine quantity can be pre-
dictor of not only urological diseases like bladder inflammation and kidney function but
also various other diseases such as prostatic hyperplasia, urinary track infection (UTI),
cognitive deficit, arterial hypertension, diabetes mellitus, depression and many others
when combined with other parameters [7].

Recently various fluid detection studies are performed by deploying capacitive sen-
sors using conventional techniques [8, 9]. The advancement of printed electronics tech-
nology has brought the possibility to have low cost electronics production onflexible sub-
strates using various biodegradable and environmentally friendly materials to enhance
sustainability [10]. In this study, the capacitive sensors in coplanar geometry are devel-
oped on a flexible substrate by using printable and lowcost material for wearable usage.
The developed sensors are used for detection of liquid and quantification of the volume
of liquid inside adult diapers. In Sect. 2 the materials and methods used for the devel-
opment of flexible sensors are discussed. Section 3 elaborates the measurement results
recorded using developed sensors in different scenarios. Finally the Sect. 4 concludes
the research work and discusses the possible applications for future developments.

2 Materials and Methods

The materials used in this research work are commercially available. Sensors are devel-
oped in Aalto University, Department of Electrical Engineering. Following subsections
elaborate the material and methods in detail.

Fig. 1. Flexible capacitive sensor in adult diaper.
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2.1 Capacitive Sensors

The capacitance of a conventional parallel plate capacitor is directly proportion to the
geometry area (A) of conductors and permittivity (εr ε0) of medium (dielectric) between
the plates. The distance between conductor plates is inversely proportional to the capac-
itance as depicted in Eq. (1). The permittivity varies if there are different material used
as dielectric for same geometry of capacitor.

C = εrε0
A

d
(1)

In this study, for the development of capacitive sensors, the conductive strips are
rather deployed in coplanar geometry instead of parallel geometry. The capacitance
model of sensor with two coplanar flat conductor is given in Eq. (2). Where as Fig. 2(b)
presents the geometry of coplanar capacitive sensor where two conductive strips of equal
width W and length L are separated by distance S on same plane.

Fig. 2. a) Cross-section of acrylic laminated sensor. b) Geometry of coplanar capacitive sensor
with two flat conductive strips. c) Sensor deployed in jar.

The thickness of the conductors is very small and assumed zero here. The flat conduc-
tor are assumed in a homogeneous mediumwith permittivity (ε = εr ε0) and permeability
μ = μ0. Where μ0 is permeability of free space, ε0 is the permittivity of air and v0 is
speed of light [11].
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εrL ln
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377πv0
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where v0 = 1√
με0

The coplanar capacitive sensor is developed by using two equal flat strips of various
conductive materials having width W = 10 mm and length L = 200 mm. Both strips are
separated with a distance of S= 3mm. Figure 2(a) depicts the cross section of developed
flexible coplanar capacitive sensor. These strips are deployed on a flexible substrate and
laminated with a thin transparent acrylic sheet to protect the conductors from corrosive
chemical reactions while interacting with fluids. The permittivity of acrylic sheet ranges
between 2 to 5 which adds it’s effect on the capacitance of coplanar sensor. In free
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space, the capacitance of the sensors for the given materials with acrylic lamination
sheet is calculated using Eq. (2) to be between 7.7 pF and 19.3 pF. When the capacitor is
immersed in water, it is estimated that the capacitance of the sensor is supposed to rise
about 40 fold assuming the permittivity of water to be 80.

In this study different conductive materials are used to develop a flexible capacitive
sensor in coplanar geometry as shown in Fig. 3 in order to compare the capacitive
behaviour for detection and quantification of liquid in an adult diaper.

Fig. 3. The developed flexible coplanar capacitive sensors.

Conductive Foil Tape: Copper foil with conductive adhesive (3M, StPaul, Minnesota,
USA) having electrical resistance of 0.005 is used to develop the flexible capacitive
sensor. Named as copper sensor in this article.

Conductive Paint: Off the shelf electrically conductive paints are used on unwoven
cotton fabric to contain develop the flexible capacitive sensor.

− Silver based conductive paint (Kemo-Electronic GmbH) having electrical resistance
of 0.02 - 0.1 is soaked in the fabric to develop the sensor. Named as silver sensor
in this article.
−Carbon based conductive paint having electrical resistance of 0.1 – 4 is soaked
in the fabric to develop the sensor. Named as carbon sensor in this article.

Conductive Fabric: General purpose electrically conductive knitted fabric from the
market is used to develop the flexible capacitive sensors.
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– 99% pure silver plated polyamide fabric by Bremen having electrical resistance of
0.3 is used to develop the sensor named as bremen sensor in this article.

– 99% pure silver plated polyamide fabric by Balingen having electrical resistance of
0.6 is used to develop the sensor named as balingen sensor in this article.

2.2 Fluids

The fluids used for this study is off the shelf distilled water byWurth and tap water from
the research lab. Table salt (NaCl) is used to introduce the sodium and chloride elec-
trolytes in the fluid with different concentrations. A 60 mmol/l salt solution is prepared
in-rd house to mimic the urine to use in-diaper fluid detection and measurements.

2.3 Adult Diapers

The adult diapers of Caroli brand (by W. Pelz GmbH & Co. KG) are procured for
this study work. A cross section of the adult diaper is presented in Fig. 1. The upper
hydrophilic layer (a) which absorbs the fluids quickly and maintains the dryness around
skin. The distribution layer (b) transfers the fluids evenly to lower absorbent layer. The
absorption core is made of fluff and hydrogel (c, e) which is a super absorbent polymer
(SAP). A non-woven hydrophobic back-sheet (f) prevents the fluids leakage.

2.4 Lab Measurement Equipment

Laboratory precision scale and beaker is used to prepare and measure the fluids. An
impedance analyzer by Keysight Technologies Inc (US) E4990A is used with fixture
HP16664A to measure and record the real-time capacitance of sensors. A sweep of
900 kHz on 100 kHz−1MHz span is run to record the sensor behaviour on wide span for
an earlier developed custom front-end electronics interface. The recorded measurements
are further analyzed using Matlab to compile the results.

2.5 Measurement Setup

First measurement setup is prepared using a liter jar with flexible capacitive sensor
attached vertically to the inner wall of jar as shown in Fig. 2(c) Distilled water, tap
water, salt solutions and sugar solutions of various concentrations are used to study the
response of capacitive sensor. In the second measurement setup the flexible capacitive
sensors are deployed inside absorption core of adult diaper under the distribution layer
as depicted in the Fig. 1 to ensure the close contact of sensor with fluids absorbed by
hydro-gel. A series of fluid introduction scenarios are performed to study the behaviour
of developed sensors inside diaper.

3 Measurements Results

In the first scenario the distilled water is used as fluid for detection and quantification.
A quantity of one liter of liquid is poured in jar setup with increment of 100 ml for each
measurement. The Fig. 4 presents the fluid quantity detection from all sensors.
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Fig. 4. In jar fluid detection and quantification results compared.

In the second scenario sugar and salt electrolyte concentration in distilled water is
measured in the jar using all the sensor types. Figure 5 depicts the comparison of the
measured results with silver sensor in three concentration levels of distilled water at level
of 500ml.Achange in capacitance is observedwith respect to the change in concentration
of electrolytes in the liquid affecting the dielectric permittivity. High capacitive behavior
of fluid is observed for salt based electrolytes as compared to distilled water. Whereas
Fig. 6 shows the capacitive curve of silver sensor for fluid quantification.

Fig. 5. In jar sensor sugar and salt electrolyte concentration comparison with distilled water.

For sensor measurements inside diaper it is assumed that an adult holds around
400 ml to 600 ml of urine in bladder normally [12]. A pseudo urine is prepared in lab
with 60mmol/l sodiumchloride electrolyte concentration. In the third scenario an amount
of 600 ml pseudo urine is used to make the diapers wet. Figure 7 shows the measurement
results for dry and wet diapers. All sensors have produced promising results for liquid
detection.

The fourth scenario is prepared for liquid volume quantification in diaper. For each
measurement an amount of 600 ml tap water and pseudo urine is poured into diaper with
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Fig. 6. Capacitive curve of Silver sensor for liquid quantification.

Fig. 7. In diaper sensor dry and wet results compared.

increment of 100 ml at rate of 15 ml/s which is an average urine flow-rate in adults [13]
An absorption waiting time of 60 s is introduced before each measurement. Figure 8
and Fig. 9 presents the results of tap water and pseudo urine quantification in silver and
copper sensors respectively. It is observed that the increase in capacitance is not linear
with respect to liquid volume. We also believe that the liquid volume quantification
precision would be enhanced if an artificial intelligence (AI) based algorithm would be
used.

In the sixth scenario 600ml pseudo urine is poured into diaper and sensor capacitance
is measured after every 5 min up to 30 min to study the hydro-gel absorption effect on
the sensor capacitance. It is observed that there is a slight decrease in capacitance over
the time followed by initial rapid reduction in first 5 min. It is because the hydro-gel in
edges of diaper takes sometime to uniformly absorb the liquid in overall diaper. Finally
an amount of 100ml liquid is poured into diaper after 30 min to observe the effect on
sensor capacitance. Figure 10 depicts the gradual capacitance reduction overtime and
rapid increase when 100ml liquid is poured after 30min. The results shows the capability
of the sensor to detect intermittent liquid introduction in diaper.
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Fig. 8. In diaper silver sensor tap water detection and quantification.

Fig. 9. In diaper copper sensor pseudo urine detection and quantification.

Fig. 10. Hydro-gel absorption trend for all sensors over 30 min time.

4 Conclusion

In this study a series of flexible capacitive sensors are developed using conductive foils,
conductive paints and conductive fabrics to detect and quantify the fluids in adult diaper.
Several in-vitro measurement scenarios are executed to validate the proof of concept by
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using impedance analyzer. The measurement results show not only the fluid detection
but also a good resolution of fluid volume detection for 100 ml fluid in a diaper. The
absorption trend of hydro-gel is also measured for precise volume quantification dur-
ing frequent urination which brings the possibility to detect bladder inflammation. The
frequency sweep results of artificial urine has shown a reduction in dielectric constant
for increased salinity over higher frequencies. The proposed implementation of flexible
capacitive sensors and front end electronics on flexible substrate using state-of-the-art
printable materials along with artificial intelligence based data analysis could enable
smart, economical and environmentally friendly adult diapers.
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Abstract. The Internet of Things (IoT) has emerged as a subject of
intense interest among the research and industrial community as it has
significantly impacted human life. The rapid growth of IoT technol-
ogy has revolutionized human life by inaugurating the concept of smart
healthcare, smart devices, smart city, and smart grid. The security of
IoT devices has become a serious concern, especially in the healthcare
domain, where recent attacks exposed damaging IoT security vulnera-
bilities. In addition, in IoT networks where the connected devices are
vulnerable to attacks such as attacks that affect the resource constraints
of healthcare devices, e.g., energy consumption attacks. Therefore, this
paper defines the impact of Distributed Denial of Service (DDoS) and
Fake Access Points (F-APs) attacks on WiFi smart healthcare devices
and investigates in detail how these attacks can be deployed toward vic-
tim devices and Access Points (APs). Our work focuses on IoT devices’
connectivity and energy consumption when under attack. The main key
findings of this paper are as follows: (i) the minimum and maximum
attack rate of DDoS attacks that cause service disruptions on the victim
side, and (ii) the minimum-the higher effect of energy-consumption Dis-
tributed Denial of Service (EC-DDoS) and F-APs attacks on the energy
consumption of the smart healthcare devices. Our study reveals the com-
munication protocols, attack rates, payload sizes, and victim devices’
ports state as the vital factors in determining the energy consumption of
victim devices. These findings facilitate a thorough understanding of IoT
devices’ potential vulnerabilities within a smart healthcare environment
and pave solid foundations for future studies on defense solutions.

Keywords: Internet of Things (IoT) · smart healthcare · security ·
energy consumption · resource constraints

1 Introduction

The Internet of Things (IoT) refers to real-world objects having communicative
and cognitive capabilities using smart devices. IoT is a tremendous communi-
cation paradigm where many heterogeneous devices will connect and talk to
each other. These communication devices will play an essential role in the life
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2023
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of human beings, e.g., healthcare, transportation, and others. IoT is creating
a revolutionary impact in technology and people’s social life. Over time, IoT
devices are overgrowing. According to recent reports from Cisco, the number
of connected smart devices over the Internet will escalate to 29.3 billion net-
worked devices by 2023 [19]. As the number and heterogeneity of smart devices
are accelerating rapidly, it is becoming challenging to maintain the security of
these devices [16]. IoT footprints have been identified in various domains such
as manufacturing, agriculture, transportation, electric grid, and healthcare [3].
In an IoT-based healthcare system, security is the primary concern as the data
is directly related to human beings [4]. An Intensive Care Unit (ICU) is a hospi-
tal’s special and critically operational department where specialized treatment is
given to patients requiring critical medical care. Usually, patients who are acutely
unwell or injured severely and require continuous medical care are admitted to
the ICU. The equipment and devices in the ICU play a vital role in keeping the
patient alive and healthy. In such a scenario, any communication breakdown due
to a cybersecurity breach may cause severe effects on a patient’s life and even
death in some instances [12].

Moreover, smart healthcare devices typically interact through different wire-
less communication protocols that allow adversaries to perform different attack
types. For example, eavesdropping, creating Fake Access Points (F-APs), Dis-
tributed Denial-of-Service (DDoS), and energy-consumption Distributed-Denial-
of-Service (EC-DDoS) [15]. Attackers use DDoS attacks to launch malicious traf-
fic to damage target smart healthcare devices by affecting their resources and
disconnecting them from the legitimate AP. EC-DDoS attacks lead to increasing
the target’s energy consumption to destroy it by sending malicious traffic. F-APs
attacks force smart healthcare devices to connect to an alternative AP, monitor
the transferred packets, and launch malicious attacks to consume more energy.
Typically, most IoT devices have limited processing capabilities, and applying
advanced security techniques to each device is challenging [2]. Using them in the
smart healthcare system may also give unauthorized access to cybercriminals to
monitor patients’ private data and exploit sensitive information or send attacks
to consume more energy and destroy smart devices [20].

Existing studies have performed general static and dynamic analyses and
defenses against DDoS and F-AP attacks. However, most of the existing dynamic
analyses are conducted in virtual environments, which makes it challenging to
accurately measure the compromised devices’ resource consumption, especially
energy consumption. To address this issue, in this work, we perform our experi-
ments in a controlled environment using real-world devices. With a cost-efficient
experimental setup, we can collect sufficient data on the impact of attacks on
resource-constrained IoT healthcare devices.

In this paper, we study the effect of DDoS, EC-DDoS, and F-APs attacks on
WiFi connectivity and energy consumption of wireless healthcare devices. The
results show the significant damage that could be caused by these attacks and
draw attention to the urgent need for effective defense solutions. This paper can
be used as a framework to test smart healthcare devices’ security and create
security standards for robust, predictable, and tamper-free operations.



248 Z. Alwaisi et al.

1.1 Motivation and Contribution

Since IoT healthcare devices operate in an interconnected and interdepen-
dent environment, new threats constantly emerge. Moreover, as IoT healthcare
devices typically use in an unattended environment, intruders may maliciously
access these devices. Eavesdropping can access privately-owned information from
the communication channel because IoT devices are usually linked through wire-
less networks. In addition to these security issues, IoT devices cannot afford to
incorporate advanced security features because of their limited energy and pro-
cessing power. Therefore, it is essential to study the effect of malicious attacks
on the energy consumption of smart healthcare devices and show their impact,
as smart healthcare systems are much more vulnerable and sensitive to their pri-
vacy and security. More importantly, considering the massive amount of smart
healthcare devices on the market, the impact of energy consumption attacks
cannot be neglected. Our main contribution is studying the effect of a practical
combination of F-APs and DDoS attacks on smart healthcare devices. The main
purpose of choosing DDoS and F-APs attacks as their impact on IoT security
is high, so many researchers are working on solutions [8]. Thus, we target the
energy consumption of smart devices. In the first step, we design a smart sys-
tem to measure the current consumption of smart healthcare devices. Also, we
build a testbed to monitor the smart devices and capture devices’ status, e.g.,
On or Off, network traffic, and energy consumption. We identify several critical
influential factors, particularly in communication protocols, Attack Rate (AR),
payload size, and victim devices’ ports status. We study the impact of these fac-
tors on the victim devices’ resource constraints, such as energy consumption. In
the second part of the contribution, the attack continues, and the attacker dis-
connects the smart devices from the local AP by sending DDoS attacks. At the
same time, we study the effect of EC-DDoS on energy consumption by sending
malicious attacks to affect the energy resources of smart devices. Also, we imple-
ment real-time energy monitoring on real smart devices to register the effect of
the attack. In the last part of the contribution, we designed the F-AP to force
the smart devices to connect to it once it disconnected from the local AP by
DDoS attack. We designed the F-AP to automatically send malicious attacks
affecting smart devices’ energy consumption.

This paper gives a valuable understanding of the effect of DDoS and F-AP
attacks on the energy consumption of smart healthcare devices by presenting
a testbed and accurate energy consumption tests. Energy consumption attacks
can destroy smart devices and impact patients’ lives.

1.2 Organization of the Paper

This paper is organized as follows: Sect. 2 reviews related work about the differ-
ent types of attacks. Section 3 explain the attack scenario and assumptions. The
testbed scenario, data collection, F-APs setup, and the most important influen-
tial factors are presented in Sect. 4. Section 5 describes different results regard-
ing network scans, disconnections caused by DDoS attacks, energy consumption
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measurement, and the effect of EC-DDoS and F-APs on energy consumption.
Some concluding remarks can be found in Sect. 6.

2 Related Work

2.1 Fake Access Points Attacks

One of the most challenging security problems for wireless networks is detecting
F-AP attacks. This attack is also called the rogue AP attack or the evil twin
attack [11].

Detection of rogue AP attacks in the wireless network of a smart healthcare
system is an essential aspect of wireless security [21]. A rogue device detection
system using various techniques such as site survey, noise checking, MAC address
list checking, and wireless traffic analysis has been proposed in [14]. The authors
concentrated on detecting internal rogue devices, such as devices connected via
a wireless network and used by employees on a corporate network. But this
approach cannot be applied to IoT devices due to resource constraints.

Mehndi et al. [13] proposed an approach that considers the Mac Address,
Service Set Identifier (SSID), and signal strength of the AP to decide whether
the AP is rogue or not. In detecting authorized APs, the MAC addresses of
all visible APs are matched against a list of authorized APs. Tools such as
Ettercap1, Wireshark2, and Snort3 are used for filtering instances where the
MAC address is spoofed. While Kilincer, Ertam, and Şengür [6] proposed an
automated technique for detecting and preventing F-APs attacks in the network
of IoT devices. The proposed experiment uses a Single Board Computer (SBC)
and a wireless antenna (ODROID module). The operation was about: 1) creating
an F-APs, 2) scanning the surroundings using the SBC and WiFi modules, and 3)
detecting fake AP broadcasts. The F-APs have been assigned to an unauthorized
Virtual Local Area Network (VLAN). This study [6] is limited and focuses on
F-APs attack detection and prevention. However, the data collected about the
network and some attacks are still possible without connecting.

2.2 DDoS and EC-DDoS Attacks

DDoS and EC-DDoS attacks are security threats by attackers that enter the
WiFi network coverage area and inject many different forged packets. Adver-
saries use this attack for two purposes, restricting usage of the WiFi bandwidth
and preventing licensed users from communicating with the licensed AP to par-
alyze or reduce the WiFi network’s performance [17].

Different studies have focused on the impact of DDoS attacks on Web servers
when compromised IoT devices launch the attack. For example, Kambourakis [5],

1 https://ettercap.github.io/ettercap/.
2 http://www.wireshark.org/.
3 http://www.snort.org/.

https://ettercap.github.io/ettercap/
http://www.wireshark.org/
http://www.snort.org/
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Fig. 1. Testing Environment.

Marzano [10], Tushir [18], and Kolias [7] discussed the outbreak of the Mirai bot-
net (and its variants), which compromised IoT devices to launch a DDoS attack
against data centers. They claim that even naive techniques can be used to
take control of such devices and create a massive and highly disruptive army
of zombie devices. Liu and Qiu [9] examined de-authentication and disassocia-
tion DDoS attacks, where the attacker overwhelms the wireless device through
fake de-authentication and disassociation packets. They show that Transmission
Control Protocol (TCP) throughput drops and User Datagram Protocol (UDP)
packet loss rises by increasing the AR. They have developed a client-device-based
queuing model to show that the current IEEE 802.11w standard cannot resolve
de-authentication and disassociation at high attack rates. Moreover, there are
different approaches to monitoring IoT devices’ energy consumption to detect
IoT cyberattacks. Tushir et al. [18] quantitatively studied the impact of DDoS
attacks on smart home IoT devices and their energy consumption. However, they
did not present any detection or mitigation solutions.

Despite this, many developed methods exist to detect and prevent DDoS
and F-AP attacks in IoT systems. In our approach, we mainly focused on the
impact of the combination of DDoS, EC-DDoS, and F-APs attacks on energy
consumption, response time, and connectivity of smart healthcare devices.
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3 Attack Scenarios and Assumptions

Attack Scenarios. Figure 2 illustrates the potential scenarios where DDoS, EC-
DDoS, and F-APs attacks can be applied. First, F-AP is designed to look like
the actual AP. In those scenarios, the attacker can set a F-AP to launch different
attacks to affect the energy resources of the smart healthcare devices. The F-AP
signals could be more vital to the victim than the actual AP. Once disconnected
from the actual AP by sending DDoS attacks, the tool forces smart healthcare
devices to automatically reconnect to the F-AP, allowing the attacker to inter-
cept all the traffic to that smart healthcare device, such as Man-In-The-Middle
(MITM) attacks. Sniffing tools can also be applied to get or edit the information
sent or received from the victim’s devices. Additionally, the attackers may use
F-AP and EC-DDoS attacks to destroy smart healthcare devices by affecting
resource usage, e.g., energy consumption.

Fig. 2. Attacking Scenarios.

Assumptions. The attacks we consider require the attacker to send DDoS attacks
to force the device to disconnect from the legitimate AP and affect its resources.
Then the adversary could set up the F-APs attack at different locations. The
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adversary may set the F-APs at a distance from the victim to avoid being caught.
As a result, the smart device is connected to the F-APs created by the attacker.
The potential F-APs attack relies on sniffing over the WiFi to capture all packets
traveling to and from the monitored smart device. Also, the F-AP is designed
to affect the energy consumption of smart devices by automatically sending
malicious attacks to connected smart devices.

Therefore, in this paper, we investigate the effect of F-APs and EC-DDoS
attacks on smart healthcare devices’ energy consumption by implementing them
with malware designed to increase the energy consumption of smart healthcare
devices and destroy them.
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Fig. 3. Sequence diagram showing an attacker intercepting and affecting energy mea-
surement of the smart healthcare devices.

4 Proposed Testing Environment

This section investigates attack scenarios against smart healthcare devices and
describes a testbed, network scan, and data collection process. The testbed is
used to study the effects of DDoS and F-AP attacks on energy consumption and
analyze devices and ports’ status to identify their weak side points.

4.1 Experiment Setup

There are two types of attacks on IoT devices: internal and external. Internal
attacks happen when the adversary has access to the local network; this is possi-
ble by hacking the WiFi or gaining access to IoT devices. For example, attackers
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may gain access to the device by launching internal attacks to access a local
Linux-based device remotely or by sending packets from outside the network
for the external attack. For instance, if the attacker can force smart healthcare
devices to disconnect from the actual AP and connect to the F-APs, then the
adversary can send packets to the device outside the local network.

The testbed contains different smart healthcare devices, e.g., Arduino and
Raspberry Pi, as proof of concept. Furthermore, three Linux-based images were
created using Docker, as shown in Fig. 1. These images involve 1) an attacker
sending malicious packets to the victim devices, 2) a sniffer for capturing WiFi
traffic, and 3) a control system to scan the network and get different information
about the port and devices’ status.

Moreover, we created the F-APs using a TP-Link TLWN772N USB adapter
and a Linux-based software system. Then, we designed a smart meter to measure
the energy consumption of smart healthcare devices using a non-invasive current
sensor [1] with an Arduino and some other resistors. Also, we used different
software tools for attacking data generation and collection. On the adversary
side, we used Nmap4 to launch a network scan and identify devices’ status, such
as online or offline, IP address, and MAC address. Then, we ran a TCP/UDP
port scan on the victim devices to identify port status (open/closed, filtered/not
filtered, and others). Furthermore, we used hping35 to generate DDoS and EC-
DDoS attacks by adjusting the AR, source IP address, destination IP address,
payload, attack type, flags of TCP sessions (SYN, ACK, FIN, push, or urgent),
and port types. In addition, we used hostapd (host access point daemon) and
dnsmasq with a TP-Link TLWN772N USB adapter to create the F-APs. Hostapd
is a user-space daemon software enabling a network interface card to act as an
AP and authentication server. Dnsmasq is a lightweight, easy-to-configure DNS
forwarder designed to provide DNS (and, optionally DHCP and TFTP) services
to a small-scale network. The TP-Link TLWN772N is a USB adapter that acts
as a F-AP.

We used tshark to evaluate the impact of EC-DDoS and F-APs attacks on
the resource constraints of smart healthcare devices and capture WiFi traffic.
Figures 2 and 4 show the attacking scenarios. Different stages are used to run
our experiment. In the first stage, we measure the energy consumption once
the device is turned On. Another measurement is used when the device has
connected to the AP. Then, we run a network scan to capture the port and device
status. Once we ensure that the device is connected to the Internet, we send
DDoS and EC-DDoS attacks for two purposes: first, to consume more energy,
and second, to disconnect the device from the local AP. Then, we run energy
consumption measurements to calculate the energy consumption of the devices
and study the devices’ behaviors under DDoS and EC-DDoS attacks. Next, we
run the F-APs attack on smart devices. We first check whether the devices are
already disconnected from the local AP. We then force the smart devices to
connect to the F-APs and finally start measuring the energy consumption of

4 https://nmap.org/.
5 https://www.kali.org/tools/hping3/.

https://nmap.org/
https://www.kali.org/tools/hping3/
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smart healthcare devices. Also, we study the behavior of smart devices in terms
of energy consumption and connectivity. The F-AP works as a MITM attack.
The F-APs used for different purposes: 1) monitoring the devices, 2) sending
malicious packets to consume more energy, and 3) affecting the CPU usage of
the smart healthcare devices.

Algorithm 1 the affecting of F-APs and DDoS attacks on energy consumption
1: procedure SmartDevice(a) � consume more energy of (a).
2: Sniff air for network scanning
3: E1:energy consumption before attack
4: E2:energy consumption after attack
5: if a = connected then � a is connected to the AP
6: Calculate energy consumption
7: Disconnect using DDoS attack
8: else if a = disconnected then � from the actual AP
9: Send DDoS attack

10: Calculate energy consumption after attack

11: if E1(a) < E2(a) then
12: Connect the device to F-APs
13: Send malicious attack to consume more energy
14: else if E1(a) < E2(a) then � energy consumption after attack
15: Send another packets of DDoS attack
16: Consume more energy and disconnect the devices
17: else
18: Try to consume more energy
19: Calculate energy consumption, AR, survival duration (SD), and thresh-

old(AR)

20: while E1 �= 0 do � Consume more energy to destroy the device
21: E1(a) ← E2(a)

4.2 Collecting Data

We built a smart healthcare test environment by deploying different smart
devices, as shown in Fig. 4. Data is aggregated from various smart devices for
analysis purposes. Moreover, the aggregated data is categorized into behavioral
and network data. Behavioral data refers to the status of the smart devices, like
On or Off, and the device’s readings. Network data refers to smart healthcare
devices’ TCP and UDP packet data. We integrate this data to learn typical
behaviors in a smart healthcare environment.

Figure 3 shows different phases of our attack scenario; in the first phase, we
control the smart devices by switching them On or Off ; this is essential to calcu-
late the energy consumption of the smart devices before launching any attack. In
the second phase, we measure the energy consumption of the smart devices for at
least 30 minutes to calculate the average energy consumption before launching
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Fig. 4. Proof of Concept for Wireless Network smart healthcare devices.

any attack; then, we start sniffing the network to get information about ports
and devices’ status. In the final phase, we launch DDoS and EC-DDoS attacks
to impact smart devices’ connectivity and energy consumption. Simultaneously,
the energy consumption of appliances is measured to show the impact of this
attack on the energy consumption of smart healthcare devices. After that, once
the devices are disconnected from the legitimate AP using DDoS attacks, we
calculate AR, Survival Duration (SD), and the threshold of the AR. Next, we
force the devices to connect to the F-APs, where the fourth phase will start. We
start monitoring and collecting information about the smart devices using F-APs
facilities in this phase. We then launch malicious attacks through the F-APs to
consume more energy and study the behaviors of smart devices’ energy con-
sumption under F-APs attacks. Through that, we achieve the main purpose of
destroying smart healthcare devices by using energy consumption attacks caused
by F-AP and EC-DDoS attacks as shown in Fig. 5.

4.3 Setting up a Fake Access Point

We used hostapd (host access point daemon) and dnsmasq with a TP-Link
TLWN772N USB adapter to create the F-APs attack, broadcast a fake signal,
and capture the victim’s packets. The F-AP configures the same SSID, Basic
Service Set Identifier (BSSID), broadcast channel, and security settings as the
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legitimate AP. The scenario with the F-APs attack is reported in Fig. 2. The
monitor mode of the F-APs is enabled using airmon-ng start for capturing attack
injections or packets from and to the smart healthcare devices. The F-APs work
as a MITM attack to capture packets transferred between the smart devices and
the server. Moreover, the F-AP is designed to send malicious attacks to consume
more energy of the connected smart healthcare devices6.

4.4 Determining the Weak Side

In this section, we focus mainly on the impact of disconnections and power
consumption, considering victim devices that differ in their hardware, e.g., CPU,
WiFi chip, and memory. Therefore they respond differently to a given attack.
Arduino and Raspberry Pi are considered.

During an attack, the port state and communication protocol can signifi-
cantly influence victims’ responses. Accordingly, we launch three attacks: TCP-
SYN, UDP, and Internet Control Message Protocol (ICMP) echo request attacks.
In the case of UDP and TCP-SYN attacks, we launch attacks against ports
with different states, e.g., open, closed, filtered, and open-filtered. With ICMP
attacks, do not specify the port number. Moreover, being smart IoT devices
resource-constrained, their behavior may differ dramatically according to the
payload size of attack packets. As a result, we set the payload of attack packets
to 0 B, i.e., no payload (NP), and 1500 B, i.e., high payload (HP). Although
it has been recognized that the impact of DDoS, EC-DDoS attacks are directly
related to AR. Section 5.2 analysis the impact of the AR on service disruption
6 https://github.com/developerZA/EnergyConsumptionAttack.git.

https://github.com/developerZA/EnergyConsumptionAttack.git
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by calculating the minimum AR that causes the devices to be disconnected from
the legitimate AP. The impact of EC-DDoS and F-APs attacks on the energy
consumption of smart healthcare devices has also been studied in Sect. 5.

5 Experimental Results and Analysis

In this section, we describe an experimental workplace to test the effect of DDoS,
EC-DDoS, and F-APs attacks on the energy consumption of smart healthcare
devices. This experiment focuses on collecting incoming malicious attacks and
the usage statistics of a victim device and analyzing the attack effects on the
victim devices in terms of energy. The network scan of the smart devices is
used to obtain the status of the ports and then to determine the weak side of
smart devices by calculating their AR and SD. Moreover, we study the effect of
EC-DDoS and F-APs attacks on energy consumption.

5.1 Network Scan

The network scan gathers information about the victim’s smart devices, such as
online or offline status, IP address, and MAC address. The port scan permits
an attacker to discover the status of TCP and UDP ports. The possible states of
the used ports are: open, closed, filtered, and open-filtered. Table 1 reports the
status of ports for the devices used in our testbed.

Table 1. Network scan result in terms of port status for TCP and UDP protocols.

Device TCP scanned ports UDP scanned ports

Raspberry Pi 3 open, 998 open-filtered, 65389
filtered and 0 closed ports

4 open and 700
open-filtered and 0 closed
ports

Arduino 1 open, 22 filtered, 1000
open-filtered and 0 closed ports

1000 open-filtered ports

5.2 Attack Rate and DDoS Attacks

We consider threshold AR as the minimum AR measured in Packets Per Second
(PPS) that disconnects the victim device from the AP. The SD is the time
duration between the start of an attack and the device disconnection caused by
the attack. We set the maximum attack duration between 8 and 30 minutes.
We have launched ICMP and TCP-SYN/UDP attacks on the victim devices’
open, filtered, and closed ports to collect their threshold AR and SD. The AR
applied to the Raspberry Pi is between 500 to 10, 000 PPS for both NP and PH.
In contrast, the AR sent to the Arduino for NP attacks is between 100 to 800
PPS, as the threshold AR is 800 PPS. We did not use a PH attack against the
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Arduino because it disconnects with minimal AR. Table 2 reports the average SD
in minutes for the smart devices. We can see that the Arduino device disconnects
in all cases with different attacks. Instead, the Raspberry Pi disconnects only
with low packets.

Table 2. Survival Duration (SD) caused by DDoS attack.

Survival Duration Raspberry Pi Arduino

NP [Minutes] PH [Minutes] NP [Minutes] PH [Minutes]

SD (ICMP) 7.58 none 3.6 3.13

SD (TCP) 6.2 none 3.3 2.44

SD (UDP) 7.8 none 3.8 2.44

The Raspberry Pi survives with a higher AR than the Arduino, with 20 k
packets at NP. The AR of the Arduino is 800 packets at NP and 200 packets
at PH. Looking at the tshark files, we can see that the Raspberry Pi broadcasts
probe requests and sends de-authentication packets to the legitimate AP. The
main difference between the smart devices is that the Raspberry Pi has more
powerful hardware than the Arduino.

Through the experiment, when we calculate the received AR by the victim
devices, we find that the victim devices rarely receive the actual AR sent by
the attacker. For example, we sent about 15 k packets to the open ports of
the Raspberry Pi; the received packets were about 14544 packets. Also, we can
notice that the increase in the average packet rates sent by the attacker causes
an approximately logarithmic increase in the received packets by the victim.

5.3 Energy Measurement and EC-DDoS Attacks

We developed a smart circuit using a non-invasive current sensor, as shown
in Fig. 6 to measure the current consumption of smart healthcare devices. This
smart circuit samples voltage, ampere, watt, and current per second. The current
consumption values for each smart healthcare device are stored in the database
(DB). In our experiment, we use the Joule (J) values to calculate the energy
consumption of smart devices.

To calculate the energy consumption of the devices versus the incoming
attack reception rate of the victim devices, we need to collect the data from
both the sensors and the tshark data. Therefore, all data relevant to this exper-
iment is stored automatically in the DB.

During packet collection, the attacks are sent using the same TCP, UDP,
and ICMP flood commands. Using the topology depicted by Fig. 2, the malicious
TCP, UDP, and ICMP traffic are separately sent to the victim device, while all
usage statistics in terms of energy consumption and connectivity are recorded
on the victim device. Each attack is simulated for a duration of 1 second for a
total of 30 minutes, and all usage statistics are recorded for the same duration.
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Fig. 6. Circuit for measuring current consumption.

Fig. 7. Raspberry Pi Energy Consumption under EC-DDoS Attack.

Figure 7 shows the device’s energy consumption when its status is On in
the absence of attacks on that device. The standard energy consumption of
the Raspberry Pi is between 1.410 J and 1.420 J per second. However, the
current consumption varies from 1.410 J to more than 3.3 J per second after
launching TCP-SYN attacks on open ports of the Raspberry Pi. In contrast, we
can notice that the energy consumption increases to more than 3.60 J per second
after launching ICMP attacks on open ports of the Raspberry Pi. Additionally,
the energy consumption fluctuates between 1.4 J and 3.50 J per second after
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launching a UDP flood attack because of the overload that might have happened
on the Raspberry Pi’s open ports.

Figure 8 shows the current consumption of the Arduino when its status is
On in the absence of attacks. The standard energy consumption of the Arduino
is between 1.060 J and 1.065 J per second. In contrast, the energy consumption
varies from 1.065 J to more than 1.75 J per second after launching TCP-SYN
attacks on NP. At the same time, the energy consumption increases slightly from
1.15 J to 1.25 J per second after sending an ICMP attack. The UDP flood attack
causes an increase in energy consumption from 1.25 J to more than 1.50 J per
second.

Fig. 8. Arduino Energy Consumption under EC-DDoS Attacks.

Note that the EC-DDoS attack rates sent by the attacker are below the
threshold of DDoS attack rates that cause disconnection on smart healthcare
devices. In the next section, we study the smart devices’ energy consumption
behavior under F-APs attacks.
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Algorithm 2 Fake Access Points Attack
1: procedure SmartDevice, F-APs(a,b) � consume more energy of (a).
2: Sniff air for network scanning
3: Measure energy consumption of SH
4: if a ⊆ b then
5: if a = connected then � a is connected to F-APs
6: Sniff air for network scanning
7: Send malicious packets
8: Calculate energy consumption after attack
9: else if a = NotConnected then

10: Try to reconnect it to F-APs

11: while a �⊆ b do � if there are no new devices
12: Sniff air for finding new devices

5.4 Energy Consumption and F-APs Attacks

Once the devices are disconnected from the legitimate AP, the F-APs attack
takes over its responsibility to consume more energy and monitor them.

The signal of the F-APs is more vital to the victim’s smart devices than
the legitimate AP. When the devices are disconnected, the signal from the F-
APs will be sent to the smart devices to force them to connect to affect their
energy resources. Afterward, the monitoring mode of the F-APs will be enabled
to monitor packets transferred from and to the smart devices. At this stage,
the sniffer is essential to launch further attacks on the target device and collect
information about it, such as IP and port status. The F-AP is designed to be
more flexible in sending malicious packets automatically to affect the energy
resources once the smart devices are connected.

The required time for the Raspberry Pi to connect to the F-APs is between
3 and 5 minutes. While the Arduino takes 7 to 10 minutes, sometimes we force
the Arduino to connect to the F-APs.

Figure 9 shows how the energy consumption of the Raspberry Pi changed
after connecting it to the F-APs; the malicious packets were randomly selected
and sent to the Raspberry Pi. The energy consumption increases to more than
4.00 J per second. At the same time, the energy consumption of the Arduino
increases slightly to reach more than 2.00 J per second after connecting it to
the F-AP. Therefore, we can conclude that the F-APs attack successfully affects
smart healthcare devices’ energy consumption.
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Fig. 9. Raspberry Pi and Arduino Energy Consumption under F-APs Attack.

5.5 Results and Analysis

In our experiment, we studied the effect of DDoS, EC-DDoS, and F-APs attacks
against the Raspberry Pi and Arduino for about 30 to 60 minutes and measured
the energy consumption. During such attacks, the smart devices continuously
receive the packets and spend resources processing these packets.

Our analysis shows that effective DDoS attacks can be launched at NP if the
victim replies to ICMP packets. ICMP or TCP-SYN/UDP attacks could be used
on open and closed ports. However, to launch EC-DDoS attacks that cost the
victim device’s maximum energy without being disconnected from the legitimate
AP, the attacker can launch a PH TCP-SYN attack against open ports or ICMP
attacks if the device responds to ICMP packets.

Moreover, to force the smart healthcare devices to connect to the F-AP
attack, the signals of the latter should appear stronger to the victim than the
legitimate APs. The attacker launches malicious attacks through the F-AP to
induce maximal energy consumption without being disconnected by considering
the threshold of the AR. Figure 10 shows the overall infection of EC-DDoS and
F-APs attacks on both devices (Arduino and Raspberry Pi); as it can be seen,
the energy consumption of the Raspberry Pi device varies from 1.42 J to be more
than 3 J per second. At the same time, the energy consumption of the Arduino
varies from 1.06 J per second to more than 2 J per second. It is observed that
DDoS, EC-DDoS, and F-APs attacks significantly impact the energy consump-
tion of IoT devices. When an IoT device is flooded with TCP, UDP, and ICMP
packets, there are significant increases in energy usage, which might destroy the
IoT devices in the end. This study offers a better understanding of energy con-
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Fig. 10. Raspberry Pi and Arduino Energy Consumption under Attacks where the
F-APs affect 45% of the energy consumption of the Raspberry Pi and the Arduino,
while the affection of EC-DDoS attack is about 55%.

sumption attacks caused by the combination of F-AP, DDoS, and EC-DDoS
attacks on the smart healthcare system. The analysis of such resource consump-
tion will benefit the deep understanding of DDoS and F-APs attacks’ impact
on resource-constrained smart healthcare environments and facilitated future
research on lightweight defense mechanisms against such attacks.

6 Conclusions and Future Work

This paper studied the impact of EC-DDoS and F-APs attacks on the resource
usage of different smart healthcare devices and, more specifically, on energy
consumption. We first used Docker images to collect data, scan the smart devices’
networks, and sniff the network. Then, we calculated the AR, SD, and threshold
of the AR on the victim side. The main purpose of the calculation is to study the
effect of DDoS attacks on the connectivity of smart healthcare devices. We also
studied other influential factors such as ports, device state, attack type (i.e.,
protocols used), and AR. We then analyzed the impact of DDoS, EC-DDoS,
and F-APs attacks on the energy consumption of smart devices. Specifically, we
designed the F-APs attack to affect the energy resources of the smart devices
by automatically sending malicious attacks to the connected smart healthcare
devices. Through our work, we offer a better understanding of the effect of DDoS,
EC-DDoS, and F-APs attacks on smart healthcare devices’ energy consumption
and connectivity within a wireless network. In the future, we will also study
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the effect of the combination of DDoS attacks and F-APs on the memory usage
of smart healthcare devices. In addition, we will look for appropriate tools and
strategies that consider the resources of the smart devices to protect the smart
healthcare system from energy consumption attacks.
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Abstract. The objective of a Flexible Manufacturing System (FMS) is
to respond faster to changes in products and demands with minimum
changeover cost. However, layout changes in FMS are not automatic
and required human intervention. Therefore, when requirements for lay-
out changes are frequent, such as in a dynamic production environment,
like mass personalisation production environments, layout reconfigura-
tion becomes expensive and unrealistic. In this paper, we relax this core
assumption of static FMS layout and introduce a decentralised approach
to the design and coordination ofmanufacturing systems’ entities, whereby
both products and production machines are mobile and autonomous. We
apply three different optimisation methods, of which two are ensembles
of computational and heuristics optimisation approaches based on Gra-
dient Descent and Ant Colony Optimisation (ACO), to optimise mobile
machines locations under non-deterministic manufacturing conditions as
obtainable in a mass personalisation context. These approaches enable
mobile production machines to coordinate and autonomously adjust their
location and layout in real-time to minimise the cost of material flow
between production machines. The proposed approach offers a promising
outlook on the design and coordination of manufacturing systems under
unpredictable manufacturing conditions.

Keywords: nature-inspired optimisation · ensemble learning · flexible
manufacturing system · real-time optimisation · mass personalisation

1 Introduction

Mass personalisation seeks to introduce individualised production into manufac-
turing systems, which will require the requirement for constant reconfiguration of
assembly systems and layouts to manufacture at mass production cost [13,18].
Unfortunately, current assembly systems are limited in their reconfigurability
capacities when additional processes and changes in process sequence or pro-
cessing time are required at short notice, such as in minutes or hours. This is
due to the physical constraints presented by the fixed transfer system of conveyor
systems and fixed production machines locations [13].
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Indeed, finding innovative ways to reduce throughput times and increase
product varieties within manufacturing firms is of long-standing interest within
the operations research literature. Optimisation techniques such as in Assembly
Line Balancing Problem (ALBP) [3,21], and Facility Layout Problem (FLP) [12]
have also been suggested. However, the underlying assumption of these studies
is that the production machines, workstations and employees remain fixed in
their current factory layout. Up to date, virtually no studies have explored how
throughput times can be improved by reconfiguring production lines and moving
production machines during production (in real-time) to meet rapid changes in
supply and demand in the context of mass personalisation [1].

To address this research gap in the manufacturing and operations research
literature, we proffer a method for optimising production machine location and
layout in real-time during production, depending on the mix of order inflow,
using an ensemble of computational and heuristic means. This approach is anal-
ogous to performing assembly line balancing and facility layout in real-time and
in a mass personalisation context, where order arrivals are non-deterministic,
product mixes are stochastic, and real-time reconfiguration is required. The term
ensemble is used loosely in this paper to refer to a combination of multiple opti-
misation approaches [30].

To achieve this, we explored the implication of relaxing the core assumption
of static production machines and the use of fixed transfer lines for part move-
ment by designing a decentralised and distributed manufacturing system, which
we have labelled as the Lot Size-of-1 Manufacturing System (S1MS). In S1MS,
we introduce mobile production machines and autonomous material handling
systems to replace conveyor systems (see Fig. 1). We created a digital-object of
the physical manufacturing system, called the virtual S1MS (V-S1MS), which
connects and informs the real S1MS existing in the real world. The optimisa-
tion process is carried out in the V-S1MS, which informs the real S1MS in the
real-world. This architectural change improves flexibility in material handling,
minimises the cost of material flow by eliminating bypassing and backtracking,
and minimises congestion that may occur when material flow is constrained by
rigid conveyor movement.

Three different versions of S1MS were implemented using three distinct
approaches to coordinate and autonomously organise and optimise the locations
of the mobile production machines in real-time during manufacturing. Two of the
approaches, referred to as the Gradient-Decent for Autonomous Resource Posi-
tioning (G-DARP), and Sensing Radius and Cluster Analysis for Autonomous
Resource Positioning (SR-CAARP) are based on a combination of an itera-
tive optimisation algorithm referred to as the gradient descent (GD) algorithm
[14,20] and ant-based heuristic optimisation algorithm. The GD uses only local
data and not global data to avoid computational overload and overfitting. The
third approach, Ant Colony Optimisation for Autonomous Resource Position-
ing (ACO-ARP) is based on a nature-inspired algorithm referred to as the Ant
Colony Optimisation Algorithm (ACO) [8,9].
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Fig. 1. Layout of Lot Size-of-1 Manufacturing System (S1MS). (a) Initial layout of S1MS

during production. Production machines, which are aggregations of required resources for performing

specific manufacturing processes on products, and with the capability to move during the manufac-

turing process depending on the mix of order in-flow. Product agents are aggregations of mech-

anisms relating to product handling, transportation, and routing, which can be implemented as

mobile robots/AGV/AIV with integrated pallets for holding parts that are undergoing the pro-

duction process. The product agents are capable of independently coordinating their production

process by figuring out an optimal route based on order-mix through the use of a stigmergic coor-

dination mechanism. (b) The layout of S1MS after a period, production machines A, B, C, and D

have moved from their previous positions a, b, c, d to a new position. Product agents have also

autonomously figured-out optimal routes for production based on the existing product mix using

virtual pheromones. The coordination of the movement of the production machine is achieved using

the optimisation techniques proposed in this paper.

We determined the viability of these three approaches using computer simu-
lation. We explored how the introduction of mobile production machines in the
different implementations of S1MS affects the throughput achieved in a mass
personalisation context, compared with a base manufacturing system with sta-
tionary production machines. This system is referred to as the baseline system
(BS). The throughput of the three approaches and that of the BS for processing
personalised orders with a “lot size of one” were compared. This is achieved by
measuring the average production rates and average cycle-time per unit during
production. The performance of the three S1MS implementations was compared
to determine which was best and in what scenarios the different approaches were
most applicable.

Finally, we present a high-level description of the three approaches and cor-
responding simulation results. The output of the simulation shows that a com-
bination of computational and heuristic approaches outperforms a pure heuris-
tics approach, While the heuristic approach outperforms the base system. We
conclude that a combination of computational optimisation using only locally
available variables and heuristics optimisation has the potential to address the
slow convergence of heuristics optimisation techniques.
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2 Manufacturing Systems with Characteristics
for Dynamic Production Environment

Manufacturing companies are investigating smart, flexible and adaptive man-
ufacturing systems capable of autonomous self-adaptation, self-reconfiguration,
and capability for lot size-of-1 manufacturing [22]. Examples of such systems
include Flexible Manufacturing Systems (FMS), Reconfigurable Manufacturing
Systems (RMS), Holonic Manufacturing Systems (HMS), and Evolvable Assem-
bly Systems (EAS).

Flexible Manufacturing System is an integrated system of machine mod-
ules and material handling equipment under computer control for the automatic
processing of palletised parts [6,23]. The objective of FMS is to respond faster
to changes in products and demands by manufacturing several types of parts
cost-effectively; within pre-defined part families that can change over time; with
minimum changeover cost; on the same system and at the required volume and
quality [10].

Reconfigurable Manufacturing System, on the other hand, is designed to
enable rapid change in hardware and software components for quick response
to sudden market changes by adjusting its functionality and production capac-
ity [16]. RMS proposes a manufacturing system where machine components and
material handling units can be added, removed, modified, or interchanged as
needed to respond quickly to changes in requirements, demands, and function-
ality [17].

Holonic Manufacturing System is inspired by Arthur Koestler’s holons con-
cept [15]. Holons are autonomous, self-reliant units with a degree of indepen-
dence, such that contingencies can be handled without being instructed by higher
authority; and simultaneously subjected to control from single or multiple higher
authorities [4,30]. This implies that holons can exist in complex systems like
manufacturing systems as both a whole and a part simultaneously. The “whole”
property ensures the stability of forms in the system, while the “part” prop-
erty signifies intermediate forms and ensures stability for higher forms. The
holons concept comparatively provides more flexibility for manufacturing sys-
tems through decentralisation, and aggregation [5,11].

The evolvable assembly system (EAS) is a holistic system approach to
enhance the capability of the manufacturing system to respond to rapid changes
in product demand, market and processes. The EAS architecture comprises four
phases which are: the reconfiguration phase, operation phase, monitor phase, and
adaptation phase [6]. These four phases provide the capabilities for EAS com-
ponents to adapt to changing conditions of operations. Examples of EAS imple-
mentation are Instantly Deployable Evolvable Assembly Systems (IDEAS) and
Smart Manufacturing and Reconfigurable Technologies (SMART), which have
attracted several European Projects. An example is the IDEA Project sponsored
by the EU with participating companies and institutions such as FESTO, and
the University of Nottingham [28].
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3 Optimimisation Approaches in S1MS

3.1 Gradient-Descent Approach

We created a digital simulation of the physical manufacturing system, called the
virtual S1MS (V-S1MS), which connects and informs the real S1MS existing in
the real world. We present the structure and the layout optimisation process of
the V-S1MS in this study, hence corresponding production entities are virtual.
We modelled the shop floor as a two-dimensional plane. We assume Euclidean
distance as a distance measure instead of rectilinear distance; this is because
the movement of materials by the AIVs/AGVs and the movement of production
machines are not constrained by any physical means. We then approximate the
space of possible location h of production machines as a linear function of the
location of AIVs/AGVs. Then we approximate the optimal location H, referred
to as the global-hotspot as a function of h.

Therefore, we define a cost function JH(θ0, θ1), which evaluates the closeness
of hθ(x) to the desire AIV.

JH(θ0, θ1) =
1

2m

m∑

i=1

(Hθ(x(i)) − y(i))2 =
1

2m

m∑

i=1

(
1
n

n∑

i=1

(hθ(x(i)) − y(i)

)2

(1)

To minimise the cost function JH(θ0, θ1), we use the gradient descent algo-
rithm, which searches for potential hotspots and eventually arrives at a global-
hotspot by starting with some initial-guess for θ and repeatedly changes θ to
minimize JH(θ0, θ1), until it cannot be minimised further.

The gradient descent algorithm is expressed as follows:

repeat

{
θj = θj − α

∂

∂θj
J(θ0, θ1) : (For j = 0 and j = 1)

}
(2)

The final algorithm for finding the global hotspot is expressed as follows:

Hθ(x) =
1

m
β

m∑

i=1

(
(θ0 − α

1

n

n∑

i=1

(hθ(x
(i)) − y(i))) + (θ1 − α

1

n

n∑

i=1

(hθ(x
(i)) − y(i)))

)

(3)
where β is the location bias, α is the learning rate, θ0 and θ1 are the intercept
and slope of the line joining the different possible hotspots hθ(x). Hθ(x) is the
global-hotspot, which is the optimal location for the production machine, based
on the location x, y of AIV with matching operation task.

3.2 Nature-Inspired Approach

A nature-inspired approach referred to as stigmergy is used as the coordina-
tion mechanism for coordinating the movement and re-positioning of production
machines in real-time to minimise the cost of material flow and the distance
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between production machines without overlapping. The type of stigmergic coor-
dination used is called ant-based algorithm. It is based on the stigmergic coor-
dination found in an ant colony. This is generally referred to as Ant Colony
Optimisation (ACO) algorithm or simply Ant Algorithm [8,9]. This algorithm
has been extensively used as an approach to solving optimisation problems in
manufacturing, operations research and supply chain [2,7,12,19,24,25].

However, ACO in the context of S1MS requires an abstraction within the
problem domain. This will allow for seamless integration of the ACO algorithm
into S1MS for effective coordination of production processes. To achieve this,
the production environment is modelled as a Direct Acyclic Graph G and the
ACO algorithm is used to find a feasible minimum cost path between two nodes
over the graph G = (C,L,W ), where C is the node, L is the edge, and W is the
weight associated with the edges, and feasibility is defined with respect to a set
of constraints Ω. The minimum cost path in the context of S1MS implies the
optimal positioning of production machines for the production of varied product
mix with minimum cycle time. Details of the algorithm are given in [29].

3.3 The Three Optimisation Approaches in S1MS

Gradient Descent for Autonomous Resource Positioning (G-DARP)

In Fig. 2(a), mobile production machines, referred to as processing stations, move
toward the global-hotspot H, which is equidistant from the product (the AGV
+ loaded parts for operations) with product-ids 1 & 2. This is because of the
number of products selected for optimisation, which is the node-count = 2.
Therefore, the spot that is optimum for production machine discovery, which
is the global-hotspot, will be a location between the two products. Figure 2(b)
shows that as the processing station approaches the global-hotspot H, it will be
able to execute production tasks for other products with matching production
processes (depicted as those with the same colour as the production machine)

Fig. 2. V-S1MS using G-DARP for navigation and autonomous positioning of produc-
tion machines (node-count = 2): product → AGV + loaded parts for operations, AGV
→ AGV without loaded parts for operations.
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and are within its sensing-radius (for example, product with node-id = n1, n2
and n5). The products that have already located the hotspots use pheromones
to lead other products to the hotspots. The final global hotspot is passed to the
S1MS in the real world.

In Fig. 3, the processing station moves toward the global-hotspot H, which is
equidistant from the products with product-id 1 to 5, but with a bias towards
products with a smaller distance from each other. Therefore, computing a global-
hotspot using the G-DARP algorithm is biased towards the centre of the floor-
space between the closest products. Thus, the G-DARP algorithm tends to over-
fit when node-count is high and thus providing a sub-optimal solution. It also
tends to under-fit and provides a less optimal solution when node-count is low.
However, it is intuitive to expect a better solution as the number of node-count
increases, hence the poor performance is assumed to be a weakness of the algo-
rithm and thus, a new algorithm that overcomes this deficiency is implemented
and juxtaposed.

Fig. 3. V-S1MS using G-DARP for navigation and autonomous positioning of produc-
tion machines (node-count > 2): product → AGV + loaded parts for operations, AGV
→ AGV without loaded parts for operations.

Sensor Radius and Cluster Analysis for Autonomous Resource
Positioning (SR-CAARP)

In Fig. 4(a), each products compute a value called the cluster-size, which is the
number of similar product within a specified radius. The product with node-id
= X has the highest cluster size (cluster-size = 3) followed by the product with
node-id = Y (cluster-size = 2). These two clusters have the highest cluster-size
and are selected for optimisation (i.e. node-count = 2). Therefore, the global-
hotspot H will be a location between the two clusters. In Fig. 4(b), as the produc-
tion machine approaches the global-hotspot H, it can execute production tasks
for products within the clusters that are with matching production operations
(depicted as those with the same colour as the production machine) and are
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Fig. 4. V-S1MS using SR-CAARP for navigation and autonomous positioning of pro-
duction machines (node-count = 2): product → AGV + loaded parts for operations,
AGV → AGV without loaded parts for operations.

within its sensing-radius (for example, product-agent with node-id = n1, n2 and
n3).

In Fig. 5(a), the products with node-id = X, Y, Z are selected for optimisation
(node-count = 3). Therefore, the global-hotspot H will be a location between the
three clusters. In Fig. 5(b), as the production machine approaches the global-
hotspot H, it can execute production tasks for products within the clusters
that are with matching operations requests (depicted as those with the same
colour as the production machine) and are within its sensing-radius (for exam-
ple, product-agent with node-id = n1, n2 and n3). In both cases, the products
that have already located the hotspots use pheromones to lead other products to
the hotspots. The final global hotspot is passed to the S1MS in the real world.

Fig. 5. V-S1MS using SR-CAARP for navigation and autonomous positioning of pro-
duction machines (node-count = 3): product → AGV + loaded parts for operations,
AGV → AGV without loaded parts for operations.
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Ant Colony Optimisation for Autonomous Resource Positioning
(ACO-ARP)

In the ACO-ARP, the production machine randomly explores the shopfloor
and drops pheromones on spots (hotspots) where operations were executed. In
Fig. 6(a), the production machine creates hotspots a, b and c, with l1, l2 and
l3 distances from each other respectively. The production machine switched to
the exploitation strategy if the maximum hotspots are reached, and visits the
different hotspots in the order in which they are created (a → b → c) with

speed s = log(β · 1
n

n∑
i=1

li). In Fig. 6(b), the production machine creates new

hotspots (a0, b0, c0) while navigating a, b, c, the new hotspots are at distances
(l01 � l1; l02 � l2; l03 � l3) which are better hotspots due to their closeness to

each other. At this instance, the speed s = log(β · 1
n

n∑
i=1

li) ≈ 0 for the production

machine and thus it remains stationary at a distance close to the hotspots, which
becomes the global hotspot GH. The final global hotspot is passed to the S1MS
in the real world.

Fig. 6. S1MS using ACO-ARP for navigation and autonomous positioning of produc-
tion machines: product → AGV + loaded parts for operations, AGV → AGV without
loaded parts for operations, processing stations → mobile production machines

4 Simulation, Results and Discussions

There are a total of 24 product mixes. These product mixes are a function of the
number of production machines available to perform different production tasks.
Thirty simulation runs were performed in each of the developed simulations for
140,000 simulation steps each. The distribution of product mix in the system was
skewed at an interval of 20,000 simulation steps during the simulation to further
observe the behaviour of S1MS during unpredictable changes in product mix.
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This distribution is estimated based on the probability of selecting a product
mix with a particular machining sequence among the 24 possible product mixes.
This probability is referred to as mix probability. The distribution of the different
order types within the product mix is shown in Fig. 7.

Fig. 7. Distribution of products within the product mix during simulation: (a) the
default scenario, (b) scenario 1, (c) scenario 2, and (d) scenario 3

The following parameters were measured in each of the simulation setups to
investigate differences in performance in the different approaches:

1. Production rate: This is the average number of products produced per 1k sim-
ulation steps during the simulation runs (140,000 simulation steps in total).

2. Average cycle-time per product unit : This is the average time (measured in
simulation steps) taken to manufacture each product, i.e. the time each prod-
uct spent in the production system.

G-DARP, SR-CAARP, ACO-ARP were compared with the BS using the
production rate and average cycle-time per unit. The outcome of these two mea-
sures is referred to as performance afterwards. Four separate experiments were
designed for this purpose, as shown in Fig. 7. The performance and behaviour of
the different systems during production and unexpected changes in the product
mix were compared (see Fig. 8).

Figure 8 showed that the production rate and average cycle-time when the
total number of work-in-progress N = 50. It was observed that the three sys-
tems with mobile production machines, namely ACO-ARP, G-DARP and SR-
CAARP, outperformed the BS. This is as a result of the capability of the
three approaches to effectively minimise the cost of material flow and distances
between production machines in real-time.
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Fig. 8. Comparing S1MS performance based on ACO-ARP, G-DARP, SR-CAARP and
baseline system (BS) approaches

The SR-CAARP approach, which is the optimised version of the G-DARP
has the highest performance followed by the G-DARP, i.e. it has the highest
production rate (see Fig. 8(a) and Fig. 8(c)) and lowest average cycle-time per
unit (see Fig. 8(b) and Fig. 8(d)). Both of these approaches employed a local
interaction mechanism complement with the ant-inspired algorithm for coordi-
nating and autonomously positioning production machines to minimise the cost
of material flow and distances between the production machines. The ACO-ARP
comes just below the two ensemble approaches in performance, but its method
for coordination and autonomous positioning of production machines is based on
local interaction and heuristics optimisation algorithm, and, therefore, far less
computationally expensive. The baseline system with fixed production machines
records the least performance.

5 Conclusion

The three different approaches in S1MS were effective in seamlessly coordinat-
ing the movement and positioning of production machines during manufactur-
ing. However, the ensemble approaches, G-DARP and SC-CAARP, performed
better than the ACO-ARP. This is because the ensemble approach explores
clusters of locally available information, such as product position, cluster size,
and sensing radius, to optimise the location of production machines, while it
uses the pheromones to speed up convergence. However, as the complexity and
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volume of this information grow as the value of N increases, slightly more com-
putational resources may be required for cluster computation and analysis. The
nature-inspired approach (ACO-ARP) used only locally available information
and followed simple but effective rules to achieve seamless coordination of the
movement and positioning of production machines.

Overall, the ACO-ARP has a computation advantage, but it does not out-
weigh the poor performance compared to the ensemble approaches. However, the
ACO-ARP can serve as a backup in situations when local information required
for computation suddenly becomes unavailable, such as network failure.
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Abstract. This paper proposes a nanorobots fish swarm algorithm
(NFSA) for tumor targeting. The alterations in the tumor microenvi-
ronment caused by tumor growth produce the biological gradient field
(BGF), which is regulated by the adjacent tortuous and dense capillary
network. NFSA is used to measure tumor-targeting efficiency in com-
parison to the benchmarks of Brute-force and the conventional gradi-
ent descent algorithm. Our goal is to increase the efficiency of targeting
tumors in the early stages by using existing swarm intelligence algo-
rithms to manipulate nanorobot swarms (NS) through magnetic fields.
The extracorporeal observation system sensed the motion of NS under
the influence of a BGF and then estimated the gradient of BGF. The
invasive percolation algorithm models the vascular network to evalu-
ate the performance of searching strategies. We also apply the exponen-
tial evolution step mechanism to boost the tumor-targeting efficiency of
NFSA. The results show that NFSA has higher overall tumor target-
ing efficiency and a fast convergence property than previous algorithms.
We hope that the NS in a multi-agent system could pave the way for
challenges in tumor targeting.

Keywords: Tumor targeting · Nanorobots swarm · Biological gradient
field · Vascular network · Swarm intelligence

1 Introduction

The high cancer mortality rate is primarily due to the diffusion and migration of
malignant tumors [1]. Early therapy, for instance, can cut breast cancer mortality
by 39%. As a result, early detection and diagnosis of malignancies can signifi-
cantly improve the cancer cure rate. Since conventional medical imaging tools,
such as Magnetic Resonance Imaging (MRI) and Computed Tomography (CT),
are limited in accuracy and resolution, early tumor diagnosis is challenging. Con-
sequently, magnetic nanoparticles (MNPs) play a critical role in medical imaging
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diagnostics today [2]. Under the guidance of a regulated magnetic field, MNPs
as contrast agents may discriminate malignant tumors from healthy tissue.

Due to the high demand for oxygen and nutrients during malignant tumor
growth, the capillaries growth surrounding the tumor is abnormal, forming and
tortuous and high-density interconnected network. As a consequence, NS can
penetrate the tumor region by passively permeating capillaries [3]. It is difficult
to eradicate the NS since the tumor region lacks a regular lymphatic system.
Accurate medical imaging and target drug delivery treatment can be accom-
plished once NS is enriched in the tumor’s area.

Nanorobots in medical imaging provides a solution for early tumor detec-
tion and precise drug targeting. Based on tumor detection, Chen et al. [4] pro-
posed an in vivo computing system, which achieves considerable aggregation
of nanorobots in the tumor area with the shortest possible physiological path
without previous knowledge of tumor location.

Because of the complicated human vascular network and biological milieu, an
NS could easily be split into numerous smaller clusters of NS while propagation
in the vascular network. Moreover, the tumor detection efficiency of a single NS
is lower than that of multiple NS. As a result, a swarm intelligence-based multi-
agent system for tumor targeting is required. A sequential evolutionary strategy
is proposed in the [5], which is influenced by traditional wireless communication
“time division multiplexing (TDM)” and creates a strict and realistic framework
for tumor targeting in multi-NS management. Since the challenges of extracor-
poreal operating system in manipulating multiple NS separately, thus, this paper
assumes all the NS under a uniform magnetic field control.

The biological population evolutionary algorithm is inspired by behaviors of
the biological population in nature [6], which provides a solution for the swarm
intelligent optimization. This paper proposes a multiple NS fish swarm strategy
for tumor targeting, using sequential evolutionary methods and an artificial fish
swarm algorithm.

The rest of this paper is organized as follows: The biological gradient field
is illustrated in the Sect. 2. The vascular network modeling is established in the
Sect. 3 using the invasive percolation algorithm. Moreover, the Sect. 4 describes
the NFSA optimization approach in detail. The comparison of brute-force, con-
ventional gradient algorithm, and NFSA are analyzed in the Sect. 5. We conclude
in the Sect. 6 section with a proposal for future direction.

2 Biological Gradient Fields

2.1 The Generation of BGFs

Tumor lesions produce multi-property alterations to the tumor microenviron-
ment, and the biological and chemical features of the near-site and far-site
tumors are vastly different [7]. For example, in the tumor microenvironment,
the distribution of oxygen density, pH, glucose, and other nutrients (such as
growth factors and hormones) may be uneven or insufficient. These homolo-
gous tissue heterogeneities caused by malignancy can be thought of as BGF.
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Through the tumor microenvironment’s enhanced permeability and retention
effect (EPR), NS with contrast agents can reach the area around the tumor via
passive transport. Through the EPR effect of the tumor micro-environment, NS
can be continuously enriched in tumor lesions [8].

2.2 BGF in Vivo Computing

NS does not directly sense the value of BGF, but it serves as a computational
agent by measuring and estimating the changes in the features of NS [9]. For
instance, the pH-responsive Oregon Green 488 (OG) conjugates with a trypsin-
cleavable peptide as PH changes, acting as a biosensor to detect the dynamic
of PH profile [10]. The extracorporeal operating system continually detect NS
towards the tumor, depending on the BGF value. Since there are currently no
commonly accepted quantitative models of BGF, this paper adopts the Sphere
objective function with global minimization values to characterize BGF.

For the convenience of calculation, the BGF value is normalized to 0–1. The
tumor search parameter space P is set to -5mm ≤ (x,y) ≤ 5 mm. The expression
is as follows:
Landscape :

UT (x, y) =

⎧
⎨

⎩

1
√

x2 + y2 ≤ 0.3 and (x, y) ∈ P

−(x2 + y2 + 10)/85 + 1
√

x2 + y2 > 0.3 and (x, y) ∈ P
0 (x, y) �∈ P

(1)

where space P denotes a discrete vascular network space. The Sphere function,
smooth and uniform, is regarded as the most basic objective function. The circle
with a radius of 0.3 mm in the central position is considered a tumor, and the
objective function value of this region corresponds to the landscape’s global
maximum value 1, also the optimal global solution.

3 Vascular Network Around Tumor Micro-Environment

3.1 Growth Mechanism of Vascular Network Around Tumor
Micro-Environment

Human tissues are supplied with oxygen and nutrients via the vascular network
system. Capillaries, which connect arteries and veins, require more oxygen and
nutrients than normal tissues due to tumor cells’ erratic proliferation; hence
their capillaries will suffer pathological structural changes. As a result, changes
in the status of surrounding tissues can be reflected in the geometry of blood
vessels. The otherwise normal vascular network may proliferate by budding or
overlapping when the tumor diameter reaches 1–2 mm. The vascular networks
near the tumor degrade significantly as the tumor grows. The blood vessels
surrounding the tumor, on the other hand, will proliferate rapidly (Fig. 1).
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Fig. 1. The diagram of the Sphere objective function: (a) the geometry of the Sphere
function and (b) its contour curve

Pathological vascularity is one of the hallmarks of a potential tumor. The
normal vascular network undergoes a series of tumor-specific changes in response
to the demand for nutrients and oxygen for tumor growth, including vascular
regeneration (formation of new blood vessels), vascular remodeling (integration
of existing vessels with tumor vessels), and vascular degeneration. Furthermore,
the permeability of these vascular networks is improved, and the diameter of
their endothelial and extracellular pores is increased, allowing nanoparticles to
pass through the pore and reach the tumor lesion. In summary, malignant tumor
vasculature is characterized by the following two features:

– 1) The density of blood vessels in the paratumoral area is greater
than in normal tissue.

– 2) The centeral area of tumor suffered vascular degeneration.

3.2 Modeling of Vascular Network Periphery of the Tumor

We assume that the capillary network around normal tissues is latticed and
regularized, and the vascular network’s growth direction is parallel to the coor-
dinate axis. The distance between capillaries determines the capillaries density.
The expected increase in capillaries density is usually observed in the periph-
ery area of the tumor, whereas the morphology of the vasculature in the tumor
center is characterized by decreased density [11]. The intrusive percolation algo-
rithm presents the characteristics of blood vessels with tumors, which is used to
construct the near-tumor capillary network [12].

In the intrusion percolation model, each lattice point is randomly assigned a
uniformly distributed intensity value. Then from the set position as the starting
point, the vessel grows to the position with the smallest lattice intensity among
all the lattice nodes adjacent to the current network. The procedure is repeated
until the desired level of lattice occupancy is achieved. The lattice occupation is
used to simulate the fractal dimension of the pathological vascular network of
the tumor. The fractal dimensions 1.6, 1.8, and 1.9 correspond to 40%, 60%, and
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80%of the lattice occupation, respectively. To create a realistic blood vascular
network, the size of the pathological vascular network set in this paper is the
space Pm of –1 mm ≤ (x,y) ≤ 1 mm, while Pm1 represents the para-tumor blood
vessels. Pm2 is expressed as the blood vessel in the central area surrounding
the tumor.Pm1, Pm2 ∈ Pm. The lower-left corner of the blood vessel is the NS
injection area, the range of which is –5 mm ≤ (x,y) ≤ –4 mm, as shown in Fig. 2,

Fig. 2. The vascular network is modeled by invasive percolation technique. Pm1 rep-
resents the blood vessels adjacent to the tumor, Pm2 represents the blood vessels in
the central area of the tumor, and the lower left corner of the blood vessel is the NS
injection area.

4 Computing Method of Nano Fish Swarm Algorithm

Although the uniform magnetic field generated by the Helmholtz coil can reg-
ulate the movement direction of NS, the best orientations of multiple NS are
frequently incongruent. As a result, while the magnetic field may cause one NS
to move in the optimal direction, the magnetic field will cause other NS to move
in the non-optimal direction. Based on this, this paper adopts the control method
of time-division multiplexing proposed in [5]. The critical parts of the model are
divided into the following points.

4.1 Time Division Multiplexing Control Strategy

The whole framework of the time-division multipurpose control model is divided
into three modes: FC (Forced Control), DC (Directional Control), and IT (Imag-
ingTracking). In IT mode, Multiple NS move through blood viscous force without
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the intervention of a magnetic field, and BGF can be calculated by an extracor-
poreal operating system based on NS’s performance; In DC mode, The magnetic
field controls the NS in a specific order. However, in a cycle, the magnetic field
only cares about whether the movement direction of one NS is optimal and
ignores the other NS. In FC mode, the motion of NS is similar to that in DC
mode. A cluster of NS moves in the same direction as the one NS under the uni-
form magnetic field control, which may result in a non-optimal direction. The
rest of NS, in this case, is also called in forced control.

– 1) Initialization: at the initial time t
(1)
DC,1, nano-particle swarm NS1,NS2,...,

NSN enters the injection area, randomly allocates each position in the injec-
tion area, and uses the vector −→x1(t

(1)
DC,1),

−→x2(t
(1)
DC,1),

−→x3(t
(1)
DC,1),...,

−→xN (t(1)DC,1)
represent its initial position, where the superscript indicates the number of
times of current evolution for all NS; when all NS completes a FC\DC-IT
movement, it is regarded as evolutionary completion and enters the next gen-
eration; subscript is the number of times of cycles in current generation.

– 2) Directional control (DC): NS1 is used as a representative to depict the
motion process since all NS are controlled in the same way. The initial position
of NS1 is −→x1(t

(1)
DC,1), and after a DC control, the position changes −→x1(t

(1)
DC,1) →

−→x1(t
(1)
IT,1), where t

(1)
IT,1 = t

(1)
DC,1 + T

(1)
FC/DC,1, T

(1)
FC/DC,1is the control time, the

control time is not necessarily fixed, and this parameter can be adjusted to
meet the needs of the situation. Under the vascular network shown in Fig. 2,
the specific location of the NS1 is calculated as follows:

−→x1(t
(1)
IT,1) = −→x1(t

(1)
DC,1) + d1(t

(1)
DC,1)

−→u ∠ϕ(t
(1)
DC,1)

+ −→e1(t(1)DC,1) (2)
∥
∥
∥d1(t

(1)
DC,1)

∥
∥
∥
1

= vma · T
(1)
DC/FC,1 (3)

∥
∥
∥d1(t

(1)
DC,1)

∥
∥
∥
1

= d1(t
(1)
DC,1) cos ∠ϕ(t(1)DC,1) + d1(t

(1)
DC,1) sin ∠ϕ(t(1)DC,1) (4)

where ‖•‖1 indicates l1 norm, ∠ϕ(t(1)DC,1) depends on the optimization direc-
tion needed by the situation, −→u ∠ϕ(t

(1)
DC,1)

is the unit vector in the optimization

direction, between 0 and π/2, since NS could not perform the opposite direc-
tion of blood flow. The discretization error generated by the discretization of
the vascular network, to ensure that the destination is on the vascular node,
is e1(t

(1)
DC,1), and the magnetic field control speed is vma.

– 3) Imaging tracking (IT): when a FC\DC movement occurs, the extracor-
poreal control system needs to re-track all the NS to calculate the motion
direction of the next optimization. At this stage, the NS walk randomly
along the blood flow velocity to sense the BGF. After the completion of
the IT, the position change of the NS1 is −→x1(t

(1)
IT,1) → −→x1(t

(1)
DC,2), where

t
(1)
DC,2 = t

(1)
IT,1 + T

(1)
IT,1 traveling T

(1)
IT,1 is the walking time, which is similar

to that of T
(1)
FC/DC,1. The specific calculation method is as follows:

−→x1(t
(1)
DC,2) = −→x1(t

(1)
IT,1) + (x(t(1)IT,1), y(t(1)IT,1)) (5)
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∥
∥
∥d1(t

(1)
IT,1)

∥
∥
∥
1

= vvessel · T
(1)
IT,1 + e(t(1)IT,1) (6)

∥
∥
∥d1(t

(1)
IT,1)

∥
∥
∥
1

= x(t(1)IT,1) + y(t(1)IT,1) (7)

where vvessel is the blood flow velocity of the vascular network, and the blood
flow velocity of blood vessels in different regions is different, and the error
compensation of e(t(1)IT,1) node is to ensure that the movement destination is

on the vessel node.
∥
∥
∥d1(t

(1)
IT,1)

∥
∥
∥
1

is the distance of NS flowing with blood in it
mode. Since NS moves up or right in the vascular network under the influence
of blood viscous force. The value of x(t(1)IT,1), y(t(1)IT,1) is equally distributed
under the constraint of (7).

– 4) Forced control (FC): this mode can be regarded as the DC control stage
of other NS, at this time, due to the global force of the magnetic field, the NS1

will be forced to move. After the completion of the FC, the position of the
NS1 changes to −→x1(t

(1)
DC,2) → −→x1(t

(1)
IT,2), t

(1)
IT,2 = t

(1)
DC,2 + T

(1)
FC/DC,2, T

(1)
FC/DC,2

is the control time of other NS, and the specific position calculation rule of
NS is similar to that of the DC mode.

4.2 Nanorobot Fish Swarm Algorithm

NFSA is an algorithm that combines an artificial fish swarming algorithm with
a time-division multiplexing control strategy. The artificial fish swarm algorithm
is proposed based on the swarm behavior of fish, where the clustering and for-
aging behavior in artificial fish swarm algorithm (AFSA) can be combined with
the swarm intelligence control of NS [13]. In order to ensure the targeting effi-
ciency of the whole population, NFSA adopts a piecewise iterative method in
the DC phase based on the time-division multiplexing strategy and the specific
process is shown in Fig. 3 In DC mode, there are two control types: foraging
(DCc) and clustering (DCb). In foraging behavior, the sequential control strat-
egy is adopted, and NS1, NS2... NSN adjusts its orientation sequentially. Under
foraging behavior, The direction with the fastest fitness increase is given prece-
dence by NS. The weakest-first evolutionary strategy is adopted under clustering
behavior. Individuals with the worst BGF adaptation are given priority in mov-
ing to the center of m NS with the best adaption. This design is because some
NS with the best BGF fitness tend to enter the tumor center first, which has
more convoluted blood capillaries. The movement of these NS is more likely to
be restricted by vascular space, which is favorable for allowing NS with low BGF
fitness to catch up and approach tumor lesions as much as possible, enhancing
the targeting rate of all NS. The duration TDCc

of foraging behavior tends to
influence the improvement of the best NS fitness, while the duration TDCb

of
clustering behavior tends to influence the improvement of the fitness of all NS.
How to balance TDCc

and TDCb
duration to maximize the targeting efficiency



A Intelligent Nanorobots Fish Swarm Strategy for Tumor Targeting 287

Fig. 3. Timing control logic of NFSA

needs deeper level related research. Taking NS1 as an example, the specific cal-
culation model of clustering behavior (DCb) and foraging behavior (DCc) is as
follows:

Foraging behavior

−→u ∠ϕ(t
(1)
DC,1)

=
grad(f(−→x1(t

(1)
DC,1)))∣

∣
∣grad(f(−→x1(t

(1)
DC,1)))

∣
∣
∣

(8)

Clustering behavior

−→u ∠ϕ(t
(1)
DC,1)

=

∑
j∈Vm

−→xj(t
(1)
DC,1)

m − −→x1(t
(1)
DC,1))∣

∣
∣
∣

∑
j∈Vm

−→xj(t
(1)
DC,1)

m − −→x1(t
(1)
DC,1))

∣
∣
∣
∣

(9)

where Vm is the set of m NS with the best fitness. Until they reach the tumor, all
ns are subjected to continual iterative control in the manner indicated in Fig. 3.

5 Comparison and Performance Analysis of Algorithms

5.1 Simulation Parameter Setting

Numerical simulations are performed in MatLab to compare the performance of
NFSA, conventional GD algorithm, and Brute-force search for tumor targeting.
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The network vessels used are shown in Fig. 2. The direction of blood flow is from
lower left to upper right. The distance between capillaries far away from the
tumor is 0.1mm, and the minimum distance between capillaries near the tumor
is 0.05mm. Detailed simulation parameters are given in Table 1. In the evaluation

Table 1. Parameter Settings

Parameters Numerical values

Duration of the IT phase 4 s

maximum number of iterations 15

The number of NS 5

The velocity near the tumor VPm 50µm/s

The velocity away from the tumor V 200µm/s

The number of optimal NS selected m 2

of tumor-targeting efficiency, the parameters Pd and η are considered within a
limited number of iterations, whereas Pd represents the ratio of the number of
successful tumor detection to the total number of simulation experiments, and
η denotes the ratio of the total number of computational agents that detected
the tumor to the total number of NS. The random direction of range 0 − π

2
is employed in the DC phase, taking into account the influence of Brute-force
search as a reference group and blood flow velocity. In addition, since the tumor
diameter is too small, the change step of the exponential evolution mechanism
is also adopted in the DC/FC stage.

Fig. 4. Multiple NS paths with three strategies in one simulation: (a) Multiple NS
paths using Brute-force search; (b) Multiple NS paths using traditional GD algorithm
in TDM Framework; (c) Multiple NS paths using AFSA

5.2 Simulation Results

Figure 4 shows the NS path trajectory performed in one simulation using the
three algorithms. Figure 5 shows the corresponding average fitness, the average
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Fig. 5. The change of the average fitness of multiple NS as the number of iterations
increases under different strategies

value of BGF, with increasing number of iterations. Figure 6 presents the his-
togram of the distribution of the number of NS that can reach the central region
of the tumor using the three algorithms in 100 experiments, and the path of
Brute-force search is scattered since the direction of magnetic field control in its
DC phase is random. The overall targeting efficiency of the NFSA-based swarm
intelligence system is significantly higher than that of the GD method and Brute-
force search, as shown in Fig. 6. The NS in the DC phase uses the GD algorithm
to move in the same direction as its gradient, whereas the other NS in the FC
phase is offset due to the global action of the magnetic field force. As a result,
the total targeting efficiency of multi-NS systems using the time-division multi-
plexing technique and the GD algorithm is average. In the multiple NS system
based on the NFSA algorithm, when the optimal NS is close to the tumor area
or the tumor center area. The movement of optimal NS is restricted to capillary
degradation around the tumor. Simultaneously, the NS with the lowest fitness
is chosen to approach some of the best NS. Even though the global magnetic
field impacts it, the most optimal NS status is unaffected, and the overall NS
targeting rate can be improved.

From Fig. 5, Although the average fitness of NS employing Brute-force search
improves over time as a result of blood flow, its targeting rate remains low. The
fitness will rapidly decline once they pass through the tumor. In contrast, the
convergence speed of multiple NS systems using the time-division multiplexing
strategy and GD algorithm is the fastest since BGF usually changes fastest in
the gradient direction. However, unable to overcome the effect of the global force
of the magnetic field, the average fitness decreases rapidly after passing through
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the tumor, as shown in Fig. 5. After some iterations in NFSA, the advantages of
the piecewise iteration strategy start to emerge. The foraging behavior (DCc)
ensures a better convergence rate of the multi-NS system, while the clustering
behavior (DCb) ensures the overall tumor targeting efficiency of the system.

Fig. 6. Multi-NS paths with three strategies under one simulation: (a) Targeting effi-
ciency using Brute-force search of 100 experiments; (b) Targeting efficiency using tra-
ditional GD algorithm of 100 experiments; (c) Targeting efficiency using AFSA of 100
experiments

6 Conclusion

In this paper, NFSA is proposed in the framework of TDM strategy and artificial
fish swarm algorithm, which provides an effective multi-agent system for tumor
targeting. The vascular network periphery of the tumor is tortuous and dense
interconnected, which is a considerable challenge to controlling the NS swarm.
The simulation results demonstrate that the swarm intelligence system based
on NFSA has considerable search convergence speed and more optimized overall
tumor targeting efficiency than the traditional GD algorithm and Brute-force
search. We may apply more evolutionary algorithms and more complex fractal
blood vessels to provide more practical and effective tumor targeting programs
in future work.
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