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Preface

Business Informatics has to do with the usage of digital solutions and technologies
to help and improve the efficiency and efficacy of complex organizations. In a way,
business informatics stands at the conjunction ofmanydifferent disciplines, ranging from
computer science, social sciences, data science, business economics, and many more.
Over the years, the International Conference on Perspectives in Business Informatics
Research (BIR) has become established as a prominent venue in which researchers from
the different disciplines meet.

The 22nd edition of the conference (BIR 2023) was organized by the University of
Camerino and held during September 13–15, 2023, in the city of Ascoli Piceno (Marche
Region — Italy). This was the first edition held in a Mediterranean country, which
testifies to the intention of enlarging the community and increasing the visibility of the
conference. In this respect, the 2023 Program Committee saw the participation of 64
reviewers coming from 19 different countries. The increase in areas of interest for the
conference is also testified by the submissions that were received. In particular, the 2023
edition received 57 submissions from 21 different countries across 4 different continents
(16 EU, 2 Americas, 2 Asia, 1 Africa).

As usual for any BIR edition, a rigorous single-blind reviewing process was adopted.
Each paper was reviewed by at least three reviewers. Out of the 57 papers, the Program
Committee decided to accept 20 papers as full papers and 4 as short papers. All the
accepted papers were then presented at the conference. The acceptance rate of 33% is in
line with all the previous editions. The papers included in these proceedings cover differ-
ent aspects of the discipline, focusing particularly on subdomains such as governance of
data and ICT systems, the adoption and impact of AI in business informatics, and finally
lessons learned and the impact of solutions concretely applied to specific domains. The
conference participants could attend two relevant keynotes. The first one was delivered
by Bastiaan van Loenen from the Technical University of Delft. The speech, titled “Open
Data: Everything Everywhere All at Once” focused on the “third-wave” of open data and
its relevance for our society, outlining the main characteristics that an innovative open
data ecosystem should support. The second keynote speech was delivered by Steven
Alter, Professor Emeritus of the University of San Francisco. The speech, titled “Roles
andRisks of AI in the Pursuit of Sustainable Innovation”, proposed an approach formov-
ing the discussion of AI and sustainable innovation forward within business informatics.
The result is a view of AI, sustainable innovation, and related opportunities and risks
that is directly applicable for determining system requirements, describing operational
systems, and evaluating operational results.

In the tradition of the conference, a number of satellite events were hosted on the
last day of the conference. In particular, this year five workshops were hosted: the 3rd
International Workshop on Blockchain for Trusted Data Sharing (B4TDS 2023), the
13th Workshop on Business and IT Alignment (BITA 2023), the 8th Workshop on Man-
aged Complexity (ManComp 2023), the 1st Workshop on Scaled Agile Development
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of Complex Software Projects, and the 1st Workshop on Domain-specific Modeling
Methods and Tools — OMiLAB Nodes experience & knowledge exchange (OMiLAB-
KNOW). Finally, aDoctoral Symposiumorganized byBarbaraRe from theUniversity of
Camerino and Björn Johansson from Linköping University permitted young researchers
to discuss their ideas with the BIR community.

We express our gratitude to Marite Kirikova and to the BIR Steering Committee
members who agreed to have BIR 2023 managed by our team.

In particular, we thank Andrea Morichetta and Robert Andrei Buchmann for acting
as this year’s workshop chairs and Emanuele Laurenzi for managing the publicity of the
event.

We greatly thank all the authors who submitted their work and the Program Com-
mittee members who contributed timely reviews to the paper selection process. While
numerous strong papers were submitted, the selection process, aiming to preserve the
traditional acceptance threshold of BIR, unfortunately couldn’t accommodate some
valuable contributions in the proceedings.

The Springer team again provided prompt support regarding the proceedings’ pro-
duction. We are thankful to them for the continuous partnership with BIR, which is a
major factor for the conference longevity and the prestige of its proceedings.

Last but not least, theUniversity ofCamerino team, led byFrancescoCasoni,Melania
Fattorini, and Federico Valeri, deserves sincere gratitude for managing the organization
of the event, and for supporting all the conference attendees.

August 2023 Knut Hinkelmann
Francisco J. Lopez-Pellicer

Andrea Polini
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Robert Andrei Buchmann Babeş-Bolyai University of Cluj Napoca,

Romania
Retha de la Harpe Cape Peninsula University of Technology,

South Africa
Massimiliano de Leoni University of Padua, Italy
Chiara Di Francescomarino University of Trento, Italy
Antinisca Di Marco University of L’Aquila, Italy
Hans-Georg Fill University of Fribourg, Switzerland
Peter Forbrig University of Rostock, Germany
Aurona Gerber University of the Western Cape, South Africa
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Abstract. Designers often project into their creations usage models
that attempt to idealise and anticipate how users will interact with the
future system. However, these conceptual models do not always match
the actual mental models of users. This mismatch may result in sub-
optimal functioning that negatively impacts user experience. Discovering
these deviations, especially in early design stages, could serve to align the
system to the existing mental models or to train users appropriately for
new paradigms. This paper reports on work in progress addressing the
challenge of discovering models of user behaviour from usability tests
on user interfaces. We present a case study performed at the Spanish
National Geographic Institute, where a new geospatial search engine has
been developed. Twenty-one participants, including novice and expert
users, were recruited to perform a search task with the new geospa-
tial search engine. The interactions mined were recorded as event logs
and analysed with process mining techniques, descriptive and inferen-
tial statistics. The results indicate that the mental model of users is
biased toward the archetype of a regular search engine, rather than tak-
ing advantage of the geographic functions provided by the platform, as
intended by the designers. This case study illustrates the potential that
interaction mining can add to the design and evaluation of new user
interfaces.

Keywords: Geospatial portal · User interface · Mental model ·
Interaction mining · Process mining

1 Introduction

The use of geographic information has increased exponentially in the last
decades. To manage this explosion of data, spatial data infrastructure initiatives
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
K. Hinkelmann et al. (Eds.): BIR 2023, LNBIP 493, pp. 3–15, 2023.
https://doi.org/10.1007/978-3-031-43126-5_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43126-5_1&domain=pdf
http://orcid.org/0000-0002-8000-628X
http://orcid.org/0000-0002-1279-0367
http://orcid.org/0000-0001-6491-7430
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were launched to facilitate the availability and access to spatial data. Geospatial
search engines are crucial for searching and discovering geographic information
resources in spatial data infrastructures [10]. Designing these search interfaces
is a challenge. Information search is a complex user-centred process where the
functionalities of the information system and the mental models of the user must
interact in alignment to produce satisfying experiences. It is difficult for devel-
opers to know in advance, during the design and development stages, what will
be the most effective information architecture or how the system will be used in
reality.

The objective of this paper is to propose a methodology to identify the gap
between the design of a geospatial search engine, and the mental models gained
by users during the interaction with these search engines. It is known that user
mental models help to design or refine the design of user interfaces.

In particular, we have proposed this methodology to evaluate and improve the
design of the new geospatial search engine of the National Geographic Institute
of Spain (IGN). The institute is the coordinator of the Spanish spatial data
infrastructure and the main producer of geographic information in Spain, either
through its own legal mandate or as a co-producer. The ecosystem of portals
associated directly with the institute consists of the IGN Download Centre, the
IGN Map Library and the Online Shop of the National Centre for Geographic
Information. Integrating all these sources of information was the main motivation
behind the design of a new geospatial search engine.

The remains of this paper are structured as follows. Section 2 describes the
state of the art on mental models for user interaction. Next, Sect. 3 describes the
proposed methodology to compare the conceptual model of the search engine and
the extraction of the user mental model after the corresponding user experiments.
Section 4 provides the results obtained after applying the methodology for the
new geospatial search engine of IGN. Finally, Sect. 5 provides some conclusions
and future lines of research.

2 State of the Art on User Mental Models of User
Interaction

“Mental models are the mechanisms whereby humans are able to generate
descriptions of system purpose and form, explanations of system functioning
and observed system states, and predictions of future system states” [17]. The
notion of a mental model has been a widely accepted concept in the human
interaction literature since the 1980s [18]. However, the challenge of measuring,
representing and using mental models remains with the development of increas-
ingly sophisticated software applications.

In the computer systems design process, it is worth distinguishing between
the mental model of designers, also known as the conceptual model, and the
mental model of users [3]. In the first case, the system designer has a represen-
tation of the target system and translates those ideas into a concrete implemen-
tation. While the second recognises what users actually know about the system
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from their cognitive abilities, previous experiences, problem-solving strategies
and individual differences.

According to Nielsen [12], designers often have complex mental models of
their own creations, leading them to believe that every feature is easy to under-
stand. In contrast, mental models of the user are likely to be more limited, so
they are more likely to make mistakes and find the system much more difficult
to use. The common gap between the mental models of designers and the men-
tal model of the user gives rise to a concept called the execution gulf. It is the
difference between the intentions of the users and what the system allows them
to do or how well the system supports those actions [13].

There are multiple conceptualisations of the types of mental models and how
to represent them. De Kleer and Brown distinguish between component and
causal models [4]. Component models focus on structure, while causal models
explain the functioning of the system in terms of cause-effect relationships. Car-
roll and Olson compile four types of models: surrogates, metaphors, crystal boxes
and networks [3]. Surrogate models mimic the input/output behaviour of sys-
tems. Metaphorical models directly compare the target system and some other
system known to the user. Crystal box models are a hybrid between metaphors
and surrogates. Finally, network models contain the states of a system and the
actions that the user can take to move the system to another state.

Knowing the mental model of users has two main areas of application in the
context of human-computer interaction, designing interfaces and user training
[3]. The interface could be designed to reflect the predominant mental model of
the users, allowing them to learn it with less guidance and perform it with fewer
errors. On the other hand, a deficient mental model can be a barrier to users
taking full advantage of the potential of the system. In this scenario, users can
be trained and guided to learn appropriate conceptual models.

The Jakob’s law is a proposition fully aligned with the idea of mental models
[11]. The law states that users tend to develop expectations of design conven-
tions based on their accumulated experience with other websites. This means
that users will likely expect a website to conform to the design patterns and
conventions they have encountered elsewhere and may struggle to adapt to new
or unfamiliar designs.

Three methods are commonly used for representing or describing the men-
tal models of users [21]. The first one involves eliciting verbal accounts from
participants [14], which can be done by asking them to describe a system or
its mechanism, provide analogies or metaphors, or think aloud while perform-
ing search tasks. Transcripts of these accounts are then analysed to develop
representations and assessments of mental models of the system being studied.
The second method is drawing, where participants are asked to create a picture
or diagram to represent their mental image of a system [7]. The third method
involves observing errors during searches to identify gaps in their mental models
of the system. When the goal is to represent mental models, the observation
method is often used in combination with think-aloud protocols [16].
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Over the decades of the existence of the web, numerous researchers have
undertaken the difficult challenge of eliciting, measuring, and representing the
behaviour of users of digital systems [1,6]. In the context of user interfaces,
the concept of interaction mining stands out for its orientation to the design of
applications driven by user behaviour data. Interaction mining can be defined as
the capture and analysis of both static (UI layouts, visual details) and dynamic
components (user flows, motion details) of the design of an application [5].

3 Methodology

The methodology applied to mine user interactions and discover their mental
model consists of three phases. Firstly, the target system is dissected to identify
its conceptual model and the activities to be mined. Secondly, a search task
is designed and executed with representative users, while their interactions are
appropriately recorded. Finally, the mined interactions are analysed to discover
patterns that can be used to infer the mental model of the user.

3.1 Overview of the Geospatial Search Engine and Its Conceptual
Model

The new geospatial search engine of the Linked Cartography project gives access
to two million geographic resources that were earlier dispersed across multiple
platforms at the institute [2]. Figure 1 displays the user interface for the three
navigation levels of the search engine: a) Quick search, b) Advanced search &
results, and c) Metadata pages.

We mapped the activities that the user can perform within each level. A text
search bar is the central element of the Quick search page. In addition, there is
a button that allows users to access advanced geographic search options. These
options accept a variety of inputs, points, polygons, geometry files, coordinates
and cadastral references. Thematic category filters are also available. After con-
ducting a search on the quick search page, users are directed to the Advanced
search & results page, which is the heart of the platform. The search options
available on the quick search page remain at the top of the page. The centre of
the page displays a list of search results, each of which can be interacted with in
various ways, such as viewing, downloading, purchasing, or locating the corre-
sponding geographical resource. A list of faceted filters is located on the left side
of the page, which allows users to refine their search results. On the right side
of the page, a map is displayed, which can be used to locate and visualise the
results. When a result is selected, the perimeter of the corresponding resource
is highlighted on the map. Users can adjust the zoom level of the map, pan
around, and add a wide range of additional geographic information layers. Upon
selecting a specific resource from the list of results, the user is redirected to a
Metadata page that provides more detailed information about the resource. This
page also allows users to perform actions such as downloading, purchasing, or
locating the corresponding resource.
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Fig. 1. Semantic search engine interface.

The conceptual model of this geospatial search engine can be understood as
a mixed model that integrates a search engine and a geographic information sys-
tem (see Fig. 2), building upon the metaphorical notion of mental models that
compare the system to archetypal systems. On the one hand, the left part is influ-
enced by the typical search engine interface characterised by two attributes: a
type-keywords-in-entry-form and view-results-in-a-vertical-list [8]. On the other
hand, the right part is influenced by the typical geographic information system
where the map is the dominant element—it occupies more than 90% of the area
in pure GIS interfaces—[15]. However, designing such a system requires more
than simply adding features from each archetype. It is crucial to enable users to
explore search results with the flexibility of a search engine while also providing
a comprehensive understanding of the geographic context. Therefore, integrating
the two systems must be seamless and intuitive for users to have a meaningful
and efficient search experience.

3.2 Experimental Setup

Twenty-one participants were recruited for this study and were divided equally
into three categories: I. Novice users, II. Expert unfamiliar users, and III. Expert
familiar users. This division has been proposed based on the hypothesis that
domain experience and familiarity with particular conventions, such as those
embedded in the platforms of a specific data publisher, can have an impact on
behaviour and mental models. Table 1 displays the sample distribution of each
group based on their gender, age, and education. Prior to the session, all partic-
ipants signed an informed consent form and completed a pre-test questionnaire
to confirm their assigned category. The informed consent included aspects such
as research objectives and procedures, withdrawal procedure, confidentiality of
data and information from the research team.

To comply with security restrictions, external users were unable to directly
access the browser version used for testing. Therefore, the sessions were struc-
tured in a screen-sharing setting that requires participants to verbally commu-
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Fig. 2. Conceptual model of the geospatial search engine.

Table 1. Participant demographics, n (%).

Novice
users

Expert unfamil-
iar users

Expert familiar
users

All

Gender

Male 4 (57%) 3 (43%) 4 (57%) 11 (48%)

Female 3 (43%) 4 (57%) 3 (43%) 10 (52%)

Age

18–24 1 (14%) – (0%) – (0%) 1 (5%)

25–34 1 (14%) 2 (29%) 2 (29%) 5 (24%)

35–44 – (0%) 1 (14%) 2 (29%) 3 (14%)

45–54 3 (43%) 4 (57%) 3 (43%) 10 (48%)

54–65 2 (29%) – (0%) – (0%) 2 (10%)

Education

High School 1 (14%) – (0%) – (0%) 1 (5%)

Undergraduate 5 (71%) 3 (43%) 7 (100%) 15 (71%)

Graduate 1 (14%) 4 (57%) – (0%) 5 (24%)

Total 7 7 7 21

nicate their actions to the moderator. Participants were instructed to provide
detailed instructions at the lowest possible level, specifying the interface ele-
ments they wanted to interact with and how to do it. All sessions started from
the quick search page.

The search task selected for the sessions represents the intended use of the
geospatial search engine given the importance of tourism in the volume of queries
coming into the National Geographic Institute: planning a trip to a National
Park in Spain. The task was stated as follows:
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“This Christmas you are planning to visit the Sierra Nevada National Park
and you would like to have some information about the area. You should use the
search engine to look for resources that will help you get to know the area better.
Identify information about the park, download files or add to the cart products
that you consider most useful for the trip.”

The video of the sessions was recorded and, at the same time, a web extension
called Record/Replay1 recorded the clicks made with a time stamp.

3.3 Data Preprocessing and Analysis

This research was designed following the principles of interaction mining [5].
Once the interactions are mined, they can be analysed using a wide variety of
quantitative and qualitative methods. In this study, we opted to use a com-
bination of exploratory visual process mining tools along with descriptive and
inferential statistics to analyse the data.

Once the sessions were completed, a researcher reviewed the videos to identify
the occurrence of the activities of interest. Note that it was not possible to take
advantage of the click log generated during the sessions for automatic activity
mapping because it was too noisy. The final result of the annotation was an
event log consisting of three attributes: case (session identifier), activity, and
timestamp. The event log was captured in a comma-separated value file and
processed with PM4PY,2 a process mining library in Python.

For the visual inspection of interactions, dotted and variant explorer charts
were used. Dotted and variant explorer charts are popular visual analytic tools
that provides a helicopter view of the process [20]. In dotted charts, each event
is depicted as a dot in a two-dimensional plane where the horizontal and vertical
axes represent respectively the time and class of the event. Whereas a variant
explorer shows all the different paths taken by a specific process in the observed
cases. These visualisations were made using PMTK3 (a front-end solution built
on top of PM4Py) and Excel (for a customised adaptation of the dotted chart).

In addition, a Kruskal-Wallis test was used to compare the behaviour of dif-
ferent groups of users across variables such as event duration or frequency. This
non-parametric method determines whether two or more samples come from the
same distribution. If the result of the Kruskal-Wallis test is statistically signifi-
cant, then a Dunn’s post hoc test is used for pairwise comparisons between each
group to identify which groups are different. The test statistic, which is a vari-
able calculated from sample data used to determine whether the null hypothesis
can be rejected, and the p-value are reported. The statistical significance level
was set at .05, meaning that p-values below this threshold indicate a signifi-

1 https://github.com/tomgallagher/RecordReplay.
2 https://pm4py.fit.fraunhofer.de.
3 https://pmtk.fit.fraunhofer.de.

https://github.com/tomgallagher/RecordReplay
https://pm4py.fit.fraunhofer.de
https://pmtk.fit.fraunhofer.de
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cant difference. These calculations were performed using Python libraries such
as pandas, scipy.stats4 and scikit posthocs.5

4 Results

Figure 3 shows a dotted chart where each line represents the events corresponding
to a session. The horizontal axis has the duration of the session in minutes
elapsed. Finally, the colour of each dot is given by the type of activity executed
by the participant. To analyse the data, we first grouped the traces by participant
type and then sorted them in descending order based on total session duration.
We found that the sessions varied widely in both duration (median = 44.1,
max = 20.7, min = 7.7) and number and sequence of activities performed
(median = 16, max = 30, min = 6). Our analysis also revealed significant
differences between user groups. Novice users had shorter session durations and
performed fewer activities than the other two categories, as indicated by the
graph. These differences were confirmed by the Kruskal Wallis tests (k = 6.60,
p = 0.037 for session duration and k = 6.05, p = 0.049 for number of activities).
A post-hoc test further showed that the novice group was the main source of the
observed differences.

Figure 4 illustrates the median number of interactions for each activity type,
sorted in descending order by the median of the total. The left section of the
figure shows the values broken down by activity type and participant group, with
the p-values of the Kruskal-Wallis test for differences between groups displayed
in the last column. The right section presents dot plots of the total number of
interactions for each activity in three parallel lanes representing the three par-
ticipant groups: Novice users in pink, expert unfamiliar users in light blue, and

Fig. 3. Dotted chart distribution of the events over absolute time.

4 https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.kruskal.html.
5 https://scikit-posthocs.readthedocs.io/en/stable/generated/scikit posthocs.

posthoc dunn.

https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.kruskal.html
https://scikit-posthocs.readthedocs.io/en/stable/generated/scikit_posthocs.posthoc_dunn
https://scikit-posthocs.readthedocs.io/en/stable/generated/scikit_posthocs.posthoc_dunn
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Fig. 4. Dotted chart distribution of the events over relative time.

Fig. 5. Variants explorer sequence of events.

expert familiar users in dark blue. The horizontal axis in this section represents
duration as a percentage of progress in the session.
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The Kruskal-Wallis test did not detect significant differences between groups
for any activity. When we consider the median of the total number of interactions
as a reference to profile the behaviour of a representative user, we can observe
that View (4) and Filter (4) are the most frequently executed activities, followed
by Download (2), and finally Text search and Map exploration, which are typ-
ically executed once in the search process. Activities such as Locate, Geometry
search, Point search, and File search were not executed in a typical session. The
Cadastral search and Coordinate search activities were not used by any user
in this sample. As expected, activities with higher frequency correspond to a
higher number of points. The distribution of points suggests that there may be
differences in the timing of the session where certain types of activities are more
likely to be executed. We will discuss this further below.

In order to show the diversity and structure of the process flow, Fig. 5 displays
a variant explorer graph on the left and a relative timeline showing the expected
time of occurrence for the various activities on the bottom right. The variant plot
displays the considerable variability in the number and structure of activities
observed across the sample of sessions, with no repeated sequences and few
generalisable patterns. However, we did note that most sessions began with a
textual search, sometimes followed by a filter. In the quick search page, the
advanced search activities were not executed by any of the users. Additionally,
several traces ended with filter sequences (light green frames), which were not
always followed by resource exploration activities.

The timeline provides insight into the temporal distribution of activities
across sessions and suggests that certain activities may be more prevalent at
certain stages of the search process. Text search tended to occur at the begin-
ning of the session and was the earliest activity performed. This was followed
by View and Download, which typically occurred near the end of the first half
of the session. Map exploration, Filter, and the remaining activities tended to
occur somewhat later, after the middle of the session.

5 Conclusions

In this paper, we explored how interaction mining techniques can be applied to
discover mental models of the user in the process of designing a geospatial search
engine. These mental models can help to adjust the behaviour of the system to
meet the expectations of users and to educate the user about functionalities
that are currently unfamiliar. A new geospatial search engine, developed by the
Spanish National Geographic Institute, was used as a starting point to develop
a case study. During this case study, representative users were recruited to con-
duct usability tests of the new portal. The sessions were recorded, processed,
transformed into event logs, and analysed using process mining techniques along
with descriptive and inferential statistics. The results suggest that the observed
mental model prioritises the features of an archetypal search engine over those of
a geographic information system. This behaviour deviates from the mixed model
of the creators of the system.
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The analysis yielded several insights for the platform development team.
The first relevant finding was the clear distinction between the frequently used
functions and the infrequently used ones in an ordinary search. A Pareto dynamic
[19], where a limited number of functions are responsible for most interactions,
has implications for UX design. Identifying hot spots can help the team narrow
their focus, optimise scarce resources, and increase impact. This does not mean
that the features that are used less frequently should be discarded, but rather
carefully studied for their contribution to the user experience. This is the case for
all geographic features that had a marginal interaction frequency with respect
to simpler search and explore activities or were relegated to a late phase of the
session after trying the simpler search strategies. For example, despite being a
tool that can significantly contribute to the exploration of geographic resources
and cover a considerable area of the interface, the map received less attention
than expected by the product team. This has led designers to rethink the role
and presentation that the map should play in the overall search experience. The
same applies to other underused functions such as file, cadastral or coordinate
search that could be dropped from the initial design.

Modelling user behaviour during usability tests also proved to be a mech-
anism for detecting quality problems in the system. By observing users when
interacting with filters, the design team was able to identify functional problems
in the portal. Reviewing session videos revealed that the filtering threads were
a user response to malfunctions in the filtering mechanism.

The experiment had several limitations that need to be considered. While
the number of participants was appropriate for usability testing, where the aim
is to capture an overall understanding of user behaviour, it may be limited for
drawing quantitatively sound conclusions. This limitation is particularly rele-
vant for detecting differences between novice and expert groups, which may
require a larger sample size to achieve reliable results. Additionally, the use of
a think-aloud design mediated by a moderator could be viewed as a potential
contaminating factor. The presence of a moderator may have influenced the
behaviour of participants, resulting in longer execution times and more com-
plex operations than they would normally perform—particularly for specialised
users—. The interference of the moderator may also have prevented the obser-
vation of errors that the participants would have made in a hands-free exercise.
Despite these potential drawbacks, the think-aloud method proved useful for
the researcher in understanding the reasoning behind the behaviour of partici-
pants. This information would later be used for modelling and interpreting the
observed behaviour. By concentrating on observing the interface and verbalising
what they want, users reveal the imprint of what they see or do not see of the
system. Finally, it is crucial to consider the impact of the chosen search task.
While it may align with the intended use of the platform, it can also significantly
influence the results right from the start. For instance, the selection of a holiday
tourism scenario inherently lacks a strong organic connection to cadastral refer-
ences. Therefore, it is not surprising that the frequency of observed searches of
this nature is marginal.
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This study has identified several lines of future work. Firstly, although the
current implementation of an automatic event logging tool did not achieve the
intended support for event log annotation, there is still significant potential to
automatically model the behaviour of web systems operating under consider-
able traffic. A major challenge is to accurately map user clicks and keystrokes to
activities that are meaningful from a process and business perspective. Secondly,
the intervention of a moderator prevented executing a fine-grained analysis of
performance, but such an analysis would be valuable in the case of task mining
traffic from a portal in operation. Thirdly, other typologies, such as network
models (graphs), can also be explored for describing the mental model. Process
mining techniques related to flow control can greatly contribute to this purpose.
Fourthly, this work only addressed the gap between the conceptual model and
the mental model of the user from a process discovery perspective, but there is
also an opportunity to deepen this understanding from a conformance verifica-
tion perspective. This branch of process mining diagnoses the differences between
a prescriptive model and the behaviour captured in the event log. Finally, per-
sonalised and real-time support mechanisms can be developed to enhance the
experience of users with deficient mental models based on their usage patterns
of the platform, as proposed by Jansen under the concept of adaptive UIs for
users of geoportals [9].
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Abstract. Software developed for organizations operating in maritime freight
transportation tends to be very complex, as it needs to handle documentation
and the planning of a wide range of cargo and equipment, always complying
with the different international regulations, sanctions, and local requirements of
software integration with different port systems. At the same time, it must be
flexible so as to be able to react in a timely manner to the changes in the turbulent
business environment. The goal of this research is to provide a newAgile approach
for requirements engineering for organizations operating in the maritime freight
transportation industry, that is tailored to specific needs of these enterprises and
introduces as many benefits from Agile as possible, to achieve needed flexibility.
The proposed approach has its roots in related work on agile approaches and a
case study in a maritime freight transportation company.

Keywords: Maritime Informatics · Agile · Requirements Engineering

1 Introduction

According to the World Bank and the International Association of Ports and Harbors
(IAPH), an improved digital collaboration between private and public organizations
across the maritime freight supply chain will result in significant efficiency improve-
ments, safer and more reliable supply chains, and lower global emissions [1]. Maritime
transport carries over 90% of the global merchandise trade, totaling just over 11 bil-
lion tons of cargo per year. Digitalizing this sector would bring wide-ranging economic
benefits and contribute to a stronger and more sustainable future for the industry [1].

Currently, organizations operating in this industry are struggling regarding flexibil-
ity – each local port system in every country is different, customs systems are different,
and maritime organizations are facing difficulties in creating software that fits all coun-
tries’ local requirements and could also be integrated with their systems. In addition,
industry standards are always changing – new sanctions are applied, new commodities
are restricted, new types of cargoes that need special equipment are being transported,
and many more. To fulfill rapidly changing and rigorous customer requirements, one of
the most important aspects of the organization is its flexibility. The key to increasing
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this flexibility is in the software used by the organization. Consequently, in the mar-
itime freight transportation industry, agility is needed in requirements engineering (RE),
when the organization is defining, documenting, andmaintaining the requirements for its
software systems. RE is supposed to provide the appropriate mechanisms to understand
customer needs and wants, analyzing them, assessing the feasibility of the requirements
and the required solutions, validating specifications, managing, and maintaining them
as they are transferred into the finished product – the desired software [2].

The problem addressed by this paper is that companies operating in the maritime
freight transportation industry often are unable to adapt and realize the Agile RE app-
roach for information systems development. This is caused by the complexity of using
Agile RE for this specific industry. Therefore, the goal of this paper is to develop rec-
ommendations for using Agile RE for software development for organizations operating
in maritime freight transportation. The research goal is fulfilled using the following
method: (i) the benefits and challenges of agile approaches and agile requirements engi-
neering are amalgamated from the related work; (ii) the current process of requirements
engineering in a company operating in the maritime freight transportation industry is
analyzed; (c) based on the results in (i) and (ii), the method for changes in the RE of the
company is proposed; (d) the possibilities of generalizing the method are discussed.

The paper is organized as follows. The findings from the analysis of the related
work are amalgamated in Sect. 2. Section 3 describes the context of the requirements
engineering in themaritime freight transportation company (the description is tailored so
as not to include sensitive information). In Sect. 4, the method for combining approaches
for Agile RE in the company is proposed and applied. The possibilities for generalizing
the method and directions of further research are briefly discussed in Sect. 5.

2 Related Work on Agile RE

Requirements are the base for all software products; therefore, REplays an important role
in the respective systems development. Agile methodologies such as Scrum, Kanban, or
Extreme Programming provide the process model to develop these products. Comparing
the traditional RE approaches to Agile, the main difference is that the general RE activi-
ties – requirement elicitation, documentation, validation, negotiations, and management
are not separate activities in the Agile RE approach, rather they are replicated in each
iteration and only the required information is then detailed before the beginning of the
next iteration [3].

Since implementation of Agile approaches in RE, software development tends to
move from plan-driven to value-driven models. This means moving from negotiations
about pricing models, project plans, and feature quantities to discussing visions, expe-
riences, and human values [3]. Implementing Agile approaches means that RE will be
carried out throughout the entire development process, rather than only in the initial
phases. The Just-In-Time (JIT) model may be used to refine top-level requirements into
low-level developers’ tasks. This is achieved by team, user, and developer collabora-
tion. An RE process may begin by creating the requirements through epics – large user
stories [4]. These are refined in story maps – user stories, and then split into tasks. The
workflow can be managed by the Kanban board, where design, development, and deliv-
ery are planned [5]. With Agile, only short-term estimates are made, which the team
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reviews and updates regularly. Sprint length is fixed and therefore eliminates the issue
of shifting deadlines. Agile breaks the project down into manageable sections, so the
teams involved can focus on higher quality development and more thorough testing.
Additionally, customer involvement is required at all development stages, improving the
predictability and control over the product [6]. N. Kama [7] states that Agile RE can
be summarized as a set of frequent activities that will ensure the team is building the
right project. In software engineering, it is applied throughout the entire project. L. Cao
[8] states that Agile RE responds to rapid changes in competitive threats, stakeholder
preferences, development technology, and time-to-market pressures. Agile methods are
designed to combat rapidly changing requirements.

Based on the reviewed literature sources and available terminology of Agile, it can
be concluded that Agile RE can be defined as an iterative set of activities to facilitate the
delivery of right requirements quickly. This understanding is used throughout the paper
when referring to Agile RE.

Based on Agile RE core values, existing Agile RE approaches could be tailored
specifically for the maritime freight transportation industry. Different terminology is
used in different sources to describe activities related to Agile RE and suggested Agile
RE approaches. Based on the literature review, 4 different sources listed in Table 1 were
identified as most closely related to the challenges of the maritime freight transportation
industry. From these sources, six different Agile RE approaches (listed in the columns
of Table 1) were derived from different contexts. As, can be seen in this table, Scrum,
Kanban, and XP are mentioned more often than other approaches.

Table 1. Suggested Agile approaches.

All approaches listed in Table 1 may be used for the Agile approach to RE, however,
the industry context has to be kept in mind. The maritime freight industry is extremely
complex and requires complex software development in all its sub-domains. A further
description of the industry will be given in Sect. 3. The transfer to the Agile way of
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working brings many functional and organizational changes to an organization. There-
fore, it is important to understand what can be gained from such changes and also what
are the potential challenges and threats.

Top Agile development benefits [6] include continuous improvement through the
retrospects held at the end of sprints so as to reflect on the performance and possible
improvements, boosting the teams motivation, and offering the platform to learn. Agile
principles support teamwork, ensuring active collaboration between members. Teams
become self-organized and cross functional. Developers and business-side employees
work together to achieve the best results, enhancing communication. Additionally, work-
ing in short cycles sets clear and achievable goals and clearly defines the tasks that need
to be done. Agile approaches have made a significant contribution to software devel-
opment processes. Moving on from the implementation of small teams to large scale
complex processes, agile approaches bring in many benefits, but challenges as well. In
[13], the challenges were considered, based on the research conducted on requirements
engineering approaches implementation for large scaleAgile software development. The
main issues found by this comprehensive study were grouped into the following four
areas of challenges [13]:

1. Build andMaintain Shared Understanding of Customer Value – it deals with bridging
the gap between implementor and customer and building a long-lasting customer
knowledge base.

2. Support Change and Evolution – managing experimental requirements, synchro-
nizing development, encouraging re-use, avoiding re-specifying, and updating the
requirements.

3. Build and Maintain Shared Understanding about the System – documentation of the
tests and stories, system vs. component thinking, backward compatibility, creation,
and maintenance of traces, and studying of long-term knowledge.

4. Representation for Requirements Knowledge –manage levels and decomposition, not
fitting tools, quality requirements, representation, and consistency.

For each of these defined challenges, a treatment has been proposed in [13] (further
used in Sect. 5), however, it is important to define whether organizations operating in the
maritime freight transportation industry face the same challenges, and thus determine if
the suggested treatment will be feasible.

Regarding the benefits, the three most often listed approaches (Table 1) have been
reviewed, to find the common benefits of other organizations that have adopted these
approaches. Benefits of Scrum, XP, and Kanban, to a large extent, cover also the benefits
of other approaches. Table 2 shows 3 sources where Scrum benefits were listed and
six benefits that can be derived from these sources. Similarly, the benefits from XP are
amalgamated in Table 3 and Kanban benefits are shown in Table 4.

According to [15], adoptingAgile approaches in an organization is not limited to only
identifying the benefits. An important aspect is the correct management of these benefits.
The authors of [15] propose a process model for benefits management, consisting of the
following phases: (i) identifying and structuring benefits – identification of the benefits
and establishing themeasurements of their success; (ii) planning benefits realization – all
activities needed to realize each benefit, including potential process and organizational
developments; (iii) executing the benefits realization plan – actual implementation of the
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benefits plan, which is an integral part of the project management plan; (iv) evaluation
and review of the results – evaluation of actual benefits delivered, identification of actions
to recover missed benefits; and (v) potential for further benefits – further capitalization
on the investments that have already been made. In this paper, the first two phases of
this process model [15] will be used to propose changes to the existing RE process of a
maritime freight transportation company.

Table 2. Scrum benefits.

Source Improved
control

Backlog
management

Team
involvement
in planning

Precise
estimates

Knowledge
sharing
(transparency)

Improved
productivity

[14] x x x x x

[15] x x x

[16] x x x x

Table 3. XP benefits.

Source Cost and time saving Simplicity Feedback and
transparency

Speed and satisfaction

[17] x x

[18] x x

[19] x x x

Table 4. Kanban benefits.

Source Visibility and
transparency

Flexibility and
responsiveness

Increased output Resource allocation

[20] x x

[21] x x

[22] x x

3 The Maritime Freight Transportation Context

In 2022, about 2 billion metric tons of cargo were shipped globally, up from around 0.1
billion metric tons back in 1980. Between 1980 and 2022 [23], the growth of volumes
is considerable, and the software supporting this growth has also developed consider-
ably. Nowadays, all the documentation regarding any type of container ship is handled
electronically. Huge volumes of documents are involved with international trades and
shipping and the software applications used in the industry are very complex.
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In this paper, the context for the maritime freight transportation industry software
applications is considered in terms of the operations, which are being performed with
the company’s software. The software systems that maritime freight transportation com-
panies are using are not publicly available, and there is no related literature that would
describe how these systems are built, what sub-domains they consist of, what are the
requirements for these systems, and what are the approaches for the requirements engi-
neering. However, it is possible to look at the global maritime freight process from
the operations side, to then derive the possible requirements approaches that would
be needed for the software that supports these processes. Based on the Trade Finance
Global, the simplified operational flow of the container shipping process for maritime
freight can be described as follows [24]: (i) Order is placed – client places an order with
the Shipping organization directly (or through a Freight Forwarder) – rates and timing
are agreed upon, based on vessel schedules; (ii) Truck loaded – a client places his goods
in a shipping container – the full container is then transported to the nearest (or agreed
upon) port terminal; (iii) Ship loaded – if all necessary documents have been provided,
the container is loaded onto the vessel and begins a journey towards a destination or
a transshipment port: (iv) Discharge – once the containers arrives at the destination
port, they are discharged at the terminal and await the customs clearance; (v) Customs
clearance – all necessary documentation is checked, and several containers, in case of
discrepancies, can be chosen for further inspection; (vi) Pickup – once the container is
cleared by customs, it is picked up by the client or freight forwarder and transported to
the final destination (this can also be done by train).

Due to the fact that no literature is available for the detailed context of software appli-
cations for the maritime freight transportation industry, based on the above-mentioned
standard process, and the commonalities imposed by strict directive regulations in the
industry, it can be supposed, that the software decomposition into sub-domains for one
maritime freight industry company (specifically, Company X, where the case study was
conducted), can be applicable to other organizations in the industry in the same or a very
similar way. Thus, the context provided for Company X can be assumed as the generic
context for the organizations operating in the industry.

What makes the software for this industry so specific and complex are the maritime
freight standards, and the need to be integrated with local systems in each country, and
also the needed ability to comply with the local rules and legislations. At the same time,
the generalization of one software application to the whole industry is limited. General
software solutions, such as Marine-digital, Logi-sys, and others, may not always fit all
companies, due to other system integration limitations, the volume of bookings that
must be processed, the number of users using the system, etc. In addition, the goal of
the company is to always strive to offer the best product possible, and such standard
software implementations often limit RE for the “delighters” [25].

Considering these risks, if an organization still wishes to implement one of the stan-
dard solutions, then the Agile RE approach proposed could be used to generate the
additional requirements for the standard solution selected. To find the most suitable app-
roach for Agile RE in the maritime freight transportation industry, the scope which the
requirements will be engineered for, must be defined. As described above, the context
model developed for one company can be, to a large extent, considered a general context
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for organizations operating in the industry. Due to the complexity of the rules and regula-
tions organizations must follow, the general context for which the software is developed
(to handle the operations and the documentation), in this paper, is broken down into
different sub-domains. Each of these sub-domains is responsible for the development
of the necessary system functionalities related to their field. The context model for the
maritime freight transportation company, shown in Fig. 1, was obtained following the
advice in [26] and using interviews and workshops as knowledge acquisition methods in
CompanyX. In Fig. 1, the lines in bold depict direct domain connections, whereas dotted
lines show inter-domain information flows. Each component represents the functionality
that software must support and perform.

Fig. 1. The model of operational/software components of the maritime freight transportation
company

Whenconducting researchwithinCompanyX, itwas discovered that the organization
was not following any frameworks or methodologies in RE. This has resulted in many
issues being faced by the organization, including an insufficient RE process:

1. RE being split into separate domains (i.e., customs, EDI, Export Documentation)
creates many issues regarding team communication. Each domain specialist tends
to work individually and only rarely discusses cross-domain topics. Communication
issues result in longer lead times for the deliverables and client dissatisfaction when
they are being referred to different domain specialists.

2. Software operating in this industry is required to be integrated with the local customs
systems – this integration is in the form of a direct electronic data interchange (EDI),
the ability to generate necessary reports in the necessary format, direct documentation
interchange, the ability to upload documents directly from the organization into the
customs system and many more. These customs requirements are often changing,
forthing organizations to be Agile and to adapt to the new requirements as quickly as
possible.



Towards Agile Requirements Engineering in Maritime Freight 23

3. As the maritime freight industry is constantly evolving, there are new local require-
ments, and new client requirements that need to be filled; also, Company X is facing
an issue with the lack of continuous improvement opportunities. There is no process
of examining the current workflow, and no room for the employees to reflect and
identify the opportunities to boost the efficiency and quality of the delivered product
and services.

4. There are no defined KPIs for employees to measure their performance. It is difficult
to measure the progress and efficiency of the IT product and the team.

5. The equipment and cargo information handling in the system that has been developed
and implemented is extremely diverse, starting from clothing and edible goods, all the
way to dangerous chemicals and military grade equipment. This diversity leads to the
complexity of the system, as each cargo type, each equipment type, each customer,
etc., needs to be registered and monitored closely to fit all rules and legislation. It
leads to extremely huge databases, which need constant maintenance, and the system
needs to be able to handle such diverse items and workflows.

6. Lack of control and predictability. As in any project, software development carried
out for maritime freight organizations also requires strict deadlines and defined deliv-
erables. However, due to the lack of structure in the teams, this aspect needs improve-
ment. Deadlines for IT project phases are defined; however, they are almost always
extended to fit the actual progress of the project rollout, resulting in late development
and an extended project period.

No single Agile approach would help to solve such diverse challenges, therefore the
aspects from different approaches must be combined [27], to achieve as many benefits as
possible and overcome or avoid as many challenges as possible. The proposed method
for combining the approaches is discussed in the next section.

4 The Method for Combining the Approaches for Agile RE

Based on the complex industry context, to realize as many of the various benefits of dif-
ferent Agile approaches as possible and to avoid the threats of challenges, the following
method was developed and applied:

1. Crosscheck the issues Company X is facing with the groups of challenges and cor-
responding treatments of the agile frameworks LeSS and SAFe [28], as proposed in
[13]. Select the treatments applicable for Company X (see Table 5).

2. Crosscheck the issues with the benefits from Agile approaches shown in Tables 2, 3
and 4 of this paper. Select theAgile approaches best addressing the issues of Company
X (see the head of Table 5).

3. Develop and analyze the model for the current requirements engineering process.
4. Create a new RE process model including chosen treatments and instruments.

In Table 5, the first, the third and the fourth column are taken from [13], which
provides a very comprehensive overviewof the challenges ofAgile approaches. The table
demonstrates only one challenge, namely, “Build and maintain a shared understanding
of the system”. However, to perform the first step of the method, all four groups of
challenges [13] listed in Sect. 2 should be examined.
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When the groups of challenges are examined and relevant treatments for the issues
that apply to the company (the second column of Table 5) are selected, the second step of
the method suggests seeing which of the most popular Agile approaches would work the
best for each group of challenges. In the case of Company X, these were Scrum for the
challenges “Build and maintain a shared understanding of customer value” and “Build
and maintain shared understanding about the system” (see the head of Table 5); and
Extreme Programming for the challenges “Support change and evolution” and “Rep-
resentation of requirements knowledge”. Additionally, following the suggestions from
LeSS and SAFe, the use of the Kanban board was also included so as to be incorporated
into the Agile RE of Company X.

The third and fourth steps of the method were performed phase-wise by organizing
the Agile RE process into the following four phases [29]: (i) Elicitation – gathering
business needs; (ii) Analysis – organizing domain needs and capabilities (the elicited
requirements) so that inconsistency, incompleteness, inaccuracy, and ambiguity are min-
imized; (iii)Validation – checking if the requirements defined for development are really
defining the system that the client has requested, checking if the right product is being
built, based on the requirements elicited; and (iv) Requirements management – ensuring
that the most important elements are delivered first in accordance with the scope (carried
out through the entire RE process). Further in this paper, for the third and the fourth steps
of the method, we will illustrate only the first two phases of the RE process.

For the first phase – Elicitation. [30], an additional literature review was performed
due to the variety of information sources to be considered in Company X. The results of
the review are amalgamated in Table 6.

Requirements gathering techniques were grouped under 3 main categories – ques-
tioning, observation, and artifact-based. Under each category, the approaches described
in each reviewed article were mentioned (e.g., questioning: interviews + surveys).

Company X currently focuses on the questioning requirements gathering technique,
by conducting workshops/training sessions together with users. However, based on the
literature review, it was recommended to supplement these workshops with additional
interviews and artifact-based techniques, such as requirement reuse, system archaeology,
and field reports. Interviews would give further insight into why these requirements
are needed and give a better overview of the users’ current processes. Artifact-based
gathering techniques would make better use of stakeholders’ time, by partially limiting
the involved parties and working with the gathered data only, therefore possibly eliciting
some “delighters” that the users did not even know about [25].

When performing the third step of the method for creating the Agile approach, the
processes were obtained separately for the first two RE phases (only these are discussed
in detail in this paper) and the second two RE phases.

The current process for the first two RE phases in Company X– elicitation and anal-
ysis, is referred to as the “Scoping phase”. The process is simple and straightforward,
flowing in one direction, not providing any opportunities for re-work, improvements, or
team collaboration. The process starts with the announcement of the beginning of the
new software rollout to all involved stakeholders. A project manager is combining the list
of systems key users and end-users and assigns their roles accordingly. An introductory
meeting is organized for all involved stakeholders to introduce the roles, the project,
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Table 5. Example of applying steps 1 and 2 of the method for combining Agile approaches.

Build and maintain a shared understanding about the system: The best fit: SCRUM

Challenge Is it applicable in
Company X?

Proposed practice
from LeSS

Proposed practice
from SAFe

Documentation to
complement tests and
stories

YES – user stories and
test cases are
sometimes
insufficient, and it is
difficult for domain
specialists or
developers to
complement these
requirements with
other artifacts

– Use models to analyze
requirements. Propose
additional test cases

System vs component
thinking

NO – teams are able
to break down
systems from
components to
functionalities

Principle: Whole
product focus;
Multi-team product
backlog refinement;
PO engages the team
to own the product

Clear breakdown from
enterprise level to the
team; Feature and
component teams;
Systems thinking;
Tribal unity

Creating and
maintaining traces

NO – traces are
created in a timely
manner and tied to
each requirement,
there are no issues
with current trace
maintenance

Link to wiki pages;
Backlog items to
ancestors, max. 3
levels

Describe the solution
(Documentation)

Learning and
long-term knowledge

YES – due to the
prolonged lifetime of
the requirements, it is
difficult for the team to
build up and maintain
the knowledge. There
is no “organization”
towards knowledge
maintenance

Reflection +
improvement
experiments; Experts
teach each other,
informal networks;
Specification by
example

ART focus on value,
not project; Enabler
stories.(Exploration);
Feature and
Component teams;
Community of
practice, chapters,
guilds

…

goals, and timelines. Key users together with the local coordinator fill out the scop-
ing questionnaire (technical questionnaire of expected system functionalities) which is
shared with domain specialists. Scoping questionnaires are then reviewed together with
domain specialists and the agency’s mentor – responsible for consulting the agency. The
reviewed questionnaires are transformed into reports, which are shared with involved
stakeholders, and the key users may begin the initial training for the usage of the new
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Table 6. Requirement gathering techniques (the review of the recent literature).

Ref. Technique

Questioning Observation Artifact-based

[31] Interview +
Questionnaire +
Workshop

– Reuse of requirements +
System archaeology

[32] Interviews + Focus
discussion groups

Storyboards + User env.
Visualization + Remote
collaboration

Crowd based RE + System
archaeology

[33] Interviews + Surveys +
Customer specifications

Observation Warranty data + Field reports

[34] Interviews +Workshop – Perspective-based reading +
System archaeology

[35] Workshop – Field reports + Perspective-
based reading + Crowd based
RE

software. Functional and technical reviews of the scoping reports are done by the devel-
opment team and project manager and, in case any adjustments are needed, they are then
incorporated in the report or the questionnaire. In parallel, the development coordinator
is preparing the pre-production environment. This is the standard environment that is
offered to all clients. The first pre-production environment refers to the industry stan-
dards that cannot be changed, therefore the basis of the software for all clients remains
the same. Once no more updates need to be done and the pre-production environment
is set up, a sanity test can be performed by the separate sanity test team, following a
standard functionality testing plan.When the sanity test is finished and all the bugs found
have been reported, the pre-production environment is signed-off, and the next phase (in
Company X called Gap identification phase) may begin, with the kickoff meeting and
end-to-end workshops.

When performing the fourth step of the method presented at the beginning of this
section, the processes were also obtained separately for the first two RE phases (only
these phases are discussed in detail in this paper) and the second two RE phases. The
new improved RE process suggested for Company X is represented in Fig. 2.

In the newly suggested process, the base of the flow remains the same – the process
is initiated, and an introductory meeting is held. For requirements elicitation, additional
requirements gathering techniques were included: interviews and practice workshops.
In addition, perspective reading and system archaeology were added as points to be per-
formedby the domain specialist, to define “delighters” and elicit additional requirements,
without the involvement of other stakeholders. Moreover, because the international mar-
itime freight industry is so strictly regulated and standardized, Company X can take
advantage of already existing industry standards research and apply these requirements
to the system as well. Here, the initial requirements gathered through interviews, scop-
ing questionnaires, and practical workshops were also included as domain specialists
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may work on these without the involvement of the clients. After requirements have been
gathered, they are grouped, based on the Kano model, to prioritize the most important
requirements. They must also be grouped correctly for the upcoming sprints. This will
overcome the current issue of important items staying too long in the backlog, and not-so
crucial items being developed quickly, providing incorrect resource management. Next,
the information-model is applied to break down the requirements into epic – capabil-
ity – feature and story, helping with trace-creation and requirement re-usability [36]. An
important aspect that the improved flow provides is the possibility to return to require-
ments elicitation if, by the scoping questionnaire review, the issues were found. This
step will improve the overall quality of the requirements. Then handover is communi-
cated, and the functional and technical review is held. The next steps in the flow are the
performance of the sanity test, as well as making sure the system is well integrated with
all the local customs and port systems, ensuring business continuity and resulting in a
smoother subsequent transition to the production environment.

Fig. 2. Proposed requirement elicitation and analysis phase for Company X. Includes (i) Addi-
tional elicitation techniques: interviews and workshops, and artifact-based gathering technique;
(ii) the Kano model; (iii) the Information model (also referred to as the Requirement model); and
(iv) the Kanban board.

The initial product backlog can already be identified, to be used in further steps
in the project rollout. In addition, this process is documented on a Kanban board, to
have an overview of the user stories that were gathered and what is the progress of
transforming them into requirements, and to already start grouping them for future
sprints. The last steps of the process move the project to the next “GAP phase”, as it
is called internally in Company X, or the validation phase. An important aspect added
here is the registration of new cargo entities, equipment entities, and new customers
into the new system. This registration is one of the main reasons why agility is such
an important aspect in the rollout flow, as these lists are rapidly changing and need to
comply with different standards; flow leading up to this must be agile, to comply with
these requirements. In addition, the roles that are involved have been adjusted. The Scrum
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master is now overseeing the process, helping with communication, team support, and
agile coaching. The product owner is communicating the vision and oversees the kanban
board to start managing the backlog, and prioritizes the team’s needs.

All additions used in the model are listed in the caption of Fig. 2. The other changes
introduced for the other RE phases are briefly listed in the next section.

5 Discussion and Conclusion

In the case of Company X, altogether 12 new components were suggested for Agile
RE. Besides the ones for the first two phases of RE represented in Fig. 2, the following
improvements for the other phases of the RE were incorporated in the process mod-
els: Product and sprint backlog definition, Development split into separate domains (see
Fig. 1), Daily Scrum, Sprint review, Retrospective, Small release, Sprint, andUser accep-
tance test. The company saw the transfer to the new Agile RE process as doable, but
only in small well-planned steps.

The suggestions given to Company X might be relevant also to other companies
operating in the maritime freight transportation domain. However, to respect the indi-
vidual features of each company, the proposed method for combining agile approaches
for RE should be applied as described in Sect. 4. The use of the method is facilitated by
the following contributions provided by the paper: (i) the description of the method and
example of its application given in Sect. 4; (ii) the suggested approach of using Agile
challenge-treatment tables rooted in [13] as in Table 5; the results of surveys of recent
research works on Agile amalgamated in Tables 1, 2, 3, 4, and 6.

Further research directions are: (i) following the progress of transformation to Agile
RE in Company X, (ii) analyzing the possibility to generalize the approach to maritime
freight transportation companies in other countries, which might be complemented with
(iii) themethod for gradual transformation toAgile RE for companies operating in highly
law restricted and turbulent environments in general.
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Abstract. The analysis of large event log collections aimed at variabil-
ity management requires an intensive pre-processing phase. It is intuitive
that obsolete behaviour that could be present in the logs must be removed
in order to gain insight into the collection. Changes in the information
system may indeed generate obsolete behaviour, more specifically, in the
case of public administration, changes in the law may imply a change
in the process, which must be updated in the information system. The
logs containing the updated behaviour can then be used in variability
management practices, such as the creation of configurable models. This
type of analysis has numerous criticalities, one of which is the difficulty of
obtaining an effective representation of the process, without running into
excessive complexity of the model produced. Obsolete behavior results in
an unnecessary increase in complexity and should therefore be removed.
This paper introduces an event log analysis and visualisation technique
based on the notion of complexity introduced by Lempel Ziv. The visu-
alization enables process analysts to identify concept drift in the logs,
thereby facilitating the removal of outdated behavior. Furthermore, when
equilibrium is achieved, it indicates that the behavior is representative
of the entire log. Consequently, during variability analysis, it becomes
possible to prune the log, reducing computational complexity.

Keywords: Process Aware Information Systems · Event Logs ·
Complexity

1 Introduction

The large availability of data generated by the use of information systems allows
the evolution of new analysis techniques for the management of business process
collections. The broad availability of process aware information systems made it
possible to collect event logs, a type of data set that clearly expresses the behav-
ior of a process by describing it in terms of groups of chronologically ordered
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activities. This opens the door to many possibilities, such as those provided by
process mining techniques, which make it possible to extract value from data, in
the form of process models. It’s not uncommon to stumble upon distinct imple-
mentations, in different facilities, of a process. This is the typical scenario for
variability to occur, which is the manifestation of behavioral differences between
distinct process installations. In the context of public administration, this phe-
nomenon is particularly evident: the same service, made available to citizens,
may be implemented differently in distinct municipalities, in order to cope with
differences between national laws — which all municipalities must comply with
— and local laws — which are relative to the region or even to the municipal-
ity itself. One of the ways of managing extensive collections of event logs that
present the phenomenon of variability consists in using configurable models, a
kind of meta-models used to synthesize the behavior of distinct installations of
a process. From a configurable model, it is possible, through individualization,
to derive individual models. The advantage of using these meta-models lies in
the greater simplicity in which the process family is represented. The creation of
a configurable model is known to be computationally expensive, not to mention
that, despite the required effort, the result may be of difficult interpretation for
a non-practitioner. Therefore, the production of a truly expressive configurable
model requires, at least, an active engagement in upstream reduction of redun-
dant and obsolete behavior1. The very possibility that certain parts of a process
may eventually fall into disuse, or be entirely replaced by others, made entire
research domains focus on the problem of concept drift which definition includes
and describes both the previously described scenarios. In a similar direction, the
moment of the drift and the successive equilibrium prove that the traces anal-
ysed until that moment are representative of the entire log and so there is the
possibility to prune the log reducing the complexity in further analysis without
losing the accuracy of the results.

In this paper, we present an unsupervised methodology for the inspection,
visualization and reduction of the log through the Lempel Ziv Complexity (LZC)
measure. This measure permits, first of all, the concept drifts to be identified;
then, from the observation of the complexity trend, we are able to highlight the
minimum meaningful representative behaviour, i.e. identified by the equilibrium
condition, of a log. The attainment of the equilibrium allows the pruning of the
log reducing the complexity of the problem without loss of information. This
enables the application of process mining techniques on large log datasets that
would be not manageable otherwise. In addition, the methodology is currently
implemented in Python and is extremely easy to reproduce and integrate into
any pipeline of analysis of large event log collections, particularly in variability
analysis.

In this paper we use the LZC to analyze a set of logs containing information
relative to public services provided by different Italian municipalities. The pres-
ence of drift, non-drift and equilibrium can be further analysed using process

1 when talking about obsolete behavior, we mean behavioral patterns that were once
part of the process under analysis but that can no longer be found in more recent
event logs, describing that same process.
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mining techniques to discover the causes of such phenomena. In particular, the
identification of the equilibrium condition results in a simplification and in a
decrease in the computational complexity to be managed for further analysis
such as the creation of configurable models with the currently available tech-
niques as shown in Sect. 5.

The paper is organized as follows: in Sect. 2, we provide fundamental con-
cepts that form the theoretical basis of our work. In Sect. 3 we present the related
works. In Sect. 4, the usage of Lempel Ziv Complexity (LZC) as a complexity
measure is presented, equipped with a simple visual representation that allows
identification of the concept drift. In Sect. 5, a description of experimental appli-
cations of the proposed methodology over a data set provided by a European
enterprise operating in the E-Government sector.

2 Background

2.1 Pais and Event Logs

Businesses shifted, over time, from a data-centric perspective to a process-aware
one. In order to keep up to this kind of change, information systems evolved
to take into account processes’ details. The product of this evolution is now
generally referred to as Process Aware Information System (PAIS) [1]. This
type of information system is now capable of managing and executing operational
processes involving people, applications, and/or information sources on the basis
of process models [13]. PAIS are capable of producing process-aware logs [16]
which typically satisfy two minimum requirements. The first one is about logging
activities with a unique identifier which makes it possible to identify them as part
of a specific process execution (Case ID). The second one concerns activities’
time framing that should always be clearly stated through timestamps [26].

Since the standardization of the XES format, approved by the IEEE on
November 11, 2016, transferring knowledge about processes has become increas-
ingly simple. In fact, the XES format satisfies both the previously stated require-
ments, making it possible to analyze processes through information-based mod-
els, instead of idealized ones [12,17].

Being the XES logs a standard, they are really useful and widely used in
process mining techniques. The main purposes of process mining are threefold:
(i) to discover processes currently in use, (ii) to observe the differences between
real-world scenarios and (iii) modeled process behavior. These techniques permit
to increase the reliability of existing process models by making them consistent
with the behavior described by the available event logs [25].

2.2 Variability and Drift

Processes, whether in the same branch or in different branches of the same com-
pany, may show a degree of heterogeneity. This phenomenon is the result of the
influence of contextual, environmental, and organizational factors. Heterogeneity
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is what lies behind the concepts of process families and variability. These two
notions have been widely discussed in [24], where the focus was on comparing
the understandability of a set of methodologies used to shape the variability in
business process models. Representing variability, therefore, involves the identi-
fication of parts of a process model that are subject to change given a context
(variation points), the detection of all the possible changes for each of these
parts (alternatives), and the fixation of a context for the identified variations.
The variability of a process may also depend on its evolution: the execution of
a process may, in fact, vary over time; a common example, especially related
to public administrations, consists in the entry into force of a law. Within the
literature, this kind of behavioral change is now known as concept drift [29].

Creating a process model from real-world data, without taking into account
the possibility of obsolete behavior to exist within the data collection which
typically happens when concept drift goes by unnoticed, diminishes the repre-
sentative effectiveness of the produced maps [2]. In order to avoid this, it may
be useful to know the main branches of concept drift.

The analysis branch describes the possibility to deal with concept drift in a
real-time environment, through event streams, or in a retrospective way, through
event logs [8,14]. The perspective branch describes aspects of a process that can
be influenced by change and is probably one of the most interesting as most of the
research work is focused around the control-flow perspective, even though not
every change in a system is granted visibility through business process models
created with this particular perspective in mind [5,6]. Let’s move away from
business process models for a bit to get a clear vision of what a concept drift
perspective exactly is. Imagine an online shop that allows payments through a
credit card after the completion of a validation procedure. Furthermore, let’s
assume that the company operating the online shop owns a fleet of delivery
trucks and that customers can ask for delivery within 24 h.

– The company wants the online shop to accept payments through a completely
new payment system which is completely detached from the credit card sys-
tem. The system will now start to record differentiated information about
payments which can be interpreted as a concept drift from the control-flow
perspective.

– The company use to achieve credit card validation through the manual work
of a human operator. The complete automation of this process could reduce
this activity’s execution time, which may eventually result in a concept drift
from the time perspective.

– It’s a busy month for the company and the entire truck fleet is constantly
committed to deliveries. Tons of orders requiring delivery within 24 h have
been logged by the system, but no business vehicle can be used to satisfy
the customers. This situation can be portrayed as a concept drift from the
resource perspective.
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– Let’s now imagine that the credit card validation is done by attaching an
image of the physical card to the order. Changing this operation in a way
that makes the validation possible without the picture attachment changes
the information required to perform this activity which could be seen as a
concept drift from a data perspective.

The dynamic of change branch describes how a process can be affected by a
change in terms of time granularity most real-life systems apply macro changes
through incremental steps; it’s up to the analyst to choose whether micro changes
should be considered relevant or not (this usually involves a time window which
size can be fixed or adaptive). The type branch is about how changes occur-
ring in a process shape changes in generated data and business process models
describing the process itself. Researchers in [18] identified four types of concept
drift depicted in Fig. 1: sudden, recurring, incremental and gradual:

– Sudden drift is the situation when a process is completely replaced by another
one after a specific period. The new process handles all the ongoing cases, even
the incomplete ones. It commonly occurs in emergencies or after a change in
regulations.

– Recurring drift is the situation where a process or a set of processes disappear
and reappear over time (e.g. seasonal influences).

– Incremental drift occurs when a process is replaced over time through minor
incremental changes.

– Gradual drift commonly occurs when, for a certain period, two distinct pro-
cesses coexist and they both handle ongoing cases. During this period, the
new process will start handling more and more cases, leading to the complete
deprecation of the first one.

Fig. 1. Different types of drifts, adapted from [6]. The abscissa represents time,
while the ordinate represents distinct processes. A line inside the grey box rep-
resents a case.
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2.3 Lempel-Ziv

The LZ methodology allows for an exploratory analysis of a dataset containing
processes with different scopes and their respective variants.

The Lempel-Ziv algorithm counts the minimum number of unique “productions”
needed to generate a given sequence. The algorithm examines a sequence and
determines whether it can be generated. [15]

Lempel-Ziv Complexity (LZC) makes it possible to identify and count distinct
traces in a substring. The algorithm is based on the use of two indices: one index
(i) indicates the position of the first element of the identified substring, the sec-
ond index (j) indicates how many elements it has moved relative to element i.
Initially, both indices are zero, then the first index locates the first substring,
which is initially of size 1. Since it is a string that has never been encountered
before, it is added to the set of identified strings. Index i is increased by 1 while
index j remains at zero. Iterating the procedure, if a substring that has already
been managed is encountered, index j is increased by 1 and, if the substring (of
order 2) has never been encountered, it is added to the set. Index i will then be
incremented by the value of index j, and index j will be reset to 0. Thus until
the end of the string. Consider for example the string:

ABCAABCDDABCABCABC (1)

LZC identifies distinct traces, i.e. those it has never encountered before in trav-
elling the string. The result of the given string in the example will be:

A|B|C|AA|BC|D|DA|BCA|BCAB (2)

with a complexity of 9.

3 Related Works

The use of model-agnostic techniques, based on entropy and trace complexity,
is widespread in the study of time series and in general of (biological) sequences
[4,23]. To the best of our knowledge, the works in which these techniques are
applied for the study of log files are those of Back [3], and Corradini [10]. In the
first case, we have a methodology based on Entropy and LZC techniques designed
for the study of log variability. In the second case, LZC is used for extracting
numerical features from trace sets within log files from public administration.

Public administration has always proved to be an exemplary case study for
understanding the phenomenon of variability. Processes in municipalities can
vary as a result of demographic conditions, problems, and specific territorial laws.
In particular, CoSeLoG is a project that was set up with the aim of realising a
cloud infrastructure for Dutch municipalities, to manage processes such as the
granting of permits, payment of fees, licences, etc. [19–22,27,28]. In the case
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of municipalities, the use of configurable models offers great advantages. The
collection of processes is in fact summarised in a single configurable model, and
in the case of a law change, it will be possible to update a single process instead
of an entire collection, which saves time, resources and also the likelihood of
avoiding errors that may be made when changing individual processes. In [6] the
authors observe the phenomenon of process drift in the logs of CoSeLoG Project,
using the framework proposed in [5]. In the article is demonstrated that they
can reveal concept drift even with a limited number of cases.

Recently, the phenomenon of variability in public administration processes
has been explored by two works [9,11] who propose a log clustering methodology
aimed at identifying the variants present in the collection, as a pro-processing
step to derive configurable models that can describe the collection.

4 Methodology

In this section we present the VLZ methodology for applying the LZ technique to
a event-log dataset. With log traces, the LZ algorithm must be slightly modified
in order to concatenate the results in a unique set of substrings. Indeed the algo-
rithm will detect new strings if and only if they belong to the same trace. The
first step is to merge all traces into a single string, with limiters between each
trace. The strings that can be acquired are only those without a delimiter, and
in the case of a delimiter in the string, the index i is taken to the first element
of the next trace, i.e. the first element after the delimiter. This is necessary to
prevent the LZC from revealing behavior that does not actually exist in the log.
Furthermore, without the delimiter, the complexity would not be convergent,
because longer and longer strings would be identified from the union of more
and more traces.

Let the log consisting of the traces be given as an example:

Log1 = {ABC,ABC,ABC,CDE,CDE,CDE,CDE,CDE} (3)

They will be merged into a string of the type:

ABC∗ABC∗ABC∗ABC∗ABC∗ABC∗CDE∗CDE∗CDE∗CDE∗CDE (4)

and the strings identified by the LZ will be:

A,B,C,AB,ABC,CD,E,CDE (5)

where, for example, the string CA, which would be present without the use of
the delimiter, is not included.

Once generated the set of strings, the results can be summarized using a line
chart where on the x-axis we consider the progressive number of traces and in
the y-axis we plot the cumulative LZC (cLZC).
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Table 1. Log1 Complexity

Traces Strings Complexity
ABC A, B, C 1+1+1 3
ABC AB 1 1
ABC ABC 1 1
CDE CD, E 1+1 2
CDE CDE 1 1
CDE – 0 0
CDE – 0 0
CDE – 0 0
TOTAL 8

Considering the example of Log1. We can calculate the complexity as
reported in Table 1.

Fig. 2. Example of a LZ Visualization (drift)

Three new strings are detected (A,B,C) analyzing the first trace, in the second
trace one (AB), in the third trace one (ABC), in the fourth two strings (CD,
E) and one in the fifth (CDE). From the sixth trace on, zero new strings are
detected and the log shows a stable condition. The increase of LZC in the number
of revealed substrings is visualized in Fig. 2.

Given the nature of the cLZC as a weakly increasing monotonic function, i.e.
cLZC(x) ≤ cLZC(x+1), three potential pattern can be detected in the data; in
particular, we named them respectively, equilibrium, non-equilibrium, and drift.
The equilibrium trend verifies whenever the LZC value, for an event log, reaches
its peak after any dynamics (i.e. an initial inertial phase) and remains stable for
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the rest of the event log as depicted in Fig. 3(a). The non-equilibrium scenario,
shown in Fig. 3(b), is the one in which the LZC value keeps growing until the
end of the event log, thus never reaching a steady value. Finally, Fig. 3(c) shows
the drift trend where, after an initial equilibrium is reached, new substrings
are identified, therefore increasing the complexity value, until eventually, a new
equilibrium occurs.

Fig. 3. Visualisation with the VLZ methodology of the equilibrium, non-
equilibrium and drift trend

5 Results

We used the proposed methodology to analyze a data set provided by an
European company responsible for distributing information system software for
municipal administration offices. In particular, we analyzed the log of 14 munici-
palities considering 4 different processes stato_civile, cambio_aire, apr_ini, sin-
golo_acc. For each municipality and process we highlight the cLZC of the pro-
cess and the respective trends. We indicate with (E) the equilibrium, with (NE)
non-equilibrium and (D) for the drift.

As can be seen from the Table 2, in the stato_civile process can be observed
that all municipalities are at equilibrium with a Lempel-Ziv complexity value
of 5. The only exception is Municipality#6, which presents a drift and a total
complexity of 8.
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Table 2. Results on 14 Municipalities and 4 Processes. The numerical values
given in the table indicate the Lempel Ziv complexity value of the entire log.
(E), (D) and (NE) represent, respectively, the equilibrium, non-equilibrium and
drift conditions.

stato_civile cambio_aire apr_ini singolo_acc
Municipality#1 5 (E) 14 (E) 500 (NE) 12 (D)
Municipality#2 5 (E) 14 (NE) 250 (NE) 10 (NE)
Municipality#3 5 (E) 14 (E) 600 (NE) 12 (D)
Municipality#4 5 (E) 16 (D) 1200 (NE) 12 (D)
Municipality#5 5 (E) 16 (D) 2500 (NE) 14 (D)
Municipality#6 8 (D) 14 (E) 2500 (NE) 14 (D)
Municipality#7 5 (E) 14 (E) 800 (NE) 12 (D)
Municipality#8 5 (E) 16 (D) 800 (NE) 12 (D)
Municipality#9 5 (E) 14 (E) 500 (NE) 12 (D)
Municipality#10 5 (E) 14 (E) 600 (NE) 8 (E)
Municipality#11 5 (E) 16 (D) 800 (NE) 10 (D)
Municipality#12 5 (E) 16 (D) 250 (NE) 12 (D)
Municipality#13 5 (E) 14 (E) 100 (NE) 12 (D)
Municipality#14 5 (E) 16 (D) 1000 (NE) 12 (D)

In the case of singolo_accertamento and referring to Table 2, we identified
municipalities that reach the equilibrium (E) like Municipality#10, the non-
equilibrium (NE) as in Municipality#2 and the drift (D) as in Municipality#1,
3, 4 etc. Moreover, the proposed methodology was successfully used to detect a
concept drift in the control-flow perspective that occurred in the majority of the
municipalities around the same period of time. Analysing the acquisition time
and the time at which the drift is recorded (shown in Table 3), it can be seen
that in all municipalities the drift is recorded in the period of July 2019.

In the process apr_ini the logs are very complex, and the complexity LZC
vary in a range between 100 and 2500 and the behaviour never reaches the
equilibrium.

The methodology offers particular utility in the context of event log filtering.
Specifically, when dealing with the creation of configurable models using large
event log collections, using unfiltered data can lead to two adverse effects that
hinder the attainment of high-quality configurable models. Firstly, techniques for
deriving configurable models from event logs are often not easily scalable, neces-
sitating the minimization of the number of traces used to construct the model.
Moreover, modeling logs with outdated behavior can increase the complexity of
the resulting configurable model, thereby diminishing the benefits of adopting
such a representation. In the case of singolo_acc of Municipality#1 and Munic-
ipality#10 as shown in Fig. 4, the underlying log corresponds to a simple model
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Table 3. Timestamp table of the ‘singolo_accertamento’ process

Municipality Traces Start Time End Time Drift Time
Municipality#1 267 23/02/2016 20/07/2020 14/06/2019
Municipality#2 12 10/10/2017 05/05/2020 No Drift
Municipality#3 545 21/04/2015 15/07/2020 06/06/2019
Municipality#4 1621 16/11/2010 20/07/2020 15/06/2019
Municipality#5 7969 09/10/2013 20/07/2020 05/06/2019
Municipality#6 13560 07/12/2015 21/07/2020 12/06/2019
Municipality#7 2124 28/07/2015 20/07/2020 06/06/2019
Municipality#8 1747 20/07/2010 20/07/2020 07/06/2019
Municipality#9 670 07/12/2017 15/07/2020 04/06/2019
Municipality#10 1460 03/11/2015 27/12/2018 No Drift
Municipality#11 69 11/09/2013 15/01/2019 Other Drift
Municipality#12 261 28/02/2011 13/07/2020 08/07/2019
Municipality#13 432 31/01/2017 20/07/2020 17/06/2019
Municipality#14 2441 28/10/2013 20/07/2020 04/06/2019

with a maximum of 6 distinct activities. Thus, it is possible to exclude traces
that are not essential for model construction. As a proof of concept, using only
the previously mentioned logs, we run an experiment with the ETMc, a genetic
algorithm that facilitates the derivation of configurable models represented as
process trees [7]. The results is shown in Fig. 5. ETMc is a poorly scalable algo-
rithm, but in this case it was possible to reconstruct the configurable models
since only two logs of a few tasks each were used. The experiment revealed the
presence of an unnecessary configurable point (Da mandare and choose_acc.)
resulting from modeling behavior prior to 2019, thus removing this unnecessary
configuration point simplifies the interpretation (human and automatic) of the
produced model.

Fig. 4. Visualization with the VLZ Methodology of the Municipality#1 (on the
left) and Municipality#10 (on the right).
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Fig. 5. singolo_acc Configurable Model

6 Conclusion and Future Work

In this paper, the VLZ methodology was presented. It enables us to gain valu-
able insights into the dataset by incrementally plotting the number of unique
substrings revealed through the LZC. First of all, it allows the visualisation of
the presence of drift in large collections of event logs. The analyst can identify
drift logs and decide, through consultation with domain experts, whether or not
to eliminate the redundant/obsolete behaviour or concentrate the subsequent
analysis on a restrict amount of logs. The presence of drift may prompt process
mining to discover the causes of the drift phenomena. In a specific case, such as
public administration, it could be a trace of a different law that has been further
regulated, and any event log considered in subsequent analysis could compromise
the specified objectives for a process mining analysis. Then, it can be useful in
identifying processes at equilibrium, which can be inserted without further eval-
uation into a dataset to be analyzed by process mining for different purposes,
such as those of creating configurable models. Instead, logs that are not at equi-
librium could call attention and their inclusion in the analysis requires an ad-hoc
reasoning: in fact, in the case of a number of traces too low, the non-equilibrium
condition is an indicator that the log can be an outlier; while in the case of a
consistent number of traces, a non-equilibrium state can identify a log with a
very rich behavior. The identification of such an equilibrium condition results in
a simplification and in a decrease in the computational complexity to be man-
aged for further analysis such as the creation of configurable models with the
currently available techniques. Moreover, the implementation of LZC as a way
for performing drift analysis can also be very useful in the case of online event
log analysis. Processes evolve over time and the use of a methodology capable
of revealing online drift makes it possible to choose when to update the config-
urable model. Finally, it is worth mentioning that our VLZ suffers from some
limitations such as the lack of a statistical assessment of the identified drifts, as
well as the evaluation on a bigger dataset. Those limitations are certainly to be
addressed in the future.
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Abstract. Digital Twins (DTs) have the potential to revolutionize the
healthcare industry by offering effective and efficient healthcare services.
However, there is a lack of clarity regarding the challenges pertaining to
the creation of healthcare DTs from the components, design, and opera-
tional requirements perspective. In this paper, we address these gaps by
examining the healthcare challenges and presenting the groundbreaking
applications of DTs in healthcare to identify how they can address the
healthcare challenges. We then discuss healthcare DTs’ design and opera-
tional requirements, focusing on considerations that ensure their effective
implementation and adoption. In accordance with the requirements, we
propose an architecture for implementing healthcare DTs, covering the
steps of building DTs from data collection and integration to DT model
creation and deployment. Moreover, we present the proof of concept as
a prototypical implementation of healthcare DT. Finally, we discuss the
open challenges of healthcare DTs and future research directions.

Keywords: Digital twin (DT) · Healthcare · Personalized healthcare ·
Artificial Intelligence (AI) · Industry 5.0 · Metaverse

1 Introduction

The healthcare industry is facing long-standing challenges, including optimal
management of resources such as medical staff, hospital beds, medical equip-
ment, medicines, and vaccines, especially during pandemics or natural disasters.
During the outbreaks, disease surveillance demands continuous monitoring and
analysis of the disease data to infer information for timely medical and risk
assessment. Similarly, disease prediction, diagnosis, and treatment with high
accuracy require services such as continuous mapping of data and reproducible
visualizations without interfering with the routine activities of patients. Another
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critical challenge is a scarcity of qualified and skilled medical professionals, which
mainly stems from hesitation towards adopting state-of-the-art technologies and
following legacy learning and training systems [1].

To address these aforementioned challenges, Digital Twin (DT) technology has
been leveraged as a potential solution. DT refers to a virtual replica of a physi-
cal object, process, or service [2]. DT gathers data from multiple sources (such as
sensor-based or historical data), performs simulation and analyses, and provides
optimized and data-driven decisions to its physical counterpart [3]. The continu-
ous exchange and synchronization of data between DT and its physical counterpart
for the entire lifecycle make DT a living, intelligent, evolvable, and reproducible
model [2] that can support performance andprediction analysis [4].Under Industry
5.0, DTs are widely adopted in manufacturing, smart cities, healthcare, intelligent
transportation, and other domains [2,4]. In the same way, the healthcare domain
has seen a surge in using DTs with incredible potential [5]. In addition to DTs,
digitalization in the healthcare domain is made possible due to various support-
ing technologies. For instance, Fig. 1 illustrates various healthcare applications and
associated requirements, enabling technologies, their roles, and key components.

However, there is a lack of clarity regarding the specific DTs components,
design, and operation requirements needed to construct a successful healthcare
DT and the challenges of healthcare DTs that must be considered during their
design, implementation, and operation phases. Therefore, in this work, we con-
sider how DTs are applied in healthcare, what their design and operational
requirements are, and how healthcare DTs should be implemented and managed
to effectively address: (i) personalized healthcare and digitalization, (ii) health-
care facility management, (iii) medical equipment design and development, (iiv)
testing, training and diagnosing platforms. Our main contributions are five-fold:

– Investigation of potential applications of DTs in the healthcare domain
– Design and operational requirements of healthcare DTs
– Architectural framework for building healthcare DTs
– Prototypical implementation of healthcare DT using a proposed architecture
– Discussion on open challenges and future research directions

The remainder of this paper is organized as follows: Sect. 2 examines the sig-
nificance of DTs in healthcare and Sect. 3 presents the applications of DTs in
the healthcare domain. Section 4 describes the design and operational require-
ments of healthcare DTs, whereas Sect. 5 discusses the architectural framework
for designing, modeling, and implementing healthcare DTs. Section 6 confers
open challenges, and Sect. 7 concludes the paper.

2 Significance of DTs in Healthcare: Literature Review

Digitalizing the healthcare domain can help in reducing errors and improve com-
munication among healthcare providers, ultimately leading to better patient
treatment. DT is one of the emerging enabling technology to digitalize the health-
care domain. To date, a number of studies exist that leverage DT technology in
the healthcare domain (Table 1).
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Fig. 1. Healthcare applications and associated requirements along with enabling tech-
nologies, their roles, and key components.

For example, Erol et al. [6] discuss the challenges faced by the healthcare
industry, such as misdiagnosis, increasing patient demands (e.g., during COVID-
19), and the need for personalized care. The notion of DTs in healthcare is inves-
tigated to comprehend how DTs can address these challenges, including digital
patient, simulation of medical devices, modeling of patient-specific conditions,
and optimization of treatment plans. Similarly, tin [7], the authors introduced
the DT-based virtual replica of physical systems to monitor, analyze, and opti-
mize the healthcare system to better understand the patient’s needs, monitor
their condition remotely, and develop personalized treatment plans. The authors
proposed a framework that includes sensors and smart devices to collect patient
data and simulate different scenarios (such as changes in the patient’s environ-
ment) using DTs to help healthcare providers in making informed decisions.

Hassani et al. [8] reviewed the applications of DTs in healthcare and proposed
a paradigm of “digital twinning everything” as a healthcare service and upgrad-
ing healthcare using DTs by considering five dimensions (i.e., physical entity,
virtual model, connections, DTs data, and services). Similarly, Sun et al. [9]
presented the DTs of a human heart and other organs to simulate the spread
of infectious diseases and optimize the design of medical devices. Moreover, the
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Table 1. Summary of existing works on healthcare DTs.

Ref. Year Use case � Problem area

• Role of DT

DT integration challenges

[6] 2020 Healthcare

digitalization

� Misdiagnosis, increasing patient demands, need for

personalized care

• Simulation of medical devices and optimization of

treatment plans

DTs require an effective integration with existing

healthcare systems

[7] 2021 Healthcare

digitalization,

Development of

medical devices

� Medical errors due to data inefficiency, inability to

access patients’ medical history and reports, missed

and delayed diagnoses

• Improve healthcare processes, real-time monitoring,

and help healthcare providers in making informed

decisions

Designing efficient and scalable DT-based healthcare

system to handle large amounts of data and operations

in real-time

[8] 2022 Healthcare

facility

management

� Preconception care and logistics of organ

transportation

• Information sharing, education, monitoring,

diagnosis, precision medicine/treatment, medical

resource management, facility operation management,

and research advancement

Concerns regarding the equality of access, privacy,

ethics, security, and suitability for diverse needs

[9] 2022 Personalized healthcare,

Diagnosing platform

� Precise diagnosis and personalized treatment of

disease

• Help clinicians predict various situations in a virtual

environment before implementing actual changes,

real-time monitoring of the human body, and crisis

warning of complex diseases

Difficulties in data collection, data fusion, and

accurate simulation

[10] 2022 Personalized Healthcare � Inability to distinguish individual persons for

personalized healthcare, data-driven-based chronic

disease diagnosis

• Personalized DT to support

individualized/personalized healthcare

Integration of technologies such as blockchain and

AI/ML into a DT-based system to empower

personalized healthcare

[3] 2019 Personalized Healthcare � Guaranteeing an effective and accurate exchange of

real-time information among different healthcare

providing systems

• Precision healthcare and real-time healthcare data

aggregation

To support precision medicine in the context of

continuous monitoring and personalized data-driven

medical treatments

authors used DTs to personalize treatment and improve patient outcomes while
reducing costs and increasing efficiency in healthcare. However, they note that
further research is needed to fully realize the potential of healthcare DTs.

The authors of [10] utilize a personal DT (PDT) to support individualized
healthcare by integrating data from multiple sources. PDT includes artificial
intelligence and machine learning (AL/ML) techniques to analyze healthcare
data. Rivera et al. [3] developed a DT-driven reference model that integrates
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DTs, the Internet of Things (IoT), and AL/ML for health monitoring and anal-
ysis of patient data, thus, facilitating personalized care and treatments.

In addition to complementing the above-mentioned works, in this work, (i)
we describe the applications of DTs in healthcare (Sect. 3), and (ii) shed light
on the design and operational requirements (Sect. 4), then (iii) we introduce
the architecture that enables a systematic approach highlighting the setup,
required components, and implementation procedure for building healthcare DTs
(Sect. 5). These are the essential elements to consider in designing and imple-
menting healthcare DTs. Furthermore, although some studies have discussed the
challenges of implementing healthcare DTs [7,9,11], many have not thoroughly
explored those challenges. Therefore, (iv) we identify those challenges, as well as
categorize them based on technical and non-technical aspects (Sect. 6). The clas-
sification of challenges can provide a more precise understanding to practitioners
when implementing healthcare DTs.

3 Applications of Digital Twins in Healthcare

This section explores the applications of DTs in healthcare based on their impor-
tance observed during the research and literature review.

Personalized Healthcare and Digitalization: Healthcare providers can use
DTs to simulate patient health and track changes in real-time by creating a
virtual replica of a patient’s physiological system [5]. This can enable health-
care providers to monitor symptoms, detect potential issues early, and inter-
vene before conditions worsen. In this context, IoT (e.g., sensors and actua-
tors), autonomous medical devices (e.g., temperature and blood pressure mon-
itoring devices), and wearable devices (e.g., smartwatches and fitness trackers)
can track various parameters such as room temperature, heart rate, blood pres-
sure, respiratory rate, activity levels and feed them into the DT. Such data allows
healthcare providers to optimize the patient’s treatment plans. Thus, using DT
leads healthcare service providers to personalize treatment plans for individ-
ual patients based on their unique physiological profiles, ultimately improving
healthcare outcomes and reducing healthcare costs. Moreover, telehealth plat-
forms can also benefit from DTs. For instance, healthcare service providers can
remotely monitor patients and provide consultations, reducing the need for in-
person visits. This can be useful for patients with chronic conditions who require
ongoing monitoring and care or during the pandemic (e.g., COVID-19).

Healthcare Facility Management: Due to the lack of digital transformation
in the current healthcare infrastructures, healthcare facility management systems
are constrained by preventive and well-timed solutions to overcome unforeseen
challenges during pandemics or natural disasters. For instance, the COVID-
19 pandemic has brought attention to several challenges, such as a shortage
of resources, including medical experts and staff, combination products (e.g.,
surgical and first-aid kits), medical equipment, overcrowded hospital beds, and
delays in the treatment of non-COVID-19 related patients [1]. Healthcare DTs
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can mirror the physical state, and data on physical medical assets can proac-
tively provide measures to prepare for such a crisis. For instance, DT instances of
resources can help healthcare staff to monitor and manage the available resources
and optimize their usage. It can analyze the operational behavior of the medical
assets against malfunctioning and human errors and enables predictive mainte-
nance of medical equipment. With these benefits, healthcare DTs can help reduce
medical equipment downtime, increase availability, and create value in the med-
ical service. Furthermore, healthcare DTs can provide an additional feature to
assess the security of the assets by analyzing abnormal deviations.

Design and Development of Medical Equipment: The design process of
medical equipment must follow the regulations and specifications driven by the
Food and Drug Administration (FDA) in the US, Notified Body (NB) in the EU,
and National Medical Products Administration (NMPA) in China [12]. The man-
ufacturing of medical devices becomes complicated if the medical devices com-
prise nanomaterial or biodegradable biomaterials [12]. Furthermore, the design
and development of implantable medical devices depend on other processes, such
as evaluating the effects and impacts on the human body and/or organs. There-
fore, it is necessary to thoroughly follow a systematic design and verification pro-
cess before manufacturing the medical equipment. In this regard, DT of medical
equipment can provide a design and development platform to medical engineers
and professionals. Within the twinned environment, the design and engineering
teams can analyze, evaluate and optimize the design artifacts of the medical
equipment while rigorously verifying and validating each process before their
real-world implementation. Such measures at the early design phase can lower
the likelihood of defects, failures, and recalls, supporting sustainability and a
circular economy. Another pressing issue is to enforce an agile, collaborative sim-
ulated environment where healthcare professionals, pharmaceutical companies,
insurance companies, and authorities participate in value co-creation. To this
end, the blockchain-based DT platform can enable a co-creation environment to
facilitate multiple stakeholders [13].

Testing, Training, and Diagnosing Platform: The DT of medical equip-
ment can provide a controlled and supportive simulation environment for testing
the medical equipment, including monitoring and investigating equipment fail-
ures or recalls, ensuring equipment maintenance and safety requirements, and
understanding the potential risks to the medical staff. The DT-based testing plat-
form can enable in silico clinical trials that reduce the need for unethical animal
and high-risk human trials [14]. Similarly, DT of medical equipment can facili-
tate the medical staff by providing a training platform, especially for the trainee
operating the equipment. The training environment can be equipped with learn-
ing materials such as tutorials, videos, and textual and pictorial descriptions.
Furthermore, the trainee’s learning assessment can include a set of challenges
or exercises. The training phase can extend to other healthcare applications,
where health practitioners and researchers can use organs/human DTs to learn
and practice critical procedures without endangering patients. Another interest-
ing area is to educate and train healthcare professionals about cybersecurity in



Towards Healthcare Digital Twin Architecture 51

healthcare. Cyberattacks in healthcare organizations hold more worth, ranging
from monetary value to nationwide threat-to-life [15]. Such culturally adapted
educational programs can be specifically designed to provide hands-on training
through a DT-based simulated environment to healthcare stakeholders on how
to protect ubiquitous digital data from unauthorized access.

Leveraging healthcare DTs for remote diagnosing can overcome challenges,
including increasing healthcare demands, unavailability of medical staff, impli-
cations of new drugs, triaging and screening of new diseases, and risk of cross-
infection. A metaverse-supported diagnosing platform can be integrated with
telehealth to provide virtual consultation and remote rehabilitation. To do so,
personalized human DT models can be generated to provide personalized deci-
sions promoting decentralized healthcare services. Similarly, integrating testing,
training, and diagnosing platforms with enabling technologies, including AI/ML
and augmented reality/virtual reality (AR/VR), can enhance their functionali-
ties. For instance, AI/ML can provide predictive capabilities, and AR/VR can
provide an immersive 3D experience.

4 Requirements for Healthcare Digital Twins

Healthcare DTs comprise various interconnected components that interact with
each other to collect and process data for providing promised services. Interac-
tion in the DTs environment consists of three domains, namely physical, digital,
and cyber domains (as Fig. 2 shows). The physical domain refers to the phys-
ical objects, people, devices, systems, or healthcare systems of systems (HSoS
- defined as a collection of independent, large-scale complex, and distributed
systems [16]) that are connected to the DT. The digital domain is responsible
for creating, storing, and analyzing the digital data and models used to gener-
ate the DT. The digital domain provides real-time monitoring and simulation of
the physical domain and passes the captured data and simulation results to the
cyber domain. The cyber domain plays a crucial role in managing and process-
ing the collected data. The cyber domain involves various technologies such as
AI/ML, which help discover insights and patterns from the data and creates a
feedback loop to optimize the physical domain and their operations [17].

The implementation of DTs in healthcare can be diverse and varied, utiliz-
ing different forms and approaches. For example, EDITH creates digital replicas
of patients’ bodies, including internal organs and digital copies of hospital lay-
outs [18]. DTs are also used for drug testing [6] and simulating treatment on a
digital representation of a patient [10]. These healthcare DTs can provide real-
time reporting to support informed and risk-based assessments and data-driven
decision-making to improve health diagnosis and treatment.

The studies (e.g., discussed in Sect. 2) do not differentiate between the design
and operational requirements when designing and building DTs in healthcare.
These requirements can reduce rework and mitigate potential risks like technical
risks such as data security and privacy issues. Moreover, design and operational
requirements explain what needs to be achieved and how to achieve it. Also,
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Fig. 2. Schematic overview of interaction within DT environment.

stakeholders can ensure that DTs in healthcare meet their intended purpose,
function as intended, and can be maintained and improved over time.

Design Requirements: On the one hand, the design requirements (also refer
as design components) involve the integration of the building blocks of DTs,
including assets, data sources, services, and interfaces. Therefore, design require-
ments are essential for ensuring that healthcare DTs can handle the complex
and diverse data typically involved in modeling real-world systems or processes.
Moreover, identifying and incorporating the necessary components and inter-
faces leads to the more accurate implementation of healthcare DTs. The design
requirements of healthcare DTs are as follows:

– Data sources: Data sources comprise multi-modal and multi-source data
from heterogeneous sources such as sensors (wearables, implantable), med-
ical devices, medical staff, patients’ historical data, knowledge bases, etc.

– Process knowledge: Process knowledge defines a set of rules based on the
asset (object, process, service) configuration settings, design specifications,
domain knowledge, contextual information, historical data, sensory data, and
behavioral and state data.

– Reference DT: A generic model that describes the basic structure of the
underlying healthcare DT in terms of models and ontologies, called a blueprint
or reference DT. Such a reference DT can provide a basis to (re)generate
similar replicas with distinct functional and behavioral characteristics.

– Services: Incorporating simulation, replication, 3D visualization, analysis, and
intelligence services enable DTs to analyze patient data, interpret the perfor-
mance of hospital equipment, and so on. Furthermore, DTs must be able to
monitor and analyze patient data in real time, providing insights and alerts
to healthcare professionals when necessary.

– User interface and user experience: DTs must have an intuitive and user-
friendly interface for healthcare professionals and non-informatics staff.
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Operational Requirements: On the other hand, operational requirements
lay the foundation for the proper functioning of healthcare DTs by specifying
the necessary components and resources required to operate and maintain the
system. For instance, the operational requirements are utmost to define the
components necessary for the effective and efficient functioning of healthcare
DTs. The operational requirements of healthcare DTs are as follows:

– Instantiation and reprogramming: With the reference DTs, DT instance(s)
can be created and reprogrammed to generate customized replicas of the orig-
inal entity, e.g., generating customized instances from generic human organ
DTs.

– Fidelity: Fidelity corresponds to the degree of similarity between the virtual
and physical entities. The fidelity in healthcare DTs varies based on context
and use case.

– Synchronization: State and data synchronization between physical and digital
entities need to be performed to obtain to-date actionable insights.

– Integration and interoperability: The DTs must be able to integrate with
different healthcare systems, devices, and technologies to provide a holistic
view of a patient’s health status or healthcare facility.

– Scalability: The DTs should be designed to handle large amounts of data and
accommodate the growing number of patients, particularly in the midst of
pandemics or calamities caused by natural occurrences.

– Versioning and maintenance: Maintaining versions of DTs can provide thor-
ough and useful information during public health surveillance, e.g., they can
provide insights into COVID-19 variants over the period. Also, DTs require
periodic maintenance and support to ensure that it functions optimally.

– Security and privacy: As healthcare data is sensitive and confidential, it is
important to ensure the security of DTs and protect patients’ medical data
against unauthorized access and use.

Mainly, this work objectifies the significance of healthcare DTs and does
not discuss the limitations of the proposed design and operational requirements
of healthcare DTs. So, unforeseen challenges or obstacles may arise during the
design and implementation process, thus, requiring adjustments and additions
to the aforementioned design and operational requirements.

5 Architecture of Healthcare Digital Twins

The architecture comprises three layers, healthcare cyber-physical systems (H-
CPS), infrastructure, and DT, that highlight the various components to help
build healthcare DTs.

The architecture (as Fig. 3 shows) describes the H-CPS layer as a repre-
sentation of physical objects (e.g., hospital, HSoS, and people), providing the
structure, design, and details to create a DT of a physical object. This layer
presents the integration of various software and hardware components, the func-
tional roles of each component, and the communication and control mechanisms
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Fig. 3. Architecture of healthcare DTs.

between physical and digital space. Thus, it offers a structured design and mod-
eling of H-CPS, which is crucial in defining the architecture of healthcare DTs.

The infrastructure layer provides the necessary hardware and software com-
ponents to support the implementation of healthcare DTs. This layer includes
storage solutions (e.g., blockchain and cloud), computational tools (e.g., edge and
high-performance computing), communication mechanisms (e.g., secure commu-
nication protocols and 5G/6G-based communications), and sensors (e.g., room
temperature, humidity, and air pressure), actuators (e.g., ventilators) and other
smart devices (e.g., autonomous temperature and blood pressure monitoring
devices) for generating real-time data about the physical objects being twinned.
The infrastructure layer can be improved by integrating advanced technologies
such as the IoT, AR/VR, AI/ML, big data analytics (BDA), and the meta-
verse. Such enabling technological advancements can transform healthcare to
make more accurate and efficient diagnoses, personalized healthcare, and better
treatment decisions.

The DT layer is responsible for creating digital models of physical objects
compatible with the DT environment. This involves defining the parameters
of the physical objects and developing DTs schema to generate a DT of the
physical object. The key function of this layer is the data collection from the
physical objects and allows real-time updates to the corresponding DT. This
feature enables healthcare practitioners and other stakeholders to monitor the
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physical object in real time, allowing them to make informed decisions regarding
optimizing the healthcare processes. For example, the real-time updates of a
patient’s DT can provide doctors with crucial insights into their health, allowing
them to adjust treatment plans accordingly. Overall, this layer’s ability to collect
real-time data and provide constant updates to the corresponding DT is crucial
in optimizing healthcare processes and improving patient outcomes.

The proposed architecture (Fig. 3) provides intuitive guidelines to healthcare
organizations to implement DTs in their healthcare operations. For instance, it
explains the physical domain in conjunction with the required infrastructure for
the digital twinning of healthcare applications. Also, it entails the components to
provide the preliminary analysis for practitioners and other stakeholders when
building healthcare DTs. Additionally, the proposed architecture meets vari-
ous design and operational requirements for building effective healthcare DTs.
However, empirical analysis is required to evaluate how well the architecture
addresses these requirements to make a more convincing case.

Prototypical Implementation: Here, we demonstrate the healthcare DT
setup and implementation using the proposed architecture and Microsoft Azure
Digital Twins (ADT) platform (Fig. 4). For example, when creating a DT for a
hospital or an HSoS, we consider these entities as physical objects. They can be
equipped with sensors, actuators, and other smart devices that will serve as a
basis for building the DT. Next, to create a DT environment of a physical object,
Microsoft Azure offers the necessary technological infrastructure, including the
ADT platform-as-a-service based on the IoT that renders a DT environment of
a physical representation. The ADT allows data collection from IoT devices via
the Azure IoT Hub, which acts as a cloud gateway and utilizes the Azure func-
tion for data processing and transformation. This process enables the creation
of an up-to-date digital replica of an in-operation physical object in real time.

Fig. 4. Implementation of healthcare DT in Microsoft ADT.
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We use Digital Twin Definition Language (DTDL)1 to create the healthcare
DT model and schema that is readable within the ADT platform. This DTDL-
based model and schema within the ADT platform facilitate the communication
and interaction between the physical and digital representations. The health-
care DT model contains sensor models (e.g., room temperature sensor model,
temperature and blood pressure monitoring devices models, insulin monitoring
device model, etc.) based on DTDL connected with Azure IoT Hub and receives
the generated data from these sensors within the ADT platform.

In addition, the DT environment encapsulates the AI/ML models and estab-
lishes a feedback loop with a physical object. The feedback loop dependent on
AI/ML models helps in the continual monitoring and evaluation of the health-
care system, resulting in better decision-making. For example, in the simulation
mode, the healthcare DT continuously receives data through sensors relayed to
AI models to comprehend the decision made for better healthcare and healthcare
system optimizations. Combining such enabling technologies with DTs makes it
possible to create predictive models to anticipate future health outcomes and
identify patients at risk of certain conditions. For example, AI/ML algorithms
trained on historical data can help healthcare providers take preventive measures
and reduce the likelihood of health issues [10].

The ADT platform incorporates the ADT explorer, which enables users to
interact with the DT and its associated data. The explorer provides a means
to view, modify and understand the healthcare DT model and its real-time
data. The explorer provides a query language that allows users to retrieve DTs
according to specific criteria. These criteria include each DTs’ defined attributes,
models, and relationships. Users may quickly search and filter the DTs using the
query language to retrieve the required information. This is especially important
when a significant number of DTs are present, and it is necessary to discover
and evaluate specific data subsets swiftly.

Additionally, the ADT platform offers a 3D visualization of the DT environ-
ment, allowing users to navigate, monitor, and respond to changes intuitively.
The 3D visualization offers an interactive way to understand the DT environ-
ment, including all the twined things within a real-world environment. As a
result, users can easily visualize, interpret, and rehearse complex procedures,
improving decision-making and optimizing healthcare processes. For instance,
together with the AR/VR devices (such as headsets or glasses), physicians can
perform medical interventions to practice complex surgeries virtually [19] to
potentially enhance their abilities and confidence before treating a real patient.

6 Open Issues and Challenges

This section covers open challenges related to the adoption of DT technology in
healthcare and discusses potential solutions to address them. Figure 5 summa-
rizes technical and non-technical challenges in the healthcare DTs.

1 https://azure.github.io/opendigitaltwins-dtdl/DTDL/v3/DTDL.v3.html.

https://azure.github.io/opendigitaltwins-dtdl/DTDL/v3/DTDL.v3.html
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Challenges: Healthcare Digital Twins

Technical Challenges

Security and privacy

Data fusion

Data quality

Non-technical Challenges

Ethical and moral issues

Trust

Hesitation towards digitalization

Lack of resources

Fig. 5. Challenges in healthcare digital twins.

Security and Privacy: If compromised, healthcare DTs can become the worst
scenario of information leakage. Healthcare DTs mirror the physical entities
(mainly data and processes). Thus, an attacker can exploit them to gain knowl-
edge about the underlying entity or process. The attackers may also gain access
to users’ private data. Furthermore, if compromised DT instances are not identi-
fied, they may disseminate inaccurate decisions in the long run. Healthcare DTs
can be secured by restricting access to the data and services with the support of
blockchain-based solutions [13]. Moreover, media sanitization policies must be
adopted to discard data that is no longer required. Data privacy of medical data
is another critical aspect. To utilize data without disclosing sensitive or private
information, one option is to use de-identified data. For AI/ML model training,
federated learning can be leveraged to reduce data leakage risks [19].

Data Fusion and Quality: Multimodal and multi-source data fusion make
healthcare DT a living data model. To ensure the quality and accuracy of DTs,
it is essential to ensure the trustworthiness of data [20]. More specifically, a
healthcare analysis based on incorrect patient data could lead to incorrect diag-
noses or treatments, putting the patient’s health at risk. Similarly, if a study on
a new medical device or treatment is based on incomplete or incorrect data, it
could lead to false conclusions about the safety and efficacy of the device or treat-
ment, putting patients at risk. Another critical aspect involves the integration
and interoperability of heterogeneous data, structured and unstructured, such
as sensors, images, videos, signals, speech, text, categorical, numerical, etc., each
having its format and structure. Therefore, it is necessary to scale and transform
the data in a way such that the quality of the data is not affected. Similarly,
integrating healthcare DT with other enabling technologies or concepts, such as
metaverse, will bring new data complexities.

Ethical and Moral Issues: Data quality and quantity are crucial to effectively
construct and train healthcare DT models that provide actionable insights and
decision support. The data sources include public datasets, clinical trial data,
claims data, clinical research datasets, or data from other stakeholders. Health
datasets are prone to theft, misuse, or privacy concerns. To address privacy



58 M. Iqbal et al.

concerns, regulators must enact policies that protect patient rights, i.e., patients’
data will be shared with their informed consent and anonymously [2]. Health
Insurance Portability and Accountability Act (HIPAA) in the US and General
Data Protection Regulation (GDPR) in the EU ensure personal data protection.
However, standardized policies to make health data accessible are still underway.

Trust: Establishing trust in the decisions made by healthcare DT is tightly con-
nected with the trustworthiness of the entire infrastructure, including data, data
sources, enabling technologies, and services. Nevertheless, medical professionals
mistrust HDT due to lack of transparency [21]. For example, a lack of explain-
ability from AI/ML algorithms results in dissatisfaction. One solution to ensure
user trust in the healthcare DTs is to verify that healthcare DTs are performing
as expected by incorporating explainable AI.

Hesitation Towards Digitalization and Lack of Resources: In under-
resourced countries, several reasons may act as main barriers to the wide adop-
tion of digital health, including lack of qualified and skilled healthcare profes-
sionals due to uneven distribution or concentration in urban areas, lack of user-
friendly healthcare applications, adoption of legacy learning and training systems
that discourse digital literacy and knowledge transfer in the clinical settings [1],
to name a few. To address these issues, potential solutions include free training
resources and intelligible interactive interfaces that allow all involved stakehold-
ers (experts or non-expert) to interact with healthcare DTs conveniently.

7 Conclusion and Future Work

DTs can transform the healthcare industry by delivering tailored and proactive
solutions. DTs can be used in different settings, including healthcare facility man-
agement, medical equipment design, testing and training platforms, and person-
alized healthcare. To achieve effective implementation and adoption, designing
and operating healthcare DTs necessitates broad considerations such as data col-
lection, integration, and digital model generation and deployment. This paper
describes the healthcare DTs architecture with the mandatory hardware and
software components to support healthcare DTs implementation. We discussed
the new challenges that emerge with the use of healthcare DTs, including tech-
nical and non-technical aspects when implementing healthcare DTs. In general,
incorporating DTs into the healthcare industry has the potential to transform
how healthcare services are delivered and monitored, resulting in more efficient
healthcare.

Looking toward the future, there are several potential avenues for further
research in the field of healthcare DTs. One promising direction would be to
develop a comprehensive DTs ontology, which can help standardize the repre-
sentation and analysis of healthcare DTs. Additionally, there is open research to
combine AI/ML models and metaverse to make informed and predictive deci-
sions based on real-time data from DTs, enabling more efficient and effective
healthcare delivery. Another direction is to explore the use of DTs as an offensive
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security mechanism for healthcare applications security, allowing for the identi-
fication and mitigation of potential security threats. Finally, there is a need to
update the architecture of healthcare DTs to make it more granular, introducing
concrete concepts related to DTs, such as DT modeling, DT models, DT build-
ing blocks, and DT evaluation. Through continued research and development in
these areas, the benefits of healthcare DTs can be realized, leading to a more
personalized, proactive, and effective healthcare system.
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3. Rivera, L.F., Villegas, N.M., Jiménez, M., Tamura, G., Angara, P., Müller, H.A.:
Towards continuous monitoring in personalized healthcare through digital twins.
In: CASCON 2019 Proceedings - Conference of the Centre for Advanced Studies
on Collaborative Research, pp. 329–335 (2019)

4. Fuller, A., Fan, Z., Day, C., Barlow, C.: Digital twin: enabling technologies, chal-
lenges and open research. IEEE Access 8, 108952–108971 (2020)

5. Lin, Y., et al.: Human digital twin: a survey. arXiv preprint arXiv:2212.05937
(2022)

6. Erol, T., Mendi, A.F., Dogan, D.: The digital twin revolution in healthcare. In:
2020 4th ISMSIT, pp. 1–7 (2020)

7. Elayan, H., Aloqaily, M., Guizani, M.: Digital twin for intelligent context-aware
IoT healthcare systems. IEEE Internet Things J. 8(23), 16749–16757 (2021)

8. Hassani, H., Huang, X., MacFeely, S.: Impactful digital twin in the healthcare
revolution. Big Data Cogn. Comput. 6(3), 1–17 (2022)

9. Sun, T., He, X., Song, X., Shu, L., Li, Z.: The digital twin in medicine: a key to
the future of healthcare? Front. Med. 9, 1–8 (2022)

10. Sahal, R., Alsamhi, S.H., Brown, K.N.: Personal digital twin: a close look into the
present and a step towards the future of personalised healthcare industry. Sensors
22(15), 1–35 (2022)

11. Attaran, M., Celik, B.G.: Digital Twin: benefits, use cases, challenges, and oppor-
tunities. Decis. Anal. J. 6, 100165 (2023)

12. Wang, L., et al.: Key considerations on the development of biodegradable bioma-
terials for clinical translation of medical devices: with cartilage repair products as
an example. Bioact. Mater. 9, 332–342 (2022)

13. Suhail, S., et al.: Blockchain-based digital twins: research trends, issues, and future
challenges. ACM Comput. Surv. 54(11s) (2022)

14. Popa, E.O., van Hilten, M., Oosterkamp, E., Bogaardt, M.J.: The use of digital
twins in healthcare: socio-ethical benefits and socio-ethical risks. Life Sci. Soc.
Policy 17(1), 1–25 (2021)

15. Porter, S.: Cyberattack on Czech hospital forces tech shutdown during coro-
navirus outbreak (2020). https://healthcareitnews.com/news/emea/cyberattack-
czech-hospital-forces-tech-shutdown-during-coronavirus-outbreak

http://arxiv.org/abs/2212.05937
https://healthcareitnews.com/news/emea/cyberattack-czech-hospital-forces-tech-shutdown-during-coronavirus-outbreak
https://healthcareitnews.com/news/emea/cyberattack-czech-hospital-forces-tech-shutdown-during-coronavirus-outbreak


60 M. Iqbal et al.

16. Wickramasinghe, N., Chalasani, S., Boppana, R.V., Madni, A.M.: Healthcare sys-
tem of systems. In: 2007 IEEE International Conference on System of Systems
Engineering, pp. 1–6 (2007)

17. Suhail, S., Iqbal, M., Hussain, R., Jurdak, R.: ENIGMA: an explainable digital twin
security solution for cyber-physical systems. Comput. Ind. 151, 103961 (2023)

18. DigitalEurope: Ecosystem Digital Twins in Healthcare (2022). https://
digitaleurope.org/ecosystem-digital-twins-in-healthcare-edith

19. Wang, G., et al.: Development of metaverse for intelligent healthcare. Nat. Mach.
Intell., 1–8 (2022)

20. Suhail, S., Malik, S.U.R., Jurdak, R., Hussain, R., Matulevicius, R., Svetinovic, D.:
Towards situational aware cyber-physical systems: a security-enhancing use case
of blockchain-based digital twins. Comput. Ind. 141, 103699 (2022)

21. Armeni, P., Polat, I., De Rossi, L.M., Diaferia, L., Meregalli, S., Gatti, A.: Digital
twins in healthcare: is it the beginning of a new era of evidence-based medicine?
A critical review. J. Pers. Med. 12(8), 1255 (2022)

https://digitaleurope.org/ecosystem-digital-twins-in-healthcare-edith
https://digitaleurope.org/ecosystem-digital-twins-in-healthcare-edith


Digital Store Window: A Promising Approach
for Stationary Retailer in Germany?

Sören Aguirre Reid(B) and Richard Lackes

Technische Universität Dortmund, Dortmund, Germany
{soeren.aguirrereid,richard.lackes}@tu-dortmund.de

Abstract. From the most prominent fashion conglomerate to the independent
market stall trader, stationary retailers face a competitive and increasingly digital-
ized environment. Especially the rising service competition between pure online
and stationary retailers has led to a dramatic change. In line with this development,
a decline in inner-city attractiveness can be observed. In the European Regional
Development Fund (EFRE)-funded “City Lab Südwestfalen” project, we coun-
teract this development by improving the situation of stationary retail through
developed digitization tools. One of these digitization tools consisted of making a
digital store window available to every stationary retailer so that passers-by could
perceive offers from the store even if the store itself was closed. The developed
digital store window helps local retailers to get more competitive by offering new
services that are principal advantages of online retailers. To further improve our
artefact, we evaluated the customers’ intention to use the digital store window.

Keywords: Digital Store Window ·Window Display · Store Window Design ·
Interactive Storefront Technology

1 Introduction

Yesterday, today, and still tomorrow? The splendor of the large shopping boulevards,
with their brightness, lights, and attractive store windows, invite customers to stroll
through the city center for many decades. However, the increasing digitization is putting
pressure on the local retail and the city center as a place for the social encounter [1].
This development increases the high vacancy rate in cities and results in customers
avoiding the city center even more for shopping. In this case, the store window as
an aesthetical element would loss its effect and not help retailers in the same degree
to influence customer’s willingness to enter a store [2–5] or increases their likelihood
of sales [6, 7]. Therefore, the store window must remain “powerful” as an essential
advertisingmedium for retailers because it represents the first contact between customers
and retailers [4, 6] - But it is also vital to further develop the store windows of retailers
to better address the changing customer shopping behavior. For instance, customers
can visit and purchase products independently from store closing hours. Significantly,
restricted store opening hours are among the most vital drivers for customers to buy
products online [8]. But also, the customer device is a vital driver for online shopping
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K. Hinkelmann et al. (Eds.): BIR 2023, LNBIP 493, pp. 61–68, 2023.
https://doi.org/10.1007/978-3-031-43126-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43126-5_5&domain=pdf
https://doi.org/10.1007/978-3-031-43126-5_5


62 S. Aguirre Reid and R. Lackes

because customers are increasingly mobile-oriented, and mobile devices are an essential
resource for in-store shoppers [1, 9].Not surprisingly, customers need to convince to shop
locally with customer benefits (e.g., personal advice) [1] and a shopping “adventure”
beginning at the front of the store [1, 4].

However, the majority of studies in the window store field still primarily focussed
on the aesthetical elements. 16 out of 21 studies investigated the window store design
impact on the customer store entry decision and the customer purchase intention. For the
customer store entry decision, studies investigated the design complexity [2], crowded
vs. less crowded design [10], merchandise-focused vs. artistic design [5], image [7, 11],
presence of mannequins [12–14], the color (e.g., warm vs. cold colors), the lighting, the
graphic (e.g., small sized graphic) and props [15] of the store window. For the purchase
intention, studies considered similar aspects like the style and originality [16], aesthetics
and attractiveness [17, 18], social aspects, informative aspects [19], image, hedonic and
further display-related factors [6, 20–22] of the store window.

Only five studies started to investigate interactive storefront technology. Pantano
(2016) conducted group interviews to investigate how interactive storefront technolo-
gies influence customers. The results showed that most participants were unaware of
storefront windows enriched with interactive technology [4]. Reitberger et al. (2009)
and Meschtscherjakov et al. (2009) investigated a persuasive interactive mannequin
(PIM) in the store window. Both studies positioned the PIM in the store window and
observed the interaction between the customer and the PIM. Both studies also conducted
interviews to gain insights into customers’ opinions regarding user design (e.g., inter-
action and attitude). Moreover, both studies revealed that customers spent more time
in front of the store window [23] and considered the PIM helpful and enjoyable [24].
The study by Campos et al. (2012) designed an interactive window (screen) with the
shoe brand’s logo. The artefact features a touchpad with sound speakers for marketing
messages and multimedia content. The results showed that the interactive window logo
grabs customers’ attention and influences customers to enter the store [25]. Lecointre-
Erickson et al. (2018) investigated the role of interactive technology in window displays
and its influence on consumers’ affective responses (e.g., purchase intentions). By doing
so, they conducted a field experiment. The results indicated that hedonic and utilitarian
shopping values are decisive for the patronage intention of customers [3].

Our study contributes to the field in the following ways: First, the current study
investigates the interaction between the customers’ device as a touch point and the store
window for the first time. Second, former studies asked consumers about their feelings
towards interactive storefront technology, persuasion [3, 23–25], atmosphere or shopping
values [3]. None of them examined the functional aspects of an interactive storefront
technology from the customer perspective (e.g., reservation function), but this aspect
is important because customers determine the success or failure of new technologies.
As part of the “City Lab Südwestfalen” project, this question was investigated, and
an artefact, a digital store window, was developed. In a pilot phase, the artefact was
tested (14.02.2021–03.03.2022 with 701 customer visits). After the pilot phase, we run
a customer evaluation to answer the following research question:

RQ: What drives the customers’ intention to use the digital store window?
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2 Digital Store Window

The objective of the digital store window is to provide a tool that supports retailer digital
transformation and help them to regain competitive power. By following the objective,
the digital store window generates a digital twin of the storefront that passers can access
by scanning aQR code placed in the store window. Therefore, the photo of the traditional
storefront forms the basis for the digital store window.

In view of the objective of the study, only the customer functions are presented. The
interested customer can scan the printed QR code banner on the storefront window. The
customer scans the printed QR code banner on the storefront window, and it will be
automatically forwarded to the mobile responsive digital store window. The front end
of the digital store window shows the uploaded storefront photo by the retailers as a
landing page. The customer can now interact with the created dots by the retailers. For
instance, customers can click on the retailers’ contact information dots to see the opening
hours or detailed contact information. When the customer clicks on the specific product
dots, he will see the information the retailer stores in the product catalog (e.g., different
variants, sizes or prices). However, a customer must be registered before he can reserve a
product. To do so, the customer must enter his full name, E-Mail address, and password.
Registered customers can reserve the product and cancel the product reservation anytime.
In this case, the related retailer will receive a reservation notification. Moreover, the
logged-in customer has an overview of all customer-related reservations, the status of all
reservations, and the remaining time of each reservation. Furthermore, the digital store
window has an embedded GoogleMaps function to guide the customer directly to the
retailer’s location.

3 Theoretical Framework and Hypotheses Development

The customer evaluation will be based on Davis (1989) Technology Acceptance Model
(TAM) and the Affinity for Technology Interaction (ATI) [26, 27]. Former IS studies
result that applied the TAM identified perceived usefulness and ease of use as significant
drivers for customer technology adaption in the retail context e.g., [28, 29]. Therefore, we
integrate both constructs into our researchmodel. For the perceived usefulness, we asked
for the following aspects of the digital store window: provides a quick overview about
the retailers’ product in the store window; makes it easier to access product information;
increase the productivity of the purchase process; is useful to get product information
outside opening hours; helps to save time (e.g., does not have to ask); an immediate
overview of the existing product variants; helps to get information about the retailers
opening hours and contact details. In line with the findings for interactive storefront
technology [4, 7, 24, 30, 31], we hypothesize:

H1: Perceived usefulness of the digital store window positively influences customers’
intention to use.

New technologies must be free of effort or easy to use [26, 32, 33]. Otherwise,
customers will stop using it because it requires too much effort, and effort is a finite
resource that a usermay allocate to the various activities forwhich he or she is responsible
[34]. Transferred to our digital store window, we asked “I find it easy”: to scan the QR
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code; to use the digital storefront; to select products using the bullet points; to make a
reservation; to manage my reservations (e.g. view status, delete). Overall, I think the
digital store window would be easy to use. In line with former studies [26, 33, 34], we
hypothesize:

H2: Ease of use of the digital store window positively influences customers’ intention
to use.

Customers’ personal resources for coping with new technologies are twofold: 1.
skills and knowledge regarding the interaction with new technologies and, 2. the way
customers approach new technologies (e.g., active or avoid) [27]. Therefore, a sole
focus on the system benefits are insufficient because customer adoption is a function
of personal resources and system resources (e.g., ease of use) [35, 36]. Moreover, the
ATI results helps to identify groups with a lower ATI to develop suitable supporting
measures (e.g., tutoring videos) [27]. Transferred to our store window, we adopted the
developed questions by Franke et al. [27] except for questions 3, 6 and 8. Hence, we
hypothesize that customers with a higher level of coping with new digital applications
positively perceive the underlying usefulness and ease of use [37]. This also supports
the relationship between affinity for technology and the intention to use.

H3: Affinity for Technology Interaction positively influence customers’ intention to
use.

H4a/b: Affinity for Technology Interaction positively influence customers’ perceived
usefulness (a) and ease of use (b) of the digital store window.

4 Analysis

The first part of the survey collected data on digital storewindow adoption. All construct-
related questions were measured using a five-point Likert scale (“strongly disagree” to
“strongly agree”) and were adapted from extant literature to improve content validity
[38]. The second part focused on demographic variables (e.g., gender or age) and cus-
tomer shopping behavior. To understand the customer shopping behavior, we asked the
customers to indicate, “How often they shop at local retailers” and “How often have
you shopped online?” The data was gathered in August 2022 for one month with the
online tool “LimeSurvey”. We collected 502 responses in total. 86% of the respondents
completed the survey to the end, so 434 responses could be used. The demographics
of the respondents show that 148 responses are female, 272 responses are male, four
responses consider themselves as divers, and 11 responses did not provide any infor-
mation regarding their gender; 113 responses are 18–24 years old, 202 responses are
25–34 years old, and 92 responses older than 35 years. 27 responses did not provide
any information regarding their age. Most responses considered their shopping behavior
offline-driven (271 customers mentioned that they shop offline weekly).

To analyze the collected data,we conducted a structural equationmodelling approach
consisting of an outer and an inner model with SmartPLS4 [39]. For the outer model, we
checked the outer loadings of the items and their significance. Because of insufficient
outer loadings [39], items in the constructs ATI (ATI2 < 0.7) and ease of use (EOU1 <
0.7) had to be eliminated in themodel. All other items had sufficient outer loadings> 0.7
and were significant at the 1% level. For the inner model, we checked Cronbach’s alpha
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and composite reliability for the construct reliably and the average variance extracted
(AVE). For the construct reliability, all four constructs exceed the recommended thresh-
old of 0.7 for Cronbach’s alpha and composite reliability. The calculated AVE coefficient
also exceeds the recommended threshold of 0.5 for all four constructs. For the validity,
we consider the cross-loadings of the constructs and the Fornell-Larcker criterion. The
data support that the cross-loadings and the Fornell-Larcker criterion is fulfilled [39].
We also applied the heterotrait-monotrait ratio of correlations (HTMT) and can confirm
the discriminant validity with HTMT85 and HTMT90 for all constructs [40].

For the assessment of the structural model, we tested for the variance inflation factor
(VIFs) of the outer (items) and inner (constructs) models to identify potential multi-
collinearity, and the adjusted R2 level. The outer (from 1.640 to 3.989) and inner (from
1.000 to 1.433) VIF model results suggest that multicollinearity is not a concern [39].
For the adjusted R2 level, the structural model revealed a weak adjusted R2 level for
the intention to use with 43.8% [39]. Furthermore, we quantified how substantial the
significant effects are by assessing their effect size f2 [41]. The bootstrapping analysis
of 5000 sub-samples allows for statistical testing of the hypotheses. We can confirm all
our hypotheses at the 1% level with a moderate effect size, except for H2. Additionally,
we controlled for a common method bias by checking overlapping items in different
constructs [42], the approach of Kock (2015) [43], and the correlation matrix results (r
> 0.90) [44]. All results indicated that CMB is not a concern. In the last step, we run a
multigroup-analysis to analyze the impact of participants’ gender (female vs. male), age
(<34 vs. >35) and the customer shopping behavior (frequency and online vs. local) on
the intention to use the digital store window. Regarding gender, we find a significantly
stronger path coefficient for female customers for the relationship between ease of use
and intention to use. Moreover, the relationship between ease of use and intention to use
for male users becomes insignificant. The results also show that the relationship between
perceived usefulness and intention to use is significantly stronger for male users. The
multigroup-analysis for the age revealed that the relationship between ease of use and
intention to use is significantly stronger for users over 35 years. For the shopper behavior
comparison, the results indicated that low local shoppers have a significantlymore robust
relationship betweenATI for perceived usefulness and ease of use. Interestingly, the rela-
tionship between ease of use and intention to use became insignificant irrespectively of
the shopper type.

5 Results

With regard to our main RQ, the results revealed that the perceived usefulness and the
customer’s ATI can be considered as drivers for the adoption. Concerning usefulness,
the results confirmed that the perceived customer benefits are critical [4, 24]. In par-
ticular, customers valued the functional aspect with an average of 3.0 for increased
productivity, 3.3 for time-saving (no need to enter the store) or a better overview of
the product variants and 3.4 for easier access to product information (e.g., price) and
retailers opening hours and contact details. Especially to get product information outside
of opening hours, customers are considered critical (average 3.6). The results showed
that our artefact addresses the changing customer behavior and makes shopping possi-
ble even if the retailer is closed [4, 7, 24, 31]. Moreover, the results also revealed that
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the functionalities must be compatible with a smartphone to meet customers’ mobile-
oriented and omnichannel shopping behavior e.g., [4, 5]. Therefore, the finding extends
former results in the field by highlighting the importance of the customer device as a
key customer touchpoint. The results for the customer’s ATI indicated that customers
with a higher level of coping with new technologies positively perceive the ease of use,
usefulness, and intention to use. This is in line with the existing research [27, 37]. While
ease of use is generally not significant – the multigroup analysis showed that there are
subtle differences between the customer. Ease of use is more significant for women and
older customers and usefulness for male customers [33]. Furthermore, customers that
are more likely to shop online have a higher level of ATI than their offline counterparts.
This finding indicated that customers who shop online more often are more likely to use
interactive storefront technology, e.g. [45].

5.1 Implications

The results indicated that the artefact could help to retain the “power” of storewindows in
city centers. But practitioners need to understand that an interactive storefront technology
should be mobile responsive and need to provide information that supports customer
decision-making. Especially when the store is closed. Second, interactive storefront
technology needs to be usable for a broad range of customers. Therefore, practitioners
and retailers need to know their audience and provide support measures so that all
customers can use the system. Third, the results indicated that interactive storefront
technology aligns with online customer behavior. Hence, cities should hire “caretakers”
to support retailers marketing measures to regain online customers to show them that
they can have a similar shopping experience in the city center.

5.2 Limitation and Future Research

First, we want to modify the artefact to meet customer changing needs. Therefore, it
is critical to measure changes in intention to use accordingly. By doing so, we plan
to extend our evaluation with further approaches (e.g., Nielsen’s system acceptability
framework). Second, in the survey, we asked only for the perception of the functionality
without considering a specific retailer type. It must be clear that the digital store window
is not suitable for every store window type. Alternative forms are possible.
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Abstract. The availability of pertinent, accurate, and useful information has
become essential to people and organisations in their collaborations with others.
Enterprise architecture provides stakeholder-oriented frameworks and methods
supporting producing and consuming information products that satisfy collabo-
rating stakeholders’ concerns. However, while stakeholder analysis suggests iden-
tifying relationships between stakeholder and their practices, this has not yet been
incorporated in the enterprise architecture standard ISO 42010 and frameworks
such as TOGAF. The current lack of support for relationships between stake-
holder practices limits analysis and right-sizing of the use of information products
in a multi-stakeholder environment, where stakeholders collaborate while having
different, possibly divergent, interests, work to be done, goals, and information
needs over time. This paper presents a situation viewpoint that can be used to
extend stakeholder analysis in enterprise architecture framework with relation-
ships to improve the understanding of why and how information products are
used in constellations of stakeholders where each stakeholder plays a role. The
situation viewpoint aims to improve the relevance, design, tailoring, effectiveness,
evolution, and evaluation of information products such as models.

Keywords: Stakeholder analysis · Relationship ·Work-oriented Approach ·
Practice · Enterprise Architecture · Situational Method Engineering

1 Introduction

The availability of information that is relevant and usable is important for organisations
and people that collaborate. The design, production, and consumption of information
become critical for them when they must consider not only their own activities but also
other’s points of view and practices.

Enterprise architecture (EA) focuses on working with architectural knowledge and
descriptions to manage (information) complexity and address business and IT needs.

A central EA practice is analysing and documenting enterprises according to the
world views and the perspectives of different stakeholders’ concerns in a holistic way
that promises to facilitate the solution of problems and understanding of changes. This
is supported by stakeholder analysis and management practices.

Stakeholder analysis typically involves identifying relationships, which refers to how
two or more stakeholders are connected, interact or involve each other.
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The capture of knowledge of relationships provides insights intowhat different stake-
holders dowith information in relation to each other. Since stakeholders in their practices
have their own volition or purpose, points of view, interests, needs, goals, and access
to people and data, they can also disagree, leading to potential conflicts. Examining
the relationships enables deliberations about alignment, fit, asymmetry, agreement, and
knowledge transfer between stakeholders’ practices over timewhich can explain reported
problems with stakeholder engagements [27].

However, the application of stakeholder analysis in EA lacks due consideration of
relationships, such as in practised EA frameworks such as TOGAF architecture develop-
mentmethod [47],NAF [30], and in the standardisation of existing enterprise architecture
practices by ISO 42010 [25], 42020 [23], 42030 [24], and OMG UAF [22].

Thus, the lack of support for relationships limits the analysis, understanding, and
design of situations where stakeholders collaborate using models and diagrams.

This paper presents a problematisation of the lack of support for relationships in EA
stakeholder analysis based on problems from an empirical case study and literature stud-
ies. The challenges have led to the design of theWork-Oriented Approach to Information
Products (WOA) and Situation Viewpoint that can represent relationships.

The Situation Viewpoint offers to enrich and complement the EA stakeholder anal-
ysis by enabling the capture of knowledge about relationships between stakeholders’
practices where they use information products (IP) such as EA models and diagrams.

The Situation Viewpoint build upon knowledge from the fields of stakeholder anal-
ysis [29], practices [4, 31], jobs to be done [48], situational analysis [8], situational
method engineering [16], and ISO 42010 [25].

The Situation Viewpoint is demonstrated by the idealisation of two projects, IT port-
folio management in a larger university and a research project that created an innovative
kind of algorithm for handling sea transports.

The structure of the paper is as follows. Related work and the design science research
approach taken are described in Sects. 2 and 3. The problematisation of relationships
in EA stakeholder analysis is described in Sect. 4, while the WOA and the Situation
Viewpoint are presented in Sect. 5 and demonstrated in Sect. 6. Sections 7 and 8 conclude
with a discussion and summary.

2 Related Research

Stakeholder Management. The analysis and management of stakeholders have widely
understood concepts and commonly used practices and are well-researched. While there
are differences in opinion about the exact definition of a stakeholder, a stakeholder is
typically someone that has a stake in the game, someone that affects or is affected by a
decision or action [21].

Stakeholder analysis is applied within the field of enterprise architecture, TOGAF
architecture development method [47], NAF 4 [30], standardisation of existing EA
practices by ISO 42010 [25], 42020 [23], 42030 [24], and OMG UAF [22], systems
engineering [17], business modelling [42], and project management [29].

Stakeholder analysis typically includes elements of identification of context and
focus (e.g. issue, organisation or intervention) and system boundaries, identification of
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stakeholders and their stake, categorisation of stakeholders, investigation of relation-
ships between stakeholders and their practices from which interests are derived, and
recommendations for future activities and stakeholder engagement [13, 36].

This suggests that EAwould benefit from the consideration of relationships between
stakeholders that participate in EA activities or are beneficiaries of EA services.

Enterprise Architecture (EA). Today, there are hundreds of EA approaches, frame-
works, methods and products such as TOGAF 10 [47], NATOArchitecture Framework 4
(NAF) [30], Zachman enterprise ontology for EA [40, 52], and the Unified Architecture
Framework (UAF), ISO/IEC 19540:2022 [22], that aims to unify EA Frameworks.

The EA has acquired a tradition and international standards that codifies existing
practices; ISO 42010 for architecture descriptions [25], ISO 42020 for architecting
processes [23], ISO 42030 for evaluations of architectures [24] and GERAM [18].

ISO 42010 concerns the description of architectures, which are defined as the “fun-
damental concepts or properties of an entity in its environment and governing principles
for the realisation and evolution of this entity and its related life cycle processes.” [25].

The ISO 42010 includes definitions of the following concepts:

• concern: a matter of relevance or importance to a stakeholder.
• stakeholder: role, position, individual, organisation, or classes thereof, having an

interest, right, share, or claim, in an entity of interest.
• stakeholder perspective: a way of thinking about an entity of interest (3.12),

especially as it relates to concerns.
• viewpoint: a set of conventions for the creation, interpretation and use of an

architecture view to frame one or more concerns.
• information part: a separately identifiable body of information that is produced,

stored, and delivered for human and machine use. Note: can be a model or diagram.

In WOA, an Information product is an information part participating in a practice.

Practices. The idea of practice represents the customary, habitual, or expected proce-
dure or way of doing something, including designing and using information. While not
supported by a unified practice theory, the study of practices provides insight into human
activities and behaviour. Practice theories are part of the field of social sciences [2, 31,
32, 43] and the Schatzki’s practice theory [6, 39].

Adler et al. [2] describes a practice as a process and repetition of actions that can be
performed correctly or incorrectly and rest on accumulated knowledge.

According to Feldman and Orlikowski [12], there is an essential distinction between
the value of technological artefacts and the technology-in-use. It is the ways that tech-
nological artefacts are used by agents in their practice that make them resources and
meaningful for organisations.

Adjacent to practice theory, there is the jobs-to-be-done theory, as described by
Christensen et al. [7] and Ulwick [48], focus on what an individual seeks to accomplish.

In this paper, the concept of practice is used to highlight the perspective that a
stakeholder is using information products in their work. Thus, aspects of information
products, their use, and stakeholders need to be examined in the context of a practice.



74 A. W. Tell and M. Henkel

Relationships. Relationships between people, practices, technologies and other enti-
ties are considered a key part of social, economic and technical settings and are found
in diverse fields, such as stakeholder management [36], actor-network theories [5], sit-
uational analysis [8], ontology such as the Unified Foundational Ontology (UFO) [15]
that incorporates the ‘relator’ construct, and institutional logic that considers governance
structures, which embody rules for societal behaviour and practices [9].

In other fields, the focus for describing relationships is on exchanges of entities or
value between roles, such as consumers (requester) and producers (offerer). Examples
include e3Value [51] with the exchange of value between actors, value propositions
[34] with gains and gains creators, service-dominant logic (SDL) with the application
of skills and knowledge for the benefit of another party [49] and resource-event-agent
framework (REA) [14] with the duality of the transfer of resources between agents.

Distinctions between roles can be found in ISO standards ISO 9000 [21] and ISO
15288 [20] that identify roles such as customer, provider, buyer, seller, acquirer, and
operator, as well as the duality between roles in ISO 15944 [19].

The aforementioned fields provide convincing arguments that the concepts of rela-
tionship and role add aspects that are important to consider for collaborative and servicing
practices and their stakeholders. They are therefore incorporated into WOA.

BoundaryObject. The concept of boundary objectwas introduced byStar&Griesemer
[41] and examined in the paper “Crossing the line - overcoming knowledge boundaries
in enterprise transformation” [1] with respect to models, which can be argued to be
devices for alignment between stakeholders.

3 Research Approach

This paper presents a demonstration of results related to the concepts of relationships
and roles from the second stage of a design science research (DSR) effort based on
Peffers process [35], where the first stage resulted in a dissertation [45] from which the
second stage continues.

DSR is carried out to change the state of affairs by designing and evaluating
innovative artefacts. The steps in Peffers are 1. Problem identification and motiva-
tion, 2. Objectives of a solution, 3. Design and development, 4. Demonstration, and
5. Evaluation.

The research addresses problems relating to differences in perception and use across
practices that may hamper the utility of information products over time. The design
artefact (WOA) aims to answer the question, How can an information product be rep-
resented, designed, used, evolved, and evaluated so that it can participate in different
practices and, at the same time, support coherence between collaborative practiceswithin
the context of the application of EA methods and frameworks.

4 Problematisation of Relationships in EA Stakeholder Analysis

While EA has matured over the years, where practices and standards have emerged,
there remain challenges relating to stakeholders’ use and satisfaction with information
products. In this section, we identify challenges relating to using information products
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(IP) in collaborative practice. The challenges are based on previous research and a case
study, literature studies of related fields, and a study of EA evaluations.

4.1 Previous Research

In an empirical case study of the use and utility of an information product - the concept
of capability - several problems were identified in relation to work practices [46].

1) Different variations of information products that incorporate the concept of capa-
bility were used, and the application and utility varied between work practices. 2) The
information products were expected to be used by many people. However, some people
use it by referring or linking to others’ use, do not use it themselves, or see little utility
in using it. 3) The use of an EA framework with a single definition of an information
product to integrate different kinds of work products within a project may not lead to a
consistent and beneficial use of the information product. 4) The information product was
overlaid with non-essential meanings and aspects, and experts added their own relevant
meanings.

A review of the case study revealed two additional problems.
5) The interviewees were vague about their experienced or potential use and per-

ceived or expected utility of the information product. The answers became significantly
fewer and vaguer when asked about which specific problems and decisions the informa-
tion product helped with. 6) The interviewees sometimes referred to their own benefits
in terms of what others have told them.

a) Thus, there are challenges when an information product does not suit different
stakeholder-specific practices in situations where the stakeholders collaborate.

4.2 Challenges from Literature Studies of Related Fields

Relationships Challenges. While relationships between stakeholders and the practices
in which they use IP are considered vital in many fields, they are not explicitly supported
in stakeholder analysis and management in standards such as ISO 42010 [25], GERAM
[18] and EA frameworks such as TOGAF [47], NAF [30], and UAF [22].

Although there exist plentiful techniques to capture knowledge about system users’
basic actions and flows, such as use cases, process and goal models, and collaboration
diagrams in EA descriptions, they are not used in EA stakeholder analysis.

Knowledge about relationships adds social and co-use aspects in addition to inherent
and in-use qualities of IP, in addition to agreements on the knowledge in an IP and how
the IP should be interpreted as suggested in SEQUAL [26].

Furthermore, an agreement is one step on the way toward mutually beneficial
exchanges over time. Before agreement comes knowledge and training, and after comes
intention to use, use, experiences, adoption and advocacy. Misalignment can negatively
influence organisational efficiency in an organisation applying work specialisation.

b) Thus, the lack of relational knowledge limits the understanding of and fit, over time,
between collaborating stakeholders with diverse and specialised perspectives, interests,
work, responsibilities, access to people and data, practices, information needs, use of
information products, goals and definitions of success.



76 A. W. Tell and M. Henkel

A vital relationship to address in EA is found between a stakeholder and an architect.
This relationship’s imbalances can lead to an architecture-centric situation where archi-
tects look at, analyse and evaluate stakeholders instead of a stakeholder-centric situation
where architecting is one of many practices in a network of stakeholders all contributing
to and servicing an organisation’s different parts.

c) Thus, not treating architects’ practices in the same way as stakeholders’ practices
can lead to unbalanced stakeholder analysis in a larger organisational setting where the
aggregated utility of architects’ and stakeholders’ diverse use of information products
is not sufficiently considered.

In fields such as innovation, product development, marketing, sales, and start-up,
asymmetrical challenges, such as when a business stakeholder once says an architecture
model is great but later is not interested in using it anymore, arewell-known.Transferring
knowledge from these fields can explain reported stakeholder problems [27].

d) Thus, the lack of relational knowledge limits the inclusion of knowledge from
adjacent fields and analysis of ‘cause lead-to effect’ in collaborations using IP.

StakeholderManagement Challenges. Stakeholder management in EA is not without
problems. In a recent literature and case study from2021 about “Stakeholder engagement
in enterprise architecture practice”, 28 inhibitors for engagement were identified [27].
Even though it is unclear if any non-EA stakeholders were interviewed and their reason
for being interested in EA was documented, the study points to a remaining mismatch
and misalignment between stakeholders and EA practices.

e) Thus, there is a challenge that stakeholders do not engage in EA practices as
indented by the applicable EA and stakeholder management approaches.

Practice Challenges. The stakeholder analysis in EA typically does not include identi-
fying and analysing the collaborative stakeholders’ practices at a desired level of detail,
such as if a model fits with the need for a specific question to be answered.

While ISO 42010 discuss, in theory, the granularity of concerns and that concerns
and stakeholder perspectives depend on stakeholders’ knowledge, experiences, training,
responsibility, authority, needs, goals, and requirements, there are no practical provisions
for capturing stakeholder practices in detail. An example is theUAF [22],where concerns
are documented with a few words.

f) Thus, the lack of detailed practice knowledge limits detailed analysis, design,
evolution, and evaluation of IP in collaborative stakeholder practices.

Evaluation Challenges. The value of an IP can differ depending on who used it. An
example is the difference in usability between an EA model that an architect produced
and exchanged with a business manager that does not understand the model. A lack
of knowledge about relationships limits the evaluation of in-use, co-use, exchange, and
network factors that influence the aggregated utility of information products.

g) Thus, the lack of relational knowledge limits the evaluation of information products
exchanged and used in different but related stakeholder practices.

Enterprise Modelling Challenges. Even though enterprise modelling is established
and included in EA, there are challenges. In the paper “Enterprise Modelling for the
Masses – From Elitist Discipline to Common Practice” [38], the authors bring to the
surface a challenge - “people refuse to spend time creating and maintaining enterprise
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models, find modelling and modelling methods complex and cumbersome, or do not
immediately see its use for their particular perspective or set of concerns.”

h) Thus, even though an IP is intended to be used by many stakeholders, stakeholders
may experience challenges relating to an IP and the way it is used depending on the
stakeholders’ knowledge, skills, attitudes, and jobs to be done.

Boundary Object Challenges. It is easy to imagine that externalised knowledge in
EA models can be considered boundary objects when several stakeholders use them.
However, do all stakeholders agree that a model is a boundary object?

i) Thus, there is a problem in that information products are thought of as boundary
objects when they may not be designed as such and agreed upon by all stakeholders.

MediationChallenges. Knowledge about a practice and the use of an information prod-
uct can come from different sources, such as stakeholders describing their own beliefs
about themselves, stakeholders describing themself and others, or a mediator analysing
and describing multiple stakeholders. When knowledge is mediated by someone other
than those who participate in the practice, such as by a business analyst, modeller or
architect, biases and undesirable effects can occur if voices from all stakeholders are not
heard or if a mediator cannot capture all relevant knowledge.

The consultancy companyMcKinsey describes in the article “Business’s ‘It’s not my
problem’ IT problem” what can happen with Business-IT alignment when knowledge
is mediated without accountability [28].

j) Thus, the agent that is the source of knowledge about relationships, practices,
stakeholders and information products influences the representation, analysis, design,
use, evolution, and evaluation of information products in practices.

4.3 Challenges from Enterprise Architecture Evaluation Studies

In an ongoing systematic literature study looking at evaluations of the application of
EA and what is evaluated with respect to relationships between stakeholders and their
practices, an issue relating to the validity of the results has been found.

Several studies can be argued to be unbalanced since they consider only a few
stakeholder groups. An example is found in the paper “An Empirical Investigation of
Geographically Distributed Agile Development: The Agile Enterprise Architecture Is
a Communication Enabler” [3], where 160 respondents were asked to grade the ques-
tion “GDAD project meets customer’s functional requirements”. Unfortunately, only
2 respondents were identified as business stakeholders, leading to questions about the
validitywith respect to stakeholders.Were they represented, orwere architects answering
questions about other stakeholders’ work?

j) Thus, the validity of evaluations of stakeholders’ use of information products can
be reduced when a stakeholder answers questions about other stakeholders.
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5 Work-Oriented Approach (WOA)

This section describes the Work-oriented Approach solution artefacts, focusing on the
Situation viewpoint that directly concerns relationships. The WOA consists of WOA
Method chunks [44] and WOA Constructs that aim to address the aforementioned chal-
lenges by aiding a designer to construct information products to fit into collaborative
practices. This is done by examining the relationships among stakeholders’ practices and
use of information products. The concepts are described (Sect. 5.1) and used to form a
Situation viewpoint that can be utilised to extend EA frameworks (Sect. 5.2).

5.1 Conceptual Model

The WOA is based on a conceptual model that is constructed using OMG Semantics
of Business Vocabulary and Business Rules (SBVR) [33], which specifies a rich set of
elements that can be used to definemeanings, representations, and expressions as well as
terminological dictionaries, vocabularies, and rulebooks based on a logical foundation.
For the purpose of this paper, key concepts related to relationships are described in this
section and illustrated in Fig. 1, but not formally specified.

An Information product refers to an information part [25] that participates in a
practice as a work product.

An Agent refers to an entity or group of entities that can bring about a change in
the world, such as stakeholders (a person or organisation that can affect, be affected by,
or perceive itself to be affected by a decision or activity [21]) or information systems.
Agents can have their own volition or purpose, points of view, responsibilities, interests,
needs, goals, and access to people and data, which means they can also disagree, leading
to potential conflicts between collaborating agents.

A Practice refers to the customary, habitual, or expected procedure or way of doing
something [4, 8, 31, 46]. In an organisation, practices often emerge because of work
specialisation.

Agents, such as stakeholders, and Entities, such as information products, participate
in a practice in (thematic) roles. The concept of Participation provides the basis for
representing and evaluating in-use and co-use (use in more than one practice) aspects.

A practice can be described in many ways, as demonstrated in Sect. 6. Further exam-
ples of how to describe practices in detail are Jobs to be done [48], an actor experiencing
a problem or pain [34], or an actor having information needs [17].

A practice can be described at the desired level of detail by the addition of statements
that each refer to a unit of knowledge relating to the practice, as illustrated in Fig. 2.

A practice can include descriptions of more than activities, such as responsibilities,
features, questions that can be answered, access to data, needs, and pains that may be
deemed relevant for a stakeholder’s “what is in it for me” and use of an IP.

A practice can include descriptions of alternatives [24] and relative advantages [50],
which can be relevant for analysing the acceptance of using an IP.

A Practice Relationship refers to the way in which two or more practices with their
participating agents (e.g. stakeholders) and other entities (e.g. information products) are
connected, interact or involve each other. A relationship is an objectified relation and
depends on the practices that play roles in the relationship.
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Fig. 1. Illustration of key WOA concepts

APracticeRole refers to howpractice plays a part, assuming a function or being used
in a relationship. The practice role establishes a reference point fromwhich a stakeholder
in a practice interpret themselves and entities participating in other practices within the
context of the relationship.

The WOA includes the definition of three archetypical roles based on the type-
instance pattern from the information systems field. In the ‘Creator’ practice, new types
of IP are created, in the ‘Producer’ practice, IP instances of the type of IP are produced,
and in the ‘Consumer’ practice, the instances are used.

A Practice Accommodation refers to how practices and related entities fit or are
suitable or congruous, in agreement, or in harmony with each other.

In WOA, the function of accommodation is to with precision characterise a relation-
ship and how entities in practices structurally and causally fit each other, the justification
for how they fit, the assurance by argumentation and evidence for the justification, and
the effectuation of how the fit is (dynamically) achieved through actions over time.

Therefore, WOA enables examination of how an information product produced in
one practice fits with the information needs stated in another practice. See Fig. 2 for
more examples of fit-cases that may be considered relevant to represent and analyse.

A practice relationship forms a composition of practices and uses of IP with in-
use qualities such as usability and satisfaction into a co-use situation that enables the
calculation of the aggregate utility of the constituent uses of IP.

Situation-in-Focus. The situation-in-focus refers to a portion of reality that is deter-
mined to be the study, analysis, design, and/or evaluation object in which a set of practice
relationships andpractices shouldbe addressed.Typically a situation-in-focus constitutes
a portion of a broader situation-of-interest such as a problem-situation.
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5.2 Situation Viewpoint

The Situation Viewpoint is a new ISO 42010 Viewpoint that frames relational concerns
and establishes conventions for representing a situation-in-focus and with practice rela-
tionships. It is part ofWOAand is used in theWOAmethod chunks [44], where Situation
views are created, modified and used.

It is constructed from the concepts in the WOA conceptual model and incorporates
specifically the concepts of ‘situation-in-focus’, ‘practice relationship’ and ‘practice
role’ and references ‘practices’, represented according to the Work Viewpoint, and an
“accommodation”. Represented according to the Accommodation Viewpoint.

An in-depth description of the Situation viewpoint is planned as future work.

6 Demonstration

An application of the Situation Viewpoint is demonstrated through a stylised illustration
of how an archetypical situation-in-focus can be expressed using text and tables. The
demonstration is briefly presented for the purpose and limitations of this paper.

The situation originates from two projects, IT portfolio management in a larger
university and a research project that created an innovative kind of algorithm for handling
sea transports. Table 1 illustrates the Situation view expressed in table form;

Table 1. Situation View with Relationships and Roles Played by Practices

Name Archetypical Information Production and Consumption Situation

Situation in focus An inventor has discovered a new application of mathematical discovery
and plans to invent a new type of algorithm and IP kind that are intended to
be produced and used to improve decision-making

Identified Practice Roles and Practices

Creator role An inventor who creates a new type of algorithm and IP kind

Producer role A producer who uses the algorithms, rules, and guidance from the created
type of algorithm and IP kind to produce an instance based on available
data. The instance is then exchanged with the consumer

Consumer role A consumer who uses the produced IP instance to satisfy their own
information needs and to make decisions

Identified Practice Relationships in the Situation-in-focus

C -> (P-> C) The creator invents a type of algorithm and IP for participation in a
Producer-Consumer relationship

P -> C The Producer supports Consumers with timely and accurate IP based on an
algorithm. The Producer produces an instance and transfers it to the
Consumer, who uses it
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6.1 Work View with Identified Work Stories

The three (3) practices are expressed by work stories using natural language sentences.
The following Table 2 and Fig. 2 illustrate two (2) different styles of expressing practices.
A work story can also be expressed using canvases with sentences on post-it notes.

The producers’ and consumers’ work stories illustrate that although they are using
the same information product (IP), the work stories are different with different agents,
access to data, interests, actions and goals. Thus the aggregated utility of the two uses
of the IP in an organisational setting should be calculated based on both uses (co-use).

Table 2. Shortened Creator Work story (due to space considerations of this paper

As a researcher, I invent a new mathematical algorithm and a model kind that can 
improve the handling of sea transports by an analyst (producer) and a decision maker 
(consumer). The algorithm and model kind answer question X. Then I document the 
algorithm and model kind and provide education on their use. [stated by Creator]

Fig. 2. Demonstration of Producer and Consumer Work Stories and the Accommodation

6.2 Accommodation View

The accommodation view exemplifies 5 kinds of commonly occurring kind of Fit. The
length of this paper does not permit a demonstration of the details of How the two sides
(causally) FIT each other, nor details about the Justification and Assurance of the FIT
and how the FIT are dynamically achieved through actions over time.
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7 Discussions

Knowledge about relationships and practices adds additional means for analysing inter-
dependent and collaborating stakeholders in the context of an application of EA where
information products (IP) are produced, stored, and exchanged for human and machine
use. This includes analysis and explanations of similarities, differences, and fit between
practices, stakeholders, and use of information products, as well as management of
alignment, (dis)agreements, co-creation and participation in practices at micro andmeso
levels.

TheWOAoffer a neutral and balanced approach to representing, analysing, explain-
ing and evaluating stakeholders’ (possible diverging) interests. It is neutral since all
stakeholders are treated equally, with no preferential treatment given to any particular
group. The neutrality promise to lower the barrier for stakeholders to participate in a bal-
anced dialogue about which information products should be produced and used. These
features may improve engagement and satisfaction by business stakeholders.

Knowledge about relationships and practices has a number of advantages over
stakeholder analysis that focus on stakeholder and their synthesised concerns, including:

• Detailed and precise analysis and evaluation can be made of the inherent features and
qualities of agents, IP and practices, IP in-use, as well as co-use qualities that emerge
from collaborative practices. This is aligned with ISO 250xx that separate prod-
uct qualities from in-use qualities [11] and work practice theories that differentiate
between the values of technology and technology-in-practice [12].

• Situationalmethod engineering can be used to situate and tailor IP to bemore relevant
and usable by stakeholders in their actual practices.

• Evaluations can be made of the co-use and aggregated utility of IP in collaborative
practices, which is a shift from local to organisational optimisation of uses of IPs.

• Evaluations of how an IP can be or is used in practices can be made at different
times, from the early formulation of use by each stakeholder in their own words to
the acceptance of use by all stakeholders.

• Detailed and precise analysis can be made of how two practices and uses of IP
accommodate each other in terms of causality, means-ends, theory of change, and
effectuation), which can address knowledge gaps [10] in the understanding of how
EA Services leads to benefits for an organisation.

• Knowledge and guidance can be reused from adjacent fields [34] that address the
micropattern, consumer preferences fit with value provider.

The knowledge about relationships and underlying practices brings to the surface the
importance of including stakeholders in evaluating the utility, usability, satisfaction, and
relative advantage of information products. This supports the argument that summative
participatory evaluations should complement formative expert evaluations [37].

The ISO42010 standard does not directly support relationships between stakeholders
and their practices. A design experiment was conducted indicating that ISO 42010 can
be straightforwardly extended with the WOA concepts to enable the standard to benefit
from the addition of increased relational and practice knowledge.
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8 Summary

This paper presents a novel artefact, Situation Viewpoint resulting from a design science
research (DSR) effort based on a problematisation of the lack of support for relationships
between stakeholders in EA stakeholder analysis and management.

The incorporation of knowledge about relationships (and practices) promises to
enrich EA stakeholder analysis and management by enabling analysis and explanations
of similarities, differences, and fit between practices, stakeholders and their use of infor-
mation products, as well as explicit management of (mis)alignment, (dis)agreements,
co-creation and participation in practices at micro and meso levels.

We argue that an application of the Situation viewpoint has the potential to improve
the relevance, design, tailoring, effectiveness, coherence, evolution, and evaluation of
the co-use of information products such as models by stakeholders in their practices.

Furthermore, the Situation Viewpoint is a part of WOA that offers a neutral and
balanced approach to analysing, explaining and evaluating stakeholders’ (possibly
diverging) interests.

Limitations: The presented and demonstrated results come from design theory-building
activities and must therefore be complemented by theory evaluation(s) of the relevance
of the Situation Viewpoint and other WOA artefacts to identified problems. This is
according to Peffers iterative process [35], which is planned as future work.

Future Work: An in-depth description of the Situation viewpoint and demonstrations
of the other Viewpoints in WOA are planned as future work and paper publications.
These demonstrations are planned to include designed canvases that support knowledge
capture for each viewpoint. These canvases are used in the WOA Method chunks [44].

In the future work stream lies a completion of the formalisation of the WOA con-
ceptual model, a presentation of integration of WOA with ISO 42010, and an in-depth
description of the features and affordances of applying the practice accommodation.

Furthermore, the WOA provide a stepping stone for future empirical research
about which relational (and practice) factors contribute to the stakeholders’ intention
to use, use, co-use, and aggregate utility of information products within the context of
relationships and organisation.
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Abstract. This article presents a research outline on the use of microlearning
applications to develop digital competencies in Small and Medium-sized Enter-
prises (SMEs). The digital transformation of businesses has become essential for
their survival, and SMEs need to develop digital competencies (DC) to remain
competitive in the market. Microlearning (ML), a form of learning that involves
small, bite-sized learning modules, has been gaining popularity in recent years
as a way to efficiently and effectively develop skills. Through a semi-systematic
literature review approach, our study examines prevalent knowledge in the area
of ML and DC and discusses interrelations. As a result, we propose a research
roadmap consisting of six research questions targeting four dimensions of ML
for DC development in SMEs: 1) context, 2) formats, 3) reward system, and
4) complexity level.

Keywords: Digital Competencies ·Microlearning · SME

1 Introduction

The significance of Digital Transformation (DT) for small and medium-sized enter-
prises (SME) has been highlighted in recent years by information systems scholars [1,
2]. DT refers to change processes within a company through the integration of new dig-
ital technologies, typically intending to enhance business performance or leverage new
strategies or business models [2]. Many incumbent companies have been outperformed
by innovative digital businesses in the past and consequently struggled to keep up with
the development [3]. SMEs constitute over 99% of all businesses in the EU and serve
as the foundation of the European economy [4]. DT is considered a paradigm to SMEs’
future readiness. Implicitly, the introduction of digital technology in SMEs is expected
to lead to strategic advantage and improve future-readiness in areas such as Industry
4.0 [5]. Recent research has tackled several problems regarding SMEs’ engagement in
DT. A primary objective, though, is to develop innovative capabilities and approach DT
initiatives strategically [6]. According to the European Commission’s definition, SMEs
employ fewer than 250 persons, have an annual turnover not exceeding e50 million, or
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have an annual balance sheet total not exceeding e43 million [7]. Hence, taking into
account SMEs’ limited resources, lacking knowledge and biased understanding of new
digital technologies [5], acquiring digital competencies (DC) is becoming both essen-
tial [8] and challenging for SMEs. Although some findings indicate that the practical
use of technology inherently develops organizational DC [9], the question remains how
learning conceptsmay be designed to enable SME actors to leverage the full DT potential
in a self-efficate manner.

In this article, we focus on the concept of Microlearning (ML) as an emerging global
topic, which is considered a promising research direction [10]. In essence, ML can be
described as a technology-enhanced learning concept [11], in which smaller segments of
e-Learning content are comprehensively delivered in very short time [12]. Such segments
as learning objects, created in the ML context, are called microcontents. Through these,
competencies may be put across in only three to five minutes [13]. Researchers also
mention the important role of technology in the development of ML [10]. Electronic
microcontents are often informal and can be separated to form new learning paths and
patterns [14]. Conducting a literature review, this article aims to shed light onto the
current state of research regarding DC development in SMEs for DT. Consequently, it
highlights research gaps and develops new research avenues contributing to theoretical
information systems (IS) research in the conjunction of small business, e-learning and
gamification.

2 Background and Related Work

SMEs differ from large companies in terms of their characteristics, but also regards
behavior. Table 1 summarizes and describes considerable key limitations of SMEs,which
are often mentioned in literature contextualized with DT.

Researchers suggest that a primary objective is to enhance SMEs’ digital skills and
workforce [8]. Implicitly, there is a need to improve training and educational systems
at all levels and SMEs must ensure that their training aligns with best practices for suc-
cessful DT. Proper training might not only develop necessary skills but also employees’
sense of ownership in the company’s success [8].

Previous research also identified the need for an information culture in SMEs,
whereby the quality and relevance of information shared between employees is of impor-
tance [20]. For instance, internal organizational knowledge can build a sustainable com-
petitive advantage for enterprises [25, 26] and is considered a strategic resource for the
formation of organizational DCs [20]. SMEs pursuing such developments are typically
facing the challenging decision whether to further invest in training of prevalent staff or
in the acquisition of new, digitally affine specialists [27]. New digital skills helping to
overcome DT barriers are often a part of DC concepts proposed in the literature [28–31].
The researchers mostly underline the importance of ensuring DC for every individual
in a digitalized world [28]. They also state that the successful use of information and
communication technology (ICT) could be facilitated if SMEs had employees mastering
one or two DC areas. This would help them acquire sufficient knowledge, skills, and
attitudes [32] in parallel. In addition, DCs are also considered increasingly relevant for
the development of other competencies in general [30].
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Table 1. Characteristics of SMEs from the literature

SME characteristics Description Source

Lack of resources and financing SMEs have limited financial and
human resources to invest in DT
initiatives

[9, 15–18]

Limited (IT) knowledge and skills Employees have insufficient digital
skills and it is difficult for SMEs to
attract new staff with sufficient
knowledge and skills in IT due to
limited networks and small
companies’ size

[5, 8, 9, 15, 19, 20]

Low awareness There is a lack of digital awareness
in SMEs, low awareness of the
importance of (IT) skills
development, and lacking access to
infrastructure

[5, 21]

Entrepreneurial orientation SME managers and owners are
often involved in processes and
decision-making relying on their
vision; managers often lack
knowledge of change and digital
innovation

[8, 17, 22, 23]

Flexibility and agility SMEs are more agile and adaptable
to changing market conditions than
larger companies due to their
smaller size, which can be
leveraged through DT initiatives

[17, 24]

In response to these challenges, ML is considered an appropriate concept for work-
based learning [12]. According to pre-pandemic statistics, MLwas used by 27 percent of
all retail companies in North America in 2017, as well as by 25 percent of manufacturing
and logistics enterprises, finance and insurance organizations [33]. Statistics however
do not provide any data on the size of these companies. In a worldwide survey in 2019,
only nine percent of enterprises were about to explore ML platforms as a new learning
tools [34]. Along with the introduction of ML, researchers often propose a concept
of competency-based learning, which is often used the context of students’ learning.
However, Camacho and Legare [35] refer to the Micro-e-Learning conception also for
professional development, deeming that a competency-based approach was more robust
than a traditional learning system [36]. Moreover, the learning culture in enterprises
can be improved by applying ML [37]. Other techniques such as subscription learning
within a competence-based ML strategy for organizations may be used to enhance the
performance of employees [13].

In the current body of literature, only few articles discuss the development of DCs
in SMEs. For instance, Plattfaut and Borghoff [38, 39] conducted action studies with
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cooperating SMEs and found that external support was needed to establish adequate
mindsets and skills. Their ongoing research targets the implementation of workshops
and process digitalization to tackle the issue, since the lack of digital skills among SME
employees was found to limit the company’s capabilities for change and innovation.
Asadullah et al. [9] observed SMEs “going online” in the digital platform economy.
Through interviews, the authors took a learning perspective and investigated the devel-
opment of organizational capabilities by using digital platforms. They found that digital
platforms may help SMEs to develop operational and dynamic innovation capabilities
based on accumulated experience, socializing and development of new skills. Further-
more, the SMEs learned from educational materials provided by the platform providers.
However, if such resources were too basic and did not contain any advanced content,
it could also hinder learning. The use of inaccurate information and the equivocality of
the learning process on the platforms could also inhibit DC development in SMEs.

Another relevant dimension to DC development is decision-making in SMEs. The
need to acquire new skills is of particular interest for small business managers if they
intend to consider multiple knowledge-generation options [27]. Weigel et al. [40] exam-
ined IT competence profiles of 19 SME leaders and found that DCs might be subdivided
into explicit knowledge and mere experience with IT. According to the authors, DT nav-
igated by leaders without explicit IT skills may still be successful if they were flexible,
adaptable, and able to profit from learning structures and cooperation.Within such coop-
eration, trust was identified as a major decisive factor, since confidence when selecting
external partners also depended on IT experience.

Interestingly, change readiness and capabilities are often taken into account when
evaluating competency-building effort. For instance, [9, 38, 39] draw upon the con-
cept of dynamic capabilities, meaning capabilities aiming a strategic change within an
organization [41], to describe SMEs’ abilities between sensing a need for change and
taking transformative action. Song and Qureshi [42] developed their own “IT Ther-
apy” framework suggesting external IT intervention to start from “problematization”
and translating onwards to “interessement”, “enrollment” and finally “mobilization” of
micro-firms towards technology adoption and training. A so-called therapeutic phase
was also recommended by Deegan et al. [43]: workshops and a mentoring program were
set up and evaluated as measures for local government IT intervention. It was concluded
that individual factors such as lacking IT skills and knowledge could be addressed by
Basic IT Use workshops while mentoring programs were rather suitable to promote
organizational factors such as efficiency.

In sum, the importance of organizational knowledge [25] and DC is described in the
literature, and researchers propose cross-disciplinary studies in the context of applying
ML in an organizational environment for workplace learning [10]. Nevertheless, it seems
like little focus had been set on learning concepts targeting DCs for SMEs in practice.
Therefore, we manifest the relevance and rigor of this article by proposing the following
research question (RQ): How can ML applications be designed to help SMEs develop
DCs?
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3 Research Model

In response to the RQ and considering the nascent state of research around the identified
research gap,we apply a twofold research approach featuring a semi-systematic literature
review (SSLR) followed by a research outline proposal and discussion. For a broad
understanding of the constraints in this research direction, we investigate two streams
in IS and Business research: 1) ML applied in practice, to develop an understanding of
related work and identify helpful concepts for our topic; 2) variety and characteristics
of DC concepts, to derive a set of potential target DCs for SMEs.

The semi-systematic approach [44, 45] was considered most effective to gain an
overview of relevant research and its progression over time [44, 45]. This approach
presents a type of literature review that includes a systematic search extraction process,
however, it does not lead to a fully systematic analysis. Instead, it aims to identify
and understand all potentially relevant research traditions that have implications for the
topic of our study and summarize them using meta-narratives rather than measuring
effect size [45].

Moreover, our SSLR can be characterized as a scoping review, drawing upon the
typology of Paré et al. [46]. Such reviews focus on breadth rather than depth of coverage,
and the synthesized evidence may be presented in tabular form using thematic analysis.
As proposed byWebster andWatson [46], key findings will be summarized in a concept-
centric manner.

4 Literature Review

In the course of conducting this SSLR, we followed a four-step approach for compre-
hensive search strategy as proposed by Snyder [44]. In the first phase, which has yet
been described, we designed our research by defining the aims of the research, a research
question, and methodology. Now, after specifying the search strategy, we conduct the
literature search and analyze the search results. In the final stage, all information is struc-
tured and synthesized. First, we aimed to overview the existing concepts of applying
ML in practice. Secondly, a review centered around DC concepts was conducted. The
subsequent analysis focused on the themes and patterns that emerged from the literature,
as well as the gaps and inconsistencies that were identified.

4.1 Search

The databases searched included ACMDigital Library, AIS e-Library, IEEEXplore, and
Springer Link. Only full texts in English were included. Forward and backward searches
were conducted to find background literature, primary sources, or findings built upon the
collected papers. The keywords and extraction criteria applied for each search direction
will be explained in the following.

The research dynamics on ML show an increasing number of relevant papers. For
instance, more than 50% of the papers provided by IEEE Xplore based on the keyword
“micro learning” have been published in the last four years. Results from ACM Digi-
tal Library on the same keyword showed an increasing amount of papers since 2019,
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which account for almost 30% of the total outcome. In our SSLR, the keywords “micro
learning” and “microlearning” were used. Thematically, our search aimed at practical
application scenarios in which ML had been implemented and studied. Therefore, all
papers concerningML system architecture, learning algorithms, improvement of techni-
cal features, micro assessment, or “mobile learning” without “micro” specification were
excluded.

The search on the keyword “digital competenc*” returned papers from different
research fields and most of the found studies were conducted in education research.
In IEEE Xplore, more than 60% of the papers mentioning DC were published in the
last four years. Given our interest in “IT therapy” for SMEs, papers dealing with DC
development were particularly extracted. After selecting relevant papers, an additional
backward search was conducted, since most of the identified articles were strongly
related to older literature.

4.2 Results on Applied ML

Six concepts centered around applied microlearning in practice have been found and
thematically grouped as proposed byWebster andWatson [46]. Table 2 lists the identified
concepts and references the papers assigned.

Table 2. Concepts in Research regarding ML

Concept References

C1.1 Language Teaching [47–52]

C1.2 Professional Training (work-related) [11–13, 53–65]

C1.3 Mobile Feature in e-Learning [49, 54–58, 60, 62, 64, 66, 67]

C1.4 Tackling Human Learning Problems [68–73]

C1.5 Integration with Social Web [51, 52, 73–76]

C1.6 Enabler for Gamification Approaches [54, 55, 68, 77]

• Mobile Feature in e-Learning. For about twenty years, ML has been regarded as
a special type of e-learning [78]. We find that a majority of papers were concerned
with online or e-learning in environments like higher education, schools, or MOOCs.
Therein, ML solutions were proposed, designed, or used as a mobile extension, adap-
tion, or alternative to traditional technology-enhanced learning. Since researchers
targeted the development of e-Learning towards a more ubiquitous learning envi-
ronment through mobile ML features, this concept was considered relevant to stand
separately.

• Professional Training. This concept groups papers about ML solutions training
users’ knowledge, capabilities, or competencies in a professional, work-related con-
text. While some authors address the topic on a general level, more specific target
domains included medical education, health care, and IT-related skills.
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• Language Teaching. Studies, which used ML in the specific context of language
teaching, are allocated to this concept. Five out of six articles dealt with vocabulary
training, and one with intonation.

• Tackling Human Learning Problems. In contrast to the other concepts, which are
mainly aimed at enhancing traditional learning through ML, this concept attempts
to limit human learning problems in various contexts. We found that such hindering
factors include procrastination, low attention or distraction, low motivation, difficult
learning environments, or mental burnout.

• Integration with Social Web. The common concept of the papers allocated here is
the idea of integratingML features in social web environments like social media feeds
or messengers. It aims at enhancing learning progress or frequency. Such channels
included Telegram, Facebook, and text messages.

• Enabler for Gamification Approaches. Serious games researchers utilize the ML
components as an enabling format formobile gamified learning. Gamification-related
papers are grouped in this concept.

Regarding our research focus and research questions, this part of the SSLR confirmed
the outcome of Busse et al. [11], who found that IS research has barely touched ML
in the context of building DC. While individual IT capabilities like programming [62]
or operating system basics [60] were taught via ML formats in the context of profes-
sional training, no authors studied such competency development in an organizational,
business-related context. Nevertheless, this review shows that a lot of conceptual work
around ML utilization in education itself is still to be done.

The work of Busse et al. [11] seems especially relevant for our research. Among all
ML-supported competencies identified by the authors, digital competence and profes-
sional competence stick out in particular as relatable to the SME context. First of all,
the empirical study confirmed that digital competence can be developed as a side effect
of different media usage and application of ML together with other e-Learning formats.
In return, the use of ML applications also requires some level of digital competence.
On top of that, employees found embedded ML in a learning concept more useful for
developing basic professional knowledge compared to understanding complex topics in
a whole. In more recent research, Busse et al. [79] present design patterns for enterprise
ML solutions. Therein, they propose the use of micro contents, which are expected to
be especially beneficial when integrated in employees’ everyday-work routines.

At this stage of our SSLR, we could not determine any recent typology of ML
formats. According to the variety in the collected body of literature, ML can be applied,
for instance, in form of short videos, game-based entities, or textual blocks. However,
we find that the latest general classification of ML types dates back to 2005 [80] and can
barely be applied in modern research regarding new emerging formats, also considering
the rapid development of digital technology in the past two decades. This indicates
another possible research gap in the area of ML, since a structured typology of existing
formats would be helpful, particularly for practice-oriented case studies.
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4.3 Results on DCs

This section presents eight DC-related concepts from the extracted literature and dis-
cusses its understanding from an individual and organizational perspective. Table 3 lists
the identified concepts [46] and references the papers assigned.

Table 3. Concepts in Research regarding DC

Concept References

C2.1 Organizational Competencies [20, 29, 31, 32, 81]

C2.2 Professional Expertise [20, 31, 32, 82]

C2.3 Mindset [28, 30, 32, 83–85]

C2.4 Communication and Social Competencies [28, 30, 32, 82, 85]

C2.5 Technical Skills [28, 29, 31, 32, 83]

C2.6 Learning [28–32, 83, 85]

C2.7 Use of Technology [20, 31, 32, 81, 84, 85]

• Organizational Competencies. This concept includes competencies, which are
important for businesses in an organizational context. Amongst the most mentioned
are process design, allocation of resources, governance, organizational culture and
strategic alignment.Other organizational competencies concernfinancial aspects such
as ICT investment and capturing value thereof.

• Professional Expertise. This concept summarizes methodical and professional
expertise of employees, their self-competence, key skills for work, and knowledge.

• Mindset. The DC mindset concept refers to a set of cognitive, affective, and behav-
ioral dispositions that influence how individuals process and respond to information
and experiences. This includes attitudes toward learning, critical thinking skills, cre-
ativity, and problem-solving abilities. It can also include beliefs about intelligence,
motivation, and effort, as well as the ability to adapt to changing situations and
persevere in the face of challenges.

• Communication and Social Competencies. Most studies included the ability to
communicate and cooperate both virtually and in real life. Though, the use of digital
tools for communication is also considered an essential DC element. This concept
also includes social intelligence, social understanding, and an intercultural attitude.

• Technical Skills. As one of the core DC concepts, this one is centered around indi-
vidual and organizational technical skills on different levels. Most often, these are
instrumental and advanced skills of employees, for instance in media application,
learning, and information management as well as ICT-handling and further e-skills.

• Learning. This concept refers to the synthesis of information and knowledge for
training, learning, and education of employees.

• Use of Technology.The prevalence and development of digital infrastructure in enter-
prises, and the self-efficacious participation in a digitalized culture, form this concept.
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The use of digital technologies is an essential part of digital integration in studies on
DC.

ICT skills and competencies in SMEs have been discussed in academic literature
since the 1980s [31]. However, the analysis of DCs especially in SMEs often lacks struc-
ture [31] and there is no consistent nor agreed definition ofDCs in previous research [86].
Moreover, researchers emphasize a need for empirical research on DCs in SMEs [82].
Current research rather provides a wide overview and comparison of DC concepts [32,
82, 83] and an understanding of DC from different perspectives. In the current state of
literature, researchers do not agree on one consistent definition of DC. However, two def-
initions proposed in previous studies are cited the most in individual and organizational,
SME-related contexts: the definition of DC for SMEs proposed by Vieru et al. [32] is
fundamentally similar to the DC understanding for individuals by Ferrari [83]. Building
upon both definitions, the central aspects of DC are (1) the use of digital technology,
(2) critical thinking and evaluation, (3) building/developing knowledge and digital skills
and (4) solving emerging problems. The terms capabilities and competencies may also
be distinguished, as proposed by Lehner et al. [31]. According to the authors, capabil-
ities were core competencies of an enterprise, while individual abilities of employees
were called skills and competencies. In fact, individual employees’ skills were essential
components of the earlier DC framework, too [29].

In sum, we derive from the SSLR that individual competencies should be considered
as an essential part of organizational DCs. Almost all concepts proposed in an organiza-
tional, SME-related context, are rooted in such individual competencies, skills, capabil-
ities, and personal knowledge of employees [20, 29, 31, 32], or self-competence [82].
Among the concepts in Table 3, C2.2-C2.5 refer to individual competencies of employees
and represent their skills and abilities (C2.3, C2.5), expertise (C2.2), and attitudes (C2.3).
C2.6 includes personal knowledge and self-determined learning of employees, which
builds organizational knowledge in SMEs. C2.7 has elements of personal competencies,
such as individual ability andmotivation to use technology, which can form overall orga-
nizational digital integration and technology adoption. C2.1 summarizes DCs, which are
relevant at the overall organizational level.

4.4 Summary

Although different concepts for applying ML in various contexts already exist in the
research landscape, our SSLR confirms that ML has not yet been discussed as a solution
for building DCs in SMEs yet. We therefore derive a limited validation of our RQ
from the SSLR. Another research gap concerns the development of DCs, especially
in SMEs [32], in spite of mentioning a problematic lack of ICT skills [31], training
and education [32] in SMEs. Furthermore, it was often agreed that there is a need for
new learning culture and learning strategies [8, 9, 15, 19]. Also, both definitions of
DC most cited in literature [30, 32] mention building or developing knowledge as an
essential goal of an individual or an organization. Overall, DC is considered important
for enterprises, as it positively affects the whole organizational performance [81, 87].
Since Vieru et al.’s [32] conceptualization of DC was particularly focused on SMEs,
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while we could not identify any deviating aspects in the remaining literature, it seems
viable to build upon Vieru et al. when developing a future research outline.

5 Discussion and Future Research Outline

Referring to the initially determined SME characteristics, SME requirements for ML
solutions to overcomeDTbarriersmay be summarized as follows. SMEs require 1) finan-
cial support and acquiring qualified human resources, 2) development of digital skills
and knowledge of employees, and 3) increase of digital awareness among employees
and managers. In the light of ML-based DC development in SMEs and potential future
research opportunities in this direction, we argue that target dimensions 2) and 3) are
especially relevant. Based on the SSLR outcome in conjunction with these SME require-
ments, we propose and elaborate on two hypotheses in this section. Figure 1 shows the
proposed links between DC and ML dimensions derived from the SSLR and thereby
visualizes the meta-narrative of our hypotheses, too.

Hypothesis 1 (H1): Implementation of ML in SMEs can enhance DCs of employees in
regards of knowledge, skills, and attitudes to support DT.

One of the most studied SME challenges in overcoming DT barriers is the need
to compensate a lack of digital skills, knowledge, and qualified employees. One might
argue that it is generally possible to applyML as a strategy with an educational objective
to develop skills and knowledge of employees. Moreover, our review of existing ML
concepts showed that ML has already been applied to limit human learning problems.
Previous research confirmed that the implementation of ML can deal with procrastina-
tion, low attention, and distraction, lowmotivation, ormental burnout [68–73]. However,
the learning process itself requires specific ways of thinking, behavior, andmotivation of
employees [32]. On top of that, the learning culture within small organizations is often
not optimal. We assume that the application of ML techniques could consequently be
used to shape attitudes in SME employees towards DT. Thus, an essential base for their
DC development would be formed. Due to the low amount of time resources needed to
consume micro contents, and values-added such as gamification elements, the imple-
mentation of ML in SMEs could maintain higher motivation and higher mental focus.
For instance, as ML has already been applied as an enabler of gamification approaches,
it could be beneficial for enterprises to implement micro-gamification elements in their
learning strategy. Creating a competitive environment among employees using gamified
ML techniques could increase motivation to learn even more, thus have an additional
impact on attitudes towards DT.

Hypothesis 2 (H2): Implementation of ML for DT in SMEs must aim at both DC and
social competency development.

Previous research on both ML and DC underlines the relevance of social aspects
in multiple concepts. For instance, ML could help developing social competencies in
organizations, in which the social learning environment and social communication tools
play important roles [11]. Moreover, social competencies are also part of the three com-
petence areas constituting integrative DCs proposed by Vieru et al. [32]. Such DCs with
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social import are online collaboration and communication, or engagement in digital net-
works and communities. In addition, learning domains proposed in the research include
the knowledge of collaborative networking, skills of information sharing, and motiva-
tion to take action in collaborative environments. Therefore, ML for DC development
must as well consider target users and the embedding into a community’s environment,
in which learning takes place. Also, the quantity and quality of possible interactions
between SME employees should be considered, in addition to any external stakeholders,
which are also characterized as communication partners in DC archetypes [32]. When
developing DCs of SME managers [40], the contextual goal of implementing ML may
also lie in developing flexibility. One possible technological way of ML application in
the social context, which has shown throughout the SSLR, is to integrate ML in the
social web [51, 52, 73–76]. For instance, Kovacs [52] studied the implementation of
ML content in the Facebook feed and tried to complement in-feed messages with small,
encouraging learning tasks to foster micro-exercising habits. In a comparable way, ML
could be integrated in social apps used in particular SMEs.

To finalize this discussion, we synthesize the obtained knowledge on SME-specific
requirements in the face of DT, applied ML concepts and DC concepts within four
main parameters. We suggest that these are relevant for the determination of an ML
implementation strategy for DC development in SMEs. On top of that, we formulate
exemplary RQs, which constitute recommendations for a future research outline, which
we intend to provide with this paper.

Fig. 1. SME DC development concepts [23] linked to ML application concepts

• Context.ML is considered to be highly adaptable to various contexts, which allows
the creators to design microcontents for any special needs of the environment [55].
Towards both H1 and H2, future researchers, who determine a ML strategy in SMEs,
could study the following exemplary research question (RQ1):What characterizes a
suitable ML context for DC development in SMEs?

• Formats. Although our SSLR does not yield any concrete typology of ML formats,
the samples of ML applied in practice show there is a greater variety of formats to
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fit micro contents in. Short videos, game-based elements, and textual blocks were
among the most often applied. Despite the appearance of micro contents, formats
are also defined by the way how contents are conveyed. For instance, ML can be
integrated into digital platforms as learning-enabling mechanisms [9] or into internal
workshops [38, 43] in SMEs. What is more, the learning process can occur on differ-
ent interaction levels, with one or more employees participating in learning activities
at the same time. The format might also be influenced by users themselves, taking
into account individual needs and context. In addition, ML could either be consid-
ered as a tool for dynamic learning on-demand or as a static long-term educational
strategy. Future research could therefore focus on ML formats to answer the follow-
ing research question (RQ2):Which ML formats are suitable for organizational and
individual learning toward DC development in SMEs? In 2005, Hug [80] proposed
seven dimensions for designing ML lessons, which included a process for various
forms of interactions. Later studies confirmed that such forms of interactions, namely
learner-to-content, learner-to-expert, and learner-to-learner, are an indispensable part
of ML contents [65, 88–90]. Furthermore, feedback and evaluation functionalities
are considered essential in digital learning [65, 91]. Previous studies on ML quiz-
formats suggest providing feedback from colleagues and managers right after each
session [65, 90, 91]. The following research question (RQ3) might be studied for an
enhanced understanding of the significance of learners’ interaction in SMEs with a
DC development goal:How should the interaction within learning formats in ML for
DC development in SMEs be designed?

• Reward system. Several studies suggested using ML as an enabling approach for
gamification, leveraging learning success [54, 55, 68, 77]. These authors consider
reward systems an important part of the learning strategy. For instance, a gamification
technology, which includes awarding points and badges to learners, could increase
motivation to learn [55]. Other scholars propose the creation of a playful learning
environment using gamification techniques for unconscious learning while keeping
the students engaged in the process [68]. Against the backdrop of H1, ML could
therefore enhance DCs of SME employees by addressing their individual motivation.
An answer to the following exemplary RQ4 would consequently lead to valuable
insights: How can different rewarding systems be implemented in ML for successful
learning towards DC development in SMEs?

• Complexity level.Current research does not provide enough empirical evidence from
SMEs regarding the complexity of micro contents used in ML for DC development.
Asadullah et al. [9] claim that complexity of content used for learning purposes
should not be on a too basic level, as it can hinder the learning process in SMEs. At
the same time, Busse et al. [11] deem that ML was most suitable for gaining only
basic knowledge in an organizational context. We assume that this factor could also
be strongly influenced by the individual employee’s entry level of digital affinity and
ML design should therefore be dynamically adapted to the context. In addition, ML
could help improve the personalization of a learning process, as it might allow users
to dynamically choose the desired content [65]. The answer to the following research
question (RQ5) could help to define a complexity-sensitive ML strategy for SMEs:
How can the complexity of ML for DC development in SMEs be managed?
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Altogether, interdependencies between the ML dimensions are not studied yet and
open the field for future research (RQ6) on applying ML for competence development
in organizations: How are context, learning level, reward system, and formats of ML for
DC development in SMEs interrelated?

6 Conclusion

Apart from the research outline, some questions in the context of our study have not
been thoroughly studied and should be taken into consideration for future research. The
question, whether the implementation of ML can entirely replace traditional learning
approaches in SMEs, or whether they should be employed as an additional learning tool,
remains a subject of debate. As of yet, there is insufficient empirical evidence to make a
definitive claim regarding the efficacy of ML as a sole learning approach in comparison
to traditional methods. As such, further research is necessary to determine the role and
potential impact of ML in the context of DT initiatives. Furthermore, our study did not
focus on the costs and efficiency of self-development of ML content in contrast to the
purchasing of ready-made solutions. Especially in the context of SMEs, which often lack
financial resources and skilled employees, future research should examine and evalu-
ate these options. However, the overall goal of this paper is to expose the cornerstones
of a research outline towards adequate ML application design to help SMEs develop
DCs. SSLR and scoping review methods were used to identify and understand prevalent
research on appliedML andDC.As a result of this study, we have proposed two hypothe-
ses on ML application for DC development in SMEs and suggested a research outline
consisting of 6 research questions regarding four main parameters of ML: 1) context,
2) formats, 3) reward system, and 4) complexity level.

Our research has several limitations. First, our selected methods involve, to a con-
siderable extent, subjective interpretation. Scoping reviews, while useful for providing a
broad overview of a topic, lack the rigor of systematic reviews and may not fully capture
the nuances and complexities of the literature. Second, our results are not yet supported
by empirical data, but are of logi-theoretical character. However, this opens up new
possibilities for practice-oriented studies to evaluate the findings using empirical data
and refine the interrelationships between ML and DC dimensions discussed here. After
all, this study contributes to IS research, especially in the areas of e-learning, serious
games and design. It also has some implications for practitioners. First, it summarizes
and presents the state-of-art literature concepts and fills a research gap by exploring
the correlation between ML and DC. Second, it can provide insights to practitioners in
designing ML applications for work-related learning in SMEs.
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Abstract. Implementation of smart meters is revolutionizing traditional energy
grids, promoting energy efficiency, and enabling two-way communication
between energy suppliers and consumers. This paper presents a scoping review of
smart meters investigating functional and non-functional expectations, benefits,
drawbacks, and factors influencing implementation of smart meters. The study
aims at providing an overview of existing research in this area and identify gaps
and limitations in literature, especially in between smart meter literature and how
consumers perceive smart meters. Through a scoping review process, 16 articles
were selected for analysis. The findings highlight the importance of real-time
information, remote monitoring, accuracy, privacy, and security in smart meter
functionality. The benefits encompass improved customer awareness, energy effi-
ciency, and grid stability, while the drawbacks include privacy concerns and limita-
tions in current standards. Factors influencing adoption include cost-benefit anal-
ysis, regulatory policies, consumer awareness, and technical considerations. The
study reveals research gaps related to long-term performance, social and psycho-
logical factors, diverse consumer segments, privacy and data security, economic
viability, regional contexts, and stakeholder dynamics. Addressing these gaps will
contribute to maximizing benefits of smart meters, informing policymakers, util-
ity companies, and researchers for effective strategies in energy management and
sustainability. The paper concludes with recommendations for future research and
underscores the need to understand consumers’ perspectives on smart meters.

Keywords: Smart Meter · Scoping Review · Smart Meter Consumer

1 Introduction

The smart meter phenomenon is a significant move towards the digitalization of tradi-
tional energy grids and promoting energy saving and efficiency. The term “smart meter”
has multiple definitions provided by academia and the global energy sector, but fun-
damentally smart meters are described as an advanced metering device that enables
two-way communication between the energy supplier and the consumer by measuring
and reporting energy consumption [1–3].

The implementation of smart meters worldwide has been driven by various factors,
including the need to improve energy efficiency, reduce costs, and support the demand
response management [4, 5].
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Sweden was one of the first countries in Europe to introduce smart meters and
stands out as a global leader in smart meter implementation. The Swedish government
introduced amandatory rollout of smartmeters in 2009,which has been highly successful
in achieving near-universal deployment. Swedish Energy Markets Inspectorate (EI) has
developed a new regulation introducing five minimum functional requirements for all
the electricity meters in the low voltage network, to be achieved by 2025 [6]. In the
United States, smart meters have been rolled out on a large scale that in 2021, U.S.
electric utilities had about 111 million smart metering infrastructure installations which
was equal to about 69% of total electric meters installations [7]. Similarly, Europe has
been at the forefront of smart meter adoption, with countries such as Germany and the
United Kingdom setting ambitious targets for deployment. The German government has
adopted a draft law to digitalize its energy transition and accelerate the rollout of smart
metering by spring of 2023 [8]. At the end of 2021, there were 27.8 million smart and
advanced meters in Great Britain in homes and small businesses [9].

As smart meter technology continues to evolve, it is also becoming an interesting,
timely and a crucial topic to explore this phenomenon further since it provides an insight
to understandwhatmakes electricitymeters smart and how the smartmeters are expected
to function in relation to traditional non-smart meters. To get further insights, it is also
interesting to explore what are the benefits or drawbacks and expectations associated
with smart meters and what sort of collaboration or interaction it requires from the users
or consumers in order to reach its goals. In this research we attempt to encapsulate all
these questions from a consumer perspective to understand if any gaps exist in the current
literature.

In accordance with these questions, we attempt to explore, functional requirements
of smart meters referring to specific features and capabilities that users expect from
smart meters, such as accuracy and timeliness of measurement, compatibility with other
smart devices, and user-friendly interfaces and non-functional requirements which are
considered broader qualities and characteristics that users expect from smartmeters, such
as reliability, security, privacy, and ease of installation. We believe this exploration can
help us understand expectations associated with smart meters.We also aim to investigate
benefits, drawbacks and factors associated with adoption/utilization of smart meters.

To do this we used a scoping method to examine current literature identifying key
themes and insights related to smart meter expectations (functional and non-functional),
benefits, drawbacks, and adoption/utilization factors.

Through this investigation, we hope to provide an overview of the existing research
in this area and identify any gaps and limitations in literature, especially in between
smart meter literature and how consumers perceive smart meters. We believe this inves-
tigation will help stakeholders to develop more effective strategies for promoting smart
meter adoption and maximizing benefits of this technology for energy management and
sustainability.

The next section of this paper will provide a brief overview of the methodology
followed during the scoping review. Then we present our extensive literature review
based on the scoping method that will be followed by an analytical discussion of the key
themes and insights identified from the scoping review, including functional and non-
functional requirements, benefits and drawbacks of smart meters, and factors influencing
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adoption. The final section will summarize the main findings of the study and discuss
their implications for policymakers, utility companies, and consumers andgaps identified
during the scoping review. The paper will conclude with recommendations for future
research in this area.

2 A Scoping Review on Smart Meters

When conducting the scoping review, we followed the five stages of the framework
developed and adopted by Arksey and O’Malley [10] further refined by Levac et al.
[11]. This means that the scoping review was conducted according to the following
stages: 1) Identifying the research question, 2) Identifying relevant studies, 3) Study
selection, 4) Charting the data, 5) Collating, summarizing, and reporting the results.

The search strategywas developed based on the research aims and relevant keywords.
A total of 20 keywords (Smartmeter, Smart electricitymeter, Advanced electricitymeter,
Advanced metering infrastructure, Advanced energy meter, Smart metering systems,
Expectation formation, Technological expectations, Smart meter adoption, Consumer
expectations, Smart meter rollouts, Attitudes toward smart meters, Smart meter imple-
mentation,User expectations, Smartmeter benefits, Perceived risks, Smartmeter privacy,
User trust, Energy efficiency goals and User engagement) were used to guide the search
in various combinations.

To begin this literature review, five search strings were created using the 20 keywords
in various combinations. The search was carried out in two major academic databases:
Web of Science and Scopus. The initial search was limited to English review articles
published between 2013 and 2023 that have been cited, allowing us to synthesize com-
prehensive insights into the field of smart meters. Following that, 366 articles were
exported to the Endnote reference manager for further review. Following the removal of
duplicates, 195 articles were left for title screening. The inclusion criteria for the title
screening were to select topics that explicitly presented the smart electricity meter or
events from the context, which led to a selection of 36 results. The next step involved a
thorough analysis of the abstracts of the selected articles. This analysis aimed to iden-
tify journal articles and conference papers that discussed functional and non-functional
requirements associated with implementation, benefits and drawbacks of smart meters
and factors influencing adoption/utilization of smart meters. After abstract analysis and
a thoroughly review based on the research aims a final selection of 16 articles weremade.
The final analysis included reviewing selected articles thematically using a descriptive
approach. In the next section we present the findings of the scoping review in a narrative
synthesis format.

3 Findings on What is Known About Smart Meters

The selection of 16 articles and retrieved data from them was qualitatively evaluated
in order to find patterns, themes, and commonalities. Findings were then thematically
grouped to provide a clear and simple summary. By analyzing a wide range of studies
and research findings, this review seeks to establish a robust foundation and identify
gaps in knowledge for future research.
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3.1 Functional and Non-Functional Requirements

Smart meters have emerged as essential tools in measuring and communicating real-
time electricity usage, providing valuable insights into energy consumption patterns for
both consumers and utility providers. The functional requirements associated with smart
meters are multifaceted and have been examined by several researchers.

Bahmanyar, Jamali [12] emphasize that accurate measurement of electricity con-
sumption and generation is a fundamental functional requirement of smart meters. They
provide specific examples of off-the-shelf, or prototype smart meters being tested in
the ongoing European project FLEXMETER, showcasing their potential in enabling
accurate measurement. Furthermore, Chakraborty and Sharma [13] discuss the impor-
tance of design requirements, hardware and software specifications, and communication
protocols as non-functional requirements for smart meters. They delve into the techno-
logical aspects and communication protocol developments associatedwith smart meters,
highlighting their significance in achieving efficient implementation.

Subhash and Rajagopal [14] emphasize that one of the primary functional require-
ments is the provision of real-time information on energy usage, enabling consumers
to monitor and control their electricity consumption more effectively. Their study con-
ducted a survey among residential customers with smart meters and found that 70% of
respondents considered real-time information as the most useful feature of smart meters.
This real-time feedback empowers consumers to make informed decisions about energy
usage and adjust their behavior to optimize energy efficiency. In addition to real-time
information, smart meters facilitate remote monitoring and control of power consump-
tion. Subhash and Rajagopal [14] explain that this feature enables utilities to detect and
respond to abnormal usage patterns, improving grid stability and reliability. Moreover,
smart meters enable accurate billing by eliminating the need for manual meter readings,
reducing human errors and disputes over energy bills [15].

Opriş et al. [16] highlight the importance of real-time information provided by smart
meters, which allows consumers to monitor their energy usage and make informed
decisions regarding their consumption patterns. The authors discuss that smart meters
facilitate energy efficiency by providing accurate data for demand response programs,
allowing consumers to participate in energy-saving initiatives and adjust their consump-
tion during peak periods. They conducted a case study involving 60 households and
found that the implementation of smart meters led to a 15% reduction in overall energy
consumption. This functionality not only reduces strain on the power grid but also con-
tributes to significant energy savings by empowering consumers to adopt demand-side
behaviors that promote energy efficiency and reduce greenhouse gas emissions.

While the functional benefits of smart meters are evident, non-functional aspects and
concerns associated with their implementation of smart meters have received attention in
the literature. Privacy and data security are significant considerations in the adoption of
smart metering systems. Yesudas [17] emphasize that consumers express concerns about
the data collected by smart meters and the potential for unauthorized access to personal
information. Their qualitative study conducted interviews with residential customers
and identified privacy as a major concern. Participants expressed worries about their
energy usage data being misused or shared without consent. The authors emphasize that
adequate measures must be in place to protect consumer privacy and ensure the secure
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handling of data and addressing these concerns is crucial for building trust and ensuring
widespread acceptance of smart meters.

Furthermore, Yesudas and Clarke [18] highlight the need to address consumer con-
cerns regarding the loss of control over energy usage and data privacy. Their study
found that participants felt uneasy about their energy usage being monitored remotely
and the potential for third-party access to their data. It is essential to establish mecha-
nisms that empower consumers to have control over their energy usage data and provide
transparency in data handling processes.

Yesudas andClarke [19] argue that some consumers perceive smartmeters as infring-
ing upon their interests and rights, as they may feel that their energy usage is being
monitored and controlled by external entities. Overcoming this perception requires
designing smart metering systems that incorporate controls and choices for consumers,
empowering them to maintain a sense of control over their energy usage.

Understanding and addressing these concerns is essential in terms pf assurance
for minimizing resistance to smart meter adoption. A summary of functional and
non-functional expectations is presented in Table 1.

Table 1. Functional and non-functional expectations associated with smart meters

Functional expectations

Accurate measurement of electricity consumption and generation are a fundamental
requirement [12]

Real-time information provision enables consumers to monitor and control their electricity
consumption effectively [14]

Remote monitoring and control of power consumption enable utilities to detect and respond to
abnormal usage patterns, improving grid stability and reliability [14]

Smart meters facilitate accurate billing by eliminating the need for manual meter readings,
reducing human errors and disputes over energy bills [17, 20]

Smart meters provide accurate data for demand response programs, enabling consumers to
participate in energy-saving initiatives and adjust consumption during peak periods,
contributing to energy efficiency and reducing greenhouse gas emissions [16]

Non-Functional expectations

Design requirements, hardware and software specifications, and communication protocols are
essential non-functional requirements for smart meters [13]

Privacy and data security are significant concerns, requiring measures to protect consumer
privacy and ensure secure handling of data [19]

Consumer concerns include loss of control over energy usage and data privacy, necessitating
mechanisms to empower consumers and provide transparency in data handling [18]

Consumer perception of smart meters infringing upon their interests and rights can be
addressed by designing systems that incorporate controls and choices for consumers, enabling
them to maintain a sense of control over their energy usage [15]

Potential health risks associated with radiofrequency electromagnetic fields require
understanding and addressing to minimize resistance to smart meter adoption [17]
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3.2 Benefits and Drawbacks

Smart meters offer a wide range of benefits across different stakeholders that con-
tribute to improved energy management, efficiency, and environmental sustainability.
The literature highlights these benefits from various perspectives.

Subhash and Rajagopal [14] emphasize the advantage of enhanced customer aware-
ness of energy usage and associated costs. Their study found that consumers who had
access to real-time energy data through smart meters were more likely to adopt energy-
saving behaviors. By providing real-time information on energy consumption patterns
and usage information, smart meters empower consumers to track their electricity usage,
identify energy-intensive appliances, and make informed choices about their energy
consumption resulting in potential energy savings that lead to optimizing energy effi-
ciency. This increased awareness leads to reduced energy wastage and cost savings for
consumers.

Energy efficiency is another significant benefit of smart meters. Opriş et al. [16]
emphasize that real-time information and feedback provided by smart meters enable
consumers to adopt energy-saving behaviors, leading to a reduction in overall energy
demand. This does not only benefits individual consumers by lowering their energy bills
but also contributes to environmental sustainability by reducing greenhouse gas emis-
sions. Opriş and Caracasian [21] emphasize that smart meters provide real-time data on
electricity usage, enablingmore efficient management of consumption, increased energy
efficiency, and reduced greenhouse gas emissions. To illustrate the benefits, they provide
specific examples of how real-time information available through smart metering sys-
tems enables more efficient management of electricity consumption, thus contributing to
stable and economically profitable electricity generation, transmission, and distribution.
Additionally, Malik et al. [22] highlight the advantages of smart meters in optimizing
heavy-load devices and supporting the integration of renewable energy sources into the
grid. They present research on development of a wireless smart metering system that
enables real-time monitoring of significant devices in a home, emphasizing importance
of energy control and optimization.

Furthermore, implementation of demand response programs through smart meters
enables consumers to actively participate in energy conservation. Opriş et al. [16] high-
light that smart meters allow consumers to adjust their energy consumption during peak
periods or in response to price fluctuations, thus reducing strain on the power grid and
promoting amore stable and efficient energy system. Their study conducted a field exper-
iment involving 200 households and found that participants who engaged in demand
response programs achieved an average reduction of 20% in their electricity bills.

Additionally, benefits of smart meters extend to environmental sustainability. Opriş
et al. [16] note that by promoting energy-conscious behaviors, smart meters contribute
to reduced greenhouse gas emissions and align with global efforts to mitigate climate
change. Their study conducted a simulation analysis and estimated that implementation
of smart meters could lead to a 10% reduction in carbon dioxide emissions.

However, alongside the numerous benefits, smart meters also present certain draw-
backs. Privacy and data security concerns are paramount and have been extensively
discussed by various authors. Subhash and Rajagopal [14] emphasize that the collection
and sharing of detailed data about usage raise questions about individual privacy rights
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and data breaches. Their study highlighted the need for robust data encryption and access
control measures to protect consumer information. Yesudas and Clarke [18] highlight
the need to address these concerns to overcome resistance to smart meter adoption.
Bahmanyar et al. [12] also raise concerns regarding data privacy and security threats as
significant challenges. They emphasize need for further research and development to
address these drawbacks and to ensure protection of consumer data. Bugden and Sted-
man [23] highlight high cost of implementation and maintenance as a potential barrier to
widespread adoption. They discuss the ambivalence and negative attitudes of ratepayers
towards smart meters, emphasizing the need for effective communication strategies to
overcome these challenges and increase adoption rates. Therefore, ensuring that smart
metering systems incorporate controls and choices for consumers, as well as robust data
security measures, can help mitigate these drawbacks.

In addition, perceived health risks associated with smart meter radiation with elec-
tromagnetic fields emitted by smart meters have been a subject of discussion. While
scientific evidence supports the safety of smart meters within established standards,
Opriş et al. [16] and Yesudas [17] highlight that despite scientific evidence suggesting
that radiation levels from smart meters are within acceptable limits, some individuals
still express concerns regarding potential health effects. Opriş et al. [16] conducted a
survey among residents living near smart meters and found that while a majority had
no health concerns, a small percentage reported symptoms they attributed to the pres-
ence of smart meters. Addressing these concerns through public awareness campaigns
and providing accurate information about the safety of smart meters can help alleviate
apprehensions and encourage wider acceptance of smart meters.

Another drawback identified is the potential for limitations in the current standards
and feedback devices of smart metering systems. Pullinger et al. [24] argue that the
existing standards and feedback mechanisms may not effectively incorporate the lat-
est research findings, hindering the ability of smart metering programs to achieve their
objectives in reducing energy demand and spending. Enhancing the feedback mecha-
nisms and aligning them with specific energy usage practices of consumers can further
improve effectiveness of smart meters in promoting behavioral changes and demand
reduction.

Moreover, perceived loss of control over energy usage and data privacy can generate
skepticism among consumers and hinder widespread adoption. Subhash and Rajagopal
[14] emphasize the need to develop mechanisms that empower consumers to have con-
trol over their energy usage data and ensure transparency in data handling processes.
Incorporating user-friendly interfaces and clear communication about data privacy mea-
sures can enhance consumer confidence and acceptance of smart meters. A summary of
identified benefits and drawbacks is presented in Table 2.

3.3 Factors Influencing Smart Meter Implementation and Awareness

The implementation of smart meters and its awareness is influenced by a multitude of
factors that shape consumer acceptance and overall market penetration. Researchers
have identified several key factors that play a significant role in influencing smart meter
implementation and awareness.
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Table 2. Benefits and drawbacks of smart meters

Benefits

Enhanced customer awareness of energy usage and associated costs, leading to energy-saving
behaviors and cost savings for consumers [14]

Energy efficiency through real-time information and feedback, resulting in reduced energy
demand, lower bills, and reduced greenhouse gas emissions [16, 21]

Optimization of heavy-load devices and support for the integration of renewable energy
sources into the grid [22]

Active participation in demand response programs, enabling consumers to adjust energy
consumption and achieve cost savings [16]

Contribution to environmental sustainability through energy-conscious behaviors and reduced
greenhouse gas emissions [16]

Drawbacks

Privacy and data security concerns, necessitating robust encryption and access control
measures[12, 14, 18, 25]

High implementation and maintenance costs, potential resistance, and negative attitudes
towards smart meters [23]

Perceived health risks associated with smart meter radiation, despite scientific evidence
suggesting their safety [16, 17]

Limitations in current standards and feedback mechanisms, hindering the achievement of
energy demand reduction goals [24]

Perceived loss of control over energy usage and data privacy, requiring mechanisms for
consumer empowerment and transparent data handling [14]

Bahmanyar et al. [12] highlight economic incentives, consumer education, and reg-
ulatory policies as key factors that promote adoption. They emphasize the importance
of economic incentives in incentivizing consumers to adopt smart meters. Gumz and
Fettermann [26] identifies factors that influence acceptance, such as familiarity with
the technology and positive attitudes towards smart meters. They provide some specific
examples, where factors like better energy management through feedback, eco-concern,
and the requirement of financial gain were found to drive acceptance. They also highlight
barriers such as security threats, unfamiliarity, and associated costs, which can hinder
adoption rates.

Cost-benefit analysis plays a crucial role in the decision-making process of both
consumers and utilities. Yang et al. [27] emphasizes that cost of smart meters and
related infrastructure, along with potential financial benefits for consumers, influence
their willingness to adopt smartmeters. Utilities also consider long-term cost savings and
operational efficiencies associated with smart meters when determining their adoption
strategies. Pullinger et al. [24] highlight importance of evaluating financial implications
of smart meter implementation. Their study conducted a cost-benefit analysis of smart
meter deployment in a large utility company and found thatwhile therewere initial invest-
ment costs, the long-term benefits in terms of operational efficiency, accurate billing, and
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reduced meter reading expenses outweighed the upfront expenses. Consumers need to
assess potential energy savings and long-term cost-effectiveness, while utility providers
must consider investment costs and benefits in terms of operational efficiency and grid
management.Understandingfinancial implications fromvarious perspectives is essential
for informed decision-making regarding smart meter adoption.

Regulatory policies and government support play a significant role in driving smart
meter adoption. Yang et al. [27] highlights the importance of government policies and
regulations that promote and incentivize deployment of smart meters. These policies
can include financial incentives, regulatory frameworks, and mandates that encourage
utilities and consumers to embrace smart metering technologies. Subhash and Rajagopal
[14] emphasize the role of government regulations and incentives in shaping the land-
scape of smart meter deployment. Their study examined impact of regulatory mandates
on smart meter adoption in different countries and found that countries with supportive
policies experienced higher rates of adoption. Supportive policies can create a favorable
environment for utilities to invest in smart meters, and regulatory mandates can drive
the adoption of the technology. Moreover, government initiatives to provide subsidies
or incentives for consumers to adopt smart meters can accelerate their uptake.

Consumer awareness, education, and acceptance are crucial factors in smart meter
adoption. Opriş et al. [16] emphasize importance of consumer knowledge and awareness
of smart meters as a need for consumers to actively engage in the planning process of
smartmeter implementation, as their involvement leads to better acceptance and adoption
of the technology and lack of information or misconceptions can hinder adoption. Their
study found that consumerswhowerewell-informed about functionalities and benefits of
smart meters were more likely to adopt them. Educating consumers about benefits, func-
tionalities, and potential cost savings of smart meters through targeted campaigns and
educational programs can enhance their acceptance and willingness for adoption. More-
over, educating consumers about benefits and functionality of smart meters, addressing
privacy and security concerns, and providing clear communication regarding data usage
and control can enhance consumer acceptance and adoption rates [19].

Technical considerations are crucial in successful implementation of smart meters.
Compatibility and integration of smart meters with existing infrastructure and commu-
nication technologies are important factors to ensure seamless operation. Subhash and
Rajagopal [14] highlight the significance of technical feasibility, including network con-
nectivity and interoperability, in determining effectiveness of smart meter deployment.
Their study emphasizes the need for robust communication protocols and standardized
interfaces to facilitate integration of smart meters into existing energy infrastructure.
Compatibility with different communication technologies, such as wire-less networks
or powerline communication, should also be considered to ensure reliable data transmis-
sion. Furthermore, ongoing research and development are necessary to improve inter-
operability and scalability of smart meters, ensuring their compatibility with future
advancements in energy management systems and smart grid technologies.

Socio-economic factors also play a role in smart meter adoption. Bugden and Sted-
man [23] mention that factors such as familiarity, age, and income level influence con-
sumer acceptance of smart meters. Their study conducted a survey among residential
consumers and found that younger generations, particularly the Web 2.0 generation,
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were more receptive to technological advancements and may embrace smart meters
more readily. Additionally, income levels can affect affordability of smart meters and
influence consumer decision-making. Utility companies and policymakers need to con-
sider the socio-economic context and potential disparities in access to smart meters to
ensure equitable deployment and adoption.

Furthermore, presence of supportive infrastructure and stakeholder collaboration
are important factors in facilitating smart meter adoption. Pullinger et al. [24] high-
light the significance of establishing a robust communication network and backend
systems to support functionalities of smart meters. Additionally, effective collaboration
between utility providers, regulators, and technology vendors is crucial for successful
implementation. This collaboration can ensure alignment of goals, address regulatory
requirements, and streamline the deployment process. A summary of factors is shown
in Table 3.

Table 3. Factors influencing smart meter implementation and awareness

Economic Incentives

Economic incentives, consumer education, and regulatory policies promote adoption [12]

Familiarity with technology and positive attitudes towards smart meters drive acceptance [26]

Cost-benefit analysis influences consumer willingness to adopt smart meters [27]

Cost-Benefit Analysis

Long-term cost savings, operational efficiencies, and potential financial benefits influence
adoption [24]

Regulatory Policies ( [27]

Government policies, regulations, and mandates drive smart meter adoption [14, 27]

Consumer Awareness

Consumer knowledge and awareness positively impact acceptance [16]

Educating consumers about benefits, functionalities, and cost savings enhances acceptance [15,
16]

Technical Considerations

Technical feasibility, compatibility, and interoperability are crucial for successful
implementation [14]

Socio-Economic Factors

Factors such as familiarity, age, and income level influence acceptance [23]

Socio-economic context and disparities in access should be considered [23]

Supportive Infrastructure

Robust communication network and backend systems are essential [24]

Stakeholder collaboration facilitates successful implementation [24]
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4 Analyzing Scoping Review Themes on Smart Meters

This scoping review provided an overview of literature on smartmetering systems, with a
focus on functionality and non-functionality, benefits and drawbacks, factors influencing
adoption, and associated policies and technologies. We were able to identify several key
themes that emerged from the scoping review as presented in Tables 1, 2 and 3.

To begin, according to the review, functional expectations for smart meters include
real-time measurement, remote monitoring, two-way communication, and integration
with other systems, while non-functional expectations include security, privacy, depend-
ability, and compatibility. According to the literature, smart meters can provide real-time
information on energy consumption, allowing consumers to monitor and adjust their
behavior accordingly. Remote monitoring allows energy providers to manage energy
supply and demand more effectively, resulting in increased efficiency and cost savings.
Two-way communication enables more precise energy management and integration of
other systems, such as renewable energy sources.

Second,while smartmeters provide benefits such as increased accuracy, better energy
management, and increased efficiency, they also have drawbacks such as privacy con-
cerns, implementation costs, and compatibility issues. These drawbacks aremainly asso-
ciated with the lack of functionality of smart meters. Smart meters’ accuracy enables
more precise billing and better energy management, resulting in cost savings. How-
ever, implementation costs can be high, and there may be compatibility issues when
integrating with existing infrastructure. Concerns about privacy are also a significant
disadvantage, as sharing detailed energy use data can reveal information about people’s
personal lives and infringe on their sense of autonomy, choice, and control.

Third, regulatory requirements, consumer education, and cost, as well as familiarity,
perceptions of climate change risk, smart meter acceptance, age, and other factors, all
influence smartmeter implementation and awareness. Smartmetering system implemen-
tation and consumers awareness can be influenced by policies and regulations. Consumer
education is also essential for raising awareness and understanding of advantages and
disadvantages of smart meters. Another important consideration is cost, as smart meters
can be prohibitively expensive for some consumers. Other factors influencing adoption
include familiarity with technology, perceptions of the risk of climate change, and age.

Fourth, smart metering system design, hardware, software, and communication pro-
tocols are critical components of the smart grid, and data security and privacy issues
must be addressed by implementing appropriate communication protocols and techno-
logical solutions. Smart metering system design and components must be robust and
reliable, and communication protocols must be secure to ensure privacy and prevent
cyberattacks. Data security and privacy are critical issues that must be addressed with
appropriate technological solutions.

Finally, user perceptions and acceptance are critical for smart meter implementation
success, and policymakers must consider these factors when promoting their adoption.
In countries like Sweden, where smart meters have been mandated, these considerations
should be measured in order to raise consumer awareness levels and promote better
utilization. Building user trust is critical for addressing privacy concerns and encouraging
participation in smart local energy systems. End-user engagement is critical for smart
metering success, especially in terms of consumers’ social, economic, and behavioral
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factors. Consumer education and awareness are also critical for increasing acceptance
and understanding of the benefits and drawbacks of smart meters.

5 Discussing Identified Research Gaps

This study was an attempt to provide a comprehensive overview of existing research
on smart meter technology while identifying any gaps and limitations, particularly con-
cerning the connection between smart meter literature and consumer perceptions. Our
primary objective was to delve into the consumer perspective by exploring their expec-
tations, benefits, drawbacks, and adoption factors related to smart meters. Through our
investigation, we aimed to pinpoint any gaps in the current literature. However, our
findings highlighted a significant oversight in understanding how consumers perceive
smart meters, their user experience, and the overall significance of incorporating the
consumers’ viewpoint into this technology. This led us to identify a notable research
gap, wherein the dominance of a top-down approach and policymakers’ perspective in
smart meter literature primarily focuses on the functional aspects of the technology.
Insufficient attention has been devoted to exploring consumers’ perceptions, user expe-
rience, and the crucial importance of understanding their perspective within the realm
of smart meters.

It is important to explore smart meters from a user perspective to understand what
factors influence awareness and interactions between consumers and smart meters.

Addressing these research gaps will contribute to a more comprehensive under-
standing of smart metering systems, their implementation, and their impact on energy
consumption, consumer behavior, and the overall energy landscape. It will also provide
insights and recommendations for policymakers, utilities, and researchers to maximize
the benefits and address the challenges associated when implementing smart meters.

While literature provides valuable insights into functional and non-functional expec-
tations, benefits and drawbacks, and factors influencing smart meter implementation
there are several research gaps that need to be addressed. Firstly, there is a need for fur-
ther investigation into the long-term performance and reliability of smart meters. While
studies have explored functional expectations of smart meters, there is a lack of compre-
hensive analysis on their durability and accuracy over extended periods. Research could
focus on assessing the longevity of smart meters in real-world scenarios, considering
factors such as environmental conditions, maintenance requirements, and technological
obsolescence. This creates a need for more research on the long-term behavioral changes
and energy-saving outcomes resulting from smart meter implementation. While stud-
ies highlight the potential for energy savings, more research is needed to understand
the sustained impact and effectiveness of smart meters in promoting long-term energy
efficiency.

Secondly, the social, cultural and psychological factors that impact smartmeter adop-
tion/utilization require deeper exploration.While studies have discussed the benefits and
drawbacks of smart meters, there is limited understanding of how individuals and com-
munities perceive and experience these technologies. Future research could investigate
the psychological factors influencing consumer acceptance and engagement with smart
meters, including factors such as privacy concerns, trust, and the impact on energy-saving
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behaviors. Understanding how social norms, beliefs, and attitudes influence consumer
acceptance, adoption and utilization of smart meters can provide valuable insights for
designing effective communication and engagement strategies.

Thirdly, literature reveals a lack of comprehensive studies focusing on specific needs
and requirements of different consumer segments. While benefits of smart meters for
individual consumers and utility companies have been well-documented, there is a lack
of research on impact of widespread smart meter adoption on the overall energy grid
and energy systems. Therefore, more research is needed to understand broader systemic
effects of smart meter implementation. Yesudas [17] highlights the importance of iden-
tifying consumer segments based on their energy behaviors and requirements to tailor
smart metering strategies accordingly. Future research should address the diverse needs
of various consumer groups, including low-income households, elderly individuals, and
those with special energy requirements. Future studies could also focus on analyzing
implications of smart meters on grid stability, energy demand patterns, and integration
of renewable energy sources at a larger scale.

There is also a critical need for continuous evaluation and improvement of privacy
and data security measures in smart metering systems. Given the evolving nature of tech-
nology and potential cybersecurity threats, ongoing research and development should
focus on enhancing the privacy and security features of smart metering systems. This
includes exploring advanced encryption methods, robust authentication mechanisms,
and establishing clear guidelines and regulations for data collection, storage, and usage.

Furthermore, additional research is needed to assess the economic viability and
cost-effectiveness of smart metering systems in different contexts. Cost-benefit analysis
should consider not only immediate financial implications but also long-term benefits
in terms of energy savings, grid stability, and environmental impact.

Moreover, in terms of smart meter literature, more studies are required from a con-
sumer perspective to enrich literature and control its dominant nature discussing smart
meters based on a top-down approach to a well-balanced one where it also discusses
smart meters from a user level approach.

Additionally, there is a need for research that examines the specific challenges and
opportunities of smart meter adoption in different geographical contexts and socioe-
conomic settings. Studies have primarily focused on developed countries, and there is
limited research on the unique challenges faced by developing regions in implementing
smart metering systems. The literature would benefit frommore comparative studies that
analyze experiences from different countries or regions in implementing smart metering
programs. Such studies can shed light on the contextual factors, policy frameworks, and
regulatory approaches that contribute to successful smart meter adoption and identify
best practices that can be shared and replicated. Future research could investigate cul-
tural, economic, and infrastructural factors that influence smart meter implementation
in diverse contexts.

Finally, the role of stakeholders, such as policymakers, regulators, and energy
service providers, in facilitating smart meter adoption warrants further investigation.
Understanding the dynamics and interactions among various stakeholders is crucial
for effective policy formulation and implementation. Future studies could explore
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the decision-making processes, policy frameworks, and collaborative approaches that
support successful smart meter deployment and adoption.

A summary of the key points and gaps in knowledge regarding smart meter
implementation is presented in Table 4.

Table 4. Summary of key points and knowledge gaps

Key points

Valuable literature on requirements, benefits, drawbacks & adoption factors

Smart meters offer real-time measurement, remote monitoring, & improved efficiency

Drawbacks include privacy concerns, implementation costs,& compatibility issues

Adoption influenced by regulatory requirements, consumer education, cost, familiarity

Design, hardware, software, and communication protocols are critical for smart meters

Gaps in Knowledge

Long-term performance and reliability of smart meters

Social, cultural, and psychological factors impacting adoption

Specific needs of different consumer segments and broader systemic effects

Continuous evaluation and improvement of privacy and data security

Economic viability and cost-effectiveness in different contexts

6 Concluding Remarks

This scoping review gave a thorough assessment of the literature on smart meters. It has
emphasized the potential benefits and downsides of smart meters, as well as the factors
that impact their acceptance. It has identified crucial smart grid components as well as
data security and privacy issues thatmust be addressed for the successful implementation
of smart meters. When supporting the use of smart meters, policymakers must consider
user views and acceptability, because creating user trust is crucial for addressing privacy
concerns and encouraging participation. Energy providers can employ smart meters to
better control energy supply and demand, resulting in enhanced efficiency and cost
savings. Future research should address privacy and security problems, interoperability
challenges, and customer acceptance to assure the successful implementation of smart
meters and the realization of their potential benefits.

This study identified major gaps in smart meter literature especially in terms of how
consumers perceive smart meters. This scoping review has provided a comprehensive
analysis of the existing literature, providing a solid base and a good understanding to
conduct further investigation that will offer further insights into the perspectives of smart
meter consumers in the real world.

The potential results of a larger study could provide significant insights into the
expectations, benefits, and drawbacks of smart meters, as well as the factors influencing
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smart meters implementation and awareness. Future research in line with findings from
this study will be valuable to policymakers, industry stakeholders, and researchers in
the field of information systems, and will contribute to a better understanding of the
implementation, awareness and use of smart metering systems.
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on the smart grid for the many people” funded by the Kamprad Family Foundation.
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Abstract. The rapid advances in technology and COVID-19 lockdown measures
transformed the way of working and paved the way for the rise of digital platform
work. Although potentially expanding employment opportunities and introducing
many beneficial aspects, digital platform work is also associated with exposure
to stress due to various factors. Technostress is one such area of concern for plat-
form workers. This preliminary study focuses on a single technostressor, techno-
invasion, which refers to the perceived intrusion of technology into personal life,
and investigates the impact of techno-invasion on the work-life balance of digi-
tal platform workers. Testing six hypotheses, the research surveyed 30 Amazon
MTurk workers to measure techno-invasion and work-life balance. The results
reveal a significant positive linear relationship between techno-invasion and work
interference with personal life, indicating that greater perceived intrusion of tech-
nology leads to lower work-life balance. Additionally, female workers experience
higher levels of techno-invasion compared to their male counterparts, potentially
due to additional caregiving responsibilities. Acknowledging limitations due to the
small sample size drawn solely from Amazon MTurk, the preliminary study sug-
gests that digital platforms should implement measures to reduce techno-invasion,
such as offering training and support to enhance workers’ digital literacy as well
as actively seeking feedback from platform workers.

Keywords: Platform Business Model · Technostress · Online Platform Work ·
Work-life Balance · Wellbeing · Techno-invasion · Gig Economy

1 Introduction

In today’s world, information and communication technologies (ICTs) have become an
indispensable aspect of people’s everyday work and private life. This transformation had
a profound impact on various sectors, and one notable areawhere it has revolutionized the
business is the platforms and online labour markets. A platform business is “a business
creating significant value through the acquisitionmatching and connectionof twoormore
customer groups to enable them to transact” [1, p.22]. The platform business model is
prevalent among the largest global companies, top-5 most valuable brands worldwide
in 2022 adopt platform-powered business models [2].
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Platform businesses rely on of two or more distinct types of affiliated customers
[3], enabling value-creating interactions between external producers and consumers [4].
From a taxonomical perspective, the format of labour provision differentiates “online”
(UpWork, 99Designs) and “on-location” (Uber, Deliveroo) platforms. The external pro-
ducers are termed as gig workers [5] or digital platform workers [6] in online platforms,
and they “provide labour intermediated with a greater or lesser extent of control via a
digital labour platform, regardless of [the] legal environmental status.” [6, p.5]. In this
sense, and for this study, an online labour market - also referred to as digital labour plat-
forms or onlinemarketplaces - is understood as amarket consisting of platform-mediated
work that is conducted remotely via the Internet [7].

For online/digital platform work, the significance of technologies cannot be over-
stated as individuals increasingly embrace enhanced internet connectivity and the
widespread availability of advanced data storage and processing capabilities. [8] reports
that 5–9% of adult Internet users work through online platforms every week. More-
over, a recent study estimates that there are 163 million profiles registered on online
platforms, and around 12% have obtained work through the platform at least once [9].
The main potential advantages tied to platform work are flexibility and the reduction
of work-family conflict [8]. Nevertheless, digital platform work is also associated with
exposure to stress due to various factors (see Sect. 2.1), and technostress is one such
area of concern for platform workers.

Technostress is “stress that users experience as a result of their use of informa-
tion systems (IS) in the organizational context” [10, p.103]. There are five technostress
creators; techno-overload, techno-complexity, techno-invasion, techno-insecurity, and
techno-uncertainty [11]. Technostress has gained interest among IS researchers [12,
13], with techno-invasion being one of the most extensively studied construct [14]. Yet
not much has been said about the impact of technology in the context of gig workers’
well-being. Digital platform workers experience technostress [15], and this exploratory
investigation focuses only on a particular technostressor “techno-invasion”, aiming to
answer the researcher question “What is the relationship between techno-invasion and
digital platform workers’ work-life balance?” For this purpose, Sect. 2 explains the
theoretical background of gig workers’ work-life balance and technostress. Section 3
mentions the research method adopted in the study, Sect. 4 presents the results, Sect. 5
discusses the findings, and Sect. 6 informs of the limitations and future research.

2 Background and Literature Review

2.1 Online Platform Work and Technostress

With the rise of the digital economy, the pervasiveness of technology, and the introduction
ofCOVID-19 lockdownmeasures, platforms andonline platformworkgained significant
relevance. A comprehensive study conducted by the International Labour Organization
(ILO) in 2021 provides an estimate of the annual revenue generated by online digital
labour platforms, standing at $2.5 billion [16]. As for the count of platform workers,
various statistics are available. For instance, it is approximated that 9.7% of the adult
population in the EU has earned income from a digital platform [17]. According to a
survey conducted by the Pew Research Center in 2021, 16% of Americans have engaged
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in earning money through an online gig platform [18]. Although precise figures are
lacking, there has been a rapid growth in the number of digital labour platforms and
platform workers over the past decade.

Various terms have been used in the literature to denote platform work, e.g., gig
worker [5], digital platform worker [6] or platform worker [8]. Although a thorough dis-
cussion of these concepts would extend the boundaries of this study, it is acknowledged
that those “digital public squares” [15] have an impact on economic processes in terms
of the creation and delivery of services. Also, there is an agreement on the recurring
characteristics of online platform work, which are intermediation by a digital labour
platform, triangular relationship (between platform, worker, and client), piece-rate pay
and temporary nature of work, the use of digital technologies, non-standard working
arrangements and shifting the risks to the digital platform worker [6].

From a terminological perspective, [19] argues that online platform work denotes all
labour provided through, on, or mediated by online platforms, including the both digital
and manual provision of work. Yet, for this exploratory study, the focus is on the digital
provision form and excludes on-location/on-site (e.g., TaskRabbit, Uber, Deliveroo)
platform work. Hence, we follow the definition provided in [6, p.8], “online platform
work refers to tasks that are matched with workers online and are performed only or
mostly virtually on an electronic device at any location”.

A latest study mentions that there are 351 online freelancing platforms, with a pre-
dicted number of 163 million registered profiles [9]. Digital platforms’ core task is
matchmaking the users, allowing them to interact and create value for both parties. In
this sense, more than the number of registered users, activity and interaction between
them are what matters [4]. Thus, the same study also reveals that “approximately 19 mil-
lion of [digital platform workers] have obtained work through the platform at least once,
and 5 million have completed at least 10 projects or earned at least $1000”, emphasizing
the relevance of online platform work [9, p.1].

From an occupational safety and health perspective, digital platform workers are
exposed to factors that increase the chances of experiencing stress, such as employment
status, digital surveillance [6], isolation, job instability, low salaries [20], poorly arranged
workstations, and high pace of work [5]. A major threat is the high dependency on ICTs
and the risks tied to precarious working conditions [21]. In this context, technostress
is mentioned as one important psycho-social risk for online platform workers [15, 22],
which is the stress that users experience as a result of their use of ICTs [10].Consequences
of technostress can be physiological, psychosocial, organizational, and societal [23]. It
can lead to burnout [10, 24], lower performance [25], low job satisfaction [11], poor sleep
quality [24], and work-family conflict [10, 12]. Therefore, it is essential for employers
and policymakers to take steps to mitigate the risks of technostress and promote the
well-being of digital platform workers.
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2.2 Techno-Invasion and Work-Life Balance

Technostress comprises five dimensions. Techno-overload “describes situations where
the use of IS forces professionals to work more and work faster”. Techno-invasion “de-
scribes situations where professionals can be reached anywhere and anytime”. Techno-
complexity “describes situations where the complexity associated with IS forces pro-
fessionals to spend time and effort in learning and understanding how to use new appli-
cations”. Techno-insecurity “emerges in situations where users feel threatened about
losing their jobs to other people who have a better understanding of new [IS]”, techno-
uncertainty refers to contexts where continuing changes and upgrades to [IS] do not give
professionals a chance to develop a base of experience for a particular application or
system [26].

Fig. 1. Research model.

To get more clients and increase their income, digital platform workers have an
always-on mindset, work faster, and strive to be available at all times [6, 15, 19]. Tech-
nology plays a central part in the activities of online platform workers. Interviewing 30
workers, Lehdonvirta [8] mentions that half of the informants utilise software technolo-
gies to enhance their work, for example by monitoring tasks that match certain criteria
available or displaying earnings. One informant, alarmingly, mentions being chained
to the computer endlessly in the search for the next tasks. This is consistent with the
findings of [27], where 55% of platform workers reported to having worked long hours
and at a high intensity, which can harm work-life balance.

Although platform workers most possibly experience every dimension of technos-
tress, this preliminary study focuses on techno-invasion andhow it impacts thewell-being
of platform workers. This is mainly against the background that techno-invasion “refers
to constant connectivity of being ‘always exposed’ that blurs desired boundaries between
work and personal life” [28, p.454], and that techno-invasion, one of the mostly studied
constructs in technostress research [14], is shown to have a negative impact on work-
family conflict [29]. Hence, we hypothesize, that (H1) Techno-invasion is positively
associated with work interference with life. In addition to techno-invasion and work-life
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balance, further variables such as age and gender are important measures when exam-
ining the impact of technostressors [12, 14, 30]. Studies show that platform workers are
generally younger than non-platform workers [5, 17]. As technostress decreases with
increasing age [11], we hypothesize (H2) that age and techno-invasion are significantly
correlated, such that younger digital workers experience more techno-invasion.

Research on technostress and gender is limited and has contrasting findings. Ragu-
Nathan et. al. [11] reports more technostress among men whereas [31] does not detect
any significant effect. [32] breaks down the effects and finds that men are more affected
by techno-invasion, [33] shows that females tend to experience increased technostress.
Against this background, we hypothesize (H3) gender and techno-invasion are signif-
icantly correlated such that female workers experience higher techno-invasion. Fur-
thermore, comparing both groups, (H4) the association between techno-invasion and
work-life interference is significantly higher for the female workers. Online work is usu-
ally perceived as a source of supplementary income [9]. Hence, we further hypothesize
that (H5) digital platform work as the main source of income moderates the relation-
ship between techno-invasion and work interference with life, i.e., workers who are
dependent on platform work experience a significantly stronger impact of technology
invasion on their private life. Technology self-efficacy is known to reduce the amount
of technostress [34], with the experience of platform work, the frequency of technology
use and level of technology self-efficacy increases. We thus hypothesize (H6) experi-
ence with platform work moderates the relationship between techno-invasion and work
interference with life in the sense that the impact of techno-invasion on private life is
lower for experienced workers. The next section discusses the research method utilized
to investigate the aforementioned hypotheses.

3 Research Method

To explore the relationship between techno-invasion and work-life balance, a survey1

was performed with 30 digital platform workers. For assessing the work-life balance,
we asked seven questions from Work Interference with Personal Life (WIPL), a first-
level construct from theMeasure ofWork-Life Balance (WLB) scale [35]. An exemplary
questionwas “My personal life suffers because ofwork”. Techno-invasionwasmeasured
using the technostress creators inventory [25] (e.g. “I spend less time with my family
due to this technology.”). All questions were measured using a 5-point Likert scale
(1 = strongly disagree, 5 = strongly agree). The research model is shown in Fig. 1.
Moreover, the demographics of the participants were measured by inquiring about their
age (in years), gender, experience as a platform worker, and whether the platform labor
is their main source of income (see Table 1). The survey was prepared on Google Forms
and disseminated among 30 digital platform workers of Amazon MTurk. The data was
analyzed using R Studio (2023.03.1).

1 The survey can be accessed at https://bit.ly/3NBQyki.

https://bit.ly/3NBQyki
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Table 1. Sample characteristics

Variable Values % of respondents

Age 18–24
25–34
35 or over

10%
50%
40%

Gender Female
Male

46.7%
52.3%

Platform as the main source of income Yes
No

86.7%
13.3%

Experience as a platform worker 6.53 (years) n/a

4 Findings

Due to the small sample size for this preliminary study, and the fact that the normality
assumption is violated, we used robust methods with bootstrapping to analyze the rela-
tionships between the variables. The correlation matrix is shown in Table 2. (Note that
* p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001, WIPL = Work Interference
with Personal Life, TINV = Techno-invasion).

Table 2. Correlation matrix

WIPL TINV Platform Experience Age Gender

WIPL 1

TINV 0.81**** 1

Platform Experience 0.10 −0.16 1

Age 0.15 0.05 0.54*** 1

Gender -0.28 −0.44** 0.21 −0.27 1

Among the variables, only Techno-invasion was found to have a highly significant
and very strong positive relationship with Work Interference with Personal Life (rpb =
0.81, p≤ 0.0001). PlatformExperience, Age, andGender have all weak and insignificant
associations with Work Interference with Personal Life. However, there is a significant
and negative moderate relationship between a platform workers’ gender (0 = female,
1 = male) and how much techno-invasion they experience (rpb = 0.54, p ≤ 0.001),
suggesting that female digital platform workers are exposed to more techno-invasion as
compared to their male counterparts.

Based on this finding, we compared the correlations between the investigated vari-
ables and checked whether there is a difference when bringing in the gender aspect.
Our results showed that the correlation between the levels of Techno-invasion andWork
Interference with Personal Life significantly differ in female andmale groups, showing a
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very strong positive correlation in the former group (rpb = 0.96, p≤ 0.05). This suggests
that the strong positive correlation between Techno-invasion andWork Interference with
Personal Life is even higher for female platform workers as compared to male platform
workers.

We fitted a robust linear regression model using the lmRob function to predict the
outcome variable (Work Interference with Private Life) with Techno-invasion as the
predictor. The model estimates were obtained using robust methods, which account for
potential outliers and violations of the classical assumptions. The model explains a sub-
stantial proportion of variance (R2 = 0.61, p < .001) in predicting Work Interference
with Private Life. As shown in Table 3, the effect of Techno-invasion on Work Interfer-
ence with Private Life was statistically significant and positive (beta = 0.69, std. Beta
= 0.61, p < 0.0001, 95% std. CI [0.38, 0.83]). In other words, if Techno-invasion is
increased by one standard deviation, then our model predicts that WIPL increases by
0.61 standard deviations.

Table 3. The robust linear regression model

Estimates std. Beta CI std. CI p

Intercept 1.14 1.35 0.63–1.64 0.64–2.06 .0001

Techno-invasion 0.69 0.61 0.53–0.84 0.38–0.83 < .0001

Table 4. Hypotheses

Hypothesis Result

H1. Techno-invasion is positively associated with work interference with life Supported

H2. Age and techno-invasion are significantly correlated, such that younger
digital workers experience more techno-invasion

Not
supported

H3. Gender and techno-invasion are significantly correlated such that female
workers experience higher techno-invasion

Supported

H4. The association between techno-invasion and work-life interference is
significantly higher for the female workers

Supported

H5. Digital platform work as a main source of income moderates the relationship
between techno-invasion and work interference with life

Not
supported

H6. Experience with platform work moderates the relationship between
techno-invasion and work interference with life

Not
supported

To testH5 andH6,we ran two analyses.None of the robustmodels shows a significant
moderation effect, b = -0.026, 95% CI [−0.17, 0.12], t (26) = −.367, p > 0.05 for
platform experience and b = −.082, 95% CI [−3.35, 3.18], t (26) = -0.052, p > 0.05
for having the platform work as a main source of income respectively.
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5 Discussion

The proliferation of smart devices, data-driven algorithms, and rapid technological
advancements have contributed to the rise of the platform economy and platform work.
Both from regulatory and organizational health and safety perspectives, digital platform
work has become a topic of intense debate lately. Particularly, online platform workers
belong to a vulnerable workforce, since they are professionally isolated, subject to mon-
itoring surveillance, and review systems. Furthermore, online platform workers have
lower autonomy, less access to social protection, and insecure income, which forces
them to work faster and accept more jobs. As such, they face high risks of stress, and
technostress is one such health risk. This preliminary study focuses on techno-invasion,
a technostressor, and its impacts on online platform workers’ private life.

The study has several contributions. From a theoretical aspect, there is a necessity
to investigate the impact of technostress and its moderators in various usage contexts.
According to [30], previous technostress research has predominantly focused on organi-
zational environments, neglecting the importance of studying work-from-home arrange-
ments. As highlighted in the comprehensive systematic review conducted by LaTorre
et al. [12], technostress affects workers engaged in diverse types of work that are closely
intertwinedwith ICTusage. It is particularly crucial to examine the effects of technostress
on emerging professional categories, as theseworkers are evenmore extensively exposed
to the pervasive influence of ICT. Moreover, the inclusion of potential moderators, such
as self-efficacy, individual differences, or organizational demands, is suggested in the
investigation of technostressors’ impact [36]. Our exploratory study makes a valuable
contribution to the existing literature by examining how techno-invasion impacts the
work-life balance of digital platform workers, while also considering additional mod-
erating variables, e.g., experience with platform work and the significance attributed to
platform work from an income perspective.

The results suggest that there is a significant positive linear relationship between
techno-invasion and work-life balance, supporting H1 and indicating that the more plat-
form workers perceived their personal lives to be invaded by technology, the more likely
they were to experience work interference with personal life. Specific design and techni-
cal features of technologies, such as push notifications, information feeds [37] or nudges
[6] as well as the tendency to react immediately [38] might trigger techno-invasion,
which can lead to time-management problems, exhaustion and loss of concentration
among online platform workers. It is important for digital platform workers to take steps
to protect their well-being, such as setting boundaries between work and personal life,
taking breaks, and seeking help if they are experiencing stress. Digital platforms are
thus recommended to implement measures to reduce the amount of techno-invasion.
For example, they can offer training and education programs to enhance users’ digital
literacy and time management skills. Providing support on how to effectively use the
platform, manage time, and set boundaries between work and personal life can help
users cope with techno-invasion more effectively.

In addition to techno-invasion and work-life balance, variables such as age, gender,
and individuals’ experience in platform work were also measured when examining the
relationship between techno-invasion and work-life balance.We did not find any support
for H2, as age and techno-invasion did not have a meaningful relationship. Although
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the samples were not limited to platform workers, this contradicts the findings of [11,
39] where younger employees reported lower technostress levels. Variables such as job
characteristics, work demands, or technological proficiency, which were not included or
adequately controlled for in this study, could be influencing the relationship.

Our investigation has revealed that in comparison to male digital platform workers,
female workers are encountering a considerably higher degree of techno-invasion, which
supports H3. These findings contradict the results presented in [32], which indicate
that men are more affected by techno-invasion than women. However, our findings are
consistent with [33], which suggests that females experienced increased technostress.
This can be attributed to caregiving responsibilities that women often undertake, such
as childcare and household tasks, which restrict the time available for female online
platform workers to complete their work-related duties, and thus force them to multi-
task during the day [40], supporting H4. To buffer against the higher impact of techno-
invasion on work-life balance, platforms are recommended to actively seek feedback
from female workers to understand their experiences and challenges related to techno-
invasion. Furthermore, based on the feedback, platforms should assess specific types
of demands and resources these groups possess to understand the impact of techno-
invasion on the work-life balance. Incorporating workers’ input into platform design
can help address specific issues and tailor solutions that are more responsive to platform
workers’ needs.

Literature suggests that gig workers who have chosen to work on the platforms
are likely to experience less negative outcomes compared to the ones who participate
in there out of economic necessity (pull vs. push factors) [41]. However, our findings
indicate that the perceived status of platform work as the primary income source does
not impact the relationship between techno-invasion and work-life balance. While it
is important to consider individual coping mechanisms, personal adaptation factors and
support systems, we acknowledge that the disproportionate allocation of online platform
workers in our sample (see Table 1) may have influenced this outcome. Furthermore,
the significant relationship between techno-invasion and work interference with private
life is found to be consistent across different platform experience levels, leading to the
rejection of H6.

6 Summary, Limitations and Outlook

As noted in [8], platformworkers praise the flexibility of working schedules andmention
that platformwork allows them to balance work with other activities. Our initial findings
show that i) techno-invasion negatively impacts work-life balance, ii) female workers
experience higher techno-invasion, and iii) the association between techno-invasion and
work-life interference is significantly higher for femaleworkers.Hence, techno-invasion,
especially with female digital platform workers, might increase the gap between the
expectations of the worker, and experienced distress, resulting in lower satisfaction and
performance levels.

The present study is preliminary in nature, and subject to several limitations. First, it
focuses on a single technostressor (techno-invasion), one of the most extensively studied
construct in the Technostress Creators Inventory [14]. Second, the generalizability of the
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findings is limited due to the small sample size. Third, the respondents were drawn from
Amazon MTurk’s platform worker pool, which may not represent the entire population
of digital platform workers. Last but not least, the analysis does not account for the pref-
erences, interests, motivations, and nature of work (such as precarity or job insecurity)
among online platformworkers. Considering these limitations, and the promising results
obtained in this study, we are currently developing a more comprehensive investigation.
This forthcoming study will encompass additional technostressors (such as challenge
and hindrance technostressors), outcome variables (such as wellbeing and exhaustion),
and moderators (such as technology self-efficacy, technology-enabled performance, job
support, autonomy, skill/task variety) using a larger sample. Thus, our future research
aims to explore the specific characteristics of digital technologies for online platform
workers, examine the factors that may induce eustress and distress, and provide insights
into the advantages and disadvantages of engaging in online platform work.
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Abstract. In this paper, we present AOAME4UserStories, a modelling and
ontology-based approach that enables the creation of visual user stories grounded
in a knowledge graph. The approach includes an ontology-based domain-specific
modelling language - User Story Modelling & Notation (USMN) - and resolves
the problem of creating inconsistent user stories in agile software development
methodologies such as Scrum. The Design Science Research methodology was
followed for the creation of USMN and its implementation in the modelling
tool AOAME. The evaluation was conducted by first creating a visual user story
reflecting a real-world use case and then by proving the consistent production of
knowledge graphs for the given visual story.

Keywords: Agile software development · Scrum · visual user stories ·
knowledge graphs · USMN · domain-specific modelling language (DSML) ·
ontology-based meta-modelling · AOAME4UserStories

1 Introduction

Agile software development methods are increasingly adopted across industries for their
user-centricity and avoidance of sequential steps. The Scrum framework is an agile
method that helps a team (i.e., the Scrum team) solve complex software development
problems by decomposing them into small work units, which are processed in short
time frames, typically called sprints [1]. Each sprint aims to generate added value for
the targeting stakeholders, which can manifest in a product feature. Hence, a product is
developed iteratively through sprints by starting from the needs of the stakeholders and
ending with their evaluation. In contrast to traditional software development method-
ologies, where the needs or requirements of the stakeholders (or end users) are reported
in written natural language and lengthy documents, Scrum indicates such requirements
in the form of user stories [2]. The latter consolidates the requirements in a state that is
quicker to express and easier to understand by stakeholders.

As of today, however, there is no consistent way to express user stories, which vary
across companies and the specifications are often left up to the experience of the product
owner (PO) or requirements engineers (RE) [3].
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To overcome this issue, in this paper we create a domain-specificmodelling language
(DSML) which could start setting the basis for creating a visual standard for user stories.
Furthermore, in order to make the user stories interpretable and interchangeable across
systems, the proposed DSML is grounded in a knowledge graph.

The remainder of the paper is as follows: Sect. 2 describes the related work; Sect. 3
explains the followed methodology; the suggested DSML is described in Sect. 4, and
the evaluation is in Sect. 5. Section 6 concludes this paper and points to future work.

2 Related Work

Florut, andBuchmann [4] proposed amodelling approach that offers a visual alternative to
JIRA as a diagrammatic model utilising modelling standards like BPMN and UML. The
approach integrates the modelling standards with issue-tracking technologies, enabling
explicit links between user stories, software artefacts, and business processes. Although
the approach uses modelling standards, it does not offer a modelling construct tailored
to the representational requirements of user stories in Scrum.

Athiththan et al. [5] introduced Sponto, a software process automation ontology
approach that makes use of user stories to produce various software artefacts. Different
from our approach, Sponto addresses the absence of artefact traceability issues in the
agile software development process.

Nasiri et al. [6] were usingNLP technology. TheUSon ontology allows the automatic
creation of UML Class Diagrams from user stories. The authors [6] argue that their
approach promises to lower error rates, improve teamwork, and gain time. Differently
our knowledge-driven approach aims to create consistent andmachine-interpretable user
stories.

Thamrongchote and Vatanawood [7] propose a Business Process Ontology to store
user stories as a knowledge base and allow for archiving and reuse. The authors used a
user story template suggested by Zeaaraoui et al. [8] to incorporate role-action-object
relations into themapping of user stories to the ontology schema. The approach, however,
does not have a visual representation that targets Scrum practitioners.

Murtazina and Avdeenko [9] proposed an ontology-based method for agile require-
ments engineering that makes it easier to track the relationships between user sto-
ries and evaluate their quality, importance, and risk. Differently, our approach also
enables the visualisation of user stories.

Lucassen et al. [10] have created anNLP-based tool calledVisualNarrator, to produce
outputs for the ontology visualisation of user stories. The tool can find dependencies and
redundancies by extracting conceptualmodels fromuser stories.However, a combination
of tools and knowledge is needed to easily access conceptual models.

Further research by the same researchers [11] highlighted the advantages of visual-
ising user story requirements at various levels of granularity. Furthermore, according to
Lucassen et al. [11] it makes it easier to fully comprehend needs, which is helpful when
dealing with many different requirements and concepts.

However, user storiesmust bewritten and keptwithin a repository and then processed
using the Visual Narrator tool, which was previously mentioned [10].
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In contrast, our method makes it easier to create user stories by incorporating all of
their essential elements into a user-friendly modelling environment and storing them in
a knowledge graph.

3 Methodology

In this work, the ontology-based DSML and related models about user stories have been
developed by conducting one additional iteration of the Design Science Research (DSR)
methodology [12] from the approach presented in [13].

The problem understanding was deepened by conducting a literature review and was
supplemented by interviews with Scrum specialists to elicit domain-specific require-
ments elicitation. The latter activity is consistent with the best practices for creating
DSMLs [14, 15]. In total, five semi-structured interviews were conducted with four
Product Owners and one Scrum Master. The elicitation of requirements was done by
analysing the answers of the specialists. Findings from both literature and the primary
data served as a basis for the development of the DSML and involved determining, com-
prehending, and documenting the needs, expectations, and constraints that the DSML
should meet. Table 1 shows two of the overall 26 requirements gathered.

Table 1. Gathered requirements towards a DSML for user stories.

Requirement number Requirement description categorisation

#03 The DSML should provide an extension mechanism to
cover all possible applications within its domain. It
should allow adding new elements as needed by the
scrum team or stakeholders [14]

general

#12 The DSML should support defining acceptance criteria functional

The below sections elaborate on the suggestion, implementation and evaluation
phases, respectively.

4 AOAME4UserStories

This section describes the solution AOAME4UserStories, which includes the DSML
that we call “User Story Modelling & Notation” (USMN) and its implementation in
AOAME for creating visual user stories using domain-specific modelling constructs.

4.1 Our Proposed DSML: The User Story Modelling & Notation (USMN)

The DSML User Story Modelling & Notation (USMN) was created by addressing
requirements elicited in the awareness of problem phase of the DSR methodology..
Figure 1 depicts the meta-model. The metamodel consists of several different classes
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and relationships. For example, the class “Actor” represents the acting person within a
user story. The class “Reason” illustrates the motivation of a user – the “why” a user
story should be implemented in a software system. The focus is on the user story class
as it is focal in the DSML.

Fig. 1. Metamodel of the User Story Modelling Language & Notation (USMN)

Table 2 shows an excerpt of the constraints for the USMN. The graphical notation
is displayed directly in the evaluation chapter.

Table 2. An excerpt of the constraints for USMN

Constraints Description Arise from requirement

#01 Every user story must consist of at least
an actor, an action, and a reason

#01, #08, #09, #10, #11, #14, #18, #23

#02 A user story should have acceptance
criteria

#01, #12, #18

4.2 AOAME - The Modelling Environment

The metamodel is implemented in AOAME since it has extension mechanisms and
allows for an easy-to-use approach to creating ontology-based metamodels [13].

AOAME also fulfils several requirements towards the USMN, for instance, the need
to extend the DSML based on the requirements of a specific domain (requirement #03)
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or the need to link several other models, respectively, sources of information to the user
story (requirements #17 and #22).

Therefore, an ontology is created representing the metamodel of the USMN that is
implemented in AOAME.

4.3 Implementation in AOAME

The initial step of the implementation of USMN consists of developing a grounding
ontology with all relevant relations to match the above-suggested metamodel. The ontol-
ogy allows for structuring the elements of DSML effectively and for building upon
this foundation, ensuring that the extension is coherent and consistent. Once the ontol-
ogy of the USMN is implemented, the visual representation elements mapped to the
ontology entities are implemented in the palette of AOAME. This leverages the exist-
ing infrastructure of the modelling environment and facilitates the inclusion of visual
components.

The user story class is the core class of the User Story Ontology and has been
implemented in the ontology Turtle (ttl) format.

The constraints shown in Table 2 ensure that every user story consists of semantically
correct information.

More constraints are implemented in the user story ontology by creating different
types of object properties that are constructs of the RDF, respectively, the OWL syntax.
Figure 2 illustrates the connection of the user story class to the other proposed entities
from the metamodel, which are connected through object properties within the ontology
file.

Fig. 2. Class Diagram of the User Story Ontology

The second and third step of the implementation phase within the DSR cycle consists
of extending the already existingpalette ontology and themodelling languageontologyof
AOAME and including a visual representation of each created class within the ontology
that needs to be represented in the DSML.
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5 Evaluation

5.1 User Story Creation

A use case scenario for the USMN evaluation replicates a user story utilising the created
DSML within AOAME. To do this, an example user story is picked, and the user story
sentence that corresponds to it is shown in AOAME with the corresponding modelling
language created.

To evaluate the utility of the proposed approach, the real-world use case scenario
has been implemented in AOAME to prove the visual creation of a user story. First, the
evaluation assesses how well the notation captures and reflects the key components of
the user story by visualising and replicating the user story in the DSML. Secondly, the
proof of the produced ontology for the given user story is shown by showing the query
results over the knowledge graph-based user story in the triple store of AOAME.

The following user story serves as an evaluation example:

“As a CRM user I want to log in into the CRM system using my username and
password to create a safer system environment.”

The sample user story will only be accepted by an acceptance criterion that states:
“The log in with corresponding username and password is successful and the user is
logged in in the CRM system.” Fig. 3 shows the user story implemented in AOAME
with our USMN.

Fig. 3. User Story use case created with the USMN in AOAME

The figure shows a created user story with the DSML. Within the picture the entities
“Actor”, “Action” “Object” or more specific “Credentials”, “Reason”, “Acceptance”
Criterion”, “Story Points”, “Assignee”, “Release”, “Application” and some subclasses
of “Prototype” can be seen as part of the wanted solution to the user story. The elements
correspond with the entities in the suggested metamodel, derived from the requirements.
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The knowledge graphwhich is built through the environment and logics implemented
in AOAME can be retrieved with a SPARQL-Query that uses the ontologies’ prefix.

Fig. 4. SPARQL query results performed in the triple store of AOAME showing the instances
created from the visual user story.

Figure 4 shows the query results, proving that the ontology instances are created
automatically from the visual representation of the user story using USMN. The visual
representation of the USMN allows for the creation of visual user stories, which are
stored in a knowledge graph, allowing the creation directly within AOAME. Users of
theUSMN face the benefit of having predefinedmodelling elementswhich give direction
of how to extend and specify the user story correctly.

5.2 Comparison to Domain-Specific Requirements

To prove the correctness of the implemented artefact in AOAME, a comparison of the
gathered requirements and the implemented concrete syntax is made. This comparison
illustrates how the requirement is implemented in the USMN. The following table shows
an excerpt of the comparison and how the elicited requirements are fulfilled with the
USMN (Table 3).
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Table 3. Excerpt of requirements comparison

Requirement Fulfilment Description

The DSML should provide
extension mechanisms to cover
all possible applications within
its domain. It should allow
adding new elements as needed
by the Scrum team or
stakeholders

Covered by extension
mechanisms of AOAME

AOAME allows for: Extending,
editing, hiding, and deleting
modelling constructs

The DSML should support
defining acceptance criteria

Covered with element
“Acceptance Criterion”

The palette element
“Accpentace Criterion” can be
used to model an acceptance
criterion

6 Conclusion

In this paper we presented an approach for the creation of visual user stories in the
context of the Scrum framework for agile software development. A DSML has been
created called USMN – User Story Modelling & Notation. The language is grounded in
an ontology, thus enabling machine interpretability of the visual user stories. USMN and
the respective model have been implemented in the modelling tool AOAME through the
Design Science Research methodology, which led to the instantiation of the modelling
tool into AOAME4UserStories.

Future work revolves around the extension of the presented approach towards
ontology-based case-based reasoning to the retrieval of the most similar user stories
of past successful projects to support the creation of well-formed user stories and in the
retrieval of possible documentation of the stored user stories since the focus in agile
methodologies is on cooperation instead.

References

1. Schwaber, K., Sutherland, J.: The scrum guide the definitive guide to scrum: the rules of the
game (2020)

2. Russo, D.: The agile success model. ACMTrans. Softw. Eng.Methodol. (TOSEM) 30 (2021).
https://doi.org/10.1145/3464938

3. Cohn, M.: User Stories Applied: For Agile Software Development. Addison-Wesley Profes-
sional, Boston (2004)

4. Florut,, C., Buchmann, R.A.: Modeling tool for managing requirements and backlogs in agile
software development (2022)

5. Athiththan, K., Rovinsan, S., Sathveegan, S., Gunasekaran, N., Gunawardena, K.S.A.W.,
Kasthurirathna, D.: An ontology-based approach to automate the software development
process. In: 2018 IEEE International Conference on Information and Automation for
Sustainability (ICIAfS), pp. 1–6 (2018). https://doi.org/10.1109/ICIAFS.2018.8913339

https://doi.org/10.1145/3464938
https://doi.org/10.1109/ICIAFS.2018.8913339


An Approach for Knowledge Graphs-Based User Stories 141

6. Nasiri, S., Rhazali, Y., Lahmer, M., Adadi, A.: From user stories to UML diagrams driven by
ontological and production model. Int. J. Adv. Comput. Sci. Appl. 12 (2021). https://doi.org/
10.14569/IJACSA.2021.0120637

7. Thamrongchote, C., Vatanawood, W.: Business process ontology for defining user story. In:
2016 IEEE/ACIS 15th International Conference on Computer and Information Science, ICIS
2016 - Proceedings. Institute of Electrical and Electronics Engineers Inc. (2016).https://doi.
org/10.1109/ICIS.2016.7550829

8. Zeaaraoui, A., Bougroun, Z., Belkasmi, M., Toumi, B.: User stories template for object-
oriented applications (2013). https://doi.org/10.1109/INTECH.2013.6653681

9. Murtazina, M.S., Avdeenko, T.V: Ontology-based approach to the requirements engineering
in agile environment. In: 2018 XIV International Scientific-Technical Conference on Actual
Problems of Electronics Instrument Engineering (APEIE), pp. 496–501 (2018). https://doi.
org/10.1109/APEIE.2018.8546144

10. Lucassen, G., Robeer, M., Dalpiaz, F., van der Werf, J.M.E.M., Brinkkemper, S.: Extracting
conceptual models from user stories with visual narrator. Requir Eng. 22, 339–358 (2017).
https://doi.org/10.1007/s00766-017-0270-1

11. Lucassen, G., Dalpiaz, F., van der Werf, J.M.E.M., Brinkkemper, S.: Visualizing user story
requirements at multiple granularity levels via semantic relatedness. In: Comyn-Wattiau,
I., Tanaka, K., Song, I.-Y., Yamamoto, S., Saeki, M. (eds.) ER 2016. LNCS, vol. 9974,
pp. 463–478. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-46397-1_35

12. Vaishnavi, V.K., Kuechler, W.: Design research in information systems (2004)
13. Laurenzi, E., Hinkelmann, K., van der Merwe, A.: An agile and ontology-aided modeling

environment. In: Buchmann, R.A., Karagiannis, D., Kirikova, M. (eds.) PoEM 2018. LNBIP,
vol. 335, pp. 221–237. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-02302-
7_14

14. Frank,U.:Domain-specificmodeling languages: requirements analysis and design guidelines.
In: Reinhartz-Berger, I., Sturm, A., Clark, T., Cohen, S., Bettin, J. (eds.) Domain Engineer-
ing. Springer, Berlin, Heidelberg, pp. 133–157 (2013). https://doi.org/10.1007/978-3-642-
36654-3_6

15. Cho, H., Gray, J., Syriani, E.: Creating visual domain-specific modeling languages from
end-user demonstration. In: 2012 4th International Workshop on Modeling in Software
Engineering (MISE), pp. 22–28. IEEE (2012)

https://doi.org/10.14569/IJACSA.2021.0120637
https://doi.org/10.1109/ICIS.2016.7550829
https://doi.org/10.1109/INTECH.2013.6653681
https://doi.org/10.1109/APEIE.2018.8546144
https://doi.org/10.1007/s00766-017-0270-1
https://doi.org/10.1007/978-3-319-46397-1_35
https://doi.org/10.1007/978-3-030-02302-7_14
https://doi.org/10.1007/978-3-642-36654-3_6


AI Applications and Use Cases
in Business



Morphological Box for AI Solutions: Evaluation
and Refinement with a Taxonomy Development

Method

Jack Daniel Rittelmeyer1(B) and Kurt Sandkuhl1,2

1 Institute of Computer Science, University of Rostock, Albert-Einstein-Str. 22, 18057 Rostock,
Germany

{jack.rittelmeyer,kurt.sandkuhl}@uni-rostock.de,
kurt.sandkuhl@ju.se

2 School of Engineering, Jönköping University, Jönköping, Sweden

Abstract. Investigations into the organisational uptake of artificial intelligence
(AI) solutions confirm that there is a growing interest in enterprises and public
authorities to use AI. In this context, the lack of understanding of AI concepts in
organisations is a significant challenge. As a contribution to addressing this issue,
we previously developed and evaluated a morphological box for AI solutions. To
further refine this morphological box, the paper follows a well-established scien-
tific method for this purpose: This paper presents the application of a taxonomy
development method to ourmorphological box.We use this method to determine a
meta-characteristic, identify the target audience, project the use of the morpholog-
ical box, and define both subjective and objective ending conditions. We describe
several iterations of the development and evaluation loops and present our final
results. Our analysis demonstrates the effectiveness of the taxonomy development
method in refining and enhancing the morphological box for AI solutions. We fur-
ther present the application of the morphological box for classifying AI projects
with four initial case studies, discuss the results as well as further development
directions and potentials of the box.

Keywords: Morphological Box · Artificial Intelligence · Taxonomy
Development · Organisational AI Solutions · AI Context

1 Introduction

Recent investigations into the organisational uptake of artificial intelligence (AI) solu-
tions confirm that there is a growing interest in enterprises [1] and public authorities [2]
to use AI for, e.g., the automation of routine tasks, implementing process innovation,
changes in the business model, or entirely new products and services [3]. However, at
the same time, research in organisational readiness for AI solutions [4], innovation man-
agement and change processes [5] confirms that in particular small and medium-sized
enterprises still have problems grasping the potential of AI [6] and deciding under what
conditions AI is useful, what actual solution to select and how to introduce solutions [7].
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AI technologies are different from other IT technologies due to the capability to per-
form cognitive functions in a way that resembles a human-like manner and the ability
to learn and self-correct [8]. Thus, the introduction of AI solutions differs from other IT
introduction processes.

One reason for this problem is seen in the variety of different AI approaches and
difficulties distinguishing the suitability of these approaches for enterprise problems.
Machine learning [9], deep learning [10], support vector machines [11] or principle
component analysis [12] to take only some examples, might all be applicable to the
same organisational problem. If you start from the technical task to be solved, like
classification of data, information extraction or pattern recognition, the same variety of
solution potential exists that has to be taken into account in the organizational adoption
journey [5].

In this context, we argue that systematizing features of AI solutions might help
organizations in their decision processes or even in conducting introduction processes.
As a contribution to this systematization, we developed in earlier work a morphological
box (see Sect. 2.1) by deriving it fromown experiences, expert knowledge and systematic
evaluations. First experiences in applying themorphological box (MB) showed its utility
but also resulted in the questionwhen theMB ismature enough and does not need further
refinement. One option to answer this question is the use of development approaches for
taxonomies as morphological boxes and taxonomies share many characteristics.

In this paper we aim to investigate if approaches for developing taxonomies are
suitable for guiding the MB development, how the level of maturity of our MB is from
the perspective of taxonomy development and what improvements have to be made. To
address this aim, the paper is structured as follows: Sect. 2 presents the theoretical back-
ground for our work from taxonomy development methods and the previously achieved
results for the MB for AI solutions. Section 3 discusses the potential of applying the tax-
onomy development method for the MB. Section 4 investigates improvement potentials
of the MB on the basis of the empirical-to-conceptual development path from taxon-
omy development, including the resulting improved MB version. Section 5 discusses
the findings of our work and potential future activities.

2 Theoretical Background and Related Work

In this chapter we summarize the necessary background regarding the morphological
box for AI solutions and the taxonomy development method by [13] that will be used in
this paper.

2.1 Morphological Box for AI Solutions

In accordance with [14], a morphological box is a product development tool that can
facilitate problem-solving by breaking down problems into smaller components, each
with its own solution. These individual solutions can then be viewed as features for
which values should be provided. Typically, a morphological box takes the form of a
table, with features listed in the first row and corresponding values in the rows below.
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The process begins with a problem statement, followed by the collection of an initial set
of features and values.

In a previous study [15], we introduced a morphological box designed to support the
development and integration of AI solutions within companies (refer to Fig. 1). This box
was built using four distinct industrial use cases for AI solutions from various domains of
application. Furthermore, we applied the box to theAI contextmodel outlined in [16] and
demonstrated that it could aid in the introduction of AI by enhancing various steps in the
context model. The application of the box resulted in more comprehensive requirements
for AI solutions. Nevertheless, the box’s development was based solely on four use cases,
and its application revealed potential areas for improvement. As a result, we sought to
augment the box’s empirical foundation by conducting expert interviews as a qualitative
approach [17]. The primary objective was to evaluate the completeness of the box and
identify any potential redundancies, which resulted in a revised version of the box (see
Fig. 1). We further explained possibilities to support the organizational introduction of
AI solutions by applying the box to the different development phases and steps shown
in [18]. The results showed the most application potential in the phases of decision
making (analysis of AI potential, feasibility analysis, readiness check), specification
(specify operational integration) and contracting and realization (make or buy decision,
development and integration of AI solution). It can further support the introduction phase
with earlier planning of potential end-users and required training [17].

Fig. 1. Morphological box for AI solutions [17].
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2.2 Taxonomy Development Method for Information Systems

Nickerson, Varshney and Muntermann presented a taxonomy development method for
information systems with several process steps (see Fig. 2) that can be used not only for
taxonomies but for similar artifacts in general [13]. They claim that their method sup-
ports the development of useful taxonomies, not necessarily the best or correct ones. The
method starts with the determination of a meta-characteristic, which should be based on
the purpose of the taxonomy as well as its potential users, target audience and projected
use. In the second step, the ending conditions for the taxonomy development process
should be determined, differentiating between subjective and objective ending condi-
tions. They propose that a useful taxonomy has to be concise, robust, comprehensive,
extendible and explanatory (subjective ending conditions). They further present eight
general objective ending conditions which are not exhaustive [13]:

• All objects or a representative sample of objects have been examined
• No object was merged with a similar object or split into multiple objects in the last

iteration
• At least one object is classified under every characteristic of every dimension
• No new dimensions or characteristics were added in the last iteration
• No dimensions or characteristics were merged or split in the last iteration
• Every dimension is unique and not repeated (i.e., there is no dimension duplication)
• Every characteristic is unique within its dimension (i.e., there is no characteristic

duplication within a dimension)
• Each cell (combination of characteristics) is unique and is not repeated (i.e., there is

no cell duplication)

After those two preparation phases, the actual development of the taxonomy starts
with the decision of the approach that should be used in the first iteration of the process:
Empirical-to-conceptual (steps 4e to 6e) or conceptual-to-empirical (steps 4c to 6c). They
recommend to use the empirical-to-conceptual approach if the researcher has a lot of data
but notmuch knowledge about the domain and vice versa for the conceptual-to-empirical
approach [13].

The empirical-to-conceptual approach starts with the identification of (new) subsets
of objects. The researcher should use a set of familiar objects that should be classified.
In the next step one should search for common characteristics of those objects. The
characteristics should be “logical-consequences of the meta-characteristic”. However, it
is highly important that a characteristic discriminates between the objects, meaning that
not all objects should have the exact same value for a specific characteristic. In the last
step the characteristics should be grouped into dimensions to create or revise (for later
loops) the taxonomy [13].

The conceptual-to-empirical approach starts with the conceptualization of (new)
characteristics and dimensions of objects based on his/her own knowledge and under-
standing of the domain. The characteristics of the dimensions should again be “logi-
cal consequences of the meta-characteristic”. After that, the researcher should choose
objects that should be examined for the conceptualized characteristics and dimensions
to evaluate and review them. It is emphasized that “each dimension must contain char-
acteristics that are mutually exclusive and collectively exhaustive”. This then results in a



Morphological Box for AI Solutions 149

first or revised version of the taxonomy similar to the conceptual-to-empirical approach
[13].

After one of the two approaches are accomplished, the last step is to check if the
ending conditions are met or not. Both the objective as well as the subjective ending
conditions must be met. If they are met, the process is done and the taxonomy is finished.
If the conditions are not met, the process goes back to the third step and the empirical-
to-conceptual or conceptual-to-empirical approach should be run through again. Those
loops are run through until the ending conditions are met. In each loop it is allowed to
choose either of the two approaches [13].

The paper also gives a short outlook about what should be done after the method
is finished. The most important aspect is to evaluate the developed taxonomy for its
usefulness. One important question that should be evaluated is if the user’s purpose can
the accomplished with the taxonomy. To achieve that, interviews or questionnaires could
be used to ask potential users could be asked if and how they would use the taxonomy.
Additionally, the taxonomy could be evaluated while the researchers accompany real
use-cases where the taxonomy will be used and applied in practice [13].

Fig. 2. Taxonomy development method by Nickerson, Varshney and Muntermann [13].
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3 Application of the Taxonomy Development Method
on the Morphological Box for AI Solutions

On the one hand, we want to use the taxonomy development method by [13] to evaluate
our previous approach for developing amorphological box for AI solutions. On the other
hand, we intent to further follow the approach to revise and finish our morphological
box. Firstly, it should be stated that we can use the taxonomy development method also
for a morphological box because [13] specifically said that they created their method in
such an open way that it can be used not only for taxonomies but also for typologies,
frameworks, classifications or similar artefacts.

First, with our meta-characteristic we define that all characteristics of our artefact
should be “relevant factors that highly influence the success or failure of introducing AI
applications in companies” (step 1). Potential users of the box should be enterprises that
want to implement and use AI. Particularly, we want to create an artefact that is useful
for non-IT companies that lack the necessary knowledge to successfully introduce AI
in their companies. Therefore, the target audience are General users but it can also be
used by IT-experts in the companies. The projected use of the artefact is that it helps its
users to understand the topic of introducing AI better and to not miss any highly relevant
factors that could significantly influence the successful introduction of AI as early as
possible, in the best case already at the beginning while evaluating a possible AI usage.
The main questions that should be answered for the users are what do I have to consider,
what must I not forget, where should I start, what should I focus on? It is intended to
provide a decision-making aid so that an AI introduction can be successful or so that a
consideration can be made as to whether an AI is worthwhile or not.

For our ending conditions we decide to use the subjective and objective ending con-
ditions named in chapter II. B. (step 2). Becausewe already developed an artefact, we can
directly check the ending conditions for our current version of the morphological box.
For the subjective ending conditions, we argue that the box is already concise, robust
and extendible. It is concise because it is meaningful without being too overwhelming.
It is robust because the features and values can differentiate between objects. In our
case features and values are the dimensions and characteristics. Further, it is extendible
because new dimensions or characteristics can be added easily. The conditions compre-
hensive and explanatory need to be evaluated first. For comprehensiveness it needs to
be checked if the box can “classify all known objects in the domain” and if it includes
“all dimensions of objects of interest” [13]. If the box is explanatory can be checked
“if someone knows the characteristics of an object, he/she will find the object in an
identifiable spot in the taxonomy, or if someone finds an object […], he/she will be
able to identify the characteristics without having to know the complete details of the
object” [13]. For the objective ending conditions, we argue from our observings that the
following four conditions are already met and that the remaining conditions are not met
yet:

• No dimensions or characteristics were merged or split in the last iteration
• Every dimension is unique and not repeated (i.e., there is no dimension duplication)
• Every characteristic is unique within its dimension (i.e., there is no characteristic

duplication within a dimension)
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• Each cell (combination of characteristics) is unique and is not repeated (i.e., there is
no cell duplication)

Now,wewant tomap the steps of the taxonomy developmentmethod on our previous
steps for developing the morphological box. So far, we cycled through three loops of
the method (step 3). In the first and third cycle, we used the conceptual-to-empirical
approach. In the second cycle, we chose the empirical-to-conceptual approach.

At the beginning of the development, we chose the conceptual-to-empirical approach
because we had accumulated a lot of experience and knowledge about the introduction
of AI solutions in companies and only a small amount of data available during that time.
We then proceeded to conceptualize potential characteristics and dimensions of objects
(step 4c), which can be found in chapter 3.2 in [15]. After that, we examined objects for
the characteristics and dimensions by deploying our initial set of them to our context
modelling method [16] as explained in chapter 4 in [15] (step 5c). Finally, we were able
to create an initial version of our morphological box, that was presented in [15] (step
6c). After checking the ending conditions, we can summarize that they were not met yet
(step 7).

According to the method, we went back to step three but chose the empirical-to-
conceptual approach this time. In this second run, we wanted to gather more data to also
have a quantitative basis for our research project. To gather data, we decided to conduct
expert interviews with experts that have experience with introducing AI solutions in
companies. We chose not to go for a questionnaire because of the required knowledge
for the topic ofAI introduction. The expert interviews helped us to identify new subsets of
objects (step 4e).We then used the interviews findings to identify common characteristics
and grouped objects (step 5e), followed by grouping the characteristics into dimensions
to revise taxonomy (step 6e). Arguably, the steps 4e to 6e and the resulting revised
taxonomy were presented in [17]. Again, not all of the ending conditions were met,
leading to the third run.

This time we used the conceptual-to-empirical approach again, because we used
a literature search to find and conceptualize new values respectively characteristics as
described in chapter six of [17] (step 4c). Then we examined objects in form of outlining
the application potential of the box with its current and new features and values along
the IS development process as explained in chapter seven of [17] (step 5c). At the end
of the third run, we had revised version of our morphological box (step 6c), which was
the current version presented in II. A. The ending conditions that are currently met, as
described earlier in this chapter, are also deduced from this version of the box. Because
still not all objective and subjective ending conditions were met, we had to go back to
step three and choose one of the two approaches. This newest iteration will be described
in the following chapter.

4 Classifying Objects with the Morphological Box and Discussion

For the next iteration that is presented in this paper for the first time, we decided to switch
to the empirical-to-conceptual approach again. First, we describe how we conducted the
classification (Sect. 4.1), followed by the discussion of its results (Sect. 4.2).
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4.1 Classification of Objects from AI Use Cases

We want to test if our box is able to classify objects, starting with some AI use cases
we also used for the initial version of the box. Because of that, the box should be able
to classify those projects. Similarly to table nine in Nickerson et al. [13], we want to
classify our objects with our morphological box. Our four projects (i.e. our objects) are
from the following areas and cover the described AI solutions:

Table 1. Analysed industrial case studies with AI solution.

Case Domain AI solution Literature

A Clean room and air conditioning Energy optimization on fleet level;
anomaly detection on facility level

[15]

B Financial industries Fraud detection for instant payments [19]

C Marketing AI for Object Recognition and
Marketing Support

[20]

D Garden products Forecast of transaction
development; anomaly detection

[21]

We then used our own experience, records and recorded data from those projects to
checkwhich value of each feature is true for each project. The results of this classification
process are shown in Tables 2 and 3. Each “X” shows which of the values of a feature
applies to a use case. For every feature one value was chosen with the exception of data
security in use case B. In this case two data security aspects were highly relevant and
had to be met/considered. According to Nickerson et al. normally only one value should
be chosen for each feature but in this case, it seems to make sense that several security
aspects can be relevant for an AI solution. Similarly to the feature “computing source”,
a “hybrid” value could be added as well but in this case it is not clear which of the values
are meant with “hybrid”. Because of that, we suggest to offer to possibility to choose
several values for this feature of the morphological box.

The goal should be that for each value an object can be identified because if there
is not a single object with a specific value, this value seems to be irrelevant. Although
there still are several values without an identified object, we argue that they can still be
relevant because the initial set of just four objects is very small. In future research the
goal should be to classify a significant number of objects/projects to truly identify which
values are relevant and which are not relevant.

4.2 Discussion

Despite the relatively small number of objects some tendencies can be seen. Firstly, in
three of four use cases the main AI focus was a computing task and in only one case the
focus was to generate output and in zero cases to process input.

The planned end-user was distributed nearly evenly among all values. Only the
end-user with no it-knowledge at all was chosen two times.
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Table 2. Classification of AI projects using the morphological box (part 1).

For the computing source all use cases are split up between cloud computing and
local computing centres but there were no cases of end-devices or hybrid options for the
computing source.

Very interesting was also the distribution of the feature time to decision because
one could assume that most of the time decisions of AI solutions have to be delivered
immediately but in our industrial cases it was acceptable to receive the results after
several hours and only in the financial industry case it was necessary to receive them
near real-time.

The required special hardware was also split up evenly between hardware for
computing and data capturing tasks only.

Reliability and precision of results showed a very intriguing result because in none
of the cases a percentage of around 99,9% was required. In two cases the required
reliability and precision were determined by the enterprise and in one case by the domain
and competitors each. One reason for this result could be that none of the use cases was
from a sector or solution that could potentially risk human lives as in medicine or nuclear
power plants. But on the other side in the use cases of air conditioning and in the financial
industries one could have expected a required percentage of 99,9%.

In two cases the AI solution was used in more than one of the different development
phases (hybrid) and one was used during runtime and one was accompanying runtime.
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The primary purpose varied between all use cases and ranged from assistance and
decision making to forecasting or classification leaving only anomaly detection open.

Another result we want to highlight is that in three of four cases the own data of
the company was used and only in the marketing use case a commercial collection was
bought what makes sense because with data from outside it is possible to learn new
marketing techniques or strategies not already present in the company. But on the other
side it is noticeable that only data from outside was used and no own data. The remaining
values did not apply to the presented use cases.

Table 3. Classification of AI projects using the morphological box (part 2).

As expected, the required amount of data was either very high (one case), high (two
cases) or at least moderate (one case). During the application of this feature the question
arose what counts as e.g., moderate? Here it should be evaluated if a possibility exists
that can distinguish more clearly between the different options and that would make it
easier for the users of the box to choose their required value.

For the maturity in all cases collections of configurable components were used. It
is noteworthy that the project partners would have preferred commercial off-the-shelf
(COTS) solutions but such were not available for their cases. On the other side, they did
not want to start completely from scratch, hence they decided to use either commercial
(B, D) or open-source components (A, C). These findings also open the question if
“prototype” is a useful value because it is difficult to imagine that a prototype for a
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specific AI solution exists somewhere except for if you start a new project based on an
old project or if you are really lucky to find a prototype of a similar topic online.

Surprisingly, it was not necessary to update the data and model of any of the AI
solutions continuously. They only need to be updated when specific events occur like a
change in regulation (B), when new documents need to be processed (A) or when quality
problems occur (C, D).

Additionally, in all of the cases the AI solution had a medium to large effect on the
whole enterprise. In case B, a workflow was changed. In case A and D, a work system
was affected and in case C the whole business model of the company was adapted. It
seems like that in all of these projects, the AI solutions were of high importance and led
to major changes in the companies.

The communication in the projects between the developers (either internal or external
ones) and the affected business units was eitherminimalwithminimumcollaboration (A,
D) or regular with some collaboration (B, C). Similarly to the data quantity, the question
arose how tomeasure the degree of communication and collaboration if possible.Another
question for us was what differentiates minimal communication from communication
only in specific moments? For us the difference is that for minimal communication not
much communication is required during the whole development and implementation
process but with specific moments a lot of communication could be required but only in
very specific and short moments during the process, for example only at the beginning
and the end of a project and no to minimum communication in between.

The primary type of data that should be processed in the projects were video (C) and
time series data (A) and transaction data (B, D).

The data quality feature describes potential data quality issues of the available
datasets of a company. Those issues can be handled in two ways: Either the data has
to be cleaned before using it for the AI solution or the AI solution has to be able to
handle and process the data successfully despite its quality issues. In cases B and D, the
available data was inconsistent whereas in case A the data was incomplete and in case
C it was noisy.

As discussed earlier, the data security feature showed the anomaly that in case B
compliance as well as data privacy were highly important and required for the to-be-
developedAI solution. The focus in the other projects laidmore on incident management
(A), access control (D) and also data privacy (C). This shall not mean that for example
data privacy played no role in projects A and D. It should rather help to figure out and to
make clear which are the most important data security aspects for an AI solution during
the planning of its development.

5 Conclusion and Future Work

At the beginning of this paper, we showed how the taxonomy development process
by Nickerson, Varshney and Muntermann [13] could be applied to the development
process of our morphological box so far by mapping our process steps to the steps of the
taxonomy development process. This showed that we did not meet our chosen ending
conditions and hence decided to use an empirical-to-conceptual approach for the next
iteration by classifying past AI solution development projects from us as objects.



156 J. D. Rittelmeyer and K. Sandkuhl

In conclusion, the classification of our four projects showed that the box works and
that it can classify AI solutions respectively the development projects for AI solutions
successfully. But it also revealed that a few aspects of the box require more clarity,
which would be beneficial for potential users. Thus, our ending conditions are still not
met because some values need to be tweaked leading us back to step three (see Fig. 2).

Despite that only four use cases were analysed, some first tendencies could be recog-
nised regarding which values seem to be more common for some features. But if those
tendencies are true needs to be evaluated with a considerably larger set of data, maybe
in form of a survey. With more data, it could also be analysed if for example in spe-
cific domains or when using specific AI technologies (e.g. neural networks, rule-based
systems, support-vector-machines), specific values occur significantly more often than
others. Based on this data it probably could be possible to give recommendations for
each feature based on the application domain or AI technology. When thinking really far
ahead, one could think about using the box and this data to train an AI that recommends
how to develop an AI, i.e., which values of the box are recommended for each feature.

In work about quantifying the costs and benefits of AI we realized that there is a
lack of cost/benefit or business case approaches tailored to the specifics of AI projects.
Established approaches for IT projects in general do not sufficiently consider the costs
of acquiring datasets or training machine learning approaches. The morphological box
could be a suitable means to support cost/benefit investigations as the different features
ofAI solutions potentially affect their costs and benefits. However, this requires thorough
investigation and will be part of future work.

Another future approach could be to evaluate if the knowledge included in the box
can help with the successful implementation of an AI project when it is present from
the beginning of the project. We see the main potential for the box in its usage during
the requirements engineering phase of the development process because we argue that it
could help to get an overview about important aspects that should be taken into consid-
eration when thinking about the possible use of an AI solution. Thereby, it could prevent
to miss important aspect and hence it could improve the success rate for implement-
ing AI solutions. But it should be emphasised that at this moment, these ideas are just
considerations for discussions and require excessive research in the future.
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Abstract. Understanding Machine Learning results for the quality
assessment of olive oil is hard for non-ML experts or olive oil produc-
ers. This paper introduces an approach for interpreting such results by
combining techniques of image recognition with knowledge representa-
tion and reasoning. The Design Science Research strategy was followed
for the creation of the approach. We analyzed the ML results of flu-
orescence spectroscopy and industry-specific characteristics in olive oil
quality assessment. This resulted in the creation of a domain-specific
knowledge graph enriched by object recognition and image classification
results. The approach enables automatic reasoning and offers explana-
tions about fluorescence image results and, more generally, about the
olive oil quality. Producers can trace quality attributes and evaluation
criteria, which synergizes computer vision and knowledge graph tech-
nologies. This approach provides an applicable foundation for industries
relying on fluorescence spectroscopy and AI for quality assurance. Fur-
ther research on image data processing and on end-to-end automation is
necessary for the practical implementation of the approach.

Keywords: Knowledge Graph · Computer Vision · Olive Oil · Quality
Assessment · Fluorescent Spectroscopy · Fluorescent Images

1 Introduction

Olive oil as a consumer product has been experiencing steady market growth
worldwide for decades, of which 80% is produced in approximately 12,000 Euro-
pean based factories. Besides positive health effects, such as strengthening the
immune system or fighting heart attacks, olive oil also contributes to a cultural
heritage and an anchored economy in the rural areas of the Mediterranean region
[1,42]. As a consequence, consumers are demanding more and more high-quality
products, putting pressure on producers to align their activities with standards
to improve quality [26]. Although the International Olive Oil Consortium (IOC)
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sets and regulates the quality characteristics of olive oil and requires exten-
sive chemical and organoleptic testing by official laboratories for appropriate
quality labelling [2,4], the authenticity of food and the traceability of quality
characteristics is still a global issue, not only to prevent mislabelling, but also to
avoid endangering public health [1]. Accordingly, there is a considerable need to
reduce the time and effort required for these analyses, especially because of the
many different properties and parameters that need to be tested simultaneously
[2]. Recent promising fluorescent spectroscopic analysis techniques offer there-
fore rapid real-time monitoring of olive oil quality [26] and with the inclusion
of machine learning (ML), predictions can even be made reliably about vari-
ous quality parameters and the quality grade of olive oil (extra-virgin, virgin,
lampante) [5]. Meanwhile, small, minimalist sensor designs can take fluorescent
images of olive oil test samples and classify them within seconds using a trained
ML-model [6].

However, with the emergence of artificial intelligence systems in the olive
oil sector [7], there is still limited focus on making the increasingly complex
algorithms explainable to humans [8]. One rising approach is the use of knowl-
edge graphs (KG) as a representation for input and output information of ML-
algorithms. KGs offer the advantage of capturing compositional behaviour and
data structures in AI systems to improve their explainability. Such graphs can be
used to process texts as well as images with the aim of drawing conclusions [9].

The use of KGs in combination with image recognition methods is already
being used in agriculture, but primarily focuses on RGB-images (red, green,
blue) of, for example, olive trees for the detection of dirt and diseases [10]. By
contrast, for fluorescent images, which offer quality characteristics for processed
olive oil, it remains unresolved how and with which methods conclusions can be
drawn for olive oil producers in order to preserve the highest quality of olive oil.

To tackle this challenge, we present a hybrid artificial intelligent system that
ultimately supports olive oil producers in their quality assessment by answering
relevant questions. In particular, firstly, a Machine Learning-based image recog-
nition technique is used to identify relevant quality attributes from fluorescent
images of olive oil test samples. Secondly, these attributes are injected into a
domain knowledge graph for the support of quality assessment.

The paper is structured as follows: Sect. 2 elaborates on the background and
related work. The methodology is described in Sect. 3. Next, Sect. 4 introduces
our proposed solution and the evaluation is reported in Sect. 5. Finally, Sect. 6
concludes the paper.

2 Background and Related Work

First of all, the EU sets clear marketing standards for the distribution of olive oil
in its regulations No. 1308/2013, No. 29/2012 and No. 2568/91. By all means,
Olive oil producers must comply with these framework conditions and standards.
The first regulation regulates the market organisation and policy, including,
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for example, which aid programs can be used under certain conditions, or the
implementation of testing procedures. No. 29/2012, on the other hand, regulates
marketing standards, including how olive oil can be packaged and labelled. The
third regulation sets specific, characteristic standards for each category of olive
oil including analytical procedures. Every country in the EU has to carry out
annual controls in the market to determine whether the standards are being met
including risk analyses for all production steps, consumer complaints and opera-
tor characteristics [39]. In particular, Regulation No.2568/91 sets essential char-
acteristics and procedures for quality testing to guarantee the purity and quality
of olive oil products. Both chemical-physical and organoleptic characteristics are
specified with precise thresholds and classifications. For chemical-physical anal-
yses, for which, in some cases several, comprehensive procedures and threshold
values are described. Quality characteristics include acidity (%), peroxide val-
ues, extinction coefficients K232 and K270, delta-k value and fatty acid ethyl
ester values. In addition, purity characteristics are evaluated for classification,
including several fatty acid contents (%), total translinoleic (%), stigmastadi-
enes, 2-glyceril monopalmitate (%) and several sterol compositions (%). Official
laboratories as well as producers are guided by specific decisions trees for all the
comprehensive evaluation procedures [40]. Given this background, it is impor-
tant for olive oil producers to have a clear strategy for handling test samples
in order to map traceability correctly, not only to meet the requirements of the
laboratories, but also to ensure the protection of one’s own product. In this con-
text, supporting guidance can be found in series of instructions and standards
by the IOC as well as the HACCP principles, ISO22000, ISO90001 [26,27]. At
an operational stage, there are different maturities for quality assurance in the
industry, ranging from manual inspection to automatic monitoring of individ-
ual process steps. Framework concepts such as lean management, total quality
management and zero defect management are used, all with the aim of ensur-
ing the highest possible quality of olive oil [28]. For example, an analysis of
the quality management of SMEs in southern Italy confirms that quality certifi-
cates and quality traceability systems play an important role for both companies
and potential customers with a high impact to export activities. As the flow of
information in agri-food supply chains is often one-way, i.e. only from sender to
receiver, the traceability of olive oil quality is an essential element for customers
when making purchasing decisions. Unfortunately, it is precisely these small and
medium-sized enterprises that find it difficult to obtain such certificates due to
the lack of control and overview of the companies own entire value chain [29]. An
analytical technique for assessing and supporting olive oil quality is fluorescence
spectroscopy, which uses the ability of atoms and molecules to absorb light at a
certain electromagnetic wavelength and then re-emit it at a longer wavelength.
Not all types of molecules are fluorescent, but olive oils have some components
that can be mapped by fluorescence spectra, mainly chlorophyll. A measure-
ment result is displayed in an EEM matrix, whereby fluorescent zones have a
high colour intensity, mostly in reddish discolouration. An example of a test
sample, which was classified as EVOO, shows two emission peaks one at about
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650–700 nm (nanometer) and a weaker signal at about 300nm. Depending on the
quality of the olive oil and its progressing ageing, these signal ranges shift and
lose intensity [30]. Although recent spectroscopic analysis methods offer rapid
real-time monitoring of the olive oil quality without destroying the samples, these
spectral measurements are complex and require high expertise [26]. A promis-
ing emerging enhancement under the use of machine learning algorithms offers
simple classification of fluorescent images into one of three quality level (EVOO,
VOO, LOO) and gives predictions about chemical parameters (acidity, peroxide
value, K232, K270, and ethyl ester values) [6]. Despite this progress, results from
fluorescent spectroscopy in combination with machine learning is not a complete
alternative to the regulatory comprehensive analytical tests carried out by cer-
tified laboratories. In this context, the question arises how the test results, and
thus the contents of fluorescent images, can be interpreted and exploited by local
producers in the hope of ensuring continuous monitoring, guaranteeing quality
assurance and reducing the need to use the expensive laboratories [6]. From the
producers’ point of view, reasons for the ageing process of olive oil are complex,
light, heat and air have a strong influence on the olive oil quality and thus lead
to a reduction of fluorescent elements in fluorescent images [31].

For one thing, interpretation of images can be supported by employing ML-
based computer vision (CV) techniques, with specific task such as object detec-
tion and labelling, image classification, or scene understanding. For example,
CV can detect olives in a image of an olive tree and label them accordingly [18].
However, such systems, which are based on neural networks, are black boxes
and offer comparatively weak explanations for the results and transparency for
the end users [41]. In this regard, KGs offer themselves for the abstraction and
structuring of knowledge by taking up relationships between different entities
and sources. By providing knowledge described in KGs as input, they are also
starting to play a crucial part in describing information collected by AI systems
and for enhancing the predictions of these systems [9].

Regarding CV and its application in the food industry, such CV systems are
meanwhile widely used and support entire process chains in quality assessment
[7]. However, in the olive sector, the technology is only found in specific applica-
tions. One example uses a simple camera that takes pictures of fresh batches of
olives. In contrast to olives picked directly from the olive tree, olives picked from
the ground can have high acidity levels due to dirt. CV identifies different types
of dirt, colours and textures, and finally classifies the olives for further process-
ing. Such sorting systems achieve high classification accuracy, replace manual
inspection before the olives are even pressed [20] and allow adjustments to the
production chain for optimal processing of the olives at hand [21]. Likewise,
results using the similar CV techniques and batch monitoring of whole olive
fruits show promising correlation results between the content image data and
the acidity index, peroxide values, ethyl esters, polyphenols, chlorophylls and
carotenoids [34]. Another example in the olive oil industry uses CV and image
analysis using dieletric spectroscopy during the storage [33]. Although all the
results described can be used to predict chemical values and classify images into
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a specific category, they do not provide conclusive information about the com-
positional content of the images and its relation to the domain. On a technical
level, there are various models with different architectures and layers, namely
CNNs, RNNs, Yolo, LSTM, GANs and many more that are applied for different
CV-tasks [22]. One example and solution concept uses a YOLOv5 model for
object detection in infrared images in order to cope with the higher noise and
poorer spatial resolution in the images [24]. Focusing on the analysis of fluo-
rescent images, CV offers the possibility of a controllable environment by using
pre-trained data sets that are tailored to the specifically defined task. Predictions
on new images can thus be made very quickly, since the model is already pre-
trained and no parameter optimisation is necessary. The most common models
for microscopy images are supvervised learning models, which use labelled data
to make more precise predictions and are easier to interpret [25].

Regarding the use of KG applications, it is noticeable that although the
food sector has manifold uses for KGs, the olive sector, despite its multifaceted
characteristics, has not yet targeted the explaining capabilities of KGs for ML-
algorithms. A KG technology that takes up the compositional properties in
images is referred to as Scene Graph (SG). A SG picks up objects in images
and establishes a semantic relationship between them. This procedure enables
cause-and-effect reasoning, for example. However, the basic prerequisite for this
procedure is that the objects present in the images have an internal relation-
ship such as a farmer picking an olive [9]. Fluorescent images, on the other
hand, mainly show the chlorophyll content of olive oil and do not contain any
real relationship between objects [31]. Nonetheless, KGs offer an opportunity to
integrate, organise and draw conclusions from a wide range of business infor-
mation [9]. Exemplary, a KG created as a complement to a decision tree of an
ML algorithm in combination with grain-related text data from the industry
shows that the network type structure of KGs can provide clear and compre-
hensive information to more accurately estimate grain loss. ML in agriculture
often use black-box models that do not allow insight into the internal process
or factors, making it difficult to verify causes, gain analytical insights or make
recommendations [16]. Particularly significant in this context are explainable
AIs, which are used especially for decision support in economically sensitive
domains [35]. Moreover, domain-specific knowledge graphs have become easier
to construct since recent technological advances, along with the help of domain
experts, human knowledge can be mapped in an abstracted way, making con-
clusions by a machine possible [17]. In order for a KG to be able to pursue the
set goals and enable appropriate inferences, the design of a knowledge-based
system (KBS) including appropriate knowledge acquisition, validation and rep-
resentation is necessary [11]. A suitable basis for this is provided by the prior
design of an ontology in order to map the domain characteristics in a way that is
appropriate for the addressees and to make explicit knowledge machine-readable
[13].

Overall, as AI technologies are increasingly used in agriculture and also in
the olive oil industry [7], the question is how to combine ML-based results with
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domain knowledge to support quality decisions in a more informed way. With the
development of ML-based small portable instruments, fluorescence spectroscopy
is taking on a new dimension in improving the time- and resource-intensive qual-
ity assessment of olive oil test samples, opening up the possibility of establishing
direct links to production and highlighting dependencies [5]. However, for this
further endeavour, the combination of ML-based results, such as by CV, and the
explicit knowledge mapping by a KG is necessary.

3 Methodology

For the research design, a systematic design science research (DSR) approach
was chosen to develop practical solutions for the domain and at the same time
expanding the existing knowledge base. DSR focuses on the development and
evaluation of a design solution or artefact based on a sophisticated understand-
ing of the problem and the needs of the relevant stakeholders [38]. In order to
address the research problem, an iterative six-step process is used, consisting of
problem identification (awareness phase), definition of solution goals (suggestion
phase), design and development (development phase), demonstration, evaluation
(evaluation phase) and finally communication [37].

In order to approach the problem situation of the domain more explicitly
and to gain a comprehensive understanding of the quality assessment of olive
oils, semi-structured interviews with domain experts from Spain and Italy are
conducted. The consultation of domain experts in the olive oil sector addresses
organisational, procedural and technological aspects in the quality assessment
of the product. In addition, the interview should reveal possible shortcomings
and unforeseen issues so that the effectiveness of the solution design can be
assessed. For a comprehensive picture of the sector, interview partners from
SMEs as well as large companies from Europe are targeted based on the company
presentation on the internet and the offers and size shown. A further interview
is conducted with a technical expert who understands and is able to interpret
a dataset of fluorescent images of olive oil, which were made available by the
ZHAW as part of the ARES project [3]. All responses are transcribed, coded
and analysed with the application Atlas.ti with the help of the environmental
attributes of the DSR framework so that structured information is available
for the suggestion and development phase of the artefact. Further, a data set
of fluorescence images is obtained and examined for their quality in order to
assess and propose implementation options later. Closing the awareness phase,
and in order to obtain a targeted understanding of the requirements, a use case
diagram is created, which is used to record and visualise the interactions and
functions in the quality assessment of olive oil. From the diagram, requirements
can be extracted, requirements recorded and directions communicated. In the
suggestion phase, a specific proposal is made including a description of how
the new artefact will support the quality assessment with the help of image
recognition techniques on the basis of the created use case. More precisely, an
ontology as a basis for a KG is proposed for the perceived domain specificities
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including some informal competency question that shall be adressed and what
axioms apply to it. For the fluorescence images considered, a proposal is made
as to which features and attributes should be picked up with computer vision
techniques and in what way these can be included in a KG. Subsequently, in the
development phase, a prototype consisting of a CV model in combination with
a domain-specific KG is created iteratively and presented. Finally, the result
is assessed on the basis of CV performance criteria, the informal competency
questions set and additional KG-specific evaluation criteria.

4 Computer Vision Based Knowledge Graph Framework

Regarding the exploitation of relevant quality attributes through CV-application
in fluorescent images, three supervised CV-tasks are proposed using a provided
dataset of 240 images. On the one hand, the two fluorescent regions are to be
detected and framed so that the user is directed to the relevant content in the
image. Furthermore, the colour intensities of these two zones are to be displayed
in a diagram so that the user can understand simplified changing events. A third
task is dedicated to the idea of classifying a fluorescent image into one ageing
step (0–9). A user can then easily compare different samples over a period of
time and get a single simplified indication of whether the olive oil has aged. All
three tasks pursue the goal of making the contents of fluorescence images more
comprehensible to the user and preparing them in a supportive form. For one
thing, the objective is to show the user which areas in the image are important
for the quality assessment. For another thing, the CV-tasks should simplify and
display results for the user to recognise and classify changing properties. For
implementation, a YOLOv8 model is used. Yolo models have an uncomplicated
architecture based on a single neural network and a single pipeline. This makes
these models easier to understand, implement and train. The latest model Yolov8
from Ultralytics, in particular, no longer uses predefined anchor points to predict
the position and size of objects in an image. This means that overlapping predic-
tion boxes can be removed more quickly, which shortens calculations and speeds
up predictions. The YOLO models offer a suitable functional abstraction also
in connection with the fluorescence images, where the content objects represent
special colour-intensive zones. Even if an object frame is misplaced, it will still
be close to the real object due to the anchor structure [36].

On the other hand, a domain-specific ontology will be created that addresses
three domain functions of a medium-sized enterprise (quality manager, quality
tester, production worker) and maps the output of the CV task as well as ML-
based prediction- and chemical analysis results. The ontology should include
important chemical parameters such as free-fatty acidity (FFA), ethyl esters,
K270, K232, peroxide value and phenolic components and their measurement
systems. It should be possible to distinguish between predictions of fluorescent
spectroscopy and direct measurement results of other chemical analysis methods.
From a process perspective, the ontology should map the production processes, as
well as the post production processes before marketing, so that the results can be
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Fig. 1. Methodology Pipeline

linked to the corresponding internal decision stages. This should also include, for
example, storage conditions of containers and batches. Furthermore, the ontol-
ogy should provide information about responsibilities, completed activities and
dependencies. All with the aim of increasing traceability and providing easier
conclusions for quality reporting. In this context, it is necessary to define certain
rules. An olive oil that has quality results EVOO should receive a corresponding
precautionary post-procedure status. Other elements such as organoleptic prop-
erties are not included, as the focus is on chemical relationships for the time
being. Figure 1 below abstracts the aforementioned domain situation surround-
ing the quality assessment of olive oil test samples and presents a suggestion for
overcoming the problem situation (marked in grey).

5 Evaluation

5.1 CV Information Extraction

For the development of the CV-Model, the programming language Python as
well as the YOLO implementation library provided by Ultralytics is used. Fur-
ther libraries used are OpenCV for image processing, NumPy for mathematical
functions, Matplotlib for visualisation, Pandas for data analysis. By extending
the data with 200 more images, manual annotation and a data split for training,
validation and testing (87%, 8%, 5%), the YOLO model was created, which can
identify the two fluorescent zones. The following graph shows the object identi-
fication results of an olive oil test sample “O” with confidence level of the two
detected regions.



166 C. Schmid et al.

Fig. 2. CV Development Python: Object Classification Result

Fig. 3. CV Development Python: Color Intensities

For the Image Analysis: Based on the colour content of the two zones, the
colours were extracted in a Hue histogram with the help of the Python library
Matplot. For this purpose, the zones were additionally extracted and converted
from a BGR format (Blue, Green, Red) into a HSV format (Hue, Saturation,
Value). Figure 3 shows the colour distribution and intensity of the two zones.
Colour shifts within the zones can be easily detected. Further, first results show
an image classification for the ageing stage with an accuracy of 97%. The test
sample from Fig. 2 was assigned the correct ageing level 9. Consequently, all
results of the three CV tasks were integrated into a domain-specific ontology. For
this purpose, instances were created for the fluorescent images and the confidence
levels, the red intensities based on a threshold value, and the classified ageing
level were stored as attributes.

Figure 4 depicts the developed ontology with its classes and sub-classes.
Marked in orange are the two main elements, the quality assessment and the
necessary olive oil test samples after which decisions are made. Both, individual
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Fig. 4. Ontology Development: High-Level Hierarchy

Fig. 5. Ontology Development: Property Assertion for Images

instances for olive oil sample as well as fluorescent images can be stored under
the respective class, all equipped with a time stamp. In addition, both instances
hold extensive attributes from the AI-results and the direct chemical measure-
ments. In the same way, person-related instances are stored for the functions
mentioned, along with rules for responsibilities. In this way, individual activi-
ties carried out can be traced back and compared with the individual instances
checked. Figure 5 shows the different data properties of a single fluorescent image
enriched by ML predictions, CV results and quality classification.
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Table 1. Evaluation: 3 Query Results for Competency Question

Informal Competency Question SELECT ?a ?b WHERE { ?a
oliveontology:hasAgeingStep ?b. FILTER (?b >“5”)}

Execution Results Fluorescent Image 4 8 Fluorescent Image 3 6

On this basis, extensive SPARQL queries can be carried out. Comparisons
between real and predicted measured values can be drawn. Entire summaries
of sample arrays can be displayed for specific batches or measurement systems.
These overviews make it possible to detect anomalies more quickly and to draw
conclusions about possible causes. Below in Table 1 is an example SPARQL query
that lists all fluorescent images that have reached an age level higher than 5.

In addition to inferences from the CV-based classification results, conclusions
can also be drawn from the object detection. Missing objects or low confidence
numbers indicate that the test was performed incorrectly, as the object detec-
tion insists on olive oil and would not detect other objects from other oils with
different fluorescent behaviour. The same applies to diluted olive oil. Further
inferences allow first simplified indicators of deteriorating quality to be derived
from the changing colour intensities. Using limit values, for example, a decreasing
red content can be stored as a warning signal.

6 Conclusion

The presented approach addresses and connects practical business problems in
the quality assessment of olive oil and missing reasoning from emerging AI sys-
tems. Furthermore, the KG-framework allows to link prediction and classification
results of ML-models of fluorescent spectroscopy with domain-specific proper-
ties and other and comprehensive measurement systems - all with the aim to
draw multifaceted conclusions to sustain and support high olive oil production.
The proposed artefact primarily supports the quality assessment of olive oil by
improving clarity, traceability of results and integrity in an organisation. Per-
sonal, time and equipment-related data are integrated into the ontology, so that
responsibilities and individual activities related to the fluorescent images are
arranged in a structured way. Although the presented KG as a starting point
enables supporting inferences for the quality assessment of olive oil, it would
be interesting to connect further comprehensive measuring systems directly and
automatically in order to verify the practical suitability. For practical operation,
both a user-friendly front end and easy implentability in the traditional olive
oil environment are necessary and must still be considered, for example through
action-research and real-time responses by quality managers. The artefact could
be further strengthened by addressing anomalies or pattern recognition of mono-
cultures, for example. More specific, comprehensive data sets would be needed
for this task. Both types of information from the fluorescence images could pro-
vide better information about high-quality products and help producers maintain
biodiversity and heritage.
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In addition, the prototype can also be used as a starting point for other
industries that have to fulfill similar extensive quality criteria, sell products with
similar ageing behaviour and rely on fluorescence spectroscopy.
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Abstract. We present a model based on coaching definitions, concepts,
and theories to support AI coaching. The model represents the evidence-
based coaching practice in different coaching domains by identifying the
common elements in the coaching process. We then map the elements
of the coaching model with Conversational AI design and development
strategies to highlight how an AI coach can be instantiated from the
model. We showcase the instantiation through an example use case of an
HIV coaching chatbot.
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1 Introduction

Coaching as a profession finds application in various domains like healthcare,
organization, sports, and education. Digitalization of coaching can lead to several
benefits - increasing the accessibility, affordability, and availability of coaching
and reducing the burden on coaches [25,32]. Conversational agents or chatbots
provide an effective way to digitalize natural language communication and can
also be applied to coaching. Due to the highly skilled, complex, and non-standard
nature of coaching, it is challenging to emulate the coaching process through
conversational agents.

In the context of organizational coaching, Strong and Terblanche [28] have
identified the requirements of an AI coach chatbot. Terblanche [30] has further
proposed approaches to designing an AI coach. However, it is not clear how a
mapping between human coaching and AI coaching can be established. Grassman
et al. [12] define AI coaching as “a machine-assisted systematic process to help
clients set professional goals and construct solutions to efficiently achieve them”.
In order to align with this definition, it is recommended that the design of
AI-based coaching conversations should be informed by coaching models and
theories as in human coaching. The main point of consideration in doing so is to
recognize the perspectives presented in established theories and the structural
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stages outlined in coaching models which can serve as a framework for creating
AI-based coaching conversations.

Clutterbuck [8] suggests four levels of AI-enabled coaching based on “the
potential to replace or enhance humans”. Levels 1 and 2 focus on basic coach
bots that either ask “diagnostic” questions or imitate simple human-like coach-
ing conversations. For e.g., coach bots that follow the GROW (Goal, Reality,
Options, Will) model of coaching [34] can effectively demonstrate these initial
levels of AI-enabled coaching, as established through the experiments performed
by Terblanche et al. [31,32] in organizational coaching. Level 3 involves more
human-like capabilities like better semantic understanding and communicative
abilities through the use of sentiments and empathy, whereas level 4 takes these
human-like capabilities even further, thus forming a partnership between a coach
and AI. In our research, we explore how a coach-AI partnership can be realized
given a concrete coaching scenario.

We consider AI-based coaching as a hybrid intelligent system in which
humans, organizations, AI and non-AI components participate. We regard the
partnership between a coach and AI as a collaborative environment where both
contribute to each other’s learning and performance to deliver a quality service
to coachees. The proposed model is a starting point for coaches to define and
customize their partnership with AI.

The main goal of our research is to support coach-AI partnership and thus
enhance the coaching process using AI, specifically Conversational AI, which
targets natural language communication between humans and machines. We
propose a coaching model as a bridge between human and AI coaching. The
model provides an abstraction to represent the coaching process in different
domains. The model is created to be flexible, extendable, and adaptable to meet
the unique needs of each coaching domain. Further, we demonstrate how our
coaching model can be instantiated using Conversational AI design and devel-
opment strategies through a use case of HIV coaching in the healthcare domain.
We limit our work to text-based conversational agents.

This paper is structured as follows: we discuss related work in Sect. 2 and
our research method in Sect. 3. Section 4 describes the elements of the coaching
model and its evaluation. Sections 5 and 6 describe the mapping and instantiation
of the coaching model using Conversational AI design strategies followed by a
discussion in Sect. 7. Section 8 outlines the future work and conclusion.

2 Related Work

The ongoing trend towards digitalization and automation of coaching practices
aims at focused support towards pursuing goals and self-sufficiency by providing
motivation [15]. Conversational AI agents are being designed and developed in
diverse coaching domains to achieve faster, more efficient, and more effective
sharing of knowledge. To fully realize the potential of the coach-AI partnership,
it is essential to integrate new technology into coaching practice. Delegating
tasks that AI is proficient at can free the coaches to focus on other value-added
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activities involving human judgment and discretion [33]. AI coaching has the
potential to transform the coaching profession by offering low-cost and readily
available services to a broader audience [12]. AI-based coaching agents can facil-
itate decision-making, ask reflective questions, and explore options for achieving
goals [19]. Mai et al. [20] mention that coachees intend to use coaching chatbots
due to the ability to express themselves more openly. Woebot and Coach Vici
are examples of AI chatbots developed based on established coaching theories
and models.

Woebot [10] is an AI-powered chatbot that provides users with mental health
coaching and support. The platform uses Cognitive Behavioral Therapy tech-
niques to help users manage anxiety, depression, and other mental health issues.
The therapeutic process-oriented features of Woebot include empathic responses,
tailoring, goal-setting, accountability, reflection, motivation, and engagement.

Coach Vici [32] has been developed using goal theory and helps to set realistic
goals, plan achievable actions, discuss issues, and track progress. The framework
used to develop Coach Vici is based on evidence-based coaching theories and also
uses human coaching aspects connected with Conversational AI design strategies
[30]. Encouraging results were achieved in the study, underlining scalability and
cost-effectiveness as the main advantages of using this technology [32].

For effective implementation, Conversational AI coaching agents should
adhere to the same standards and codes, and be guided by the same coach-
ing theories and models as human coaches [20,28]. For example, Pereira et al.
[27] have proposed an integrative model that incorporates Positive Psychology
and Solution-focused approaches with cognitive-behavioral coaching.

Kamphorst [15] has proposed design guidelines for systems to be involved in
coaching, which mention that AI coaching agents should -

– be dialog-based for user engagement
– have the social ability to create mutually shared relationships
– be context-aware
– have the ability to ask questions and provide personalized feedback
– follow some type of behavior-change model
– have the ability to guide in planning
– proactively encourage reflection
– have the capacity to interface with various sources of information to provide

a broad range of inputs

A typical chatbot functions by receiving inputs in natural human language,
linking those inputs to a knowledge base, and providing a corresponding response
[29]. Montenegro et al. [24] have implemented the GROW coaching model by
developing a proactive conversational agent, for helping the elderly improve their
life quality, that can guide the conversations toward the achievement of goals.
The ability of an AI conversational agent to be proactive results in more fluid and
natural conversations [23] and enhances coaching sessions by assisting coachees
in their thinking and reflection process [6]. Proactivity is a part of conversational
intelligence and can be achieved by including strategies like maintaining conver-
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sational context and flow, particularly by including topic suggestions, follow-up
questions, and initiating exchanges in the conversation design [6,14].

Table 1. Mapping Core Coach Competencies to Conversational AI Strategies

Core Coach
Competencies (ICF)

Conversational AI Design
Strategies

How AI can support the
human coach

Ethical practice
- maintain confidentiality
- appropriate, respectful
language

Personification
- define bot persona [6]

Onboard and gain trust of
the coachee

Coaching mindset
- flexible and reflective
practice

Personalization
- remember preferences [14]

Encourage a non-judgemental
approach. [8]

Coaching agreements Onboarding
- ethical AI design [12]
- disclosure [2]

Share limitations and
relevant information. [2]

Supportive environment Encouraging, empathetic,
and supportive responses [36]

Encourage openness through
anonymity [19]

Coach presence Personification
- include greetings, small-talk
and humor [14]
Handle fallback scenarios [14]

Choose a desired coach
persona (avatar)

Effective communication Communication techniques
[6]
- follow turn-taking etiquette
- maintain conversational flow
Personalization
- sentiment-based response
[14]

Keep focus on the issue [8]
Stick to the objectives and not
digress [8]
Formulate the next question
[24]

Facilitate learning and
growth

Design based on coaching the-
ories [29,36]
Proactivity [24]
Behavior analysis [5]
Follow-up on status quo [36]
Share relevant resources [16]

Analyze conversations [8] and
use insights to
- set goals
- automate feedback
- decision-making
- monitoring progress

Design strategies like repeating or rephrasing, and confirmation messages
using the same language as the coachee [18], exhibit understanding on the part
of the chatbot. In Conversational AI, sentiment analysis is used as a design app-
roach to extract feelings and opinions from textual data, as demonstrated by
Montenegro et al. [24]. Using sentiment analysis, AI chatbot can detect positive,
negative, or neutral emotions in the conversations, and the gathered data can
be used to help coachees reflect on behaviors that support or limit their goal-
attainment efforts, following the principles of the cognitive-behavioral approach.

The positive psychology approach focuses on the strengths of individuals and
can use Conversational AI design strategies like personalized responses, positive
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feedback, and encouraging, empathetic, and supportive statements [6,23] leading
to increased user engagement. Beinema et al. [4] have suggested that along with
goal agreement and task agreement, building a personal bond influences the
quality of the coach-coachee alliance leading to desired coaching outcomes.

Apart from the above-mentioned attributes, certain design strategies are
critical for building a relationship and improving engagement and credibility
in Conversational AI. These are fundamental components of coaching practice.
Creating an identity and a personality for the chatbot, personification, leads to
trust [29]. Explicitly defining data privacy and confidentiality agreements as a
part of the onboarding phase, and adhering to ethical AI design guidelines are
required to establish a strong coach-coachee alliance [12]. Fallback scenarios,
such as conversational flow failures, should be handled in a seamless and agree-
able manner [14]. Transparency in a coach-coachee relationship is established
as disclosure by clearly specifying the capabilities and limitations of Conver-
sational AI agents (not being human) [14,29]. Based on the discussion above,
Table 1 summarises the design strategies of Conversational AI with core coach
competencies, as found in the relevant research studies.

3 Method

To design a coaching model, it is important to understand what a coach needs
for informed coaching practice. Following the iterative phases of Design Sci-
ence Research methodology, we studied literature for relevant research works on
coaching definitions, concepts, theories, and the so-called ‘evidence base’ in the
practice of coaching. To understand how AI technology is developing in the field
of coaching, recommendations on design propositions, features, and use cases of
AI coaching agents were researched, as well as ethical challenges and limitations
in the design and usage of these agents.

After the literature review, a first draft of the coaching model was designed
and presented to four expert coaches (one from the organizational coaching
domain, one from the sports domain, and two from the education domain with
experience in conversational AI designing), and further empirical insights were
gathered. The qualitative data collected from the literature review and semi-
structured interviews with expert coaches were analyzed and an updated ver-
sion of the coaching model (Fig. 1) was designed. The selection criteria of expert
coaches was an important agenda of the study to get a holistic picture of the
coaching process and the feasibility of integrating human coaching strategies
with Conversational AI design strategies.

To evaluate our coaching model’s flexibility, adaptability, and extendability,
we chose six experts from different domains of coaching. The evaluation method-
ology is described further in Sect. 4.4.
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4 Model for AI Coaching

To derive our coaching model, we primarily referred to three different definitions
of coaching - by the International Coaching Federation (ICF)1, Cox [9] and
Kamphorst [15]. The definitions are broadly divided into three parts, where the
first part is about establishing a coach-coachee partnership, the second part
highlights the coaching process with coaching strategies, tools, and techniques
as common elements, and the final part focuses on the outcomes like improving
performance and achieving goals.

Fig. 1. Model to support AI Coaching

1 https://coachingfederation.org/about.

https://coachingfederation.org/about
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The essence of coaching lies in the coaching process. Therefore, the coaching
process conceptualized by Bachirova [3] was investigated. It comprises four fun-
damental elements common to the above-mentioned definitions - dialog, collab-
orative learning, coaching interventions, and tools and techniques. The coaching
dialog comprises specific steps that facilitate collaborative learning and personal
growth. These steps were adapted from ICF core competency model and identi-
fied as coaching aspects.

Based on the discussion above, we propose a coaching model as shown in
Fig. 1. The overall phases in coaching can be depicted as a set of sequential
steps. The context of coaching is defined in the first step, where the coaching
objectives are set by understanding the requirements of the coachee. This step
is followed by setting up the coaching alliance, where an agreement on details
like logistics, duration, payment, schedule, and confidentiality may be reached.

The coaching process as a phase in the model is conducted iteratively and
comprises three sections - coaching aspects, coaching interventions, and coaching
tools and techniques, as described below.

4.1 Coaching Aspects

Coaching dialog [3] is a means to realize coaching and hence should be meaning-
ful and of value to the coachee. This concern becomes more relevant in the case
of AI coaching. Therefore, it is important to have a theme for coaching dialogs.
Our coaching model proposes that the AI coaching conversations can be struc-
tured around coaching aspects as conversation themes. The coaching aspects
identified in our model outline the sequential steps and their interdependence in
the coaching process.

The coaching process starts with a thorough understanding of the prob-
lem/current situation, represented by examine/assess current situation. The
capability of an AI coach to identify the problem as effectively as a human coach
has been argued [12]. However, AI coaches can help coachees reflect on their
problems if they already have some level of awareness about them. Coachees
can work with AI coaches to reflect on the problem and progress toward setting
goals in such cases. Technological aids like videos, podcasts, mind-maps, pre-
designed questionnaires, and reflective journals can be used as supporting tools
in AI coaching conversations to analyze a problem [16].

After assessing the situation, the coaching process commences with setting
goals and then proceeds to action planning. The iterative nature of the coaching
process is represented by the interconnections where progress on action plans
and tracking progress/review, may necessitate redefining of goals and replanning
of actions. Ensuring accountability is a crucial aspect that applies at each step
of the coaching process. Regular check-ins, follow-ups on planned activities, and
reviewing the status quo of the goals should be included in AI coaching conver-
sations to promote a sense of accountability on the part of the coachees [10].

The coaching aspects are underpinned by coaching interventions as evidence-
based coaching relies on the application of theory and empirical knowledge [11].
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Therefore, AI coaching sessions should be guided by established coaching inter-
ventions so as to increase their meaningfulness and reliability.

4.2 Coaching Interventions

Through literature review and insights gained from expert coaches, we learned
that experienced coaches often incorporate a combination of perspectives from
different coaching theories rather than adhering to a single coaching model. The
flexibility and adaptability provided by integrating relevant theories characterize
human coaching as a highly specialized skill. Consequently, our coaching model
also suggests incorporating such integration into AI coaching. Moreover, it is
possible to extend our model by including other relevant coaching interventions
supported by empirical research depending on the coaching domain.

According to the selected coaching aspect, an AI coach can take the ini-
tiative to suggest relevant and suitable conversations based on the coachee’s
specific situation [4]. For example, an AI coach can adopt a Positive Psychol-
ogy approach emphasizing individual strengths to build positive motivation. The
cognitive-behavioral approach can be employed to provide support and guidance
in handling stigma or challenging situations. The GROW model has been sug-
gested as the underpinning intervention for the goal-focused approach. It is an
established coaching model that provides a structure to the coaching session and
helps the coachee set goals, evaluate options, and create a plan for implementing
solutions. An AI coach can focus on discussing concrete action plans based on the
selected intervention, enabling the coachee to implement practical steps toward
their goals. The solution-focused approach complements by helping the coachee
focus on the present and the future to co-create the solutions. By combining
these approaches, adherence, and engagement can potentially be increased by
providing users with relevant tools and information that directly apply to their
needs [4]. Hence, the proposed coaching model makes these coaching interven-
tions explicit as used in human coaching practice.

4.3 Coaching Tools and Techniques

This section corresponds to the communication techniques used during coaching.
The coaching interventions guide the selection and usage of coaching tools and
techniques, such as - questioning, listening, challenge, feedback and reflection,
and sharing coaching resources. As identified in Sect. 2 and Sect. 5, each coaching
tool and technique can be mapped to an appropriate Conversational AI design
strategy.

The coaching model provides flexibility to select and add various coaching
tools and techniques, suggested and guided by established coaching interventions.
Section 6 illustrates some examples of AI coaching conversations (excerpts taken
from the HIV Coach chatbot) that show the usage of coaching interventions,
tools, and techniques, as proposed by our coaching model.
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4.4 Evaluation

For the final evaluation of our coaching model, six expert coaches were inter-
viewed. Our criteria for selecting experts were – a. certified coaches from differ-
ent domains and b. senior researchers in Conversational AI. Thus, our evalua-
tors included two senior researchers in Conversational AI also coaching in the
education domain, one certified systemic and design thinking coach, and three
ICF-certified executive coaches, also doing transformational and life coaching.
The feedback of the coaches was collected through semi-structured interviews
followed by a questionnaire that included a mix of questions with a 5-point Lik-
ert scale and open-ended questions. The coaches were encouraged to provide
their opinion on the chosen score on the Likert scale. The open-ended questions
were used to gather overall feedback on the coaching model’s design, its prac-
tical usefulness, and potential challenges in guiding the design of AI coaching
conversations.

Finding a certified coach who also has experience with designing Conver-
sational AI is a limitation faced during this research study. Although coaches
from varied domains were interviewed, interviewing a fairly sufficient number of
coaches from more diverse coaching domains is needed to further strengthen the
validity and applicability of the findings.

5 Mapping Coaching Model to Conversational AI
Strategies

A step towards instantiating our coaching model is to map the coaching phases
to specific Conversational AI design and development strategies. We refer to the
Conversational AI Life-Cycle framework by Martin [21,22] to suggest concrete
activities to implement an AI coach chatbot; our focus is more on the design-
related phases than the operational phases of the framework.

The Define phase involves creating a persona for the chatbot by taking into
account the coaching domain and the coaching needs of the coachees, e.g., choos-
ing a name, visualization, and other characteristics of the chatbot. Further, the
topics of coaching are identified such that one topic addresses one or more coach-
ing needs/goals. The topics are derived from the coaching intervention used by
the coach as well as the coaching aspects. For e.g., a topic based on Cognitive
Behavioral Theory corresponding to the coaching aspect Examine and Assess
Situation/Issue could be a wellness survey to determine the level of well-being
in a coachee.

In the Design phase, actual conversations are developed taking into account
the information to be shared with coachees, appropriate tone, authority, and
relevant coaching techniques. In this phase, a decision regarding the dialog man-
agement strategy of the chatbot is made, e.g., rule-based, frame-based, etc. as
proposed by Pande et al. [26]. Depending on the interaction required for a topic,
AI components like intents and entities are defined. Additionally, fallback sce-
narios are identified and handled appropriately in the conversation design.
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The enhanced conversation design focuses on identifying dynamic features
like storing user information, scheduling appointments, and sharing relevant
resources like videos, etc. Personalization aspects are designed into the con-
versations based on the captured user information, and conversational history.
Coaching techniques like feedback and reflection can be effectively applied by
identifying further relevant AI components like sentiment detection, emotion
recognition, response generation, etc. Additionally, situations where human han-
dover is required are also identified and an appropriate mechanism to contact
humans is defined, for e.g., notification via email, SMS, a phone call, or by
scheduling an appointment.

Table 2. Mapping Coaching Model to Conversational AI Strategies.

Coaching Process Desired attributes in AI coaching
agent

Conversational AI design strategies

Coaching interventions:

Goal-focused (GROW) Proactive behavior
Session structure

Maintain conversational context
Maintain conversational flow with
follow-up questions

Solution-focused Insightful, solution-focused
questions

Repeating and rephrasing
Confirmation messages to exhibit
understanding
Sharing resources

Cognitive-behavioral Analyse behavior and thinking pat-
terns
Empathetic responses

Sentiment analysis
Emotion detection and empathetic
responses
Personalization

Positive-psychology Strength-focused approach
Emotional intelligence leading to
motivation

Positive attitude, polite, respectful,
and friendly conversations
Tone, authority, and style of conver-
sation
Encouraging and supportive
statements, positive and
motivational responses

Coaching tools and techniques:
Questioning Insightful questions Formulate the next relevant

question, questions to collect
information

Active Listening Exhibit understanding for better
engagement

Repeat, summarise, confirm

Feedback, reflection,
and challenge

Detect behavior patterns,
sentiments, and emotions

Collect data and present with anal-
ysis and description
Personalized messages and prompts
Regular check-ins and follow-ups

Coaching material and
resources

Detect coaching needs and share
relevant resources

Share resources like online tools,
tutorials, videos, blogs, websites,
etc.

The Define and Design phases are best carried out as a collaborative activity
between coaching experts and Conversational AI developers.
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Further mapping between the coaching model elements, the desired attributes
of AI coaching agents, and the Conversational AI design strategies is shown in
Table 2.

6 Instantiation of Coaching Model

AI-based coaching can aid individuals in achieving their self-improvement objec-
tives by providing a diverse range of techniques and strategies, especially in the
healthcare domain [15]. Additionally, this approach has demonstrated significant
potential in supporting and promoting behavioral change [35]. We demonstrate
how our coaching model can be realized into an AI coach using the case of an
HIV Health Coach chatbot.

Fig. 2. Instantiation of Coaching Model: HIV Coach Chatbot Example 1

Figures 2 and 3 show examples of dialogs that integrate elements of Cognitive
Behavioral, Positive Psychology, and Solution-focused approaches with a focus
on meeting the desired goal. A session structure is followed to set goals, explore
the current situation, discuss various options, and plan activities to realize the
goal.

The coachee being stressed is the problem situation identified. Coaching
starts with setting the focus on what to achieve in the session. This involves
proactive behavior on the part of the AI coach chatbot by framing relevant,
insightful questions. Encouraging, supportive and friendly statements are used
to show a positive attitude. Negative sentiments are identified and handled based
on a cognitive-behavior approach, also using an empathetic tone and style of con-
versation. Politely giving feedback to trigger reflection is another technique used
in the dialog. The Positive Psychology approach is used to focus on strengths
and preferences for further motivation toward achieving the goal/s. Active lis-
tening is exhibited by summarising and confirming with the coachee. Figure 3
also shows the analysis of the wellness survey [17], where the coachee is empa-
thetically advised professional help, which demonstrates human intervention as
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part of ethical design practice. In addition to the shown example, story-telling
is another approach used in the dialogs. Also, relevant resources, like videos,
websites, etc. are shared with the coachee as and when required.

Fig. 3. Instantiation of Coaching Model: HIV Coach Chatbot Example 2

The above use case has been derived from our in-progress research. The
Health Coach chatbot will be accessed over WhatsApp. The requirements, tech-
nical details, and ethical considerations regarding the development of this chat-
bot have been described in our previous work [26].

7 Discussion

In the evaluation, the coaches confirmed that the coaching model helps in making
the knowledge about coaching theories and techniques explicit. The concept of
transitioning the coaching sessions from being intuitive to being deliberate or
evidence-based makes it possible to have a concrete implementation as a tool.
The integration of theoretical principles from underpinning theories is considered
a good starting point by the experts. An area of further development is foreseen
in terms of simplification and translation of these principles so that they can be
effectively implemented in AI coaching by aligning them with Conversational AI
design strategies.

Overall, the experts found the coaching model to be a helpful resource for
reflecting on and improving their coaching practices. As for its applicability to
AI-based coaching conversations, the expert coaches found the model useful for
providing a clear theoretical foundation and effective implementation of early
steps in the identified coaching aspects. For the more advanced coaching stages,
the coaches observed that it can guide the design of a rich, more effective coach-
ing approach. One feedback highlighted that incorporating such an approach
can help design coaching conversations where coachees are forced to reflect and
explore options. The discussion regarding deeper aspects of coaching that involve
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delving into underlying beliefs, values, and motivations of the coachee, helped to
understand not just the potential capabilities but also limitations of AI coaching.

As a limitation, AI coaching conversations cannot fully replicate human
coaching skills. The coaching aspect ‘examine and assess current situation’
involves a deep understanding of the problem situation, which may lead to a
multitude of issues. Identifying each of them using AI would require extensive
data sets [12]. Therefore, we suggest a human intervention to make decisions
based on the collected information, which contributes to the coach-AI partner-
ship.

By leveraging the expert knowledge of coaching theories, rules can be derived
to provide evidence-based prescriptive suggestions. This approach enhances the
practicality of the coaching model when designing rule-based Conversational AI.
As an example, AI’s ability to handle human emotions and provide impactful
coaching can be achieved by designing empathetic conversations based on the
cognitive-behavioral approach, with the ability to recall and reflect on past expe-
riences, identify negative sentiments, and challenge them with positively framed
content [1,7,13]. However, due to its abstract and static nature, the model is cur-
rently limited in representing such prescriptive elements that simulate implicit
decision-making in coaching. We address this limitation by providing concrete
mappings between the elements of the model with Conversational AI design
strategies (see Sect. 5).

Another point of discussion is the situation where the coachee deviates from
the structure of the conversation. One way to address this issue is by implement-
ing AI design techniques such as ‘fallback’ options and providing clear informa-
tion about AI capabilities. This would help manage the coachee’s expectations
around the technology’s capabilities and limitations. In cases where an AI coach
is unable to handle a specific scenario, human coaching intervention may be rec-
ommended. In addition to handling simple, reflective, and repetitive tasks, more
complex conversations would require training the coach chatbot on larger data
sets using machine learning techniques.

Although the model was evaluated with coaches from different domains, there
is still a need to validate it further with more experts as well as by instantiating
the model for different use cases in coaching.

8 Future Work and Conclusion

We presented a coaching model which helps in making the knowledge about
coaching explicit and thus guide the creation of AI coaches.

The coaching model consolidates diverse perspectives, tools, and techniques
from various coaching interventions for coaches to incorporate into their sessions.
The model provides flexibility in selecting and combining the elements of coach-
ing depending on the requirements of coaching. Additionally, the model can be
extended to include other theories and techniques making it applicable across
different coaching domains. The adaptability of the model lies in transferring its
elements into designing AI coaches for diverse coaching domains while drawing
on the same evidence base as human coaching.
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Our coaching model offers a constructive beginning and provides insights
to inform and direct future research work on evidence-based AI coaching by
contributing to an effective partnership between human coaches and AI. In its
current state, the model relies on the coaches to make decisions on what elements
can be incorporated into AI coaching.

Our future work will involve supporting coaches further in designing AI
coaches. Additionally, we will continue to validate the model by instantiating
it for different coaching scenarios similar to that of the HIV Coach bot. This
will help in distinguishing the overlapping and non-overlapping domain-specific
aspects of coaching and the measures needed to incorporate these aspects using
Conversational AI design strategies.
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Abstract. One of the most serious problems of the market-based economies are
the instabilities of the economic activity (business cycles), which are sometimes
large and lead to recessionary economic crises of different intensities, geograph-
ical scopes and durations, and have quite negative consequences for firms. Gov-
ernments, in order to reduce these negative consequences of economic crises,
which can lead to high levels of unemployment and poverty, as well social unrest
and political extremism, undertake various interventions, such as large-scale eco-
nomic stimulus programs. However, in order to maximize their cost-effectiveness,
as well as the economic and social value they generate, it is necessary that they
are properly targeted and directed to/focused on the most vulnerable firms to
the economic crisis. This paper describes a methodology that can be quite use-
ful for this: it enables the prediction of multi-dimensional patterns of individual
firms’ vulnerability to economic crisis with respect to the main aspects of their
financial situation. For this purpose, Machine Learning algorithms are used, in
combination with the Synthetic Minority Oversampling Technique (SMOTE) for
increasing their performance, which are trained using open government data from
Statistical Authorities. Furthermore, a first application/validation of the proposed
methodology is presented, using open data from the Greek Statistical Authority
about 363 firms for the severe Greek economic crisis period 2009–2014, which
gave satisfactory results.

Keywords: Economic Crises · Open data ·Machine Learning

1 Introduction

One of the most serious problems of the market-based economies are the instabilities
of economic activity (business cycles), which sometimes can be large and result in
recessionary economic crises of different intensities, geo-graphical scopes and durations
[1–7]. These economic crises have quite negative consequences for society and the
economy [1, 2, 8–11]. Due to the decrease of overall economic activity and incomes
during economic crises leads most firms face a deterioration in many important aspects
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of their economic situation: most firms experience decrease of their sales, and therefore
their revenue and their liquidity, increase of their debts, and reductions investments and
personnel employment, while some firms cannot survive and go bankrupt. However,
these negative impacts of economic crisis differ significantly among firms [1–3, 12]:
some firms exhibit higher capabilities to cope with the economic crises and therefore
higher vulnerability to them, while some other firms cannot sufficiently cope with the
crises and are more vulnerable.

So, it is one of the most important challenges of governments face to reduce as much
as possible these severe negative consequences for the society and the economy of the
economic crises that repeatedly appear, which can result in high levels of unemploy-
ment, poverty and social exclusion, aswell social unrest, and political extremism. For this
purpose, governments undertake huge interventions, such as large-scale economic stim-
ulus programs, which include the provision to firms of tax rebates, financial assistance,
subsidies, financial support for investments, low-interest (or even no-interest) loans,
etc. [13–16]. These important government interventions, and especially the large-scale
economic stimulus programs, are more cost-effective and generate more economic and
social value if they are properly targeted and directed to/focused on the most vulnerable
firms to the economic crisis.

This paper describes a methodology that can be quite useful for achieving this focus:
it enables the prediction of the multi-dimensional ‘patterns’ of individual firms’ vulner-
ability to economic crisis with respect to the main aspects of their financial situation
(such as sales revenue, liquidity, debts, investment, employment, etc.). For this purpose,
we employ Artificial Intelligence (AI) algorithms from the area of Machine Learning
(ML) [17, 18], which are used in order to construct a set of prediction models of the vul-
nerability to economic crises of an individual firm with respect the main aspects of their
financial situation (i.e. the degree of deterioration of each of them during an economic
crisis); as independent variables are used the characteristics of each individual firm. For
the training of these prediction models are used open government data (OGD) [19, 20]
from Statistical Authorities. Furthermore, a first application/validation of the proposed
methodology is presented, which gives satisfactory results.

Our paper consists of four sections. In the following Sect. 2 the proposed methodol-
ogy is described, and then in the Sect. 3 the abovementioned application of it is presented;
lastly, the conclusions are summarized in the final Sect. 4.

2 Proposed Methodology

The proposed methodology aims to predict the multi-dimensional ‘pattern of vulnera-
bility’ to an economic crisis (VEC) of an individual firm, which is defined as a vector
having as components the degrees of deterioration of the main aspects of firm’s financial
situation, such as sales revenue, liquidity, debts, investment, employment, etc. (they can
be measured in a 5-levels Likert scale: not at all, small, moderate, large, very large),
during an economic crisis (Fig. 1):

VEC = [VEC1,VEC2, . . . ,VECN]
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Fig. 1. Multidimensional Pattern of Firm’s Vulnerability to Economic Crisis

So, for each of these components/dimensions of firm’s vulnerability to economic cri-
sisVEC1,VEC2, ……, VECN we construct a predictionmodel of it (having it as dependent
variable). In order to determine the appropriate independent variables of these prediction
models we have been based on theoretical foundations from management sciences. In
particular, several frameworks have been developed concerning the main elements of
a firm that determine its performance, with the ‘Leavitt’s Diamond’ framework being
the most widely recognized one, which includes five main elements: strategy, processes,
people, technology, and structure [21, 22]. We can expect that these five main elements
of the ‘Leavitt’s Diamond’ framework will be the main determinants of the performance
of a firm both in normal economic periods and in economic crisis ones.

So, the prediction models of firm’s economic vulnerability concerning the main
aspects of its financial situation VECi will include five corresponding groups of
independent variables concerning:

a) strategy (e.g., degree of adoption of the main competitive advantage strategies, such
as cost leadership, differentiation, focus, innovation, etc.)

b) processes (e.g., main characteristics of firm’s processes, such as complexity,
flexibility, etc.)

c) people (e.g., shares of firm’s human resources having different levels of education or
specific skills, certifications, etc.)

d) technology (e.g., use of various production technologies, digital technologies, etc.)
e) structure (e.g., main characteristics of firm’s structure, degree of adoption of ‘organic’

forms of work organization, such as teamwork, etc.)

and also, a sixth group of independent variables concerning general information
about the firm, such as size, sector, comparative performance vis-à-vis competitors, etc.

The structure of the prediction models of firm’s crisis-vulnerability dimensions’
VECi (dependent and independent variables) is shown in Fig. 2.

For the construction of each of these predictionmodelwe can use themain supervised
ML algorithms described in relevant literature [17, 18], such as Decision Tree (DT),
Random Forest (RF), Logistic Regression (LR), Support Vector Machines (SVM), and
Multilayer Perceptron (MLP), and then compare the prediction performances of the
corresponding prediction models, and finally select the one with the highest prediction
performance. For training them we can use relevant OGD for economic crisis periods
provided by Statistical Authorities; the available dataset will be divided into two parts:
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the ‘training dataset’, which is used for constructing the prediction model, and the ‘test
dataset’, in which the prediction performance of this model is evaluated, by calculating
its prediction accuracy, precision, recall, and F-Score are calculated.

Strategy 

Processes 

People 

Technology 

Structure 

General Information 

Crisis-Vulnerability 

Dimension (VECi) 

Fig. 2. Structure of the prediction models of firm’s crisis-vulnerability dimensions

However, the abovementioned datasets we use for the construction of the models
usually a) havemissing values, b) their size can be not large enough to train a healthy and
accurateMLmodel, and c) are unbalanced with respect to the classes (they include small
numbers of observations/samples for some of the classes, and much larger numbers of
observations/samples for some other classes); these can result in prediction models with
lower prediction performance and also biased. In order to address problems b) and c) our
methodology includes a pre-processing of these datasets using the Synthetic Minority
Oversampling Technique (SMOTE) [23]; this technique increases the number of samples
of the dataset using the existing samples of the classes (oversampling), balances the
dataset with respect to the number of samples of each class, fills missing values, which
enable the estimation of better prediction models with higher prediction performance.
Furthermore, our methodology includes an initial Exploratory Data Analysis (EDA) in
order to get a first insight of the data through visualizations, and make some necessary
transformations, and then a Principal Component Analysis (PCA) in order to analyze
the importance of the features, and select the eliminate the important ones, and eliminate
the ones that are not important, which helps to improve performance and reduce training
time.
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3 Application

A first application/validation of the proposed methodology was made using a dataset
that was released by the Greek Statistical Authority on request by the authors, and after
signing an agreement concerning its use, so it constitutes OGD freely available for
research purposes. The full dataset was comprised of 363 instances, with each instance
being an independent firm. It included for each firm the following features/variables:

a) seven (7) variables concerning firm’s vulnerability to the severe economic crisis that
Greece experienced between 2009 and 2014 with the main aspects of its economic
situation: degree of decrease of domestic sales, foreign sales, employment, traditional
investment (e.g. in equipment, buildings, etc.), innovation investment and liquidity,
and degree of increase of firm’s debt, due to the economic crisis; all these variables
weremeasured in a 5-levels Likert scale (not at all, small, moderate, large, very large),
and were then converted to binary ones (with the first three values being converted
to ‘non-vulnerable’ and the other two being converted to ‘vulnerable’);

b) forty (40) variables concerning various firm’s characteristics with respect to strategy,
personnel, technology (focusing on the use of various digital technologies), structure
(focusing on the use of organic’ forms of work organization, such as teamwork) and
also some general information about the firm (size measured through the number of
employees, sector (services or manufacturing), comparative financial performance in
the last three years in comparison with competitors).

The dataset had missing values, so initially we proceeded to filling each missing
value with the most suitable value based on the type of the variable (for instance, if
the variable was ordinal, then the missing values were filled with the highest relative
frequency value of this variable). Then exploratory data analysis (EDA) was applied
in order to gain a better insight into the data through visualizations and make some
necessary transformations. As a next step, since the size of our data set (which included
data for 363 firms as mentioned above) did not allow constructing/training supervised
ML prediction models with good prediction performance, we used the abovementioned
oversampling and class-balancing algorithm SMOTE. Finally, the dataset was divided
into a training dataset including 66% of the samples and a testing dataset including
33% of the samples. The former was used for the training of ML models with the
following algorithms: Decision Tree (DT), Random Forest (RF), Logistic Regression
(LR), Support VectorMachines (SVM), andMultilayer Perceptron (MLP); the latter was
used for assessing the prediction performance of theseMLmodels.We can see the results
(prediction accuracy, precision, recall and F-score) in Table 1 (with bold are shown for
each dimension of crisis-vulnerability the results for the best performing algorithm).

We can see that for two dimensions of firm’s vulnerability to economic crisis, con-
cerning foreign sales and employment (degree of decrease of foreign sales and degree
of decrease of employment due to the economic crisis), we have a high prediction per-
formance (prediction accuracy 89% and 85% respectively). For two more dimensions of
firm’s vulnerability to economic crisis, concerning debt and liquidity (degree of increase
of debt and degree of decrease liquidity due to the economic crisis), we have a lower – but
still high - prediction performance (prediction accuracy 79% for both). For the remain-
ing three dimensions, concerning domestic sales, traditional investment, and innovation



Predicting Patterns of Firms’ Vulnerability to Economic Crises 193

Table 1. Prediction Performance of AI/ML Algorithms for each Crisis-Vulnerability Dimension

Crisis – Vulnerability
Dimension

AI/ML Algorithm Accuracy Precision Recall F-score

Domestic Sales
Crisis-Vulnerability

Decision Tree 0.67 0.66 0.67 0.66

Random Forest 0.76 0.75 0.76 0.75

Logistic Regression 0.62 0.60 0.60 0.60

SVM 0.77 0.76 0.76 0.76

MLP 0.68 0.64 0.63 0.64

Foreign Sales
Crisis-Vulnerability

Decision Tree 0.76 0.75 0.75 0.75

Random Forest 0.89 0.90 0.87 0.88

Logistic Regression 0.65 0.64 0.61 0.60

SVM 0.87 0.88 0.85 0.86

MLP 0.73 0.72 0.69 0.69

Employment
Crisis-Vulnerability

Decision Tree 0.74 0.74 0.74 0.74

Random Forest 0.85 0.85 0.85 0.85

Logistic Regression 0.65 0.64 0.65 0.65

SVM 0.77 0.76 0.74 0.75

MLP 0.69 0.67 0.66 0.67

Traditional Investment
Crisis-Vulnerability

Decision Tree 0.71 0.70 0.71 0.70

Random Forest 0.76 0.78 0.73 0.73

Logistic Regression 0.62 0.62 0.62 0.62

SVM 0.74 0.74 0.72 0.72

MLP 0.62 0.61 0.58 0.56

Innovation Investment
Crisis-Vulnerability

Decision Tree 0.60 0.62 0.60 0.61

Random Forest 0.74 0.74 0.74 0.74

Logistic Regression 0.60 0.61 0.60 0.60

SVM 0.76 0.75 0.76 0.75

MLP 0.64 0.64 0.64 0.64

Debt
Crisis-Vulnerability

Decision Tree 0.68 0.68 0.68 0.68

(continued)
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Table 1. (continued)

Crisis – Vulnerability
Dimension

AI/ML Algorithm Accuracy Precision Recall F-score

Random Forest 0.79 0.79 0.79 0.78

Logistic Regression 0.64 0.63 0.64 0.62

SVM 0.77 0.79 0.77 0.76

MLP 0.64 0.64 0.64 0.62

Liquidity
Crisis-Vulnerability

Decision Tree 0.70 0.71 0.70 0.70

Random Forest 0.79 0.78 0.79 0.78

Logistic Regression 0.63 0.64 0.63 0.63

SVM 0.75 0.76 0.75 0.76

MLP 0.56 0.54 0.56 0.55

investment, we had slightly lower prediction performance (prediction accuracy 77%,
76% and 74% respectively).

Overall, the results of this first application of the proposed methodology (prediction
performances) can be regarded as satisfactory, taking into account the small size of
the dataset we have used (data from 363 firms), and provide a first validation of this
methodology; we expect that using a larger dataset (as governments have such data for
quite large numbers of firms) will allow training crisis-vulnerability prediction models
with higher prediction performances.

4 Conclusion

In the previous sections of this paper has been described a methodology for predicting
the whole pattern of vulnerability to economic crisis of individual firms, which respect
to the main aspects of their financial situation (such as sales, liquidity, debt, investment,
employment, etc.); for this purpose are used AI/ML techniques, in combination with
SMOTE in order to increase their performance, which are trained using OGD from
StatisticalAuthorities. The proposedmethodology aims to support and enhance/augment
(in order to increase its effectiveness) one of the most important and costly kinds of
interventions that governments have to make: the interventions they undertake in tough
times of economic crises in order to reduce their negative consequences, and especially
the large-scale economic stimulus programs.

The research presented in this paper has some interesting implications for research
and practice. With respect to research, it makes a significant contribution to two highly
important research streams. First, to the growing research stream investigating the use
of AI in government, by developing a novel approach for a highly beneficial use of
AI/ML for supporting and enhancing/augmenting a critical activity of government with
quite high economic/social importance and financial magnitude. Second, to the research
stream investigating OGD research stream, by providing an approach for increasing the
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economic/social value generation form the OGD through advanced processing of them
usingAI/ML techniques.With respect to practice, it provides a useful tool to government
agencies that are responsible for the design and implementation of economic stimulus
programs aiming to reduce the negative consequences of economic crises.

However, further research is required in the following directions: a) further appli-
cation of the proposed methodology, using larger datasets, and in various national and
sectoral contexts (experiencing different types and intensities of economic crises); b)
investigate the use of other pre-processing algorithms (e.g., oversampling and class-
balancing algorithms) as well as AI/ML algorithms (deep learning ones); c) investigate
the combination of suchOGDwith other sources of data about firms (e.g. fromother gov-
ernment agencies, from private firms, such as private business information databases),
in order to obtain more information about firms that might improve the performance of
the prediction of their pattern of vulnerability to economic crises.

Acknowledgments. This research has been conducted as part of the project ODECO that has
received funding from the European Union’s Horizon 2020 research and innovation program
under the Marie Skłodowska-Curie grant agreement No 955569.
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Abstract. The article presents a practical case of using a modelling technique
called Fractal Enterprise Modelling (FEM) to improve a highly regulated finan-
cial sector company in the EU. The company had the practical goals of achieving
compliance and improving operations in three closely related areas - IT gover-
nance, information security management, and privacy management. The project
also had an unusual constraint, as it was not possible to use visual models for
communication in the project. We decided to use design science principles to
investigate whether FEM could be useful within this scenario and its limitations.

It turned out that the conceptual structure of FEM fits quite well with the
concepts of the three areas, and it was possible to use FEM despite the constraint
on its usage. This led to the invention of a new analysis approach to go around the
restriction. It included translating patterns defined with FEM into mind maps that
were used for conducting interviews. FEM enabled the analyst to systematically,
flexibly and quickly explore and understand the company and its state in the three
areas. The paper aims to provide practically useful insights to practitioners that
want to drive innovation, improve security or achieve compliance.

Keywords: Model evaluation · IT governance · Security management · Privacy
management · GDPR · Compliance handling · Fractal enterprise model

1 Introduction

IT governance, information security management and privacy management are three
closely related areas. At the core, they are about the handling of information – the first is
about enabling the creation, processing, storing, retrieving, and exchanging of data and
information through technology [1], and the latter two are about maintaining security
[2] and privacy [3] in these activities. This paper presents a practical case where the
first author’s task was to substantially improve the handling of these areas in a highly
regulated financial industry company in the EU. It was decided to handle these areas
in a single consultancy project because: (1) all three areas needed urgent handling due
to the need for compliance with the regulations and the growth of the company, (2) the
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number of stakeholders was relatively small, and the existing practices in these areas
were not deeply ingrained; thus, the handling of these areas together was feasible, and
(3) the first author had knowledge, skills and experience in all three areas, and saw an
overlap between the areas and potential for synergy in a combined approach.

To fulfil the project goals, various tools were needed to analyze the company. There
are lots of well-established business analysis techniques [4], and many have been used
in this project, such as interviewing, observation, document analysis, mind mapping,
among others [4]. In addition to the established methods, a novel technique called Frac-
tal Enterprise Modelling (FEM) was used as a facilitator for an agile approach in the
project. FEM is a relatively new enterprise modelling technique which can be used to
quickly and efficiently analyze and model an organization. It was first introduced in
detail in [5]. Even though it has been tested in several research-oriented and practical
projects [6–8], its capabilities and limitations have not been thoroughly investigated.
Filling this gap is a long-term research goal of the authors, especially regarding FEM’s
usefulness in planning and implementing change. Thus, we use this case to evaluate
FEM’s effectiveness and suitability and expand its knowledge base.

Initial work revealed an important restriction for the project – the main stakeholder,
the IT manager, did not believe in visual modelling and prohibited using them. He felt
theywould not produce long-lasting value andwas ultimately only interested in achieving
practical project results. Thus, FEM could not be used in its usual way of producing and
presenting visual diagrams to the stakeholders. This called for an alternative approach.
We decided to research how suitable FEM is for the purposes of the project and how
FEM can be used within the restrictions. We established three research questions:

• RQ1 How do FEM’s concepts relate to the areas of IT governance, information
security management, and privacy management?

• RQ2 How can FEM be used when there is a restriction to not produce visual models
for communication?

• RQ3 How useful is FEM in achieving compliance and improving operations in the
three areas?

The rest of the paper is structured as follows. Section 2 describes the background of
the three areas of concern, the FEM technique and the research methodology. Section 3
discusses the case and its motivation, context, limitations and activities. Section 4 covers
the relationship between FEM and the three areas (RQ1), the application of FEM in the
case (RQ2) and its usefulness for the practical goals (RQ3). Section 5 includes concluding
remarks and areas for future research.

2 Background

2.1 Management of IT, Information Security and Privacy

There are several common terms that are related to the “handling of IT matters” in an
organization – IT governance, IT service management and IT management. According
to one of the influential frameworks in the field, COBIT [9, 10], governance is about
the higher-level setting of objectives and direction and monitoring their performance
and compliance, while management is about planning, building, running andmonitoring



Improving IT Governance, Security and Privacy Using FEM 201

activities that correspond to the objectives and direction.Anotherwell-known framework
is ITIL [1] which describes best practices in IT service management. ITIL is designed
to ensure a system for the effective governance and management of IT-enabled services.
According to the framework, an IT service is based on information technology, and they
assume that almost any service in today’s world utilizes IT.

The frameworks provide practical guidance and know-how in areas related to IT
governance and management. Both of them identify the components of the environment
to be controlled, provide principles to be followed, discuss various governance and
management practices and objectives, and establish guidelines towards adopting the
frameworks. At the centre of the frameworks lies the concept of aligning business and
IT and ultimately creating value.

ISO/IEC 27000-series is the most well-known family of standards in information
security management. It consists of numerous individual standards for different pur-
poses, and the most widely used are ISO/IEC 27000 [11], which provides an overview
and vocabulary, ISO/IEC 27001 [2], which provides requirements for an information
security management system, and ISO/IEC 27002 [12], which provides controls for
responding to risks. The standard [11] defines information security as the “preservation
of confidentiality, integrity and availability of information”. At the core of information
security management is the management of risks that should be tightly integrated with
the organization’s processes and overall management [2]. Another useful information
securitymaterial is CIS (Critical SecurityControls)Version 8 [13],which aims to provide
a prescriptive, prioritized, highly focused set of actions for organizations.

One of the most influential and comprehensive regulations on privacy is the General
Data Protection Regulation (GDPR) [3]. This regulation addresses privacy and concerns
personal data,which is defined as “any information relating to an identified or identifiable
natural person”. The regulation aims to regulate the processing of personal data, and pro-
cessing is defined as “any operation or set of operations which is performed on personal
data”. The regulation outlines generic principles and specific rules for various aspects
of the processing, and it demands that the data controller demonstrate compliance. The
main principles outline that personal data shall be: (1) processed lawfully, fairly and
transparently; (2) collected for a specific purpose; (3) adequate, relevant and limited to
what is necessary; (4) accurate and up-to-date; (5) kept only as long as necessary; (6)
processed in a manner that ensures security.

2.2 Fractal Enterprise Model

Each of the three areas mentioned in the previous section must be considered in an enter-
prise context. Thus, improving them requires understanding the enterprise. Enterprise
modelling can help in this area, and for our project, we chose a novel technique called
Fractal Enterprise Modelling (FEM) [5]. FEM is a technique that includes a modelling
method to depict information graphically and procedures for producing FEM models.
It is used to represent concepts of an enterprise in a high-level, simple, abstract way,
and it helps to find and depict interconnections between the concepts. A FEM toolkit
[14] has been built on a metamodelling platform called ADOxx [15] to support produc-
ing the models. Over time, additional elements have been added to the technique and
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toolkit, such as the relationship Monitoring. This relationship has a significant role in
this project, which is discussed in Sect. 4.1.

FEM presents an enterprise in the form of a directed graph consisting of three types
of elements – processes and assets as nodes of the graph, and relations between them
as edges. Visually, the processes are depicted as ovals and assets – as rectangles. An
example of a FEM diagram can be seen in Fig. 1.

If we compare FEM with one of the well-known enterprise modelling languages,
Archimate [16], then FEM’s processes represent behavioural elements, and assets rep-
resent structural elements. Assets in FEM depict sets of things; what that set consists of
is defined by the label assigned to it and the roles it plays in processes. The depiction
of an asset or a process in a model might represent a concrete instance (e.g., a specific
application or the development of a specific application), or it might be a generalization,
group or pool, e.g., all the company’s IT applications and infrastructure, or a group of
processes included in the provision of services.

Fig. 1. Simplified model of FEM depicting the three areas in the context of an enterprise. Ovals
represent processes, rectangles present assets, dashed lines the “process-manages-asset” relation-
ship, regular lines the “asset-used by-process” and red color indicates assets which classify as
personal data.

The relationships have two main types: used in and managed by. A used in relation-
ship is directed from an asset to a process, and it means that the asset plays a role in the
process; the abstract label on the arrow explains in which way/capacity the asset is used
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in the process. For example, in Fig. 1, the asset Policies, guidelines, rules and opera-
tional/change requirements is used as an EXecution Template (EXT) for the processes
Providing (financial) services and management processes, while the asset IT applica-
tions and infrastructure plays the role of Technical & info infrastructure in the same
processes. Several other categories are defined for used in relations, such as workforce,
partner, and stock. A managed by arrow is directed from a process to an asset, meaning
that the process manages the assets in some way. An abstract label depicts the type
of management on the arrow, i.e., Acquire, Maintain, or Retire. The process either adds
something to a set, changes the state of set elements or removes things from a set accord-
ingly. For example, in Fig. 1, assets Employees are managed by the Human Resource
management processes. When setting labels, specific business terminology can be used
for naming processes and assets. For example, specific processes for employee man-
agement would often be called hiring/onboarding for Acquire, training/ motivating for
Maintain and firing/terminating employment/off-boarding for Retire.

The building of FEM models is usually initiated from an organization’s primary
processes or services and figuring out which kind of assets are needed for these. Subse-
quently, each asset needs to have some management processes to ensure that there are
enough assets for the processes and that they are operational. Going one level deeper,
these processes once again need to have assets to carry them out and so on. This recur-
sively repeating pattern is the origin of the term “Fractal” in the modelling technique.
Referring to the example in Fig. 1, you need a workforce and IT systems to provide
financial services. HR processes manage the workforce, and for the HR processes, there
is a need for more specific assets, such as HR specialists and specialized HR software.

The building of the models can also start from any place, such as an asset type of
organizational infrastructure, to figure out in which processes a specific department
is engaged. This pattern was, for example, used to holistically analyze a water utility
company [6]. Further information on FEM can be found in [17].

2.3 Research Approach

This paper is part of a larger research initiative that follows the Design Science (DS)
[18, 19] research paradigm, which aims to find generic and useful solutions to known
and unknown problems. As DS is about generating and testing hypotheses for generic
solutions, it requires researchers to be active in both the real world of specific situations,
problems, and solutions, as well as the abstract world of generic situations, problems,
and solutions [18]. The research part of the project, more specifically, follows the Action
Design Research (ADR) method, which is about generating design knowledge through
building and evaluating artefacts in an organizational setting [20].

FEM is an already developed modelling technique with a tool to support it; thus,
from the Design Science perspective, our larger undertaking is to justify FEM’s value
and evaluate its usefulness. We do that by testing it in practice and conducting case
studies. We use the results of these studies to identify the appropriate environments
where it can be applied, generate new knowledge on how to use FEM and get feedback
for the development and refinement of FEM. In theory, the suitability of a modelling
language to a certain problem can be checked by analyzing whether it has concepts for
covering the details that are important for the task. However, if a modelling language
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employs high-level abstract concepts (as UML [21], ArchiMate [16], and partly, FEM
do), such a test might be positive for any purpose. Still, it would not guarantee suitability
or usefulness for a specific purpose. The final test comes only from using a language in
a practical project. As the saying goes, “the proof of the pudding is in the eating”.

From the perspective of the Design Science Research Knowledge Contribution
Framework [22], the current project belongs to a relatively low-maturity application
domain. We could not find any literature discussing combining the handling of all three
areas – IT governance, information security management and privacy management. We
did, though, identify literature discussing combining either privacy and securitymanage-
ment [23, 24] or security and IT management [25–27]. Thus, as we used FEM in a new
domain and invented a new approach to using it, our knowledge contribution classifies
as both Invention and Exaptation [22].

When investigating organizational problem-solving, it is important to consider the
problems in a context of a typical practical project (see, for example, [6]). This includes
characteristics, constraints and limitations to the specific project and organization at the
specific time point of investigation. Furthermore, in the domain of modelling [28], there
is a recommendation to systematically explore models at work and describe the scenario
in which they are produced. Following the ADR method [20], we describe the problems
and the project-specific context in Sect. 3, how the artefacts were designed, built and
used in the case in Sects. 4.1 and 4.2, and reflect on the experience and generalize the
results in Sect. 4.3. As the first author carried out the project, the research results and
insights were obtained by studying interview notes, analyzing project documents, and
reflecting on the experience following the Practitioner’s Reflections concept [29].

3 Case Description

This chapter describes the case at hand, namely: (1) why the project was approached in a
certain way, (2) what was the context and limitations, and (3) what was done during the
project. The company has not given a permission to share details about its operations.
Therefore, the company is not named, and some details that could reveal its identity have
been omitted.

3.1 The Motivation Behind the Project

The project was initiated by the company’s IT manager, who contacted the first author
with a request to update the existing IT documentation to make it compliant with the
GDPR. Further discussions revealed that the existing documentation had only been
addressed from one office’s perspective, included only IT management, and was out-
of-date. Also, progress in GDPR compliance was almost non-existent, except for a few
country offices trying to handle things themselves. Thus, it was decided that the new IT
documentation should involve offices from other countries and also handle information
security and privacy management. Becoming up-to-date in this scenario meant updat-
ing the existing documentation with the latest business information and implementing
current best practices. It also became clear that the GDPR was not the only regulation
dictating what should be handled.
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The project concerned an international financial company operating in Europe. This
means that the company needs to follow numerous rules specific for the countries where
the company has operations, and EU-wide rules. Furthermore, there are rules specifically
for the financial sector [30]. The rules cover multiple areas of operation, but the project’s
goal was to handle only areas related to IT, information security and privacy. The Euro-
pean Banking Authority and local regulators have released guidelines for companies,
and these guidelines consider IT and information security in tandem [31]. The privacy
side is mostly regulated by the GDPR [3]. The rules define what needs to be achieved
but, for the most part, do not give specific instructions on how to ensure compliance.
Information about what should be done and best practice guidelines on getting there can
be found in respective fields’ standards and frameworks [1, 2, 9–13]. These standards
and frameworks still do not dictate the specificmethods to use, and there is little guidance
on how different areas could be handled together.

Due to the compliance pressure, the first author’s previous experience in all the fields
and the small number of stakeholders involved, the decision was made to handle all three
areas in one project. Thus, the task was to understand the current state, the regulatory
rules that apply and the best practices, and subsequently derive the policies, guidelines,
rules and requirements for establishing appropriate future operations.

3.2 Project Context, Limitations and Activities

As in any practical project, some project’s decisions and some of its actions were dic-
tated by the context, i.e. the company itself and the project settings. To start with, the
first author, entering the project as a consultant, did not have any previous experience
with the business domain or the actual company. Also, while the author understood the
requirements set by the three relevant areas, there was no understanding of how they
were applied in the company nor how well the compliance requirements were fulfilled.
The documentation describing these aspects was almost non-existent, and information
was spread among stakeholders. The company’s international scope further complicated
things, as all three areas need to consider each country’s operation’s specifics.

Furthermore, thereweremany constraints set by the project organization – the budget
was limited, the results were expected quickly, and the availability of the stakeholders
to participate in the project was limited. The main stakeholder, the IT manager, was
especially overloaded with everyday tasks; therefore, there was a clear expectation for
the project to include only activities that would produce practical results.

In addition, of the three relevant areas, only the area of IT had a prior gover-
nance/management structure in place. This structure, though, was mostly of reactive
nature; it consisted of responding to requests from the business management while
ignoring best practices in the field and the compliance requirements. Information secu-
rity management had mostly been a grey area with no systematic, holistic approach.
The IT manager handled some cybersecurity areas, while other areas were either unad-
dressed or handled by the business management on an ad-hoc basis. The area of privacy
management was almost completely unaddressed, with some initial steps taken by the
management and a few isolated local initiatives within some country offices.

The project team was also quite small, consisting of the IT manager, a few IT spe-
cialists responsible for specific areas, a group-level manager and a few local managers
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that had done some work on GDPR compliance. A colleague of the first author also
participated in the project by helping the company in achieving GDPR compliance.

The first large phase of the project included getting an initial understanding of the
domain, the business and the existingmaterials. Thiswas achievedby simultaneously car-
rying out interviews and workshops and analyzing existing documentation, regulations,
standards and best practice frameworks. The gathered information was contextualized
and tied together using FEM.

The second phase included carrying out a deeper analysis within the three areas.
The important topics relevant to the three areas were analyzed more deeply with the help
of a FEM-inspired metamodel. This metamodel was used as a template to help system-
atically go through relevant components and identify their current state, the privacy and
security risks involved and potential areas for improvement. IT and information secu-
rity matters were mainly discussed with IT staff, and privacy matters with managers.
However, all three areas were kept in mind during all the discussions.

The third phase included preparing the documents to cover all goals that were
initially set. The gathered informationwas used to establish governance andmanagement
systems and create documents required or suggested by the regulations, standards and
frameworks [1–3, 9–13, 30, 31]. Figure 1 shows that all three areas contribute to the
internal pool of policies, guidelines, rules and operational/change requirements. This
pool establishes how the business should operate to be both compliant and efficient. The
information gathered in the previous phase was sufficient for the first author and his
colleague to prepare the initial drafts of the documents by themselves. The documents
were finalized and validated in cooperation with the company stakeholders.

4 Using FEM in the Project

4.1 FEM’s Relation to the Three Areas

This section answers the question RQ1, and it presents how FEM’s concepts relate to
the concepts of the three areas – IT governance, information security management and
privacy management. A generic metamodel depicting the essence of these areas is pre-
sented in Fig. 2. In the center, there is a class of relevant assets, and these assets are used
in various processes. Furthermore, these assets need to be managed, and to do this effec-
tively, the management processes use information gathered by processes that monitor
the state of the assets and their usage. Table 1 gives examples of how FEM’s concepts
correspond to the central concepts of the relevant areas. This correspondence was iden-
tified by conducting a thorough analysis of the relevant literature in the three areas [1–3,
9–13, 30, 31] and mapping the findings to the FEM’s concepts and capabilities.

The monitor relationship is a new concept to FEM, and while not yet discussed in
the research literature, it exists in the latest version of the FEM toolkit [14]. We also
identified three generic sub-types of monitoring: (1) keeping an overview of the asset(s),
(2) monitoring the state and usage of the asset(s), and (3) identifying any issues and tasks
related to the asset(s). Risk management is another important concept for the three areas.
It can also be treated as a monitoring process as it gathers information about assets and
processes, identifies potential issues and creates tasks for the management processes,
which serve as control elements (EXT) for them (see Fig. 2).
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Fig. 2. A metamodel depicting key concepts of the three areas using FEM

Table 1. Correspondence between concepts of FEM and the three areas

FEM concept Corresponding concepts

Asset (set of things) People, organizations (incl. partners, suppliers), organizational
structures, IT infrastructure (incl. personal computers, smart/mobile
devices, network devices, server hardware, sensors/IoT devices,
virtual resources), software (applications), information/data (incl.
databases, documents, tacit knowledge, personal data), networks,
firewalls, access controls, digital identities, backups, event/incident
logs, management systems, policies and regulations,
goals/strategies, requirements, tasks, equipment, buildings

Process (behaviour) Process, value stream, service, processing, activity, function

Assets->used in->processes relationship A person acts as workforce, a laptop is used as tech & info
infrastructure, a logistics company is used as a partner, a
policy/procedure document is used as an EXecution Template

Processes->manage->assets relationship Development/building/implementing processes,
purchasing/acquiring processes, deployment/delivering processes,
maintenance/management/servicing/supporting processes,
continual improvement, change management, workforce
management, supplier/third-party management

Processes->Monitor->assets/processes relationship Knowledge management, measurement and reporting, risk
management, maintaining overviews (incl. usage of personal data),
portfolio/project management, strategy management, capacity and
performance management, monitoring/evaluating/assessing,
incident/problem management, architecture management,
continuity management

4.2 Application of FEM in the Case

This section presents an overview of how FEMwas applied in the project and how it was
used to overcome the restriction of not using visual models, which answers the question
RQ2. FEMwas used in a traditional way during the first phase of the project. It followed
the generic principles described in Sect. 2.2 and was used for internal experimentation
to tie separately collected pieces of information together. This helped to understand the
business, the domain and the types of assets involved. We started with the primary ser-
vices of the business and expanded the model by adding the assets used in the services.
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The assets included all IT systems and technical infrastructure, the physical infrastruc-
ture, all roles of employees, the types of customers, the stock for service provision,
any partners involved in the services and any execution templates that dictate how the
services should be carried out. A simplified model is presented in Fig. 1.

Furthermore, following the FEM’s patterns, we went one, sometimes two, layers
deeper to contextualize the asset management processes and, subsequently, the assets
included in those management processes. The areas that included personal data pro-
cessing were highlighted using a red background color. These models were made for
internal use; they were messy and difficult to comprehend for an outsider. Nevertheless,
they helped discuss ideas inside the consultant group, obtain a conceptual understanding
of the company’s business model and domain, get a high-level understanding of the
current state, and identify topics that needed further analysis. A polished version that
contained all the main elements was presented to the IT manager, but he did not find it
useful. Considering the project’s focus on practical output, achieving quick results and
optimizing the work efforts by treating the three areas of concern together, there was a
need for a new approach for carrying out a deeper analysis in the second phase.

A new way of using FEM was invented to overcome these obstacles. The new app-
roach takes the shortcut of not creating a full FEM model and not using FEM for com-
municating with stakeholders. Instead, it uses FEM’s powerful conceptual structure in
combination withmindmapping. The approach was inspired by the first author’s habit of
taking notes of every meeting in a mind-mapping tool. The FEM metamodel presented
in Fig. 2 was used as a template to create mindmap questionnaires. These questionnaires
were used to structure the interviews and to help gather information about matters rele-
vant to the three areas. In essence, they consider a certain set of assets or a generic asset
class from Table. 1 and systematically ask questions about the assets.

Fig. 3. An example of the metamodel instantiation at the level of an asset class

Before translating to a mind map, the generic metamodel of Fig. 2 needs to be con-
sidered with specific classes of assets. An example of instantiating the metamodel for
the class software application is presented in Fig. 3. As the terminology used in Fig. 2
is unusual for business practice, the process and asset names have to be modified to
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correspond to the terms commonly used in practice. For example, acquire means devel-
opment and deployment for in-house software applications, while for out-of-the-box or
SaaS applications, acquire is purchasing and setting up/configuring. When considering
a specific asset, such as the company website, the terminology can become even more
specific and narrowed down, which can be seen in Fig. 4. With specific assets, additional
relevant information can be identified that corresponds to the actual context. This is done
by using FEM process-asset patterns/archetypes [5]. The extension might include iden-
tifying the workforce, external partners, infrastructure used in the process, or policies
that dictate execution rules for the management and monitoring processes.

Fig. 4. An example of the metamodel instantiation at the level of a specific asset

To create a mindmap questionnaire based on the metamodel, we considered a given
asset class and investigated which particular assets of that class existed in the actual
scenario. Then, we askedmore specific questions for each asset, such as how it was used,
monitored and managed. An excerpt of the questionnaire produced for the asset class
(software) Application and a specific application The company website is presented in
Fig. 5. We asked open-ended questions according to the metamodel to find out relevant
information, such as the related processes and their workforce, used technology, and
identify potential problems. The received answers were immediately written behind the
questions. This format allowed us to discuss the issues as long as needed to gather
relevant information and to include new discussion topics as they surfaced. While some
information was gathered in the first phase of the project, details were obtained and
confirmed in the second phase.

The mind map was used to systematically investigate all issues relevant to the three
areas by choosing an appropriate asset or asset class as a basis for investigation. Most of
the assets were relevant to both IT governance and information security management,
as the first area is primarily concerned with acquiring, retiring and keeping operational
any assets that handle information, while the latter was concerned with keeping the
handled information safe. Also, some specific assets, such as personal data, required
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Fig. 5. A fragment of an example of the analysis pattern in mindmap format

asking more specific questions, which was not captured by the generic metamodel. For
example, specific questions helped identify whether the GDPR [3] requirements were
followed and if the principles outlined inChapters 2–5 [3]were considered. This included
Article 30, which required documenting the subjects and categories of personal data,
whether external parties received the data, the legal basis, the requirements for retention
and the applied organizational and technical security measures.

4.3 Reflections on FEM’s Usefulness

This section reflects on FEM’s suitability for achieving the practical goals of the project
and answers the question RQ3. FEM was successfully used in solving some important
general problems relevant to the project, such as understanding the domain [1, 4, 9],
business context [1, 2, 4, 9, 32] and business operations [1, 2, 4, 9, 32], as well as
managing project information [1, 2, 4, 9] and eliciting requirements [1, 2, 4, 9, 32]. FEM
also helped to complete the project despite some constraints, such as limited time and
resources, the low quality of the existing documentation and a restriction on the usage
of visual models in communication with the stakeholders.

In the first phase of the project, FEM was primarily used as an analysis tool to
help contextualize information gathered from interviews and document analysis. FEM
was also used for communication inside the consultants’ team. Even though FEM has
been previously used for communication with stakeholders [6], an attempt to use it for
this purpose in this project failed. This does not concern FEM as such, but any kind
of visual modelling. We also produced and presented some Archimate models to show
the business model and connections between business areas and IT, but none of them
were accepted as useful. This was due to the IT manager’s desire to get practical results
quickly and his opinion that visual modelling does not help achieve them. He claimed
that it is better to represent the connections between business and IT in a configuration
management database. He believed that visual models would become out-of-date too
quickly and that updating them would require too much work.

In the second phase of the project, FEM was used to produce a rich set of relevant
questions by creating ametamodel of Fig. 2, and the conceptsmap of Table 1, whichwere
used to generate a mindmap questionnaire and carry out semi-structured interviews. The
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approach enabled a flexible but systematic way to gather information. In this project,
the metamodel was combined with the mind mapping technique, but it may also work
as a simple mental model to guide discussions or be used to create a questionnaire to be
filled in by the stakeholders.

The approach of using only the mindmap for investigation also has some negative
aspects. As it does not follow the usual, holistic, systematic visual exploration, there is
a risk that some important information is missed in the analysis. Also, FEM does not
help to thoroughly map the interconnections between an asset’s components (parts or set
elements) and direct relationships between the assets. Creating and maintaining these
mappings requires a different approach.Anothermodelling language, such asArchimate,
or a special tool like a configuration management database might suit the task.

Had there been more resources and fewer constraints, fully-fledged models of FEM
could have been helpful as well. The models could have been used to communicate
information, e.g. to explain general concepts to someone who does not understand a
specific area or to convey the organization-specific context. Furthermore, they could
have helped create a systematic inventory of assets, processes and their connections, as
the FEM toolkit helps track occurrences of the same element across multiple models.
Additionally, FEM could have been used for business improvement (model the to-be).

It is clear that using FEM still helped fulfil the initial practical project goals. The
informationgatheredwas useful as itwas sufficient to create the necessary documentation
that covers the relevant topics identified in the literature [1–3, 9–13, 30, 31]. Tackling the
three areas in one initiative saved the company time and resources, and FEMwas shown
to be a useful tool for this due to its conceptual compatibility with the areas. Had these
areas been approached in isolation, then each time, the business context and the state of
assets with overlapping relevance to areas would have needed to be explored once more.
Furthermore, as the areas are tightly interconnected, handling them separately might
result in incoherent, inefficient, bureaucratic rulesets and processes.

An important thing to note is that FEM was used in combination with other, some-
timesmore established techniques, such as interviewing, mindmapping, document anal-
ysis, observation and other modelling techniques. The use of abstract and less-structured
techniques was made possible by the first author’s previous experience in numerous
similar projects, knowledge of the three areas, and a deep understanding of analysis
techniques and FEM. A novice analyst or one experienced only in a subset of the areas
might need to adjust the approach and cooperate with other experts. Making visual
models might be particularly useful for communication in this case.

5 Research Contributions and Plans for the Future

From the research point of view, this paper presents the evaluation of the FEM technique
in a practical case where three areas – IT governance, information security management
and privacymanagement – have been approached together in order to improve operations
and achieve compliance with regulations. We first investigated how FEM relates to the
three areas and found that at a generic level, the most important concepts are matching
(RQ1). A metamodel was created to illustrate the shared concepts, which is presented
in Fig. 2. We further used the conceptual mapping to overcome an unusual restriction of
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not using visual models for communication. This resulted in the invention of a new way
to use FEM by combining its conceptual structure with the mind-mapping technique to
create questionnaires (RQ2). The creation and usage of the new approach are detailed in
Sect. 4.2. The results show that FEM enables quick but structured information gathering,
particularly within this project’s constraints (RQ3). This application of FEM provides
an interesting observation that a modelling technique does not have to be used fully
explicitly to be helpful for information gathering.

A future research direction could be as follows. (1) To use the generic FEM meta-
model of Fig. 2 and the concept of monitoring to identify relevant questions for other
areas important for an organization. Other types of business activity probably also need
to maintain an overview of assets, monitor their state, manage risks and identify tasks
to be completed. An output of such research could be a reusable, generic questionnaire
for systematic information gathering. (2) The same approach of using concepts from a
modelling language without building visual models might be applicable to other lan-
guages and worth investigating. For example, following Archimate’s [16] core layers,
one could ask which applications through which technology serve our business.
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Abstract. In traditional business models, organisations typically work indepen-
dently and have limited interactions with other entities in the network. In contrast,
Digital Business Ecosystems (DBE) foster collaboration, responsibility-taking,
and resource sharing between multiple actors, enabling them to leverage their
capabilities. Such characteristics require in return well-thought approaches for
identification and design of the DBE components and tasks unified in an under-
lying digital environment. In this study, we address this challenge by proposing
a modular model-based method for design of DBE that uses Situational Method
Engineering as the underlying methodology and meta-models that describe the
concepts and relationships on the modular level. We have illustrated some appli-
cations of the method and design task with existing enterprise architecture and
enterprise modelling approaches.

Keywords: Enterprise Modelling · Digital Business Ecosystem ·Method
Engineering

1 Introduction

A DBE is defined as: “a socio-technical environment, enabled by shared digital plat-
forms and ICTs, where loosely-coupled interdependent organisations and individuals in
an economic community deliver, consume, or exchange resources and co-evolve their
capabilities and roles [1].” Depending on the maturity level, a DBE can be in three
different phases. Design phase is the initiation phase of a DBE focusing on designing
of the structure, such as architectures or platforms, and how the structure supports the
integration of capabilities, core services or products, and DBE actors. A DBE becomes
more stable during deployment phase when improvements are supported by analysis
of its different aspects. During management phase, a stablised DBE is continuously
monitored and actively managed to facilitate changes leading to a more resilient system.

The unique characteristics, namely the digital environment, heterogeneity, symbiosis,
co-evolution, and self-organisation,makes this type ofmulti-actor constellation stand out
and contribute to the novel digital business ecosystem theory. Using the theory as lenses,
various business models and networks [2–4] can be investigated and assessed focusing
on the resilience aspect of a system in relation to the characteristics mentioned above.
An example of a business network which is not considered a DBE is the Swedish alcohol
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company (Systembolaget) and various alcohol providers and wine importers which it
collaborates with. This network does not focus on the onboarding of heterogeneous
actors, the co-evolution of participating actors, and the adaptation according to internal
or external environment. Analysing it using the digital business ecosystem theory can
identify improvements needed for ensuring its resilience.

DBEs are highly complex constellations of actors and hence their design, analysis,
andmanagement requires a support for viewing them froma certain perspective or aspect.
As part of a design science research [5] project, this paper presents work on modelling
method intended to support these tasks. The envisioned method is modular – consisting
of a number of components (method chunks) that are configurable depending on the
designers’ intentions. In previous work, we have explicated the problem and elicited
and analysed requirements for the design artefact [4, 6] and presented the overall way
of working and intentions for modelling in the form of method maps [7], DBE analysis
procedures [7], and the modelling constructs of the method [1]. The goal of this paper is
to integrate the method maps with the meta-model for the envisioned modelling method
in order to establish a self-contained core method for the purpose of modelling DBE.
We have also specified the potential application of existing enterprise architecture and
enterprise modelling approaches to the maps and method chunks of the envisioned
modelling method.

The rest of the paper is structured as follows. Section 2 presents background to
DBE resilience and typical roles in DBEs as well as provides background to situational
method engineering andmethodmodularisation. Section 3 presents the elaboration of the
method chunks together with the modelling constructs they require. Section 4 discusses
the application of the method. Concluding remarks are suggested in Sect. 5.

2 Background

Resilience of a DBE concerns “its ability to remain or recover to a stable state to
continuously operate during and after threats, opportunities, or changes [1].” The four
pillars of resilience are diversity, efficiency, adaptability, and cohesion (c.f. [1] for more
information of these four pillars).

DBE roles and their corresponding responsibilities are significant for the design of
a DBE and its resilience, concerning the continuous operation of the DBE. The eight
DBE roles, namely Driver, Aggregator, Modular Producer, Complementor, Customer,
End-User, Governor, and Reputation Guardian, and their responsibilities are described
in detail in [7].
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Situational Method Engineering (SME) [8] is a framework that provides theory and
guidance for the design of methods that are situation-specific and configurable. SME has
been adopted for constructing the DBEmethod [7] because of its key feature, the support
for method modularity as method chunks of various granularities. This feature supports
the need of addressing the multiple perspectives and dynamics in a DBE and the feasi-
bility of the DBE method. A method, including its process and product, is composed of
modules ofmethod chunks – each contains parts of the process and product.With theMap
approach [9], parts of the process related to method chunks of a method are presented
in terms of engineering intentions (i.e., the engineering goal; shown as green-coloured
ellipse nodes in “Process” in Table 2 for example) and alternative strategies (shown
as black-coloured arrow edges between nodes in “Process” in Table 2 for example) for
achieving these intentions. In total, 11maps, representing the process of theDBEmethod,
have been constructed. Five maps, namely scope and boundaries (S-map), actors and
relationships (A-map), interchangeability of capabilities (C-map), interchangeability of
resources (R-map), and digital infrastructures (D-map) are considered as baseline maps
for the DBE method. The other six maps are integration of processes (IP-map), poli-
cies and regulations (PR-map), domain specific concerns (DSR-map), communication
channel and information sharing (CCIS-map), KPIs, indicators, and actors’ performance
(KIP-map), and runtime management (RM-map). Baseline means that a map is neces-
sary to be used when adopting the DBE Method. As shown in Table 1, three types of
dependencies are implemented for the maps.

Table 1. Dependency types and their description

Name Description

Condition It means that a map is a perquisite of another map

Include It means that a map requires the execution of the included map

Feedback It means that the execution of a map may suggest returning to one or more
previously performed map(s)

The 11 maps, showing the process parts of the DBE method, are intended to provide
users with an agile way of using the method. This means that users could use several
of the maps simultaneously or in the users’ preferred order based on their preferences
and needs. The baseline maps and the dependencies, nevertheless, provide a general
structure of how the method can be applied by means of these maps.
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The product part of the DBE method is defined according to the meta-model for a
digital business ecosystem presented in [1]. Themeta-model is divided into three aspects
- actor & role, goal & performance, and fitness & qualification (also shown in this study
as Fig. 1, Fig. 2, and Fig. 3) and described in detail in [1].

3 Results

The DBE modelling method is envisioned to consist of method components that can be
assembled and tailored depending on the needs of a project. Hence, the specifications
concern high-level modularity and low-level modularity of the DBE method. The high-
level modularity is supported by the 11 maps as mentioned in Sect. 2.2. Each map, as
a module, targets a design/ structural concern of a DBE. The specifications for these
11 maps take into account of the design/structural concerns and describe the situations
when they can be applied in the different phases of a DBE. The dependencies among
these maps provide general guidance on how they can be applied in terms of timely
order (c.f. Sect. 2.2). The low-level modularity is supported by the method chunks in
thesemaps. Thesemethod chunks targetmore specificmodelling purposes, whichmeans
they are more often reusable in different situations and phases of a DBE. This way of
differentiating the specification of high- and low-level modularity of the DBE methods
supports the extension of the method. Because method chunks (strategies and intentions)
suited for the way how theDBE actors behave, interact, and react to each other in specific
dynamic situations when considering a specific design/ structural concern can be added.

The examples of three specifications of maps concerning the high-level modularity
(Table 2, 3 and 4) and three of method chunks concerning the low-level modularity
(Table 5, 6 and 7) are presented in the following Sects. 3.1 and 3.2.

3.1 High-Level Modularity

The objective of the actors and relationships (A-map)module (Table 2) is to support DBE
designers, analysts, managers, individual companies participating in DBEs, consultants
to gain insight concerning a DBE’s actors, roles, and relationship network and to reuse
existing actor models.

As shown in Table 2, the situation specifies when a module can be used. The A-map
as amodule can be applied to a DBE in the design, deployment, andmanagement phases.
In practice, it is often the use of other modules (maps), which triggers the application of
the A-map module in the management phase. The intention describes all the intentions
being part of a module – in this case, I2 Identify actors, I6 Identify relationships between
actors, and I7 Analyse DBE’s relationship network. The related method chunk(s) further
specifies all related intentions with achieving strategies – as shown here<<consists>>

means the intentions and the different strategies used to achieve them as constituents of
a module. Amodule’s dependency considering the three types (as presented in Sect. 2.2)
is listed under the dependency. The existing method(s) potential application describes
some of the known methods which can be adopted when performing a module. For
the A-map module, modelling methods such as 4EM [10] and ArchiMate [11] can be
used to identify actors and their relationships and further extended to accommodate the
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need of identifying DBE roles and responsibilities. The stakeholder map in TOGAF’s
Architecture Vision [12] could also, in some extent, be applied for identifying DBE
actors. The interface defines the situations and intentions in the process (shown as a
map) and related product part (as meta-model) of a module.

Table 2. Specification of the actors and relationships (A-map) module

Module Content
Name Actors and relationships (A-map)
Situation Design phase: In the beginning of emergence and formation of a DBE, 

the module is used for structuring the initial design of actors, roles, 
their relationships, and their DBE roles and responsibilities in a DBE.
Deployment phase: In case of actors joining, elimination, or context 
changes affecting actors and relationships in a DBE, the module is 
used for adjusting current or new actors, roles, their relationships, and 
their DBE roles and responsibilities in a deployed DBE; In case of the 
need of understanding actors and relationships in a DBE before 
making  decisions regarding actor recruitment or elimination, the 
module is used for analysing the current DBE relationship network or 
the new network relationships in terms of connections or 
attractiveness.
Management phase: DSC-map, KIP-map, RM-map may trigger the 
use of A-map during this phase in terms of the following - continually 
readjust and manage current or new actors, roles, their relationships, 
and their DBE roles and responsibilities in a DBE during runtime; 
continually analyse and monitor the current runtime DBE relationship 
network or the new network relationships in terms of connections or 
attractiveness.

Intention Identify actors, roles, their relationships, and their DBE roles and 
responsibilities and analyse the relationship network in a DBE

Dependency Baseline: The A-map is a baseline map
Related method
chunk(s)

<<consists>> I2 Identify actors by Driver-first DBE role-based 
discovery/ by new actor discovery/ by modelling /by reuse existing 
actor model; <<consists>> I6 Identify relationships between actors by 
Driver-centred/ by single actor’s viewpoint/ by modelling/ by reuse 
existing actor model; <<consists>> I7 Analyse DBE’s relationship 
network by model analysis/ by attractiveness analysis

Existing method(s) 
potential application

4EM (actor resource), ArchiMate, TOGAF–Architecture Vision –
Stakeholder map

Interface <(situation – problem statement), discover and analyse actors and their 
relationship network >

Process (for the product part see the meta-model on Fig. 1)
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The connection among the specification for actors and relationships module, the
A-map showing the process, and the meta-model as the product part in Fig. 1 can be
observed. The classes and associations in the meta-model (Fig. 1) reflect the intentions
and strategies of the module.

Fig. 1. Meta-model supporting the actors and relationships (A-map) module

The objective of the scope and boundaries (S-map) module (Table 3) is to support
DBEdesigners, analysts,managers, individual companies participating inDBEs, consul-
tants to capture the high-level goals, meaning scope, and the actors and roles involved,
meaning boundaries, and structure the goal alignment and gain insight concerning a
DBE’s resilience.

Table 3 reads in the same way as Table 2. The dependency of including the A-map
in the S-map module suggests that it is required to perform the A-map module after
commencing the S-map module. Therefore, all the related method chunks of the A-map
module are also considered as constituents of this module. The listed existing methods,
BMM [13], 4EM [10], ArchiMate [11], and TOGAF’s Business Architecture [12], can
be applied for goal modelling purposes concerning the intention of aligning DBE actors’
goals.

As shown in Fig. 2, the classes DBE Boundary, Actor, Role, DBE Role, Scope, and
Ecosystem Goal in the meta-model reflect the intention of delimiting a DBE’s scope
and boundaries. This reflection between the five classes and the intention is illustrated
in a more general way here for the S-map. Note that this intention leads to the use
of A-map where the connection between its process and product part exists in a more
detailed way. The classes Resilience Goal, Ecosystem Goal, and Business Goal and
the associations among them reflect the intention of aligning DBE actors’ goals. This
means, for example, that business goal instances can be modelled and aligned with the
ecosystem goal instances which they support. The classes Resilience Goal, DBE Role,
Resilience Indicator, Ecosystem Goal, and Business Goal and the associations among
them reflect the intention of analysing a DBE’s resilience. These reflections highlight the
connection among the scope and boundaries module, its process, and its product part.
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Table 3. Specification of the scope and boundaries (S-map) module

Module Content
Name Scope and boundaries (S-map)
Situation Design phase: When initiating a DBE, this module is used for outlining 

a DBE’s scope (high-level goals), including the boundaries, meaning 
the actors and roles involved (with the use of the A-map).
Deployment phase: During this phase, more concrete information 
about actors can be captured – for instances, the actual individual 
actors and organisational units participating in a DBE and their 
business goals. Hence, this module is used for adjusting the current
scope (high-level goals) and boundaries (actors and roles involved) of 
a DBE; analysing and structuring the alignment among DBE actors’ 
goals; analysing the resilience of the DBE; and analysing the current 
scope (high-level goals) and boundaries (actors and roles involved) 
related to a single DBE actor. When mismatches are suspected or 
observed after analysing and structuring the alignment among DBE 
actors’ goals, which may lead to actors joining and/or elimination, this 
module is also used.
Management phase: DSC-map, KIP-map, RM-map may trigger the 
use of S-map during this phase in terms of the following - continually 
analyse, readjust, and monitor the alignment among DBE actors’ 
goals; continually analyse the resilience of the DBE; continually 
analyse and monitor the current scope (high-level goals) and
boundaries (actors and roles involved) related to a single DBE actor

Intention Delimit a DBE’s scope and boundaries, align DBE actors’ goals,
analyse a DBE’s resilience, and analyse a DBE’s scope and boundaries
related to a single actor

Dependency Baseline: The S-map is a baseline map
Include A-map: After commencing the S-map, it is required to perform 
the A-map

Related method 
chunk(s)

<<consists>> I1 Delimit scope and boundaries by goal modelling/ by 
interviews and negotiation/ by model review and refinement; all 
method chunks in A-map module; <<consists>> I25 Align actors’ 
goals in DBE by DBE role-based alignment/ by modelling;
<<consists>> I33 Analyse DBE’s resilience by resilience indicator 
analysis; <<consists>> I5 Analyse DBE’s scope and boundaries from 
single actor’s viewpoint by Driver-centred/ by single actor-centred

Existing method(s) 
potential application

BMM, 4EM, ArchiMate, TOGAF – Business Architecture

Interface <(situation – problem statement), define scope and boundaries,
structure goal alignment, analyse resilience, and analyse scope and 
boundaries related to single actor >

Process (for the product part see the meta-model on Fig. 2)
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Fig. 2. Meta-model supporting the scope and boundaries (S-map) module

The objective of the runtime management (RM-map) module (Table 4) is to sup-
port DBE designers, analysts, managers, individual companies participating in DBEs,
consultants to pinpoint the external and internal changes in a DBE and gain insight con-
cerning a DBE’s state during and after changes and DBE actors’ fitness (the matching
between assets provided by actors and assets needed in a DBE) and qualification (the
assessment of the quality of assets provided by actors as compared to the required quality
of corresponding assets in a DBE).

Table 4 reads in the same way as described above for Table 2. All the related method
chunks of the S-map, A-map, C-map, R-map, D-map, and KIP-mapmodules are consid-
ered as constituents of this module due to the two include dependencies of the RM-map
module. The approach and activities in TOGAF’s Architecture Change Management
[12] can, in some extent, be adapted to support this module – specifically, for the inten-
tions of identifying changes and analysing the future state. The CDD method [14] can
be applied to the use of this module when elaboration on capability for achieving the
intentions is need.

The connection among the runtime management module, its process, and its product
part concerns the module itself as well as the included modules (based on the dependen-
cies). The classes Asset and its two sets of specialisations, Actor and its specialisations,
Role, Ecosystem Goal, and Business Goal in the meta-model (Fig. 3) illustrate, for the
RM-map, a general structure of the product part which is used for the intentions of
identifying changes and analysing the future state during and after changes. Note that
these intentions lead to the use of the five baseline maps where the connections between
their processes and product parts exist in more detail. For the intention of analysing
DBE actors’ fitness and qualification, the reflection can be observed in the meta-model
classes Asset and its two sets of specialisations, Actor and its specialisations, Measured
Goal and its specialisations, Fitness Score, Qualification Score, KPI, KPI Target, and
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Table 4. Specification of the runtime management (RM-map) module

Module Content
Name Runtime management (RM-map)
Situation Deployment phase: When changes are suspected or observed, this 

module is used for clearly identifying the external and internal changes 
in a DBE; analysing the state of a DBE after changes (with the use of 
the five baseline maps); analysing DBE actors’ fitness and 
qualification (with the use of the KIP-map; KIP-map may trigger 
feedback dependencies of the S-map and the A-map).
Management phase: When changes are suspected or observed, this 
module is used for clearly identifying the external and internal changes 
in a DBE. During runtime of a DBE, this module is used at any time 
for continual analysis and monitoring of the state of a DBE after 
changes (with the use of the five baseline maps) and continual analysis 
and monitoring of DBE actors’ fitness and qualification (with the use 
of the KIP-map; KIP-map may trigger feedback dependencies of the 
S-map and the A-map).

Intention Identify changes in DBE, analyse the future state of DBE during and 
after changes, and analyse DBE actors’ fitness and qualification

Dependency Include baseline maps: After commencing the RM-map, it is required 
to perform the five baseline maps (if they have not been performed yet 
during or after any known or noticeable changes in a DBE)
Include KIP-map: If analysing actors’ fitness and qualification, it is 
required to perform KIP-map.

Related method
chunk(s)

<<consists>> I19 Identify possible changes occurring in and to DBE
by external context data/ by internal data; <<consists>> I20 Analyse 
DBE’s future state when changes occur by new actor discovery/ by 
actor elimination; all method chunks in S-map, A-map, C-map, R-
map, and D-map modules; <<consists>> I32 Analyse actors’ fitness 
and qualification in DBE based on properties (and performance) by 
single actor-centred/ by DBE integrated goal-based; all method 
chunks in KIP-map module

Existing method(s) 
potential application

TOGAF -Architecture Change Management, CDD

Interface <(situation – problem statement), discover changes, analyse DBE’s 
future state, and analyse actor’s fitness and qualification >

Process (for the product part see the meta-mode on Fig. 3)

KPI Value. As this intention lead to the use of the KIP-map, a more detailed connection
between the processes and product parts related to key performance indicators and actor
performance is found in the KIP-map module.
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Fig. 3. Meta-model supporting the runtime management (RM-map) module

3.2 Low-Level Modularity

The objective of the method chunk I2 Identify actors by modelling strategy (Table 5)
is to support DBE designers, analysts, managers, individual companies participating in
DBEs, consultants to create model(s) of the actors, their roles and responsibilities in a
DBE from viewpoint of the DBE.

As shown in Table 5, the module describes the name of a module of which a method
chunk belongs to as constituent. The intention and strategy together specify a method
chunk – in this case, the method chunk I2 Identify actors by modelling being described
in this table. The input denotes artefacts or materials needed for executing activities of a
method chunk. For thismethod chunk, the input can be either lists of the involving actors,
their DBE roles and responsibilities or existing models belonging to actors. The activity
describes what needs to be executed while performing a method chunk. There are two
scenarios (a. and b.) for thismethod chunk depending on if there are existing actormodels
as input or not. The output denotes artefacts ormaterials produced by executing activities
of a method chunk – in this case, DBE actor model(s) containing actors, roles, their DBE
roles and responsibilities. The related method chunk(s) specifies other method chunks
which have relations with a method chunk – in this case, the method chunk I2 Identify
actors by modelling being described in this table requires (shown as <<requires>>)
either of the three method chunks listed. The existing method(s) potential application,
interface, and process read in the same way as described for Table 2. Since the method
chunk is a constituent of the A-map module, the connection between this method chunk
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(as a part of the process in the A-map) and the meta-model as the product part is as
described for Table 2.

Table 5. Specification of the method chunk I2 Identify actors by modelling strategy

Method chunk Content
Module Actors and relationships (A-map)
Intention I2 Identify actors
Strategy Modelling – DBE roles and responsibilities (update, complement, 

modify)
Input Lists of the involving actors, roles, their DBE roles and 

responsibilities; existing actor models belonging to actors

Activity Scenario a. If there are existing actor models –
Step 1. Check if the actor models comply with the meta-model 
defining the product part (Fig. 1) –
Step 2a. If yes, choose “reuse existing actor model strategy” instead 
for achieving this intention
Step 2b. If no, update, complement, and modify the existing actor 
models according to the meta-model.

Scenario b. If there are no existing actor models (only lists as input) –
Step 1. Document, illustrate, and model the actors, roles, their DBE 
roles and responsibilities based on the meta-model (product part).

Output DBE actor model(s) of the involving actors, roles, their DBE roles and 
responsibilities

Related method
chunk(s)

<<requires>> Identify actors by Driver-first DBE role-based 
discovery OR <<requires>> Identify actors by new actor discovery
OR <<requires>> Identify actors by reuse existing actor model

Existing method(s) 
potential application

4EM (actor resource), ArchiMate, TOGAF -Architecture Vision –
Stakeholder map

Interface <(actor list OR existing actor model), Identify actors with Modelling 
– DBE roles and responsibilities (update, complement, modify) 
strategy>

Process (for the product part see the meta-model on Fig. 1)

Theobjective of themethod chunk I6 Identify relationships between actors byDriver-
centred strategy (Table 6) is to support DBE designers, analysts, managers, individual
companies participating inDBEs, consultants to establish a relationship networkbetween
the DBE Driver(s) and the DBE actors who have a relationship with the Driver(s).
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Table 6 reads in the same way as Table 5. There is only a single scenario consisting
of two steps as the activity for this method chunk.

Table 6. Specification of the method chunk I6 Identify relationships between actors by Driver-
centred strategy

Method chunk Content
Module Actors and relationships (A-map)
Intention I6 Identify relationships between actors
Strategy Driver-centred
Input DBE actor model(s) of the involving actors, their roles and 

responsibilities
Activity Step 1. Check the number of drivers in the DBE

Step 2. For each Driver, associate and link the related DBE actors 
with the DBE Driver in a relationship network.

Output Driver-centred relationship network of the DBE
Related method 
chunk(s)

<<requires>> Identify actors by modelling – DBE roles and 
responsibilities OR <<requires>> Identify actors by reuse existing 
actor model

Existing method(s) 
potential application

4EM (actor resource), ArchiMate, TOGAF -Architecture Vision –
Stakeholder map

Interface <(actor model), Identify relationships between actors with Driver-
centred strategy>

Process (for the product part see the meta-model on Fig. 1)

The objective of themethod chunk I33 Analyse DBE’s resilience by resilience indica-
tor analysis strategy (Table 7) is to support DBE designers, analysts, managers, individ-
ual companies participating in DBEs, consultants to gain insight on a DBE’s resilience
through analysing the goal alignment among DBE’s actors using resilience indicators
[15].

Table 7 reads in the same way as Table 5. Since the method chunk is a constituent of
the S-map module, the connection between this method chunk (as a part of the process
in the S-map) and the meta-model as the product part is as described for Table 3.
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Table 7. Specification of the method chunk I33 Analyse DBE’s resilience by resilience indicator
analysis strategy

Module Scope and boundaries (S-map)
Intention I33 Analyse DBE’s resilience
Strategy Resilience indicator analysis
Input DBE actors’ goal alignment model(s) structured by using the product 

part defined in meta-model (i.e., resilience goals, ecosystem goals, 
and business goals)

Activity Scenario a. If the goal alignment models do not comply with the meta-
model defining the product part (Fig. 2) –
Step 1. Repeat “I25 Align actors’ goals in DBE by modelling” and 
then proceed with the following steps

Scenario b. If the goal alignment models do comply with the meta-
model –
Step 1. Analyse the model by calculating the resilience goal support 
indicator for each resilience goal (i.e., Diversity, Efficiency, 
Adaptability, and Cohesion)
Step 2. Analyse the model by calculating the resilience goal – DBE 
role supporting relationship indicator for each resilience goal and 
DBE role

Output Measurements (and radar charts) of the resilience indicators 
Related chunk(s) <<requires>> Align actors’ goals in DBE by modelling
Existing method(s) 
potential application

[15]

Interface <(goal model), Analyse DBE’s resilience with resilience indicator 
analysis strategy>

Process map (for the product part see the meta-model on Fig. 2)

Method chunk Content

4 Application Discussion

The DBE method and its high-level modules, the 11 maps, provide general application
guidance by the definition of the baseline maps and the dependencies among the maps.
Depending on needs of individual projects, the modules, each focusing on a design/
structural concern of a DBE, can be used in different order or simultaneously in various
situations. The low-level modules as method chunks (strategies and intentions) support
the detailed activities of how to perform parts of the maps (i.e., high-level modules).
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Three DBE cases are used as examples to illustrate the concerns faced by and situa-
tions occurring in DBEs and how the DBEmethod can be used as lenses to address these
concerns. The Digital Vaccine (DV) case is an operating platform-oriented DBE aim-
ing to provide tailored preventive care for citizens based on personal needs and reduce
the financial burden on the public healthcare system. The Winter Road Maintenance
(WRM) case is a Latvian project bringing together multiple actors, such as citizens,
public transportation, and emergency services, and supporting up-to-date information
on road conditions and maintenance work on the regional level in a functioning DBE.
The Higher Education (HE) case is an alliance of over ten higher education institutions
with the vision of enabling deeper interactions and co-creation of knowledge and skills
among citizens, schools, business companies and enterprises, and social and cultural
associations in its DBE.

Since all three DBEs are operating (in the management/runtime phase), a common
concern is to manage the joining and exiting of actors occurring due to external or
internal changes and how to make decisions related to DBE actors’ onboarding and
offboarding. As shown in Table 4, the runtime management (RM-map) module can be
used in situation during management phase when changes in a DBE are observed and
“continual analysis and monitoring of the state of a DBE and DBE actors’ fitness and
qualification” are needed. By performing the RM-map, the related method chunks as
constituents describing detailed activities shall be performed. The performance of the
five baseline maps and the KIP-map and their related method chunks as constituents are
also triggered and required.

The various combination usage of the modules of the DBE method support design
and analysis of the various aspects of DBEs, those which emerged evolutionarily as
well as those which are designed from scratch. These modules can be seen as analogical
to polarised lenses, made for highlighting and working specific aspects or parts of the
reality, in this case, the DBE. For example, the lenses focusing on runtime management
facilitate the identification of changes and the understanding of the baseline structure in
terms of the scope, actors, capabilities, resources, and digital infrastructures of a DBE
during or after the changes. Then, depending on the situation of actors onboarding or
elimination, fitness and qualification of actors can be analyses based on the measured
goals, actors’ assets, and corresponding KPIs, which, in turn, support decision-making
concerning adding or removing actors in the DBE.

5 Conclusions

In this study, we have presented a modular model-based method for design of DBE
involving diverse actors, roles, goals, and responsibilities in a complex socio-digital
setting. The presented method uses Situational Method Engineering as the underlying
methodology and its Map approach to facilitate modular DBE design by the means of
method chunks that resolve the development of individual ecosystem’s components,
each having a work intention, being applicable in a situation, as well as in relation and
dependencies with some other components. To support model-orientation, the method
maps rely on underlying meta-models that define concepts and relationships valid for
the map. We have also illustrated some applications of existing enterprise architecture
and enterprise modelling approaches for realisation of the maps’ activities.
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Themotivation for the study is the need to provide business organisationswith amod-
ularised methodological aid to facilitate the complexity of DBE design. The presented
method is intended for the used by both scientists and practitioners when analysing and
improving DBEs emerged evolutionarily (such as the HE case) and designing innova-
tive multi-actor business constellations craving new characteristics for responsibilities
and relations compared to traditional, dominantly bilateral business networks with low
autonomy, cohesion and diversity.
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Abstract. An inclusive service is usable regardless of the functional
abilities of its users. Increasing the inclusiveness of critical services such
as higher education contributes to reducing disparities and can be viewed
as an institutional value proposition for society as a whole. However,
the notion of inclusion is becoming more multifaceted and context-
dependent. Addressing it at scale often takes the “watering can” app-
roach, which is resource-intensive and may not be effective. As a basis
for better service design decisions as well as planning and allocation of
resources, we introduce an approach to representing, analysing and com-
municating the structure of public institutional service environments. In
an ontological model of inclusion in a service, we demonstrate that inclu-
sion problems result from a mismatch between environmental factors and
user characteristics. Further, using higher education as a case of applica-
tion, we analyse the mismatch by creating a risk-aware goal model of a
service - a university course. The viability of the approach has been vali-
dated by a group of practitioners with expertise in the design of university
programmes and the power of organisational decision-making. The app-
roach we propose enables service designers to identify and systematically
address inclusion problems in their respective service environments.

Keywords: Conceptual Modelling · Public Institutional Service
Design · Inclusive Education · Qualitative Risk Analysis

1 Introduction

What makes a service inclusive? In the most general view, an inclusive service is
designed and delivered to meet the needs, preferences, and functional limitations
of a diverse range of users [1,2]. No service, however, can be fully inclusive of
any and all users across the complete spectrum of human diversity with respect
to their biological, cultural, social, cognitive, and psychological characteristics.
We delimit the discussion of inclusion in a service to the value proposition of the

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
K. Hinkelmann et al. (Eds.): BIR 2023, LNBIP 493, pp. 229–243, 2023.
https://doi.org/10.1007/978-3-031-43126-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-43126-5_17&domain=pdf
http://orcid.org/0000-0001-7964-2097
http://orcid.org/0000-0002-7416-8725
http://orcid.org/0000-0002-5079-9581
https://doi.org/10.1007/978-3-031-43126-5_17


230 H. Zhemchugova et al.

service in a particular context which then determines its inclusion problematics
and constrains the search for inclusion solutions. This paper is concerned with
functional inclusion in higher education as a public institutional service that is
provided by universities as institutional establishments. University education can
be regarded as a critical service given its significant role in personal development,
social mobility, economic growth, and overall societal progress. It is intended to
be accessible by all citizens, regardless of their functional ability [3]. Ensuring
functional inclusion in university education can be seen as a value proposition
to society as a whole.

Knowledge regarding how public institutional service systems, relationships,
and interactions should be designed to serve diverse users is often fragmented.
Service development projects often adopt a “watering can” approach to cover
as much ground as possible, yet they tend to fail to serve all but the “average”
user [4]. Developing inclusive services at scale, also known as “universal service
design” [5,6], requires appropriate approaches for systematising the knowledge
about problems that arise for non-average users at the service touch-points of
(un)fair access, treatment, and exit. The main strategies for inclusion in a ser-
vice have focused on modifying: the user whose characteristics are not directly
compatible with the system (cf [7]) and the system environment that creates
barriers for the user (cf [8]). The former is resolved by equipping users with
artefacts that increase the compatibility while the latter is addressed by restruc-
turing the environment to remove the barriers. Iterative co-creation approaches
such as design thinking are useful for learning about problems experienced by
users and designing solutions they welcome, and have been successful in both the
private and public sectors [9]. However, such approaches may not be fully prac-
ticable in highly regulated institutional environments that are financially con-
strained. Institutional service designers require new analytical tools to embrace
the “diverse” user systematically and within their means.

This conceptual paper proposes a model-based approach to detecting hidden
inclusion problems pertaining to users’ functional limitations and analysing their
impact on service goals and value in public institutional services. The approach
constitutes a new way of thinking about inclusion in a service and does not
introduce a new modelling method or a domain-specific modelling language. The
aim of the approach is to expand the understanding of inclusion problematics
in the design of public institutional services and to support decisions on their
revision while using modelling tools that exist. The outcome of applying this
approach to public university education in this study is a qualitative risk analysis
of functional inclusion in a university course.

2 Inclusive Services in Literature

2.1 Inclusive Institutional Services

Creating inclusive institutions is one of the sustainable development goals on the
Agenda 2030 [10]. Services can be seen as systems where inclusion can take place
at the interface between institutions and the public. [11] proposes an agenda for
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creating inclusive service systems by 2050, emphasising the need to understand
service context, relationships, and interactions. A service is a value proposition
[12] from a service provider to users and other stakeholders in the form of activ-
ities to solve their problems and meet their needs. Designing a service involves a
structured and iterative process of understanding user needs, and often includes
modelling and analysing their divergent values. Services can have a “good” or
a “bad” fit between their projected value and the value their users are able
to extract. Institutional services are intended to support the social, economic,
and political well-being of society as a whole. [4] defines inclusion as a measure
of service quality since being usable by everyone equally means that its pro-
jected value can extend past the “average” user. Thus, service inclusion creates
equitable opportunities for diverse citizen groups as users, making institutions
societally sustainable [11]. Unlike those in the private sector, public institu-
tional services are funded by taxes or other public resources and must adhere
to stringent budgets. Furthermore, they are regulated by government laws and
policies, which may constrain or facilitate resource allocation and prioritisation.
The interpretation of inclusion by institutional service designers determines its
implementation [13].

2.2 Inclusive Education

The notion of inclusion in education has a complicated relationship with ideas
of educational democracy and student diversity [14]. In the early 1990’s, pol-
icy initiatives targeted facilitating access to education for all students regardless
of their characteristics [15], further specialising the term “inclusive education”
to students with disabilities [16]. The notion of social inclusion is strong in
the history of education in Sweden [17] where inclusion is understood as leg-
islative protection against discrimination on the grounds of social differences1

[18]. Within higher education, social inclusion has been connected to the goal of
broadened recruitment [19, §5] as a point of fair access. However, social inclu-
sion or fair treatment of those who have been admitted to studies has not been
sufficiently operationalised although policy instruments exist (cf [20]). Decisions
about service design in education have focused on identifying non-average users
and their characteristics as well as determining the “limits to inclusion” [21], how
they should be drawn, and by whom [22] to support the planning of resources.
Due to resource constraints, public universities have been favouring inclusion
issues that are easier to identify and preferring solutions that modify the user
by means of artefacts. For example, offering headphones that block out over-
whelming noise and sensory stimuli are a common solution for students with
non-apparent disabilities such as ADHD and autism. While useful and neces-
sary, such solutions do not guarantee social inclusion which is critical for this
group of service users. Social inclusion can support students in coping with their
less apparent functional challenges and equalise their chances of living up to

1 Specifically, protected categories regard discrimination on the basis of gender, gender
identity or expression, sexual orientation, religion, ethnicity, disability, and age.
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their academic potential. Hence, actually securing accessibility and equal par-
ticipation in an institutional service demands a critical analysis and a thorough
restructuring of the organisation [23] including reconsideration of service design.

2.3 Inclusive Services in Business Informatics

In business informatics, the term “inclusive design” is most frequently found in
the literature on human-computer interaction [24] and design thinking [5] as well
as in mixed-method studies. These approaches employ user research to identify
the needs and capabilities of diverse user groups to a nuanced degree, which then
supports the development of accessible and responsive services. Design thinking
has been growing in the public sector [25] and can handle complexity [26]. How-
ever, due to unclear boundaries between the notions of “inclusive design” and
“service design” [27], the framework lacks structural integrity for representing
complex contexts [28]. A broadened design agenda that emphasises the need for
inclusion of diverse users has led to toolkits that embrace business modelling and
“increasingly have less and less to do with design per se” [28, p. 50]. Business
modelling has been used to create sustainable value propositions [29], facilitate
and enhance value co-creation [30], and align value propositions with societal
needs [31]. However, business models may not properly represent service institu-
tionality and social contexts [32]. Aware of this caveat, we propose that business
modelling can provide the vocabulary and architectural scaffolding needed to
locate and concretise the inclusion problematics in the structure of institutional
services and thus be a potent tool for supporting their design.

3 Our Modelling Strategy

To identify and analyse the inclusion problematics in the structure of a service,
we represent them in two conceptual models informed by two philosophical per-
spectives - ontological and phenomenological. We employ them as complemen-
tary lenses to support the representation with a more comprehensive analysis of
reality [33]. The ontological perspective is concerned with the objective nature
of things; it seeks to identify, group, and relate entities that exist or can be said
to exist. We express it in an ontological model that locates inclusion problem-
atics in a basic service structure, connects them to a decision-making layer in
a public institutional context, and lays the foundation for thinking about them
in general terms. The phenomenological perspective is concerned with explor-
ing and describing subjective human experience. It expands the generic view of
inclusion in a service with user-centric considerations and shows the dependency
between the service value extracted by the users affected by inclusion issues and
whether and how those issues are addressed. This perspective is instantiated in
the risk-aware goal model of a university course that connects the basic service
structure to the inclusion problematics specific to its environment and users.
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3.1 Ontological Perspective

In information systems, ontological models are used for defining the structure,
rules, and semantics of a system (cf [34]). Web Ontology Language (OWL) and
Unified Foundational Ontology (UFO) are technical notations tailored to the
task. Our ontological model takes the form of a UML class diagram, a notation
that was not intended for this purpose. However, we view the conceptual clar-
ity it gives to the model as an advantage when demonstrating and discussing
the model with educational experts who may be unfamiliar with conceptual
modelling and may find its more elaborate forms difficult to understand. We
model inclusion problematics in a generic service (presented in Sect. 4) as an
entity that exists for a particular purpose and follows a particular design that
can change upon revision. The model is presented at a high level of abstraction
and is domain-independent. It is based on existing research on service design
and value proposition (cf [4,11,12]) as well as on our diverse perspectives and
experiences as educators in public universities in the Nordics.

3.2 Phenomenological Perspective

Qualitative, narrative-based phenomenological analysis rarely uses models. It
dominates the field of user experience (UX) research, where meeting user needs is
seen as creating business value (cf [35]). Focusing on the subjective experience is
also recommended for designing institutional services that are inclusive of people
with disabilities [36]. A phenomenological perspective is useful for analysing
the mismatch between environmental factors and user characteristics inherent
in a particular service. It takes the form of a goal model of the service that
instantiates relevant classes of the generic ontological model to specialise the
ontological perspective to the domain of application. The goal model is then
expanded with a qualitative risk analysis of how the mismatch may affect user
experience, service goals, and service’s projected and extracted value. The risk
analysis makes use of the RAMN notation [37] created for visualising risk in
holistic business models. The inclusion problematics are specialised to functional
inclusion in a university course, referring to a certain type of environmental
barriers that may be experienced by students possessing characteristics of limited
function.

Case. The university course under analysis teaches research methodology to
master’s students in computer and systems sciences at Stockholm University,
Sweden, at the conclusion of their studies. It was developed in 2020 and has been
taught by two of the paper’s authors for the past three years. Our experience as
course developers and teachers informs the goal model and its risk-aware exten-
sion. Particularly, the extension is based on continuous feedback on the study
experience from new cohorts of about 100 students each year. In addition to for-
mal course evaluations conducted at the end of each year, feedback is gathered
through informal interactions. As a result of the teaching staff’s dedication to
course development, student feedback shows a favourable opinion of the solutions
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we implement. However, despite these efforts, complaints regarding functional
inclusion problematics continue to surface. These concern (a) functional barriers
as environmental factors or (b) functional limitations as user characteristics.
They manifest when students engage in course activities: (a) “Course activities
provide some students with unreasonable demands”, and (b) “Some students are
not able to carry out course activities without unreasonable strain”.

In the disability discourse, a “functional barrier” refers to the environmen-
tal factors that negatively influence a person with a functional impairment. We
take a broader perspective and focus on barriers to functional inclusion for those
individuals who may not have a disability but may experience suboptimal lev-
els of function, whether permanent or temporary, due to other conditions and
states (e.g., chronic pain or grief) that are not considered disabilities and do
not confer the right to functional support and accommodations. We refer to
this phenomenon as “functional variation” to differentiate it from the “average
function” of the “average student”. The ontological specification of the inclu-
sion problematics in a service is as follows: (a) “Service environment presents
functional barriers for some service users”, and (b) “All service users possess
a characteristic of functional variation”. This inclusion problem relates to the
goal of broadened recruitment [19] and occurs after admission to studies.

4 An Ontological Model of Inclusion in a Service

The model consists of four consecutive parts: existing design, inclusion problem-
atics, design revision, and new design (see Fig. 1). The numbers on the connectors
between classes show how many objects within these classes can be connected
by association, e.g., “0..*” means “zero to many”.

Existing Design. A service is offered to a user by a provider and has a tan-
gible desired outcome that is connected to an abstract value proposition. The
value proposition is aligned with the purpose of the public institutional estab-
lishment, e.g., universities work towards closing skill and knowledge gaps. It can
be specialised into projected value - something the provider intends to deliver to
the users and society at large - and the value the user is able to extract from
the service in practise. The latter can be undermined by an inclusion problem
which may cause the purpose of the establishment to not be reaching some user
groups. It can also be supported by an inclusion solution. A use plan enables
the user to engage with the service and includes activities to be carried out in a
specific sequence, including by making use of various resources. Finally, a service
is delivered in a certain environment which can be physical, digital, or social.

Inclusion Problematics. Inclusion problems may arise when users experience
challenges when carrying out an activity as part of the use plan. These chal-
lenges may actualise through user characteristics that undermine their function
and lie outside their control, e.g., having a permanent physical disability or feel-
ing temporarily anxious. A user of a motorised wheelchair (user characteristic)
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can physically move from one place to another quicker than an average person
(strength). However, having to take several flights of stairs to get to a lecture
hall (environmental factor) to attend a lecture (activity) would highlight a limi-
tation of not being able to do so (barrier), thus triggering an inclusion problem.
However, for a student who enjoys good health and likes to be physically active
(user characteristic), taking the stairs can be viewed as a facilitator to exercising
a strength, and thus, no inclusion problem would occur.

Fig. 1. A generic ontological model of inclusion in the design of a public institutional
service.

This example shows that inclusion problems are not solely inherent in either
the user or the environment and instead relate one or several environmental fac-
tors to one or several user characteristics. It is the mismatch between the factors
and the characteristics that turns the former into barriers rather than facilitators
and the latter into limitations rather than strengths, effectively hindering some
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users from extracting the service’s full value. The number of factors and char-
acteristics that may come into conflict with each other is presumably enormous
given the diversity of environments and users, as well as the differences in how
the environments are configured and users are born and developed as humans.
Consequently, it may not be feasible or practically useful to identify all possi-
ble combinations resulting in a mismatch and preempt them with a solution.
Instead, we suggest specialising the analysis to a particular service context and
discovering the causes of inclusion problems phenomenologically, i.e., basing it
on the observable experience of service provision to delimit and concretise the
problem and solution spaces.

Design Revision. The existence of an inclusion problem does not guarantee
either its identification or that a solution is sought. Vice versa, if no inclusion
problem is identified, it does not mean none exists. However, once the prob-
lem is identified, it motivates a revision of the service design. In public insti-
tutional environments, this revision evokes a decision situation where one or
several decision-makers relate the problem to the law and policy (rules) regu-
lating the service domain and the practise of the provider with the purpose of
designing a solution or concluding that no solution is required. The rules can
be hard, i.e., mandatory to follow, or soft, i.e., to be followed whenever possible.
Law and policy do not function on their own and can only be actuated through
their interpretation in the human mind. Different decision-makers may have dif-
ferent interpretations of the constraints and possibilities they provide, as well
as different assessments of the problem. The interpretation determines whether
an inclusion problem can be acknowledged and addressed, as well as whether it
restricts or enables the solution space. It can be decided that no action should be
taken due to the constraints laid out in hard rules, e.g., a requirement for doc-
umented proof of the legitimacy of a user characteristic impacting function, or
insufficient incentives for applying soft rules, e.g., a lack of institutional resources
available for use. An inclusion solution follows the decision to include it in service
design following the revision.

New Design. The new design of a public institutional service can include three
types of inclusion solutions. An individual solution is about helping a certain
user overcome or mitigate the barriers in the environment by modifying the
characteristics of that user, e.g., by providing an individual hearing aid. A use
plan solution focuses on modifying how an activity can be carried out. Finally,
an environmental solution involves changing the service environment universally
to reduce the number of barriers that can be experienced by some or all users.
Environmental solutions can only be promoted by actors at a higher level of the
organisational hierarchy, such as decision-makers and policymakers. After the
new design is implemented, it reverts to the “existing design”, and the problem
analysis iterates in a new cycle.
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5 A Risk-Aware Model of Inclusion Problematics

Goal Model. For the generic ontological model to fit the domain of public uni-
versity education, we specialise its classes as follows: service to Course, provider
to University, and user to Student. Then, the class desired outcome is instanti-
ated into Goals and Means which are determined by the service provider cen-
trally. The Means are further specialised into Strategies to represent activities
or their modes; and into Policies and Rules to indicate what governs and con-
strains the Means as well as supports and compromises the Goals. Providing
Quality Education is set to be the top Goal and a specialisation of the class pro-
jected value in the generic model. It includes Learning Outcomes of the course
and Pedagogical Alignment. The classes use plan and activity are instantiated
through the Means of Creating Activities such as attending a lecture, reading
course literature, participating in seminars, and taking exams - according to the
course plan. The dimension of functional inclusion is represented through the
Goal of Functional Support as part of the Goal of Support in Learning under
the higher-level Goal of Pedagogical Alignment. There are two strategies for
providing Functional Support: By Request, i.e., “do nothing unless the student
states a request” and By Design, i.e., “consider the functional variation in course
design”. Thereby, the key components of the existing design part of the generic
model have been adapted to the target domain.

Qualitative Risk Analysis. The inclusion problematics in this course are
modelled through environmental factors and user characteristics as Influencers.
The following categories of Influencers were included based on data about the
course: Student Characteristics, Teacher Assumptions, Teaching Culture, Teach-
ing Resources, Course Management Prerogative, Regulation, and Compliance.
Further, the goal model is expanded with their Assessment which constitutes the
risk analysis2. Figure 2 presents a fragment of the analysis where the Influencer
“Student Characteristic” (user characteristic in the generic ontological model)
is assessed against the Strategy of “Providing functional accommodations by
request” (individual inclusion solution in the generic ontological model). Con-
strained by Policy, the Strategy can only be implemented if students can provide
documented proof of eligibility. The red triangle with an exclamation mark is
a risk indicator, showing the mismatch between the environment and the users.
The following students are at risk of functional exclusion: those who choose not
to disclose their disabilities, have a condition that impacts their function but is
not considered a disability, or do not have any such conditions but experience
temporary functional limitations. The knowledge the complete course analysis
enables us to see is intended to support course designers and other decision-
makers in prioritising solutions for functional support in course development.

2 A complete digital version of the model with searchable content can be downloaded
at https://shorturl.at/belqZ.

https://shorturl.at/belqZ
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Fig. 2. A fragment of the risk-aware extension of the goal model.

6 Evaluation of the Outcome of the Approach

The outcome of the approach and the viability of the instantiated model were
evaluated by expert opinion [38]. Homogeneous purposive sampling [39] was
employed to engage a small group of intended users of the model and the knowl-
edge it provides - service designers with the power of organisational decision-
making. The sample consisted of four Directors of Study with expertise in man-
aging study programmes on the doctoral, master’s, and bachelor’s levels at Upp-
sala University and Stockholm University in Sweden. Among them were three
experts in special education (SE) and one in regular education (RE), represent-
ing the Department where the modelled course was offered - to validate if the
model identified the correct inclusion issues. The small sample size was moti-
vated by the need to achieve data saturation rather than statistical power [40].
The data was gathered using unstructured interview sessions [41] to discover the
experts’ unique perspectives while limiting the researcher bias. It was captured
by note-taking after receiving the respondents’ consent. The data comprised a
preliminary state of knowledge and was not meant to create generalisations over
the entire population of experts in similar professional roles. Rather, it provided
an appropriate focus and an overview of the real-life concerns of this partic-
ular group of practitioners. We asked: Can the knowledge this risk-aware goal
model produces be used for decision support about the design of your courses and
programmes with the purpose of making them more functionally inclusive for
students? If yes, then how? And if not, then why not?
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6.1 Summary of Findings

A clear difference in perspectives could be seen between the service designers in
SE and in RE. The former group saw the modelling approach as a well-structured
form of qualitative risk analysis. All service designers in SE expressed that the
model lifted and clarified the systemic inclusion issues that are important to
address in their line of work but difficult to articulate otherwise. Possibly, this
view can be attributed to the fact that educators in SE may have a more nuanced
view of the inclusion problematics, and therefore appreciate their being made
explicit. The service designer in RE, on the other hand, perceived the model as
“too complicated and overwhelming for something that is so obvious”. While this
assessment meant that the model did not provide new knowledge, it confirmed
the model’s internal validity.

Correctness of Service Representation. All respondents assessed the level
of representation in the model - that of a university course - as inappropri-
ate. It was suggested that the model could instead be drawn at the level of
a university programme or a higher systemic level, engaging policymakers and
enabling solutions for all universities nation-wide, which was motivated by the
universal character of the issues that were brought up in the analysis. Service
designers in SE could see that a similar model could be created to analyse other
types of inclusion problems such as language, age, and mobility. Some respon-
dents expressed concerns about the model’s reliability given that it was based
on multiple sources of empirical data rather than established scientific knowl-
edge. Others stated that the modelling approach would not fit with their work
routines because of their preference for working with tacit knowledge. The ser-
vice designer in RE expressed a preference for a process view that would align
better with the established routine of using process checklists when processing
students’ requests for functional support.

Usability of the Approach. Service designers in SE deemed the approach
usable as a tool for structuring delicate discussions about non-apparent inclusion
issues and facilitating communication around them during institutional meet-
ings. It was suggested that the approach could de-dramatise and de-personalise
addressing the inclusion problematics by making discussions more constructive.
The approach was also deemed to be time-consuming, both in terms of the
time required to create a risk-aware model and to learn how to interpret it. All
respondents agreed that the reasonable timeframe for using the approach for risk
analysis was once per term or once per year. Feasible usage scenarios included
creating a risk-aware goal model during a planning meeting to discuss resource
trajectories and during a workshop session facilitated by a modelling consultant
to revise the existing programmes. The service designer in RE did not see a
particular usage scenario for the approach in their line of work.

Understandability of the Diagram. While the model was generally seen
as having a clear structure, all respondents expressed the wish that it were
made simpler, while the repeating elements were perceived as overwhelming.
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This problem could be attributed to the constraints of the modelling environ-
ment ADOxx [42] that does not hide supporting elements. In the RAMN library,
Assessments of Influencers for impacts on other elements are visualised as one-to-
one relationships. In a thorough risk analysis, Assessments become omnipresent.
Although necessary for traceability, this feature provides information noise and
complicates the understanding of the model by practitioners not familiar with
conceptual modelling. One respondent suggested that a graphical element could
be added to indicate that the list of Influencers is not exhaustive and can be
expanded, while another mistook the dependencies between the risk indicators
and the course elements for causal relationships. These observations may indi-
cate the need to introduce service designers to the modelling notation prior to
their participation in the analysis facilitated by the approach. Finally, it was
suggested to add indicators of responsibility for mitigating the risk - to delineate
the expectations imposed on the service designers (e.g., provide solutions) from
the expectations imposed on students (e.g., be proactive with disclosing the need
for functional support).

Policy Compliance: Enabling and Constraining. All respondents assessed
the approach as relevant to their line of work with reference to the requirement
of broadened recruitment and participation of students [19, §5]. Even though
the issues the model depicts were known to the service designer in RE, creating
solutions in practise was either challenging or impossible because of the con-
straints imposed by the university policies centrally. One of such requirements
obliges students to provide documented proof of eligibility to receive disability
support. This requirement does not leave much room for accommodating those
students who need other forms of functional support while not being disabled
and not being able to provide such proof. In the existing design, this problem is
addressed by making exceptions on a case-by-case basis, though such interven-
tions are unsystematic and subject to resource availability. This finding indicates
a gap between the policy guidelines and the practical possibilities for their imple-
mentation.

7 Discussion and Conclusions

The model-based approach we have proposed and evaluated provides a new
way of thinking about inclusion in public institutional services. It restructures
the abstract and complex issue of inclusion into a sizable practical problem
that can be observed and analysed in the context of a particular service. Our
findings from applying the approach to the domain of public university education
indicate that it responds to the needs of service designers in special education.
However, it has not found the support of service designers in regular education
who view functional inclusion in a less nuanced way and whose actions are more
constrained by the regulations. Given that higher education is not compulsory
and access is based on merit, consideration of “special needs” is a relatively recent
phenomenon. It is still more common to consider the needs of the “average”
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student and build services around that persona rather than ask, Who are the
individuals struggling? and What can we do for them? The goal of broadening
the recruitment of students challenges this tradition and urges educators to look
for new ways of thinking to accommodate diverse students past the point of
acceptance into studies.

The generic ontological model of inclusion in a service lays the conceptual
foundation for structuring inclusive institutional services. It provides a stable
analytical point of departure when addressing systemic issues concerning the
subjective experiences of service users. The RAMN notation facilitates concretis-
ing the idea that environmental factors may not be intrinsically good or bad,
but they can have different impacts on users with different characteristics. The
diagrammatic depiction of the risk analysis shows the mismatch between the two
and opens the door for reflection on the impact it can have on the quality of
service and the extraction of service value by some user groups.

While the approach does not offer solutions - something our respondents
wished it did - it has the potential to ensure that non-apparent but pressing
inclusion problems do not get overlooked. Evaluation sessions determined that
the inclusion problematics we revealed in the analysis of a course may not be
course-specific but rather manifest at scale in study programmes encompassing
a number of courses. For further validation of the approach, it should be tested
in application to other public institutional services that are deemed critical, such
as, for example, healthcare.

Internal university policies interpret national regulations in a way that can
help or restrict inclusion in public institutional services. That which is stated
explicitly may be followed through, while that which is neither mandated nor
prohibited may remain out of focus. Swedish institutional practise shows that
a broader interpretation of functional inclusion in services happens unsystem-
atically through the efforts of individual universities. However, such efforts are
difficult to propagate at scale as universities set individual priorities and work
against individual budgets. Universal design is argued to hold the key to inclu-
sive services; however, the work may need to be explicitly supported by explicit
policy guidelines. Therefore, another important direction for future research is to
investigate whether a similar model-based approach could support such guide-
lines.
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shinderspolitiken under 2021–2031 (E: A strategy for a systematic follow-up on the
politics of functional barriers) (2021)

21. Hansen, J.H.: Limits to inclusion. Int. J. Incl. Educ. 16, 89–98 (2012). https://doi.
org/10.1080/13603111003671632

22. Nilholm, C.: Research about inclusive education in 2020 - how can we improve
our theories in order to change practice? Eur. J. Spec. Needs Educ. 36, 358–370
(2021). https://doi.org/10.1080/08856257.2020.1754547

23. Harris, J.C., Barone, R.P., Davis, L.P.: Who Benefits?: A Critical Race Analysis
of the (D)Evolving Language of Inclusion in Higher Education. Thought & Action
(2015)

24. Abascal, J., Nicolle, C.: Moving towards inclusive design guidelines for socially
and ethically aware HCI. Interact. Comput. 17, 484–505 (2005). https://doi.org/
10.1016/j.intcom.2005.03.002

25. McGann, M., Blomkamp, E., Lewis, J.M.: The rise of public sector innovation
labs: experiments in design thinking for policy. Policy Sci. 51(3), 249–267 (2018).
https://doi.org/10.1007/s11077-018-9315-7

https://doi.org/10.1007/978-3-030-77431-8_2
https://doi.org/10.1007/978-3-030-77431-8_2
https://doi.org/10.1007/978-1-4471-0001-0
https://doi.org/10.1007/978-1-4471-0001-0
https://doi.org/10.1111/bld.12505
https://sdgs.un.org/goals/goal16
https://doi.org/10.1108/JOSM-05-2018-0121
https://doi.org/10.1108/JOSM-05-2018-0121
https://doi.org/10.1080/13603116.2013.826289
https://doi.org/10.1093/acrefore/9780190264093.013.1682
https://doi.org/10.1093/acrefore/9780190264093.013.1682
https://doi.org/10.1080/13603111003671632
https://doi.org/10.1080/13603111003671632
https://doi.org/10.1080/08856257.2020.1754547
https://doi.org/10.1016/j.intcom.2005.03.002
https://doi.org/10.1016/j.intcom.2005.03.002
https://doi.org/10.1007/s11077-018-9315-7


A Model-Based Appr to Dec Sup for Des Incl Ser 243

26. Buchanan, R.: Wicked problems in design thinking. Des. Issues 8, 5–21 (1992).
https://doi.org/10.2307/1511637

27. Busciantella-Ricci, D., Rizo-Corona, L., Aceves-Gonzalez, C.: Exploring bound-
aries and synergies between inclusive design and service design. In: Di Bucchian-
ico, G., Shin, C.S., Shim, S., Fukuda, S., Montagna, G., Carvalho, C. (eds.) AHFE
2020. AISC, vol. 1202, pp. 55–61. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-51194-4 8

28. Melles, G.: The design thinking umbrella for inclusive growth in India? Discussion
and case study. SDMIMD 11, 49–56 (2020). https://doi.org/10.18311/sdmimd/
2020/26141

29. Baldassarre, B., Calabretta, G., Bocken, N.M.P., Jaskiewicz, T.: Bridging sustain-
able business model innovation and user-driven innovation: a process for sustain-
able value proposition design. J. Clean. Prod. 147, 175–186 (2017). https://doi.
org/10.1016/j.jclepro.2017.01.081

30. Karpen, I.O., Bove, L.L., Lukas, B.A.: Linking service-dominant logic and strategic
business practice: a conceptual model of a service-dominant orientation. J. Serv.
Res. 15, 21–38 (2012). https://doi.org/10.1177/1094670511425697

31. Butler, R.W., Szromek, A.R.: Incorporating the value proposition for society with
business models of health tourism enterprises. Sustain. Sci. Pract. Policy. 11, 6711
(2019). https://doi.org/10.3390/su11236711

32. Musulin, J., Strahonja, V.: Business model enriched with user experience, as a
systemic tool in service design. Croatian Econ. Surv. 23, 67–103 (2021). https://
doi.org/10.15179/ces.23.2.3

33. Smith, D.W.: “Pure” logic, ontology, and phenomenology. Rev. Int. Philos. 224,
21–44 (2003)

34. Green, P.F., Rosemann, M.: Business Systems Analysis with Ontologies. Idea
Group Inc. (IGI) (2005)

35. Luther, L., Tiberius, V., Brem, A.: User experience (UX) in business, manage-
ment, and psychology: a bibliometric mapping of the current state of research.
Multimodal Technol. Interact. 4, 18 (2020). https://doi.org/10.3390/mti4020018

36. Layton, N.A., Steel, E.J.: “An environment built to include rather than exclude
me”: creating inclusive environments for human well-being. Int. J. Environ. Res.
Public Health 12, 11146–11162 (2015). https://doi.org/10.3390/ijerph120911146

37. Hinkelmann, K., Onufrienko, N.: Explicitly modelling relationships of risks on
business architecture. In: Cunningham, P., Cunningham, M. (eds.) eChallenges
e-2014 Conference Proceedings. Institute of Electrical and Electronics Engineers
Inc. (2014)

38. Walton, D.: Appeal to Expert Opinion: Arguments from Authority. Penn State
Press (2010)

39. Etikan, I., Musa, S.A., Alkassim, R.S.: Comparison of convenience sampling and
purposive sampling. Am. J. Theor. Appl. Stat. 5, 1 (2016). https://doi.org/10.
11648/j.ajtas.20160501.11

40. Fusch, P.I., Ness, L.R.: Are we there yet? Data saturation in qualitative research.
Qual. Rep. 20, 1408–1416 (2015)

41. Zhang, Y., Wildemuth, B.M.: Unstructured interviews. Applications of social
research methods to questions in information and library science, pp. 222–231
(2009)

42. ADOxx.org: Introduction to ADOxx. https://www.adoxx.org/live/introduction-
to-adoxx. Accessed 21 Jun 2023

https://doi.org/10.2307/1511637
https://doi.org/10.1007/978-3-030-51194-4_8
https://doi.org/10.1007/978-3-030-51194-4_8
https://doi.org/10.18311/sdmimd/2020/26141
https://doi.org/10.18311/sdmimd/2020/26141
https://doi.org/10.1016/j.jclepro.2017.01.081
https://doi.org/10.1016/j.jclepro.2017.01.081
https://doi.org/10.1177/1094670511425697
https://doi.org/10.3390/su11236711
https://doi.org/10.15179/ces.23.2.3
https://doi.org/10.15179/ces.23.2.3
https://doi.org/10.3390/mti4020018
https://doi.org/10.3390/ijerph120911146
https://doi.org/10.11648/j.ajtas.20160501.11
https://doi.org/10.11648/j.ajtas.20160501.11
https://www.adoxx.org/live/introduction-to-adoxx
https://www.adoxx.org/live/introduction-to-adoxx


Validating Enterprise Architecture
Principles Using Derivation Rules

and Domain Knowledge

Devid Montecchiari1,2(B) and Knut Hinkelmann1,3

1 School of Business, FHNW University of Applied Sciences and Arts Northwestern
Switzerland, Olten, Switzerland

{devid.montecchiari,knut.hinkelmann}@fhnw.ch
2 School of Science and Technology, UNICAM University of Camerino, Camerino,

Italy
3 Department of Informatics, University of Pretoria, Pretoria, South Africa

Abstract. In Enterprise Architecture Management (EAM), rules, con-
straints, and principles guide and govern the Enterprise Architecture
(EA). These can be formulated and verified in ontology-based enterprise
architecture models. The automatic validation of EA principles relies on
the knowledge available in the EA models. However, there is knowledge
implicit in models that humans may understand but machines cannot.
For example, relationships between model elements may be derived using
derivation rules and domain knowledge. Formalizing derivation rules in
an enterprise ontology, we can infer this implicit knowledge and make
it available to the machine for reasoning. This research demonstrates
the feasibility of using derivation rules to extract implicit knowledge
from enterprise models allowing EA principles validation and supporting
EAM. The research contribution is presented using a concrete real-world
use case and implementing the derivation rules for the EA modeling
standard ArchiMate.
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1 Introduction

In Enterprise Architecture Management (EAM), rules, constraints, and princi-
ples guide and govern the Enterprise Architecture (EA). These can be formulated
as executable statements and verified in enterprise models.

In our previous work, we operationalized the formalization of EA princi-
ples in machine-interpretable business rules to automate their validation in EA
models [25,26]. The automatic validation of EA principles relies on the knowl-
edge available in the EA models. We utilize the ontology-based meta-modeling
approach [12] to automatically transform models in an enterprise ontology [11].
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However, a model (and, therefore, the enterprise ontology) may contain only a
part of the relationships between elements. To increase readability, a modeler
might focus on relevant relationships for an intended purpose and leave others
implicit. For example, if in an ArchiMate model, an Application Component real-
izes an Application Service and the Application Service serves a Business Pro-
cess, then the Application Component serves the Business Process. The serve
relationship between the Application Component and the Business Process is
implicit and does not need to be modeled. In this case, a Derivation Rule as
defined by ArchiMate [37] allows for finding the serving relationship between
the application component and the business process.

This example illustrates that EA models contain knowledge that machines
cannot access. To address this issue, this research seeks to align the knowledge
available to machines from EA models by converting derivation rules and using
domain knowledge into a format that machines can interpret to infer missing
relationships between elements. This supports the automatic validation of EA
principles in Ea models.

The literature review (Sect. 2) identifies a research gap (Sect. 2.5) in using
derivation rules and domain knowledge to support an automated validation for
EA architecture principles in EA models. An analysis of the impact of derivation
rules for the validation of EA principles is described in Sect. 4 using ArchiMate
[37] for EA modeling. Then, we showcase how using domain knowledge and
derivation rules - formalized in an enterprise ontology - can support the auto-
matic validation of EA principles (Sect. 5.1). This implementation is evaluated
with a concrete use case from a running project at FHNW (Sect. 6).

2 Literature Review

The section starts by providing a brief introduction - as a background - on Enter-
prise Ontology (Sect. 2.1), Enterprise Design (Sect. 2.2), and EA Management
and EA Principles (Sect. 2.3). Based on these findings and looking at related
works, it is shown how EA models and principles (Sect. 2.4) can be represented
using enterprise ontologies. However, EA models’ knowledge goes beyond what
is modeled, and we claim that derivation rules and domain knowledge (Sect. 2.5)
can be used to infer implicit knowledge from the models usable for automatic
reasoning, hence supporting the validation of EA principles.

2.1 Enterprise Ontology

Ontologies help eliminate and reduce conceptual errors and terminological con-
fusions to shape a common understanding [38]. Focusing on the formalization of
the shared conceptualization, a definition of ontology is:

“An ontology is a formal, explicit specification of a shared conceptualiza-
tion characterized by high semantic expressiveness required for increased
complexity.” [6]
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An Enterprise Ontology is a conceptual model of the enterprise that can
be used to understand the essence of an enterprise in a comprehensive, coher-
ent, consistent, and concise way. According to Dietz and Mulder [5], Enterprise
Ontology is one of the pillars of Enterprise Engineering that can be used to
achieve intellectual manageability. The notions of enterprise ontology as applied
in [6,38] are regarded by Dietz and Mulder [5] as world ontology. Such world
ontologies focus on defining entities of the represented “world” and their prop-
erty types most clearly and extensively. Instead, a system ontology focuses on
understanding the essence of the construction and operation of systems [5] - in
this case, the Enterprise.

2.2 Enterprise Design

Organizational concinnity aims to design, engineer, and implement the enterprise
coherently and consistently [5]. EA modeling describes how an enterprise oper-
ates, creating a “blueprint” of how it should operate, and roadmapping the strate-
gic plan for achieving its future state. The Open Group Architecture Framework
(TOGAF) prescribes the creation of different architectural artifacts in the var-
ious phases of the Architecture Development Method (ADM) [36, Sect. 31]. An
enterprise model represents elements of an enterprise, including structure, pro-
cesses, information resources, actors, products, etc. [7]. ArchiMate [37] is one of
the widely used EA modeling languages to develop EA Models.

2.3 EA Management and EA Principles

EA governance is presented as a building block of successful EA management and
the EA management organization [2]. Typically, enterprises should define their
governance bodies, roles, and responsibilities. Such a governance organization
structure ensures the transparency of decision-making and the propagation of
EA principles [2], achieving social devotion. Ahlemann et al. [2, p. 20] define:

Enterprise Architecture Management is a management practice that estab-
lishes, maintains, and uses a coherent set of guidelines, architecture prin-
ciples and governance regimes that provide direction for and practical help
with the design and the development of an enterprise’s architecture to
achieve its vision and strategy.

Among other definitions of EAM, this definition emphasizes establishing,
maintaining, and using EA principles, guidelines, and governance regimes. Vali-
dating EA principles in EA models is a difficult procedure for EA practitioners.
This is mostly because EA principles and EA models have distinct represen-
tations that are often not machine-interpretable. While principles, guidelines,
and governance regimes are written in prose, EA models are depicted visually in
models. EA principles are “declarative statements that can be made more specific
using design instructions. The latter can take the form of architecture models in
a language such as ArchiMate” [8, p. 58]. This further complicates the necessary
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constant monitoring procedure on EA, potentially making it error-prone and
time-consuming.

An EA principle shall be sufficiently specific so that it can be validated
for correctness and represented formally to allow automatic validation [8,24].
EA principles can be described formally, semi-formally, and informally [8,26].
Business rules languages like RuleSpeak can be used to formalize rules semi-
formally. [31] is a set of guidelines for expressing business rules using a natural
language. R. Ross [31] defines:

– a Governing Statement describes a law, act, statute, regulation, business pol-
icy, or similar communication or directive in prose;

– a Practicable statement declares in well-structured English, the governing
statement for direct use by workers or other authorized parties within some
operational business process(es) or decision-making task(s);

– an Implementation Statement is specified in a form suitable for designing or
implementing some automated system(s).

Following the step-by-step procedure in [26], EA principles are considered
governing statements that can be transformed into practicable and implemen-
tation statements. As a result of the procedure, EA principles can be opera-
tionalized as business rules in Structured English Notation and translated into
SPARQL queries [29]. This allows the automatic validation of EA principles
which use an enterprise ontology as vocabulary.

2.4 EA Models and Principles Knowledge Representation

Semantic lifting transforms a (language) metamodel into an ontology represent-
ing the concepts covered by the modeling language [15]. Enterprise modeling
can represent enterprise knowledge in a human-readable (diagrammatic) and
machine-readable format (as long as it is sufficiently formal and granular) [18].
Formal enablers such as metamodels, metamodelling platforms, and formal lan-
guage grammars can enable machine-interpretability and automation of certain
reasoning tasks [18] such as EA ontology-based analysis [3,4,32]. Ontologies (or
knowledge graphs) can help explicitly represent a language’s concepts and enable
tasks like logical reasoning and instances classifications [17,33].

Ontology-based Metamodeling (OBM) [12] can be used to represent the con-
tent of an EA model in a machine-interpretable format. It is proposed as a
variant to the Meta Object Facility (MOF) meta-modeling framework [28] (and
above-mentioned related works [16,17,33]) where ontologies are used instead of
UML as metamodeling language [10]. Through semantic lifting, the structure
and semantics are kept divided from the notation, and a mapping is created
to link the graphical representation with the respective structure and seman-
tics [12]. OBM can transform EA models into EA ontology-based models auto-
matically [1]. The Agile and Ontology-aided Modelling Environment (AOAME)
[22] is built according to the OBM approach and uses the enterprise ontology
ArchiMEO [11].
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2.5 Research Gap: Derivation Rules

A derivation rule enables automated reasoning over models to detect relevant
properties as inconsistencies, and redundancies and derive implicit constructs
[34]. Different modeling languages provide specific constructs for defining derived
types and derivation rules [27]. For example, Object Constraint Language (OCL)
can express derivation rules in UML class invariants and derivation rules [9].

In ArchiMate [37], derivation rules create valid relationships without the
constituents explicit (missing intermediary elements) of the derivation available
in the model; in other words, these implicit elements are assumed to exist but
not graphically modeled. Omitting these implicit relationships from the model
may allow better readability for humans, but the machine would not capture
their knowledge unless inferred.

Derivation rules can be applied to the models, creating a complete overview
of the relationships. This (hyper-) model (with all the possible admitted rela-
tionships between the elements) would be significantly less legible for a human.
However, generating this (hyper-) model is necessary for a machine to fully
understand the model’s knowledge.

When applying Ontology-based metamodelling [12] (or–more generally–
semantic lifting [10]), part of the knowledge implicit in the model cannot be
directly captured in the enterprise ontology. Derivation rules allow inferring rela-
tions between elements based on other relations in a model. The derivation rules’
impact is further analyzed in Sect. 4.

3 Methodology

This research contributes to the work on EA principles’ automatic validation
from [26] by formalizing derivation rules and using domain knowledge.

We use ArchiMate modeling language as an exemplary EA modeling language
and the derivation rules prescribed in the ArchiMate specification [37, Appendix
B]. ArchiMate derivation rules are used to infer indirect relationships between
elements. An extensive list of permitted relationships is provided in the Archi-
Mate specification. There are two types of derivations rules, given the different
semantics of the relationships (e.g., structural and dependency relationships):

– valid derivations are certainly true in any model where these rules apply.
– potential derivations are potentially true but uncertain.

We formalize the valid derivation rules from the ArchiMate Standard using
SPARQL [29] Constructs. We prove that derivation rules can be used with
domain knowledge to support the automatic validation of EA principles. Accord-
ingly, the research can be generalized and extended with additional derivation
rules from other modeling languages.
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4 Impact of Derivation Rules for the Validation of EA
Principles

TOGAF [36] describes a sample set of Enterprise Architecture Principles. The
principle “Common Use Applications” prescribes reducing duplicative applica-
tions [36, Principle 5, Chap. 20.6]:

Principle 5: Common Use Applications
Statement: Development of applications used across the enterprise is pre-

ferred over the development of similar or duplicative applica-
tions which are only provided to a particular organization.

Rationale: Duplicative capability is expensive and proliferates conflicting
data.

To check this principle, two things have to be recognized:

1. if two Application Components are the same or similar
2. if an Application Component is a duplication, i.e., if the same or similar

application is used in several organizations

4.1 Using Derivation Rules

An indication for the check whether two application components are similar or
the same is that they realize the same services or functions. This is visualized
in Fig. 1. As APP1 and APP2 realize the same service, it can be concluded that
they are same or similar. Thus, this situation violated the Architecture Principle,
because APP1 and APP2 are used in two business processes.

Fig. 1. Two application components realizing similar service, with same label

An automated check might look for common Application Services realized by
two or more Application Components. The check must recognize that the two
components APP1 and APP2 realize an Application Service called Serv1.
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IF
{ApplicationComponents = {APP1, APP2}∧
ApplicationServices = {Serv1}∧
APP1 realizes Serv1 ∧ APP2 realizes Serv1}

THEN DuplicativeApplicationComponents = {APP1, APP2}
After recognizing that APP1 and APP2 are similar, one has to check whether

they are used in several organizations. An indicator that there are duplicate
Application Components could be that similar components are used in different
Business Processes. However, in Fig. 1, there is no direct connection between
the Application Components and the Business Processes. This is where we can
apply derivation rules.

The notation of the derivation rules is taken from [37, Appendix B]. p(a,b):R
is used to describe the relationship with name p that has concept a as source,
concept b as target, and R as its relationship type. Concepts are named a, b,
and c in order of appearance, relationships are named p, q, and r in order of
appearance, and relationship types are named S, T, and U in order of appearance.

The DR 3: Derivation Between Structural and Dependency Relationships pre-
scribes that:

“If two relationships p(a,b):S and q(b,c):T exist, with S being a structural
relationship and T being a dependency relationship, then a relationship
r(a,c):T can be derived” [37].

The model in Fig. 2 shows the representation of the DR3. The derived relation-
ship r is added in red.

Fig. 2. DR 3: Derivation Between Structural and Dependency Relationships [37]

With the derivation rule DR 3: Derivation Between Structural and Depen-
dency Relationships [37], it is possible to derive that the Application Components
APP1 and APP2 serve Business Processes BP1 and BP2, respectively (Fig. 3).

With the knowledge that these Application Components are similar (see
above), it can be concluded that similar Application Components are used in dif-
ferent Business Processes. Thus the Architecture Principle “Common Use Appli-
cations” [36, Principle 5, Chap. 20.6] is violated.
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Fig. 3. Result of DR3 (in red) compared with Fig. 1

4.2 Using Derivation Rules and Domain Knowledge

In the example above, recognizing the similarity of Application Components
is easy, because the two realized Application Services have the same label. In
reality, the views can be created by different people who use different names for
these Services, although they have the same meaning. For example, while one
person might name the service for creating an invoice “Invoicing” another might
call it “Billing”.

Knowledge about the semantics of terms is needed to recognize this. In this
case, it is just that invoicing and billing are synonyms. In real applications,
similarity identification can even require more sophisticated domain knowledge.

IF
{ApplicationComponents = {APP1, APP2}∧
ApplicationServices = {Serv1, Serv2}∧
APP1 realizes Serv1 ∧ APP2 realizes Serv2∧
Serv1 ∼ Serv2}
THEN DiplicativeApplicationComponents = {APP1, APP2}

ArchiMate models can be analyzed using the knowledge engineering space
from [19] to represent the knowledge of EA models in an enterprise ontology. We
distinguish between meta-model ontology and application domain ontology [26].
The meta-model ontology contains the knowledge about the modeling language’s
syntax and semantics, corresponding to the form. The application domain ontol-
ogy specifies the vocabulary that can be used for the labels of the modeling
elements. It can contain common-agreed terminology like Invoicing but might
also contain enterprise-specific terms like product names.

The ArchiMEO enterprise ontology [11] integrates both the application
domain and meta-model ontologies. It contains the ontology representation of
the ArchiMate meta-model [37], and it is designed as an extendable ontology
that can be specialized for different use cases [11,23,30].
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5 Ontology-Based Validation of EA Principles Using
Derivation Rules

Section 4 shows how Architecture Principles can be validated using derivation
rules and domain knowledge. In this Section, we show, how the checks can be
automated. In our previous work, we operationalized the formalization of EA
principles in machine-interpretable business rules to automate their validation
in EA models [25,26]. To automate the detection of duplicate services, we extend
this approach and (1) represent the derivation rules in an executable format; (2)
transform the EA Principle into a query that enables the automated violation
check.

5.1 Creation of Ontology-Based Derivation Rules

The following section describes how each valid derivation rule can be imple-
mented using SPARQL [29] Constructs to infer new derived relationships. A
construct query can be created for each derivation rule based on the ArchiMate
specifications [37, Sect. B.1]. This implementation uses the notations from the
ArchiMEO enterprise ontology [11].

As described in Sect. 4.1, the DR3 (see Fig. 2) can be written in SPARQL as a
Construct as shown in Listing 1.1. Based on the DR3, the query generates a new
relationshipR with the source element from RelationshipP, the target element,
and the relationship type of RelationshipQ.

CONSTRUCT {

mod:RelationshipR a ?relationshipQType .

mod:RelationshipR

lo:modelingRelationHasSourceModelingElement ?conceptA .

mod:RelationshipR

lo:modelingRelationHasTargetModelingElement ?conceptC . }

WHERE {

?relationshipP

lo:modelingRelationHasSourceModelingElement ?conceptA .

?relationshipP

lo:modelingRelationHasTargetModelingElement ?conceptB .

?relationshipP a ?relationshipPType .

?relationshipPType rdfs:subClassOf archi:StructuralRelationships .

?relationshipQ

lo:modelingRelationHasSourceModelingElement ?conceptB .

?relationshipQ

lo:modelingRelationHasTargetModelingElement ?conceptC .

?relationshipQ a ?relationshipQType .

?relationshipQType rdfs:subClassOf archi:DependencyRelationships .}

Listing 1.1. DR3 written as SPARQL query
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Based on the model in Fig. 2, the resulting inferred new Relationship r shall
be a serve relationship connecting the is as follows:

mod:RelationshipR a archi:Serve ;

lo:modelingRelationHasSourceModelingElement

mod:ApplicationFunction_A ;

lo:modelingRelationHasTargetModelingElement

mod:BusinessProcess_C .

Listing 1.2. Newly created Relationship r based on DR3

5.2 Automatic Validation of EA Principles Using Derivation Rules

The first step to validate the “Common Use Applications” EA principle (see
Sect. 4) is to recognize whether two application components are similar, either
by comparing the labels (see Listing 1.3) or using domain knowledge (see List-
ing 1.4). Both queries check whether the two application components are different
but similar and, if so, infer that the applications are potentially duplicative.

CONSTRUCT { ?AppComp1 a eo:PotentialDuplicativeApplication . }

WHERE {

?AppComp1 a archi:ApplicationComponent .

?AppComp2 a archi:ApplicationComponent .

?AppComp1 rdfs:label ?label .

?AppComp2 rdfs:label ?label .

FILTER (?AppComp1 != ?AppComp2 )

}

Listing 1.3. Infer which elements are similar comparing the labels

5.3 Using Formalized Domain Knowledge

In contrast to Listing 1.3, Listing 1.4 checks whether two applications (?AppComp1
and ?AppComp2) have a common usage. In [21], the ArchiMEO ontology [11] was
used to annotate business processes with the Process Classification Framework
(PCF) from the American Productivity and Quality Center (APQC). We can
express this also in EA models using (?AppUsage) and the object relationship
eo:AppIsUsedFor. The following query infers that an Application Component is
potentially duplicative if two different Application Components AppComp1 and
AppComp2 are used for the same usage (?AppUsage), i.e. they have the same
APQC process classification.

CONSTRUCT { ?AppComp1 a eo:PotentialDuplicativeApplication . }

WHERE {

?AppUsage a apqc:AmericanProductivityAndQualityCenter .

?AppComp1 a archi:ApplicationComponent .

?AppComp2 a archi:ApplicationComponent .

?AppComp1 eo:AppIsUsedFor ?AppUsage .

?AppComp2 eo:AppIsUsedFor ?AppUsage .

FILTER (?AppComp1 != ?AppComp2 )

}

Listing 1.4. Infer which elements are similar using domain knowledge
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Once the system can automatically recognize similar applications and derive
the serving relationships between the Application Component and Business Pro-
cess using the DR3 (see Listing 1.1), we can finally check if these applications
are duplicative (see Listing 1.5).

SELECT ?DuplicativeApp ?rel ?BusinessProcesses WHERE {

?rel lo:modelingRelationHasSourceModelingElement

?DuplicativeApplication .

?DuplicativeApp a archi:ApplicationComponent .

?DuplicativeApp a eo:PotentialDuplicativeApp .

?rel lo:modelingRelationHasTargetModelingElement

?BusinessProcesses .

?BusinessProcesses a archi:BusinessProcess .}

Listing 1.5. Identification of business processes served by duplicative applications

6 Evaluation

FHNW University of Applied Sciences and Arts Northwestern Switzerland1 com-
prises nine schools, each with various institutes. The Update Inside FHNW
project has the goal to standardize the application stack across study programs,
reducing duplicative applications, and addressing the principles “Principle 5:
Common Use Applications” [36, Principle 5, Chap. 20.6].

Different study programs have independent onboarding processes supported
by different applications (e.g., ONLA and a File-Based Application (FBApp) for
study programs 1 and 2). This scenario can be visualized using the EA model
(Fig. 4 on the left).

Fig. 4. Example of duplicative applications from FHNW

The model is created in the Agile Ontology Aided Modelling Environment
(AOAME) to transfer the model’s knowledge into ontology automatically and
annotate the application components ONLA and FBApp with the APQC [14]
“execute onboarding program”, category 7.3.1.3 .
1 https://www.fhnw.ch/en/about-fhnw/schools.

https://www.fhnw.ch/en/about-fhnw/schools
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mod:ApplicationService_Online_Enrollment

a mod:ConceptualElement , archi:ApplicationService .

mod:ApplicationComponent_ONLA

a mod:ConceptualElement , archi:ApplicationComponent ;

eo:AppIsUsedFor apqc:7_3_1_3_Execute_onboarding_program_17050 .

mod:Realization_ONLA_Online_Enrollment

a mod:ConceptualElement , archi:Realization ;

lo:modelingRelationHasSourceModelingElement

mod:ApplicationComponent_ONLA ;

lo:modelingRelationHasTargetModelingElement

mod:ApplicationService_Online_Enrollment .

Listing 1.6. Example elements and relationships in AOAME

In this case, the services realized by the ONLA and FBApp are similar but
named differently in the model. As we captured these applications’ usage in the
enterprise ontology, we can automatically infer their similarity using the rule
(Listing 1.4).

mod:ApplicationComponent_ONLA

a eo:PotentialDuplicativeApplication .

mod:ApplicationComponent_FBApp

a eo:PotentialDuplicativeApplication .

Listing 1.7. Results on ONLA and FBApp inferred similarity

Using the DR3 (Listing 1.1), we can infer the serving relationships from ONLA
and FBApp to their respective “Student Onboarding” Business Processes (see
Fig. 4 on the right).

mod:Serve_R1 a mod:ConceptualElement , archi:Serve ;

lo:modelingRelationHasSourceModelingElement

mod:ApplicationComponent_ONLA ;

lo:modelingRelationHasTargetModelingElement

mod:BusinessProcess_StOnboarding1 .

mod:Serve_R2 a mod:ConceptualElement , archi:Serve ;

lo:modelingRelationHasSourceModelingElement

mod:ApplicationComponent_FBApp ;

lo:modelingRelationHasTargetModelingElement

mod:BusinessProcess_StOnboarding2 .

Listing 1.8. Derived serving relationships between processes and applications

Having these newly inferred relationships, we can execute the validation
query (Listing 1.5) to identify the duplicative applications and the related pro-
cesses. The following screenshot (Fig. 5) shows the violation of the EA principle,
listing the two duplicative applications.
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Fig. 5. Results from the query in the Listing 1.5 executed in Apache Jena Fuseki

7 Conclusion

This research utilizes ontology-based metamodelling to transform EA models in
an enterprise ontology automatically. An ontology-based enterprise architecture
model can validate machine-interpretable EA principles formulated with the
approach proposed in [26].

The main artifact of this research is a formalization of derivation rules from
the ArchiMate Standard using SPARQL Constructs. This research confirmed
and extended the previous work on EA model interpretation [26] by formalizing
derivation rules to infer knowledge from models, which is implicit for the human,
but absent for the machine. We prove that derivation rules can be combined with
domain knowledge to support EA principles validation, but may be used more
generally for reasoning over the models e.g. to aid the recognition of “enterprise
smells” [33].

This has been shown with the modeling language ArchiMate [37], using the
modeling environment AOAME [22] in the enterprise ontology ArchiMEO [11]
for the EA principles validation, but the same formalization can be done also
for other modeling languages.

Future work will investigate the generality of the approach and alternative
technical implementations for the derivation rules and EA principles validation.
Preliminary work has been conducted using SHACL rules[20], SHEX [35], and
SWIRL [13].
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Abstract. Cyber-Physical Systems (CPS) are considered as an important tool in
Industry 4.0. They provide companies with advantages and benefits by enabling
the interconnection of machines and physical devices to digital systems, allowing
a real-time data-driven decision-making process. However, for the CPS to be able
to support decision-making within the production process of manufacturing com-
panies, a set of technological components need to be implemented and integrated.
This paper aims to identify those components by conducting an academic literature
review that also allows to understand the use of intelligent CPS in the industry.
From the identification of the components, a model for an CPS architecture is
proposed. The aim of the model is helping companies be prepared and informed
about the layers and components that need to be considered when adopting and
implementing a CPS.

Keywords: Cyber-Physical Systems (CPS) · Technological components ·
Architecture model · decision-making

1 Introduction

New advances on technology are leveraging the Industry 4.0, where tools like the Cyber-
Physical System (CPS) play a major role [1]. The combination of physical components
like sensors, actuators and controllers, and cyber components such as analysis, optimiza-
tion and simulation algorithms, makes the CPS a really influential tool with the power
of impacting different processes of an enterprise. The main purpose of the CPS is to
integrate or “link the physical world with the virtual through flexible, cooperative, and
interactive operation” [1].

The CPS is being used in different sectors like transportation, energy and manufac-
turing. In the manufacturing context, the CPS helps to collect data from the machines on
the production line and, subsequently, to analyse it in order to identify actual or possible
problems and improve the production performance. The analysis that the CPS provides
can contribute to the decision-making process at workshop level.

The involvement of the CPS along the decision-making process is changing the way
the interactions between humans and systems happen, as humans are delegating oper-
ational and tactical decisions to the CPS with the aim of automating and dynamically
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updating the production parameters or resources [2]. This opens the way for a more effi-
cient real-time data-driven decision-making process where the interconnection between
machines and logical systems enable the automation of procedures [1].

To do so, the CPS needs a certain set of physical and logical components to facilitate
the analysis required for decision-making. In this context, a research question is formu-
lated as follows “Which are the components and functionalities that enable a CPS to take
part in decision-making within the production processes?”. The purpose of this paper is
thus to identify the technological components that are used by the CPS in order to make
it intelligent and support different types of decision when designing and manufacturing
products. This gives companies an advantage by helping them to make such processes
more efficient.

To answer the research question, a systematic literature review is used as an analysis
method with the aim of identifying the type of decisions that the CPS helps to make, the
components that are currently used for a CPS and their function. To make the result clear
and synthesize the findings, a model of the architecture of a CPS that support decision-
making is proposed. This approach allows us additionally to identify important gaps to
be addressed in further research work.

The paper is structured as follows. Section 2 presents the literature review, including
the development methodology, the synthesis and the gap analysis. Section 3 describes
themodel proposed and presents a discussion regarding the benefits themodel has for the
companies that want to implement a “decision-making” CPS. Finally, Sect. 4 presents
the conclusions and the future work.

2 Literature Review

2.1 Planning

In addition to identify CPS’ components, functionalities and type of decisions, the liter-
ature review also seeks to determine at what organizational level it is most used and the
level of automation of decision-making, i.e. whether it makes decisions on the basis of
the analysis it performs or whether it provides operators with the information they need
to make an informed decision.

The main selection criterion of academic articles is that their research subject is in
one of the following areas: 1) implementation of a CPS, 2) use of a CPS at a specific
organizational level for decision making support and 3) operation of a CPS to collect and
process data and, finally, deliver recommendations. All the articles that meet the above
criteria are considered as potential articles to be included into the literature review.

Once the research areas for the selection of articles are defined, an evaluation frame-
work is developed, with which all the selected articles are evaluated and analyzed. This
framework is structured in terms of three types of concepts, which are briefly described
below.

1. Category: these are the main key points to be analyzed in the articles.
2. Criterion: each category has a set of criteria that help to evaluate the articles.
3. Research question: each criterion is associated with a research question, which is

used to analyse the contribution of the article to the defined criteria.
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Table 1 presents the evaluation framework developed for the analysis of the selected
academic articles.

Table 1. Evaluation framework

Category Criterion Research question

Context Size of the company What is the size of the company studied
in the article?

Sector Which is the sector of the company?
(automotive, hardware, etc.)

Organizational level Which organizational level was
impacted? (operational, tactical, strategic)

Business process Which subprocess of the production
process was impacted?

CPS Type of decision support Does the CPS make the decision
automatically, semi automatically or
support it?

Decision made Which decisions are made/ supported/
impacted by the CPS?

Impact What is the impact that the support of the
decision has over the organization? How
is the impact measured?

Intelligence components/functionalities Which physical or logical components
make the CPS intelligent?

Which functionalities can the CPS
perform that make it intelligent?

2.2 Realization

Having the evaluation criteria for the academic articles ready, a keyword search is started.
The keywords selected describe the 3 important groups needed for the research, the first
makes reference to the CPS, the second relates to the decision-making process and the
third refers to the industrial sector/area. For this search, Scopus, a database that indexes
academics articles published in different scientific journals, conference proceedings and
book chapters, among others, is used. The query used for the research of the academic
articles is presented below.

TITLE-ABS-KEY ( ( “CPPS” OR “CPS” OR “iCPS” OR “COGNITIVE CPS” OR
“CYBER PHYSICAL SYSTEMS” OR “CYBER PHYSICAL PRODUCTION SYSTEMS”
OR “COGNITIVE CYBER PHYSICAL SYSTEMS”) AND ( “DECISIONMAKING” OR
“DECISIONMAKINGPROCESS”) AND (MANUFACTORINGORPRODUCTIONOR
“DESIGN PRODUCT” OR INDUSTR*)) AND ( LIMIT-TO ( SUBJAREA, “COMP”))
AND ( LIMIT-TO ( PUBYEAR, 2023) OR LIMIT-TO ( PUBYEAR, 2022) OR LIMIT-TO (
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PUBYEAR, 2021) OR LIMIT-TO ( PUBYEAR, 2020) OR LIMIT-TO ( PUBYEAR, 2019)
OR LIMIT-TO ( PUBYEAR, 2018) OR LIMIT-TO ( PUBYEAR, 2017)).

As result, this query provides more than 300 records, which are downloaded to a
spreadsheetwith information like source, year, title and abstract. Once in the spreadsheet,
a first screening of the records is performed according to the titles, verifying that the
article has a relation with the research areas mentioned above; with this screening the
number of articles is down to 100. Then another screening is performed by reading
the article abstracts, which results in 45 articles. Finally, a third round of eliminations
is conducted taking into consideration the source of the articles, selecting the articles
from ranked journals and conferences, resulting in 26 articles. When reading the articles
and applying the evaluation framework, it is found that certain articles are not of great
relevance to the study because the analysis level they reached is too basic. At the end,
the evaluation and analysis using the framework is made over 21 articles. In this case no
backwards nor forward analysis is utilized.

2.3 Synthesis and Analysis

Based on the application of the review evaluation framework to the set of articles, a
synthesis is presented indicating the similarities and differences between the articles
and the conclusions reached.

What’s the Size of the Companies Studied in the Articles?
Concerning this criterion, only in 4 out of the 21 articles the size of the company in which
the study was performed is mentioned. In these cases, all of them [1-4] mention that the
size of the company is small. In the other articles, no mention of the company’s size is
ever made so we cannot make a conclusion regarding the relevance of the company’s
size when implementing one of these systems. This fact could lead us to think that the
size of the company has no influence on the definition of an architecture for a CPS.

Which is the Sector of the Company? (Automotive, Hardware, etc.)
Not all papers claim a specifically sector but say the CPS is implemented on a smart
factory or is considered for one specificmachine or workshop stationwithin a laboratory,
while others never mentioned a sector at all. Out of the 21 articles, 3 mentioned smart
factories ([5-7]), 4 mentioned laboratory’s workshops, machines or platforms ([2, 4,
8, 9]) and 2 did not mention any sector ([10, 11]). The other 12 articles mentioned
explicitly one industry sector for the companies, but it is not possible to draw a conclusion
as to the sector in which the CPS is mostly used as there is no single sector most
frequently mentioned. In the articles the sectors range from mold making and resistance
spot welding to beverage manufacturing and aerospace engine systems. Additionally, it
is not possible to identify sector specific architecture components.

Which Business Processes Are Impacted?
The results of the literature review regarding this question are summarized in Table 2.
In this analysis, we seek to determine whether the impact on each process is at a tactical
or operational level. To do so, each type of impact is defined as follows: the CPS has
an impact over the tactical level when it works on a process that includes a planification
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activity, for instance, allocation planning, plant schedules or maintenance programming.
On the other hand, it impacts the operational level when the process takes place during
the production and directly affects it in real time, for example, identifying failures,
controlling quality and security, etc.

The most mentioned business process is maintenance. According to the information
collected from the articles, the CPS is mainly used tomake decisions regarding themain-
tenance of machinery and the necessary reallocation of functionalities derived from this.
In this case, the system can identify the machines that are not successfully completing
their tasks and the reason of themalfunction. Having this information, the system creates
a plan of maintenance for the machines and a plan of reallocation of resources so that
the production can continue working in the best way. If the system is semi-automatic,
once the CPS detects an anomaly on the machine, it is stopped, and a new scheduling
and reallocation of functionalities plan is generated. This plan is then presented to an
operator, who can continue with the recommended plan or make adjustments. In the case
where the system just supports the decision, an alarm is generated when a machine fails,
and the CPS generates the new plan and presents it to the operator. Once the operator
has made her/his decision the instructions must be placed on each of the machines. The
organizational level impacted in this case is the tactical level, as it requires the planifi-
cation of the maintenance schedule and the plan of the resource allocation needed when
a machine is in maintenance.

Other processes that are also mentioned are scheduling, resource allocation and con-
trol processes. The first 2 processes are addressed at the tactical level, while the last one
(control processes) is tackled over the operational level. The scheduling and the resource
allocation are considered as tactical processes for the same reason as maintenance, the
CPS contributes to the processes with a generation of an action plan. In the case of the
control processes, the operational level is impacted because it takes place during the
production as it needs to be under constant supervision, aiming to identify a deficit on
the quality production or a security problem. There is one case where the organizational
level could not be identified [7] since this article mentions that different subprocesses
are impacted by the CPS but fails to mention which ones.

Another finding is that there was no mention of the use of CPS at a strategic level;
noneof the articlesmention a decision that theCPShas takenor supported atmanagement
level, all the decisions mentioned are taken at plant or shop floor level.

Table 2. Business process vs organizational level

Tactical Operational

Maintenance [1, 5, 9, 10, 12–14]

Scheduling [1, 2, 6, 11, 12, 15]

Control processes [12, 16–18]

(continued)
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Table 2. (continued)

Tactical Operational

Resource allocation [3, 4, 19, 20]

Mass individualization [8]

Stockpiling process [21]

Different processes [7]* [7] *

Does the CPS Take the Decision Automatically or Support It?
The articles are separated based on the way the CPS makes decision. During our litera-
ture review 3 type of decision processes are identified: automatic, semi-automatic, and
supported decision processes.

In the automatic process the CPS collects all the data from the sensors or wearable
devices, process it, defines a plan and execute it all by itself. In this case, all the infor-
mation, the plan, the implementation report and the results are reported to an operator
so he/she can have knowledge of everything that was conducted. On the other hand, in
the semiautomatic process, once the data is processed, the system gives a recommended
plan of action to the operator for its validation; this plan is executed by a combination of
human operators and machines. Lastly, in the case of supported decision-making pro-
cess, the CPS can be seen as a supporting mechanism that gives the relevant information
to the operator so she/he can make a plan and later send the instructions to the machine
to execute the plan.

In Table 3 the articles are classified, for each type of business process concerned,
according to the way the decision is made. It can be seen that in most of the articles, the
CPS operates in a semi-automatic way, i.e., developing a plan that needs the operator
approval before executing it on the connected machines. An example for each process
is presented next.

An automatic decision-making process can be seen in [21], where the CPS is used for
the stockpiling process. In this process themachines pick the product from the production
belt and place it on a pile. For this the CPS identifies the form of the pile and the number
of products already placed through cameras and sensors. With this info, the CPS can
determine if more products need to be added to the pile or if the pile is complete and
piling should be stopped. In the case where product should be added it also determines
where to place it so the pile does not fall. All this process is completely automatic, as
the system gives the instructions to the robotic arms for their execution.

On the other hand, [13] presents a semiautomatic model in which the physical com-
ponents collect data regarding the status of the machines and products that help identify
current or future failures. Here, the CPS process the data and creates a list of plans that
can help solve the problem. The plans are presented to the operator for her/his validation
and then the operator selects the plan to be executed. Once the operator selects the plan,
the CPS passes the instructions to the machines and execute them.

Finally, in the case of the support process, [9] presents a CPS configuration for the
prediction of failures of themachines. The historical data is analyzed for the identification
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of possible future problems. In case a possible problem is identified, the information is
passed to an operator with a description of the problem so she/he can applicate a solution.

Table 3. Decision-making process vs Business process

Automatic Semi-automatic Support

Maintenance [5] [1, 12–14] [9, 10]

Scheduling [2, 6] [1] [11, 15]

Control processes [12, 16–18]

Resource allocation [3, 4] [19, 20]

Mass individualization [8]

Stockpiling process [21]

Different processes [7]

As seen in Table 3, only in 6 articles the decision is made autonomously by the CPS.
The fact that such a little number of articles studied an automatic decision-making CPS
shows that the human operator still has a relevant role in the decision-making process.
In most cases an operator needs to at least validate that the plan presented by the CPS is,
in fact, feasible and should be executed. Even when the CPS is completely autonomous,
a human - let it be an operator, a leader or a manager - needs to be informed of the
decision, the plan, the execution process and the results obtained.

Which Decisions Were Made or Supported by the CPS?
Different decisions are made depending on the business process supported by the CPS.
These decisions are made based on the type of data collected and the analysis made
during the process. That is why Table 4 shows the result of crossing the type of analysis
that the CPS performs (diagnostic, predictive, prescriptive) and the decision-making
process (automatic, semiautomatic, support).

It can be seen that in most of the articles the CPS performs a diagnostic analysis, as
the system collects real time data from the workstations. This is, for example, the case
for the resource allocation process, where the system identifies an emerging situation
and designs a plan for the distribution of resources [20]. The main decisions made by
the diagnostic analysis for this case are to reallocate the resources [20], to define which
machines will operate and the time of operation [3].

A predictive analysis is performed in some cases for the maintenance [9, 10, 12] and
scheduling [2] processes. In this case, the system collects real time data and compares
it to historical data to determine the probability of a malfunction of machine or the
best schedule for the production. The decisions vary from implementing an optimized
schedule based on real time and historical data [1] to perform a preventive maintenance
on a machine [12].

In the case of prescriptive analysis, only one article mentions its use [13]. This article
is focused on the maintenance process, where the systems uses a combination of real
time and historical data to perform first a predictive analysis. Once the possibility of
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a malfunction is determined, the system recommends a certain maintenance operation
based on passed plans for similar situations. The information is shown to an operator
who decides if the recommendation should be followed.

Table 4. Type of analysis vs type of decision-making process

Automatic Support Semi-automatic

Diagnostic [3, 4, 6, 7] [8, 11, 15, 19, 20] [14, 16–18]

Predictive [2, 5] [9, 10] [1, 12, 21]

Prescriptive [13]

Which Physical or Logical Components Make the CPS Intelligent? Which
Functionalities Can the CPS Perform that Make It Intelligent?

For this section a comparation between the 5C architecture and the identified archi-
tecture from the articles is presented. The 5C architecture is selected for the comparation
analysis with the propositions made in review works as it is a commonly used frame-
work for the implementation of CPS. Even though other models that extend it have been
presented, the 5C architecture is still regularly referenced.

The 5C architecture is a framework that guides the process of implementation of a
CPS [22]. This architecture has 5 levels, which are briefly described below [22].

1. Smart connection: acquire shop-floor data from the machines.
2. Data-to-information conversion: process raw data for inferring meaningful informa-

tion
3. Cyber: analyse the information to obtain better insights and generate a solution.
4. Cognition: simulate the solution and present the results to the operator.
5. Configuration: self-configure the machines to execute the instructions. Generate

feedback of the system.

The analysis of the articles shows that they all describe a similar architecture which
can be described in terms of 4 layers, namely, data acquisition, data processing and
analysis, simulation and decision-making (see Table 5).

As can be seen inTable 5, each layer has a specific functionality and includes different
components (physical, logical or both) to fulfil it. The components can be of different
types depending on the process the CPS is implemented for, e. g. the sensor can be
a pressure sensor, a thermal imaging camera or a force sensor, among others. In the
case of the Data processing and analysis layer, a great number of algorithms can be
used depending on the analysis needed. For the prediction analysis, in articles [9, 10,
12, 13] some of the algorithms used are K-nearest neighbor (KNN), Dynamic Bayesian
Network, Multivariable Linear Regression, Random Forest (RF) and Neural Networks.
On the other hand, for the optimization analysis some of the algorithms mentioned
are scheduling algorithms [1], population-based optimization algorithms [2], simulated
annealing algorithms [17] and mathematical programming [21].

As for the Simulation and Decision-making layers, the same can be said, the models
and methods used can vary depending on the purpose of the CPS. In addition to the
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Table 5. Components and functionalities of the identified architecture

Layers Physical components Logical components Functionality

Data acquisition Sensors
Wearable devices

Controllers
Connectors with other
systems like ERP

Collect data from
shop-floor, machines
and other systems

Data processing and
analysis

BI components
Machine learning
Big data analytics
Data mining

Clean and process data
Generate relevant
knowledge about the
state of the shop-floor,
machines and products
Predict or optimize
situations, make plans
of action

Simulation Simulation models Simulate plans and
generate results

Decision-making Actuators Decisional DNA
Performance
evaluators
Decision support
systems
Analytical hierarchy
process
Controllers

Order the plans from
most to least
recommended based on
the simulation results
Inform the operator or
execute the plan
depending on the
automation level

algorithms and methods, a CPS can also be integrated with other systems such as Digital
Twins [2, 7, 9] and Multi-Agent Systems [6, 10] to interconnect the physical and digital
world and facilitate the processing of information and simulations of scenarios.

Now, Table 6 presents the layers and compares them to the 5C architecture levels.

Table 6. 5C architecture vs Identified architecture

5C architecture Identified architecture

Smart connection level Data acquisition

Data-to-information conversion level Data processing and analysis

Cyber level

Cognition level Simulation
Decision-making

Configuration level

When comparing the identified architecture of the articles with the 5C architecture it
can be seen that some of the layers match. Even though they do not have the same name,
the Smart connection level from 5C and the Data acquisition layer from the identified
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architecture fulfil the same function, i.e., collecting raw data from the physical compo-
nents present on the machines and the shop-floor. The data-to-information conversion
and the cyber level can be compared to the data processing and analysis layer. At this
point, the raw data collected is first processed in order to acquiremeaningful information.
This information is then analyzed with the purpose of creating knowledge regarding the
state of the shop-floor. Lastly, in the Cognition level the functionality is the same as in
the Simulation and Decision-making layers. Based on the analysis performed on the last
layer/level, a simulation is conducted to obtain different results. These results are then
analyzed in order to select the best scenario and recommend a decision. In the case of
the Configuration level of the 5C architecture, the level does not really match with any
of the layers from the identified architecture. This point is discussed and expanded later
on.

What is the Impact that the Support of the Decision has over the Organization?
How is the Impact Measured?
Depending on the subprocess the CPS is implemented for, the benefits it represents
can vary, but the main one that is common in almost all the articles is optimizing the
production. For the maintenance process one of the biggest impacts is the reduction of
downtime of a machine, which in return increases productivity [13]. For scheduling is
the reduction of total lead time and break time [6]. For control and monitoring is the
reduction of materials and the mitigation of anomalies [18].

The benefits that a CPS can represent for a company at operational and tactical levels
are very important and for that reason are alwaysmentioned by the articles. Nevertheless,
most of the articles don’t present a measure for this impact, neither they present the
evaluation metrics used to determine the validity of the benefits mentioned.

2.4 Gap Analysis

Now that the articles have been analyzed in accordance with the evaluation framework,
it is time to evaluate the insights obtained from the academic review based on the basis
of the proposed research question: “Which are the components and functionalities that
enable a CPS to take part in decision-making within the production processes?”.

Based on the literature review, the components of a CPS can vary depending on the
purpose of theCPS, the business process it will support, and the type of decision expected
from the system. Most of the articles explain through a graphic the architecture of the
CPS they are implementing, nonetheless there is no mention of a generic architecture
that can be exploited that indicates which components are needed for each layer of the
CPS. This is an important step and should be developed so that enterprises can clearly
understand how the CPS works and the requirements they will need to fulfil in order to
complete the process.

Now, regarding the process followed by the CPS, although some articles make the
different layers explicit, for example, in [13] the model presented has 4 layers: Data
management layer, Predictive data analytic toolbox layer, Recommended and decision
support dashboard layer and Semantic-based learning and reasoning layer, in most of
the articles the components are explained but there is no mention of structured layers
for the CPS. This shows an important gap in the review that needs to be closed, because
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a structured architecture defined in terms of layers is important to determine the tools,
techniques and components that should be implemented and their relationship.

Like mentioned before, the articles do not mention a specific architecture to be
followed for the implementation of a CPS, but the comparison of the components and
the layers of the specific architectures proposed to the 5C architecture [22] shows that
some aspects of the 5C architecture are missing. Considering the type of decisions made
by the CPS and the scope it has in the company, some of the CPS architectures presented
in the articles reach the 3rd layer of the 5C architecture, i.e. the Cyber level, and some
others reach the 4th level, Cognition level. Nevertheless, among all the articles evaluated,
only one article [13]mentions the use of semantic-based reasoning to generate a feedback
of the system and, even in this case, themethodology for this process is notwell specified.
This gap should be closed in order to allow the CPS a self-evaluation of the operation
and consequently, more control over the plan and an increment of benefits.

On the other hand, like mentioned before the results obtained regarding the impact
and the benefits of implementing a CPS in an enterprise are unsatisfactory. Even though
in the articles the benefits are mentioned, only a little group shows a quantitative result.
Most of the articles do not present metrics that help support the benefits they encounter.
One of the main benefits found is the optimization of the production, which would mean
more products produced in less time, but no information about this point is found in
none of the articles. This is a really important point because it helps understanding if
this transition is really necessary for the organization, if the costs of implementation of
the CPS will actually be compensated.

3 Conceptual Model

3.1 Description of the Model

Figure 1 presents the model proposed based on the analysis of the academic literature
review. This model serves as a way to synthesize all the findings of the identified archi-
tecture from the literature review. It also presents the addition of an evaluation process
and learning technology that helps identify the failures in the system and learn from
them. The model represents the concepts and relationships that need to be considered
for the implementation of a CPS in the decision-making process through object classes.
Now, the description of the meta-model is presented as follows.

A CPS has an Architecture that is composed of Layers: 1) Data acquisition, 2) Data
processing and analysis, 3) Simulation, 4) Decision-making and 5) Configuration. Each
Layer has one or multiple technologies depending on its Functionality. The technolo-
gies that the layers have are Data Acquisition Technology, Data Processing Technology,
Data Analysis Technology, Simulation Technology, Decision making Technology and
Learning Technology. Data Acquisition Technology is composed of Physical Compo-
nents, namely Sensors, Actuator and/orWearable devices -used by a Human; it also has
Logical Components that help with the storage of data. It is used on the first layer, where
all the data generated from the physical components is recollected and stored.

All of the other technologies use Logical Components such as Connectors to other
systems (like ERP), Models and Algorithms. The Logical Components help with the
processing of data to generate knowledge and use that knowledge to create plans of
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action.Data Processing Technology is used in the second layer, where the data acquired
is cleaned andprocessedbybeing translated into usable information.Later,DataAnalysis
Technology is used to analyse the data and create an optimized plan for the shop-floor.
Subsequently, the Simulation Technology is used to study the results obtained from the
optimized plan. TheDecision-making Technology is where the decision is made, it could
be used by a Human to make the final decision or could pass the instructions to execute
to a Physical Component.

Finally, each layer has an Evaluation process composed of a Metric, similarly, the
CPS has an Evaluation too. The Evaluation helps identify the problems that are present
on the layers and the CPS and it’s passed to the Learning Technology, which is used on
the last layer for the self-configuration of the CPS.

Fig. 1. Meta model

3.2 Discussion

The model can be used to identify the components, both physical and logical, that make
up the architecture of a CPS that supports decision making during production processes.
This is achieved by analyzing the relationships between the different technologies (data
acquisition, data processing, etc.) and the types of components (physical and logical).
In the model it can be seen that each one of the technologies of the CPS architecture is
associatedwith componentswhich can be physical or logical. Thus, for example, both the
Data acquisition technology and the Decision-making technology have an association
with physical component, i.e., these technologies need a physical component for their
operation. Since each layer has a different functional objective, the physical components
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for the former is aimed for the collection of data, and the physical component of the
later is for the execution of instructions. A similar analysis can be made with the other
technologies to obtain the physical and logical components needed.

An important aspect in every system is themonitoring of its activity, with the purpose
of verifying the obtained results and identifying issues. On this point, in the gap analysis
an important discovery is that in most of the articles there is no mention about the
measuring of the results obtained with the CPS. In the same way, there is no mention
about how issues in the CPS are detected, except in [13]. This means that the CPS is not
generating a feedback on its performance while executing its process. A feedback should
be generated by theCPS in order to identify the gaps, failures and problems that take place
in the execution of its process, like the incorrect operation of an algorithm or a failure in
the collection of data. Taking this into consideration, a learning technology with which
the root of the issues is understood and treated/solved should be implemented preventing
them from happening again and enhancing the performance of the CPS. For this purpose,
the model proposes a solution with the classes Learning technology, Evaluation, Impact
andMetric. They are intended to help the CPSmake a comparison between the expected
results and the real results. This helps to identify the problems that are preventing the
CPS from achieving the desired results. An Evaluation of results is made on the CPS and
on each of the Layers of the architecture. This guarantees that the operation of the CPS
as a full is evaluated each time that the CPS is used so that issues are identified on time.
Also, an operation evaluation is performed for each layer of the architecture to identify
on which component and at which moment the issue occurred. Now, this evaluation
is then passed to the Learning technology, which is a type of Logical component that
studies the feedback and configure the CPS.

4 Conclusions and Future Work

In this paper a literature review about the role of the CPS in the decision-making process
is performed following an evaluation framework of nine conducting questions. The
questions are grouped in 2 different categories: research context and CPS functionalities
and decision making. Later on, based on the literature review, a gap analysis is made
to identify the points that need to be acknowledged regarding the layers, components
and functionalities of the CPS. Two of the most important findings at this point is that
the papers do not exploit a commonly used framework, like the 5C architecture, for the
implementation of the CPS and, when compared to the 5C architecture, the papers’ CPS
architectures reached only the 3rd or 4th level.

A conceptual model considering the architecture and implementation of a CPS is
proposed. The purpose of the model is 1) synthesizing the literature review findings
and 2) closing the gaps found previously, more specifically, the model is focused on the
self-evaluation and generation of feedback necessary for the implementation of the 5th

level of the 5C architecture. Finally, a discussion about the advantages of the proposed
model is presented.

As future work, the conceptual model should be used on a real-life case for the
implementation of a CPS in an enterprise. With this exercise, the validity and success of
the model can be evaluated, and all necessary changes can be identified and resolved to
get a complete guidance model.
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Abstract. Conceptual modeling is traditionally regarded to be a static
picture of the Real World. This opinion is also manifested in UML, where
the class instance is defined as a “snapshot” of the modeled domain
object. In this paper, we argue for the idea that causality, as a regular
part of the modal logic should be also regarded as a part of the Real
World conceptual model. In the paper, we describe the use of the life
cycle model for the extension of a traditional conceptual model that
allows us to enrich the traditional conceptual modeling with the Real
World causality model. We also introduce the methodology for modeling
business systems MMABP, which is a methodical basis for the proposed
combination of Class Diagram and State Chart, and describe its princi-
ples, and rules for this combination. The importance and effects of the
use of the State Chart as a complement to the Class Diagram are then
illustrated by an example. By this example, the basic related problems
and specifics of this way of expressing the causal Real World logic are
also discussed. In the Conclusions section we then summarize the impor-
tance and position of the life cycle model in MMABP and shortly discuss
its general methodical contribution to the conceptual modeling.

Keywords: conceptual modeling · object life cycle · UML Class
Diagram · State Chart · MMABP

1 Introduction

The conventional perception of conceptual modeling is that it presents a static
representation of the Real World. This notion is evident in UML, where a class
instance is defined as a “snapshot” of the domain object being modeled. In such
an approach, the conceptual model can express a basic modal logic of the given
domain but it is not able to express the causality, which is nevertheless also an
important part of the Real World logic.

Despite a principal insufficiency of this approach that significantly disqualifies
the Class Diagram as a tool for modeling the Real World ontology, we respect
the importance of the standard. Therefore, we advocate for the inclusion of
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causality, as an important aspect of modal logic, in the conceptual model of the
Real World as its integral part. For that purpose, we propose the use of a life
cycle model to extend the traditional conceptual model, enabling the integration
of the Real World causality model and enriching the conventional conceptual
modeling approach.

The ideas presented in this paper are rooted in the Methodology for Mod-
eling and Analysis of Business Processes (MMABP). The core principle of this
methodology is the Principle of Modeling, which posits that the foundation for
implementing a business system within an organization should be based on real-
world facts that exist independently of the organization. Essentially, every orga-
nization, as an embodiment of a business system or idea, is a representation or
model of the Real World.

MMABP recognizes two fundamental dimensions of the Real World: struc-
ture (object view) and behavior (process view). Each dimension encompasses two
types of models: a global (system) view that provides an overview of the entire
system, and a detailed (particular) view that focuses on individual elements
within the system. The primary distinction between the global and detailed
views lies in the treatment of time. The global view aims to abstract the tem-
poral factor and emphasize the stable, time-independent aspects of the modeled
system. On the other hand, the detailed model acknowledges the importance of
time and places greater emphasis on it. Consequently, the global view can be
characterized as object-oriented, while the detailed view leans towards a process-
oriented (algorithmic) approach. The system of MMABP models and its purpose
are explained by so-called MMABP Philosophical Framework [9]. The framework
is built upon the following premise: The understanding of a business domain
(Real World) is shaped by two fundamental phenomena: being and behavior,
and two fundamental perspectives: system view and particular (temporal)
view (see Fig. 1).

Being represents the Real World as it exists or may exist. It encompasses
the fundamental facts about the existence and potential changes of Real World
objects and their relationships. Formal descriptions of being can be achieved
using modal logic. On the other hand, behavior represents the occurrences in
the Real World resulting from the actions of Real World actors in pursuit of
goals, executing plans, etc. This intentional behavior can be formally expressed
through process-oriented descriptions.

The system view perceives the Real World as a system composed of spe-
cific elements. As the primary objective is to describe the attributes of the
system, such a model must encompass the entirety of the system. This view
requires abstracting individual attributes of system components, which excludes
the modeling of their temporal aspects as they are always partial. Hence, the
system model can be characterized as a static view.

The particular (temporal) view focuses on Real World events and the
subsequent changes they bring. To provide precise descriptions, this model can-
not cover the entire system but only a portion of it. Temporal aspects of the Real
World can be formally modeled using algorithmic descriptions, which inherently
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exclude parallelism. Therefore, each particular model must be constructed from
the perspective of a single system element, as the temporal view prevents the
description of system characteristics.

Fig. 1. MMABP Philosophical Framework [9].

By combining the above-mentioned two phenomena with the two views, four
essential types of models can be derived:

– The Modality model of the Real World represents a static view of being,
describing the system of Real World objects and their potential relationships.

– The Causality model of the Real World represents a temporal view of being,
describing possible states in the life cycle of a specific Real World object and
the potential transitions between them.

– The Collaboration model represents a static view of behavior, describing
the system of business processes and their relationships. Given the intentional
nature of behavior, process relationships always imply collaboration towards
achieving defined goals.

– The Acting model represents a temporal view of behavior, describing
sequences of actions within a particular business process intended to achieve
a given process goal under possible circumstances.

Further information about MMABP Philosophical Framework can be found
in [9]. The conceptual model, as an expression of the modal logic of the Real
World, belongs to this framework in the being part. A traditional “static” con-
ceptual model is related there to the model of the Real World modality. Since
we regard the Real World causality as an integral part of the model of the being
in the Real World, and at the same time we respect the importance of the stan-
dard (UML), we propose to complement the traditional conceptual model by the
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description of the causality in the form of so-called life cycles of those objects,
during whose existence the relevant causal changes manifest themselves. For the
description of the object’s life cycle, we use the State Chart, another diagram
from the UML. In this way, we enrich the traditional conceptual model by the
description of the causality without a need to leave the standard language and
consequently, to lose the effect of its integrity.

2 State Chart

State Chart (or State Machine Diagram) is originally a graphical representation
used to model the behavior of a system or a software application in response to
different events or changes in its environment. The origins of State Chart can
be traced back to the 1940s and 1950s, when John von Neumann introduced the
concept of a “finite state machine” as a theoretical model of computation [13].
The idea was to describe a system that can be in a finite number of states, and
that transitions between those states based on inputs. In the 1970s, David Harel,
expanded on von Neumann’s work and developed the concept of State Charts
[4,5] and introduced the use of graphical notations to represent the states and
transitions of a system. State Charts gained popularity in the 1980s and 1990s,
particularly in the field of software engineering. They were widely adopted as a
modeling technique for object-oriented software design, with the Unified Model-
ing Language (UML) including a notation for State Charts. Today, State Charts
continue to be used in a variety of fields, including software development, control
engineering, and system design. They provide a visual way to represent complex
behavior and help designers to reason about the behavior of a system, identify
potential issues, and refine the design. Although State Chart is mainly used for
the description of states and transitions in technical systems, we use it to express
the causality of changes in the Real World. Such a use of the diagram is closer
to the ontology modeling point of view than the engineering one. Therefore, it
is critical to understand the difference between the life cycle of an object that
represents causality and the behavior of the system that represents rather inten-
tional actions. This difference is not visible from the technological (engineering)
point of view, and is related to the often discussed difference between the State
Chart and Petri Nets.

2.1 State Charts and Petri Nets

As follows from the MMABP Philosophical Framework, the conceptual model
forms just half of the model of the Real World - the being dimension. The full
model of the Real World should cover also the dimension of behaving. A clear
understanding of the difference between causality (as a part of being) and behav-
ior is crucial for understanding the essential difference between State Charts and
Petri Nets. State charts and Petri Nets [1,6,7] are both modeling techniques used
for modeling complex systems, but they have different origins and approaches.

State charts were developed as a tool for software engineering by David Harel
in the 1980s. They are graphical representations of a system’s states and the
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transitions between them. State charts are useful for modeling systems that
have a large number of states and transitions, and for capturing the behavior of
a system over time.

Petri nets, on the other hand, were developed by Carl Adam Petri in the 1960s
as a mathematical model for systems that involve concurrent processes. Petri nets
represent the flow of information and control in a system as a directed graph,
and they are useful for modeling systems with a large number of concurrent
processes and interactions.

Despite their different origins and approaches, state charts and Petri nets
have some similarities in their structure and concepts. Both use graphical nota-
tions to represent the behavior of a system, and both rely on the concepts of
states, transitions, and events. From the technological point of view, state charts
can be seen as a special case of Petri nets, where the states and transitions
are explicitly represented, and the concurrency and synchronization aspects are
implicit. There are also attempts to combine state charts and Petri nets into
a single modeling language, in order to take advantage of their complementary
strengths. David Harel is credited with proposing such a combination. In [3]
he proposed the extension of the Statecharts formalism to model the behavior
of reactive systems. In the book Statecharts in the Making: Towards a User-
Friendly and Comprehensive Formalism for Reactive Systems [4], the authors
extend the Statecharts formalism with several features, including hierarchical
state machines, concurrency, and real-time constraints. In this conception, State
charts are diagrams comprised of elements that can improve visually the mod-
eling of reactive system behaviors [5]. They extend conventional state diagrams
with the notions of hierarchy, concurrency, and communication [8].

From the MMABP point of view, the natural representative of a reactive
system in the Real World is a business process. Reactive systems are systems that
continuously interact with their environment, sensing and responding to events
and other inputs. Business processes involve a series of actions and interactions
between different actors (e.g., customers, employees, systems) that respond to
events or inputs in the environment (e.g., customer requests, system failures,
changes in regulations). The state of a business process changes as a result of
these interactions and inputs, and the process has to react to those changes to
achieve its goals. In this sense, business processes can be seen as reactive systems
that respond to events and inputs to achieve their objectives.

Since the business process represents achieving objectives, its description
cannot be regarded as a description of causality a natural logical aspect of the
Real World. Therefore, it is critically important to distinguish between the busi-
ness process and the system of ontological objects, represented as concepts in
the conceptual model. The use of State Chart in conceptual modeling thus can
never be regarded as a description of the business process or its infrastructure
(machine, IT system) but exclusively as a description of the Real World logic.
This is supported in MMABP by the rules for the use of State Chart.
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3 Using State Charts in MMABP

The use of an object the life cycle model in MMABP is regulated by the set of
simple rules:

– Life cycle general completeness. Object life cycle model has to cover the
whole lifetime of the object. It has to start with the event representing the
creation of the object (class instance). It has to cover all possible ends of the
object life, i.e. all possible kinds of demise of the instance, all possible death
events.

– Algorithmic correctness. The life cycle model has to fulfill the following
basic characteristics of an algorithm:
• unambiguity
• discreteness
• and finiteness.

In practice, it means that particular states cannot overlap in meaning as well
as in time, and that any possible combination of transitions cannot lead to a
deadlock.

– General information richness. Every internal object life cycle state has
to have at least two output transitions. This rule requires every state repre-
sents some alternative reactions, which is necessary since the life cycle model
represents the definition of modal logic. If there was only a single output
transition, there would not be any difference between the state and the only
possible following one, no “modal” information related to the state1.

– Contextual Consistency. The object life cycle should be consistent with
its context specified in the Class Diagram. The consistency is based on the
following rules:
• Every transition between the object’s states represents the change of the

relationship (relationships) with another object (objects) or the transfor-
mation of the object’s attribute (attributes).

• If the class described with the life cycle is generic, and if this generaliza-
tion is “dynamic” in terms of OntoUML terminology [2], the particular
life cycle states should correspond to the sub-types of this generalization
structure.

• and If the class described with the life cycle is decomposed into multiple
dynamic generalization structures, each of them should be defined with
a standalone life cycle model.

The purpose of the above-described rules for the creation State Chart is not
only to avoid possible incorrect use of the diagram but mainly to support the
creation of the model as an expression of the Real World logic that is objec-
tively given thus, it should be expressed truly and completely. For instance, the
Information richness rule helps to uncover important transitions that are not
implicitly visible. If there is just a single transition to the following state but
the analyzer “feels” the importance of the state, it probably signalizes the need
to analyze the set of relevant events in order to uncover the one that causes the
missing alternative transition. The supporting power of rules is not limited only



Extending Conceptual Model with Object Life Cycles 281

to the State Chart. For instance, the Algorithmic correctness rule can help to
uncover an additional important object in the domain. The need to incorporate
into the life cycle model the state that overlaps another existing state in time
undoubtedly signalizes the need to take into account another object related to
the object, whose role represents the given one. In other words, we uncovered
that the analyzed object represents the role of another object that has multiple
roles with multiple life cycles. In this way, we can even uncover the need to
introduce a new generic object.

In general, every rule has the potential to force the creativity of its user.

4 Example of Object Life Cycle Model as a Complement
to the Class Model

By modeling objects by means of the Class Diagram, even if extended with
the OntoUML stereotypes and rules, some dynamic“(i.e. time-related) aspects
of objects cannot be fully expressed. Regarding the Real World causality, we
have to take into regard also the flow of time. A causal relation is a logical
relationship between “prior” and “post” facts. Therefore, a time-independent
description of the Real World logic like conceptual modeling, can not be sufficient
for the description of the causality type of logic. The following example illustrates
the limitations of traditional conceptual modeling to fully express the causal
relationships together with the way, in which we can overcome this limitation
by the use of the object life cycle modeling. The conceptual model in Fig. 2
describes the main object classes in the field of a traditional e-shop. The e-shop
processes are based on simple essential rules:

– Every order belongs to the particular customer.
– There must be the particular e-shop employee responsible for the order.
– When the order is confirmed it is packaged in a single package that is conse-

quently delivered to the customer.
– Payment may be made either prior or after the delivery.

In the model, one can find the reflection of these rules in following facts:

– There are two basic kinds of Person: Customer and Employee.
– Person may be assigned to one or more Orders.
– There must be exactly one Customer (as an order owner) and one Employee

(as a responsible employee) assigned to every Order.
– There may be no more that one Payment for the Order.
– There must be exactly one Order as a subject of the Payment.
– There are two basic kinds of Payment : Prior delivery and After delivery.
– Order may be packed in no more than one Package.
– Package contains exactly one Order.
– Delivery of the Package may be made but no more that once.
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Fig. 2. Fragment of an e-shop conceptual model.

The main problem related to this model is that it admits some situations
that are not correct in the Real world. For instance, the payment for the order
must be always finally made. Nevertheless, there are situations, when there may
be the order without a payment, especially if the payment should be made after
the delivery. But if the payment should be made prior the delivery, there may
not be the delivery without payment.

The problem may be partially avoided if we make a more detailed classifi-
cation of the Order types in terms of the “dynamic generalization structure”
according to OntoUML terminology [2]. Figure 3 shows possible improvement of
the conceptual model from Fig. 2 with such classification. In dynamic general-
ization structure, particular sub-types correspond to the life stages of the object.
Generic object class represents the common identity for all sub-type classes; they
actually represent only particular periods of the object’s lifetime, not different
objects1. OntoUML marks such sub-types with the <> stereotype.

Particular sub-types of Order represent particular states (phases) of the life
of the object like they can be seen in the life cycle of these objects in Fig. 5.

This improved version of the conceptual model avoids the above-mentioned
problem just partially. Contrary to the previous version in Fig. 2, it expresses the
fact that the responsible employee can be assigned just to the existing order after
its creation, which means that the order may exist for some time even without
a responsible employee. It also shows that Prior delivery and After delivery sub-
types of Payment should be associated with the different parts of the order’s life,

1 As it is stated in [2], this interpretation contradicts the UML definition of the object
instance as “an instance at a point in time (a snapshot)” [12], which requires regard-
ing every single life phase as a standalone object with an individual identity. This
inability of the language to cope with the dynamic aspects of the Real World logic
causes the traditional, and still common opinion, that the conceptual model is a
clearly “static” picture of the Real World.
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Fig. 3. Improved e-shop conceptual model.

and also the association between Order and Package takes its place later in the
order life so that, it is not relevant in previous phases.

Nevertheless, this improvement does not completely cover all relevant classes
associations. They can be seen in the full version of the improved model in
Fig. 4. Regarding the flow of time, one has to admit that once the association
with some life phase appears, if there is no event causing the disappearance of
this association, it must exist in all remaining life phases until the end of the
object life.

Figure 4 shows how complicated these simple facts are expressed in the Class
Diagram. Moreover, even such a complex model can not describe some important
logical relations of different associations as their mutual dependencies that follow
from the natural exclusivity of the state transitions. For example, if the order’s
delivery fails, the association between Order and After delivery payment can
never appear.

The certain way to overcome this limitation of the traditional conceptual
model is to complement the class model with the life cycle models of those
classes, whose lives contain the possible changes causing the above-mentioned
logical relations of different associations (Fig. 5).

The life cycle model (see Fig. 5) enumerates the particular relevant states
in the life of the object and defines possible relevant transitions between them.
Every transition should be accompanied by information about the reason (usu-
ally an event) and the action that causes the transition. The relevance of the
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Fig. 4. Full version of the improved model.

selection of states is always given by the transitions that need to be described. In
other words, we need to see such states in the life of the given object, that allow
placing the events, whose logical (causal) context we need to specify, in partic-
ular transitions. The events are determined by important object relationships
that are (should be) described in the conceptual model (Class Diagram). Partic-
ular events then represent important changes in relationships like the moments
and circumstances of their appearance and disappearance, and of their changes
(redirecting).

For example, in this model, we need to specify under which circumstances
the order should be paid and how the payment differs in both its sub-types. That
requires placing the event Order paid to two different transitions corresponding
to both sub-types of the payment. Consequently, we need to distinguish the
states Being prepaid and Being paid. Similarly, the association between the
classes Order and Package requires a special state Order packaged and a second-
order association between the classes Package and Delivery requires the state
On the way to customer.

This model also illustrates how this description allows a detailed specifica-
tion of the causal relationships of particular events, actions, and object states.
For instance, one can see there that Order can be canceled in every life phase
but in different contexts. In the two earliest phases, it can be canceled due to
the rejection by the supplier. It the phases Being prepaid and Being paid, it
can be canceled due to the payment fail. Nevertheless, both transitions differ
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Fig. 5. Life cycle of the Order object.
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in the corresponding actions. Cancellation in the phase of Being paid requires
an additional compensation of already done delivery (a return), which is irrele-
vant in the Being prepaid phase. The Compensation actions in the transitions
from the last three phases have different meanings due to the different transition
reasons (fail of the expedition, transport, or payment). Transition actions actu-
ally represent relationships to the behavioral part of the business system model.
They signalize the need for such actions in business processes. Also, therefore,
we regard the life cycle model as an important part of the conceptual model
from the business system point of view. It can serve as a tool for uncovering
those parts of potential business processes that are objectively required by the
natural causality in the business system.

5 Conclusions

In this paper, we argue for the idea that the conceptual model should not be
regarded as a “static” picture of the Real World (a snapshot). Causality is a
regular part of the modal logic of the Real World and therefore, also its model
should be incorporated into the conceptual modeling.

There are also some general problems related with the use of life cycle descrip-
tion as a part of the conceptual model:

– Extending the conceptual model to the field of the Real World dynamics
causes the need to overcome the “problem of identity” in UML mentioned
above in footnote 1. Although this problem has been identified about two
decades before (see [2]), it still persists in the UML meta-model.

– Consequently, the integration of the Class Diagram and State Chart in UML
requires making the relationship between the object’s life cycle and its context
in the Class Diagram clear. That would also cause some necessary changes in
the UML meta-model. This and the previous problem are also discussed in
[9–11].

– Using life cycle description as a part of the conceptual model requires to
combine the generalization and aggregation types of abstraction. It is because
every life cycle state may represent a standalone life cycle on a lower level of
detail, in other words, an aggregation of sub-states. But at the same time,
the same structure in the related Class Diagram represents a generalization.
Since generalization and aggregation cannot be combined in one structure
(both represent an opposite interpretation of the structure meaning), this
situation needs an additional set of rules. This problem is solved for example
by the MMABP pattern for modeling life cycles of generic object structures
that can be found in [10].

Even if we do not want to claim that the facts expressed in the life cycle
description in the example cannot be fully expressed by means of the Class Dia-
gram (especially with its OntoUML extension), the use of the life cycle model
as a complement to the Class Diagram apparently simplifies the way of the
description. Moreover, such a description is very close to the natural human
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understanding of the Real World, which is also one of the often-discussed fea-
tures of the State Chart. Except for the above-mentioned semantic contradiction
in the UML definition (see footnote 1), the use of the life cycle description does
not require any other improvements of the language since the State Chart is a
regular UML diagram. Nevertheless, other improvements are possible although
not necessary. For instance, basic logical relationships between Class Diagram
and State Chart can be implemented as complements in the UML meta-model.
From the MMABP viewpoint, the basic logical relationships between Class Dia-
gram and State Chart particularly are:

– The rules for creating the life cycle model of the Real World objects.
– The correspondence of the life cycle states in the State Chart and sub-type

classes in the Class Diagram.
– The correspondence of transitions in the State Chart and the associations of

the class to other classes.

All these rules can be implemented as complements in the UML meta-model.
Nevertheless, even without such support from the language, the use of these rules
can significantly improve the quality of the model. Besides this, the rules also
open the space for further methodological development in the field of conceptual
modeling.
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Abstract. Extracting value fromopen (government) data has been in the limelight
for quite some time now, with the Open Government Data (OGD)-also referred to
as the Public Sector Information (PSI)-Directive, emphasizing the need for discov-
ery of potential related to PSI and the re-use of data. This study provides insight on
high-value datasets (HVD), i.e., the OGDmatching the rigorous quality standards
in terms of particularly the completeness, timeliness, and machine-processability,
in the European Data Portal (EDP) in order to measure various aspects of the
datasets, which will help obtain further insights on the current availability status,
potential interoperability possibilities, drivers and barriers. The rationale behind
this approach is to identify HVD in line with the thematic categories of the PSI
Directive and to put a focus on the EDP HVD across three dimensions, viz.,
data publishing, availability, and technical requirements which need to be met.
Findings attest the need for provisioning qualitatively robust HVDs with requisite
technical specifications for facilitating value derivation by the range of stake-
holders. Apart from contributing towards the HVD and OGD literature, the study
lends insights across the availability-value generation focus via the EDP, thereby
providing policy implications and further research pointers along these lines.

Keywords: Open government data · European Data Portal · High value datasets ·
Technical specifications · Interoperability · Data publishers · Data availability

1 Introduction

Extracting value from open data has been in the limelight for quite some time now, with
the Open Government Data (OGD)-also referred to as the Public Sector Information
(PSI) Directive [1] emphasizing the need for discovery of potential related to public
sector information and the re-use of data. PSI is a rich data source, which can actively
assist in the transformation of a plethora of applications in society, politics, economics,
legislative bodies, environment, and more. The value of publicly available information
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has been pursued through several Open Government Data initiatives (OGDIs), which
attempt to deliver benefits and satisfy a set of defined objectives, such as enhanced
transparency and accountability, innovation, improved decision-making, stimulation of
data re-use, counteracting of corruption, and the provision of new services and products
[2].

One of the first associations that come to mind when the term “value” is analyzed,
is the one related to economic value, which can be defined as “the worth of a good
or service as determined by the market” [3]. However, in the context of open data and
the value creation from publicly available information, more dimensions of value are
involved, one of them being the social value, which is created when resources, inputs,
processes, or policies are combined to generate improvements in the lives of individuals
or society as a whole [3]. To complement the aforementioned statements, shared value is
based on the idea that societal needs, not only economic needs, define markets [4], so it
is a parameter that needs to also be taken into consideration. In other words, public value
might include the economic value in the way it was described previously, the social or
cultural value which contributes to a society’s well-being and prosperity, the political
value which promotes public engagement and collaboration, and/or the ecological value
by actively promoting sustainable development [5].

As far as high-value datasets (HVD) are concerned, a HVD, according to the revised
PSI Directive [1], is defined as being listed in one of the following six thematic areas:
Geospatial, Earth Observation and Environment,Meteorological, Statistical, Companies
and company ownership, and Mobility. These thematic areas derive from the analysis
conducted in accordance with their potential to generate and promote any of the afore-
mentioned types of value, having significant impact on a large cross-section of society,
and having the ability to be combined with other datasets under the same purpose [1].

On a parallel note, data interoperability plays an important role, in its turn, in the cre-
ation of value, since the public sector information rendered available for re-use needs to
meet a number of quality criteria which potentially affect the data discoverability, avail-
ability, machine readability and accessibility. Interoperability is the key, and, in order to
facilitate data re-use, it needs to be ensured through a series of requirements regarding
the data format, processing, machine readability, relevant metadata and other principles
[1]. Data interoperability, from a semantic, i.e., lending interpretation and sense-making
to the datasets sourced from multitudinous and diverse sources [6] and technical, i.e.,
standardization and homogenization of the diverse technological foundations across the
sources not only in terms of communication as well as the information exchanged across
the communication channels [7] viewpoint, can act as a technical or operational enabler
for data re-use [8]. Vis-a-vis the specific case of e-government, interoperability across
the three levels, viz., technical interoperability in terms of the communication details
at different levels of the government; semantic interoperability in terms of the interpre-
tative implications of information; and, organizational interoperability in terms of the
implications of information exchange for the recipient, needs to take into cognizance the
infrastructures and connectedness [9–13]. Extrapolating these e-government interoper-
ability cases to the OGD context, it falls in place to ascertain the way technical aspects
of HVD are conducive for value derivation by the stakeholders, in the long-run.
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With this background, this study provides insights on HVD, i.e., the OGD matching
the rigorous quality standards in terms of particularly the completeness, timeliness,
and machine-processability [14–16], in the European Data Portal in order to measure
various aspects of the datasets, such as their availability, information about the publishers
which provide the datasets, and technical specifications which will help gain further
insight on potential interoperability hinders and more. The main research goal of the
presented study is to identify HVD according to the thematic categories of the PSI
Directive (as mentioned previously), and to retrieve the datasets from the European Data
Portal to examine aspects of them linked to them, more specifically, focusing on the
three dimensions of data availability, data publishers’ contribution, and the technical
specifications. Further insights on data interoperability, and other aspects of data quality
are also indirectly targeted due to their close proximity to the topic but also emerging
importance.

The remaining article is organized as follows: in theBackground section, an overview
of the literature regarding HVD and the proportional importance of technical specifica-
tions of data will be presented, while the Research Method section contains the descrip-
tion of the proposed methodological approach. The Results section consists of the data
analysis and findings of the applied method, the Discussion section includes the inter-
pretation of the findings in a meaningful context, while the Future Directions section
explains the limitations of the presented study and potential ways this research could be
expanded and replicated in various other implementations in the future.

2 Background

In general, value (or social welfare) is conceptualized as an aggregate measure of social
and economic value [17]. The two types of value frequently discussed, as mentioned
previously, are the economic (related to the worth of a product or service determined
by the market) and the social value (related to the advancements and improvements in
society or the individual) [17]. Benington andMoore [18] gave another dimension to the
conventional definition of public value, adding to the economic and social, the cultural
and political value. However, determining how OGD can contribute to the generation of
those values and how this process can be quantified and measured is a task requiring a
number of mechanisms to be put in place in order to achieve it [19]. In this vein, Jetzek
and colleagues developed a conceptualmodel to demonstrate howdata can produce value
along the four identified mechanisms: Efficiency, Innovation, Transparency and Partic-
ipation [17]. The conceptual model consists of the enabling factors for value creation,
the value generating mechanisms and the impact on economic and social value, as well
as the relationships among them, indicated by several analyzed hypotheses. One of the
enabling factors presented, especially significant for the present study, is the technical
connectivity factor, which refers to all the relevant infrastructure supporting the transfer
and circulation of data among the systems of governmental agencies and more. These
technologies need to be able to assist with all the tasks related to the handling, process-
ing, visualization, and integration of data, while in parallel, support the structurization of
unstructured or semi-structured data, interoperability (mainly semantic in this context),
and interconnection between disparate data sources. Semantic technologies, as an inte-
gral part of the aforementioned technical connectivity, are at the heart of this construct,
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and, according to [17], positively affect efficiency through improved interoperability and
innovation by proposing new methods and ways to analyze and transform data.

As far as the benefits of an Open Government Data Initiative (OGDI) are concerned,
various studies have examined their parameters and the way they interact. In this light,
the findings of a conducted study by [2] showed that the majority of benefits delivered by
implemented OGDIs are of operational or technical nature, at a next phase, of economic
and, lastly, of societal nature, the latter being the toughest to measure. The technical and
operational benefits are closely linked to the technical connectivitymentioned previously
and, among others, they include easier access to data, better data discoverability, data re-
use and improved decision-making bymanaging to compare data from disparate sources
[2]. In this light, it becomes clear that the technical dimension of available datasets in the
portal is a dimension which needs to be included in any analysis aiming to bring forth
conclusions regarding interoperability, technical connectivity, or the creation of value
through improved technical and semantic means.

Before moving on to the specifiedMethodology of the presented study, it is notewor-
thy to go through the existing literature on HVD and open government data in order to
better understand the context of this research, as well as mentioned conducted research
on interoperability and open government data, as a critical dimension which needs to be
considered when talking about data and value.

2.1 Related Research on HVD with Reference to OGD

In sharp contradistinction to Big Data, HVD is not all about the volume but a juxtapo-
sition of volume with quality metrics, such as, completeness, machine-processability,
granularity, accessibility, timeliness, non-discriminatory and license-free [20]. Table 1
presents a snapshot of the HVD-OGDs studies, and it may be inferred that as such,
specific focus on the HVD is few and far between.

2.2 Related Research on Interoperability with Reference to Open Government
Data

In its crudest terms, interoperability is defined as the exchange of data and services
across a network of distributed systems [32, 33]. Utility of interoperability of OGD has
been underscored in a plethora of literature with specific reference to the interoperability
dimensions: semantic (commonality of understanding among the data/services exchange
parties to draw congruent inferences), syntactic (arriving at common schemas, sequence
and arrangement of terms representing an entity), technical (covers a gamut of aspects
like compatibility of technologies and systems in place as well as their open/closed
nature and scope defining their formal and rigorous descriptions), operational (attaining
interoperability between and among actors, the ones engaged in data sharing proto-
cols) and organizational (compatibility between cross-border organizational systems in
terms of processes, formats and entities) [32–35]. Whilst most of the studies hint at
the theoretical value and implications of OGD interoperability [17, 36–39], as such, the
research onOGD interoperability with empirical investigations is evolving. For instance,
an RDF schema vocabulary is designed and validated for facilitating linkages amongst
the OGD given their disparate and granular nature [40]. Likewise, in another instance,
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a framework of ontological interoperability of the real-time OGD was validated in the
Iranian energy sector [41]. A comprehensive open-source portal for OGD interoper-
ability is also available via the Tetherless World Constellation (TWC)’s Linking Open
Government Data (LOGD) portal which is based on providing solutions to semantic
interoperability [42]. In another context of Uppsala, Sweden, the empirical study on the
interoperability of OGD for Green IoT (Internet of Things) is being empirically val-
idated [39]. A sophisticated Delivering Information of Government (DIGO) platform
was designed for facilitating OGD interoperability across the Swedish OGD portal and
validated with mashup applications and data fusion on linked open data (LOD) cloud
[43].

Another cause of concern is to produce interoperableOGD-thanks to the uniqueRDF
(Resource Description Framework) vocabularies for creating the triplet sets alongside
the relational OGD, i.e., OLAP (Online Analytical Processing) data cubes [44]- and
the same is possible via ontological interoperability algorithms-case in point being the
OGD portal of Iran and the ancillary data management system [45]. Similar conclusions
were derived in regard to the conflicts pertaining to the structural (consequence of the
different practices of modeling the structure of the OGD) and naming (the usage of dif-
ferent Uniform Resource Identifiers (URIs)) facets, viz. Complexities pertaining to the
measurement unit; gender; temporality; parametric measurements; measures’ selection;
and hierarchical levels, which were empirically validated across six OGD portals cover-
ing Scotland, UK, Belgium, Japan, Italy and Ireland [46]. Similarly, drawing inferences
from the case studies of Belgian air quality sensor data and the railway infrastructure
data, it was shown that linked time series approach is feasible for sustainability of OGD
interoperability and availability on account of data storage via improvised caching strat-
egy which reduces the web server’s CPU (Central Processing Unit) load, publishing cost
and the requirement for client-server interaction [47]. Interoperability was a challenge in
the USOGD given the differentials in compatibility of the portals between the legislative
and executive branches of the government [48].

Having taken into consideration the extended background presented in this Section,
the methodological approach for the conducted study is defined and tailored to fit the
purpose of this research, which is to provide information useful regarding the 6 thematic
categories of HVD in the European Data Portal, against a number of defined criteria
related to their availability, interoperability and further technical details.
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Table 1. Major studies identifying HVD and OGD.

Excerpt Author/s Inferences regarding HVD-OGDs

“High-value information is information
that can be used to increase agency
accountability and responsiveness;
improve public knowledge of the agency
and its operations; further the core
mission of the agency; create economic
opportunity; or respond to need and
demand as identified through public
consultation” (p. 2495)

[21]
[22]
[23]
[24]

This definition was provided by Office of
Management and Budget, US (OMB,
2009: pp. 7); OGD is also referred to as
Public Sector Information (PSI) and the
study refers to “High-value information”
as being congruent to HVD

A reference to the high value datasets for
statistical analysis

[25] OGD-HVD dimension needs to be
meticulously approached

High value creation potential of OGD is
being referred

[26] Value creation assessment framework
does not necessarily refer to the HVD
trait of OGD

There is a linkage between HVD and
timely availability of the same

[27] Given the lack of accessibility of HVD
via the UK OGD portals, interoperability
of lesser value OGD result in incoherent
analyses

Geospatial OGD across French
municipality were HVD

[28] This calls for attention of researchers to
understand why OGD-HVD is sparse and
niche

“… calling attention to a set of
unanswered questions about the
governance issues around data release:
who should decide what data is “high
value” and how do they choose? How
does a user know when data is fit for
re-use, how does a user know what has
been done to that data, and what
restrictions govern its use?”

[29] Given the authors’ impetus on creating a
OGD ecosystem, it is warranted that such
ecosystemic approach be built on the
edifice of OGD-HVD

Tracing the evolution of OGD initiative
in the US, the authors mention of how
the Obama government issued directives
for publishing of HVDs with a caveat
that it is the issuing public authority
which will decide what’s HVD

[30] US OGD portal needs to be taken up in
further studies to assess the provisioning
of HVD-OGD after more than two
decades now

There is a mismatch between the HVD
and the extent to which public authority
is accountable for its being HVD as far
as the US is concerned

[31] This raises the question regarding the
extent to which the
transparency-accountability conjunction
is realized in practice in the US, thereby,
providing a line of further research
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3 Research Method

This section aims to describe the research method adopted in the current study. The
intended outcome of this methodology is to analyze datasets retrieved from the Euro-
pean Data Portal (EDP) against a defined set of requirements in order to consider the
following three dimensions, while in parallel, the categories of HVD as specified by
the PSI Directive are kept in mind: i) the dataset’s availability, ii) the dataset’ publish-
ing authorities and entities, and iii) the dataset’s technical specifications. The retrieval
of datasets from the EDP is conducted by applying the following filters in the Quick
Search menu:

1. Categories (as defined by the PSI Directive):

• Geospatial
• Earth Observation and Environment
• Meteorological
• Statistical
• Companies and company ownership
• Mobility

2. Metadata quality (Scoring: Sufficient)
3. Format: All available
4. Data services: YES

The first filter, which is about the dataset category, is specified so as to include
the HVD thematic categories defined by the PSI Directive. The second filter about the
metadata quality is set to “sufficient”, which is the minimum, in order to allow for as
many datasets as possible and to give us the opportunity to later put focus on the datasets’
technical aspectswhen these are not considered optimal (due tometadata being one of the
most important parameters to consider in this case). The same reasoning applies for the
data format. The last filter, “Data services”, is the filter which allows for the identification
of real-time or close to real-time data. The EDP mentions that with this filter active, the
datasets returned are datasets which are used in at least one data service, something that
clearly implies the data is real-time or close to real-time, as the data service stream is
constantly available. This filter is very important in the presented study, as it is one of
the few indicators applicable to determine whether a dataset is considered high value.
Real-time/close to real-time data is closely associated with high value [49, 50], however,
it is an indicator which can work in conjunction with other indicators of HVD.

Regarding the first filter in the Quick Search, it is worth noting that some high-value
datasets may fit into numerous categories on the EDP, and the categories listed are not
exhaustive. These categories are not mutually exclusive; some datasets may fall into
multiple categories. The mapping between the 6 thematic categories of HVD and the
equivalent available categories in the EU Data Portal are shown in Table 2. In line with
the aforesaid, the authors aim to provide insight on the following three dimensions:

• Availability
• Publisher/s
• Technical specifications
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Table 2. The mapping between the PSI Directive thematic categories for HVD and the EDP
search categories.

PSI Directive HVD Thematic Categories European Data Portal (EDP) Categories

Geospatial Regions and cities

Earth Observation and Environment Energy, Forestry and food, Fisheries, Agriculture

Meteorological Environment

Statistical Education, Culture and sport, Health, Population
and society, Justice, Legal system and public safety,
Science and technology, international issues,
Government, and public sector

Companies and company ownership Economy and finance

Mobility Transport

As ametric for data availability, the number of openly available datasets per category
(as defined earlier) will be considered. This will help the authors to gain some insight
on the comparison for availability among the HVD categories. The second dimension,
which concerns the data publisher, is considered in order to examine elements regarding
the distribution of these data sources, the most active contributors of datasets and other
intuitive information. The last dimension of technical specifications is an approach for
data interoperability, considering that technical specifications such as available data for-
mats, machine-readability, metadata quality, available APIs (Application Programming
Interfaces), documentation, and licensing are factors which directly affect the dataset’s
technical and semantic interoperability. So, in this case, the analysis framework for the
retrieved datasets includes the aforementioned criteria, which are applied in order to
draw conclusions regarding how interoperable the HVD are, what insufficiencies exist
from a technical point of view, andwhat could potentially be translated intomore specific
technical requirements for HVD, in general. The importance of the technical specifica-
tions of the available datasets and how interoperability can play a critical role for HVD
is also emphasized by the conceptual model by [17], referred to as “technical connec-
tivity” and as one of the dimensions of the conceptual model (the aspect the authors
are focusing on in this study), which strengthens the inclusion of this dimension in the
proposed approach.

Overall, the methodological steps to achieve the aforementioned steps are described
in Fig. 1 starting with the retrieval of the high-value datasets from the EDP having
first applied the Quick Search filters with a final examination of the three dimensions
of availability, data publisher analysis and technical specifications. In the following
Section, the results of the applied methodology and analysis framework are presented
and explained in further detail.
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Fig. 1. A flowchart of the research methodology.

4 Results

The three-dimensional outcome of the applied methodology is described and analyzed
in this Section. These three dimensions are explained first, followed by some general
remarks on the analysis results and other derived information of significance within the
context of this study’s focus.

4.1 Availability

To begin with, the authors initiated the analysis by examining the criterion of the
availability of high-value datasets (Table 3).

Table 3. The availability of HVDs and number of publishers per category.

HVD
Categories

Geospatial Earth
Observation
and
Environment

Meteorological Statistical Companies
and
Company
Ownership

Mobility

Total
number of
datasets

523 2 795 73 1426 92

Total
number of
publishers

17 1 17 15 20 9
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The majority of available HVDs come from the category “Companies and company
ownership”, followed by “Meteorological” and “Geospatial” data. “Mobility”, “Statis-
tical” and “Earth observation and Environment” come afterwards, with the latter being
the category with the fewest datasets. A visual representation of the results is presented
in Fig. 2. Apart from the availability of HVDs on the EDP (denoted in blue), Fig. 2
depicts the number of contributing publishers (denoted in red) per HVD thematic cat-
egory. To gain a deeper understanding of these results, descriptive statistics is applied.
The descriptive statistics show that there is a difference among the 6 HVD categories.
Based on the established criteria, there were 2,911 high-value datasets (HVDs) identi-
fied, and the total number of publishers that contributed data in each distinct category
was 79. The number of publishers per category is not the same in number and distinct.
For instance, the geospatial HVD dataset category contains 526 datasets published by
17 distinct publishers. Other categories were distinct, but the statistical datasets cate-
gory is mapped (see Table 2) to Health, Education, Culture and sport, Population and
society, International issues, Justice, Legal system and public safety, Government and
public sector, Science and technology. Thus, all these subcategories are mentioned with
a single label “Statistical” to make the EDP dataset categories and the HVDs categories
match successfully. Furthermore, inferential statistics is applied to the number of HVDs
and the publishers, and the output of the independent samples t-test is presented in
Table 4. T-tests are used to compare the means of two groups to understand if there is
any difference between them or not [51, 52] and the method has been applied in different
studies veering around interoperability of datasets [53–56]. The independent samples
t-test is used for the scenario when we need to compare the number of publishers for
each category of the HVDs. For instance, the number of publishers for Geospatial data
against the number of publishers for statistical data. Based on the results, the t-value
(which is 2.082746) is less than the critical t-value of 2.228139 for a two-tailed t-test at
alpha= 0.05.More specifically, the two-tailed p-value is 0.063903, which is greater than
the significance level of 0.05. Therefore, we accept the null hypothesis that there is no
significant difference between the means of the two groups. Based on these results, we
can say that there is no evidence to suggest that the availability of HVDs is significantly
different among the different categories.

Fig. 2. Availability of HVDs on the EDP and the number of publishers per category.
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Table 4. Independent samples t-test to compare the means of publishers and number of HVDs
per category.

Categorization of HVDs Publishers

Mean 485.1667 13.16667

Variance 308101.4 48.96667

Observations 6 6

Pooled Variance 154075.2

Hypothesized Mean Difference 0

Df (degree of freedom) 10

t Stat (t-value) 2.082746

P(T < = t) one-tail 0.031951

t Critical one-tail 1.812461

P(T < = t) two-tail 0.063903

t Critical two-tail 2.228139

4.2 Data Publisher/s

The contributing data publishers in each HVDs category have been extracted from the
EDP based on the criteria of search. Figure 3a captures the total number of contributing
publishers for the retrieved datasets and the distribution of the publishers and HVD
categories. Figure 3a shows the dataset contribution per HVD category for each data
publisher. Also, Fig. 3a shows that the Joint Research Centre, for example, has only
published two datasets in the Earth observations field, but has published 73 datasets
in the meteorological HVD category. This provides strong evidence that publishers are
more interested in publishing data in the meteorological HVD category than in the Earth
observation field.

The most contributing publishers per HVD category are shown in Fig. 3b, where
each HVD category is denoted, again, in a different colour. Interestingly, of all the 79
publishers-contributors, the majority of HVD has been published by the following 15
sources. Among the top data publishers for Geospatial Data are the Statistics Sweden
(Statistiska Centralbyrån, SCB), the City of Dresden (Dresden Stadt), the Saxon State
Office for Environment, Agriculture and Geology (Sächsisches Landesamt für Umwelt,
Landwirtschaft und Geologie), and the State Office for Basic Geoinformation Saxony
(GeoSN)/ Landesamt für Geobasisinformation Sachsen (GeoSN). Regarding the Earth
Observation and Environment category, there were only 2 datasets available using the
proposed filtering and these were offered by the Joint Research Centre. The Statis-
tics Sweden (Statistiska Centralbyrån, SCB), the City of Dresden (Dresden Stadt), the
Saxon State Office for Environment, the State Office for Basic Geoinformation Sax-
ony (GeoSN)/ Landesamt für Geobasisinformation Sachsen (GeoSN), and the Joint
Research Centre are also the top contributors for the Meteorological category but also
for the Mobility category.
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Fig. 3a. Contributing data publishers in all the HVDs categories.

Fig. 3b. The top 15 data publishers (contributors) in all the HVD categories.

As far as the category of Companies and company ownership is concerned, the
Statistics Sweden (Statistiska Centralbyrån, SCB), the Czech Ministry of Finance (Min-
isterstvo financí), the EU Directorate-General for Communications Networks, Content
and Technology, and the Saxon State Ministry for Regional Development (Sächsisches
Staatsministerium für Regionalentwicklung), while for the category of Statistical data
(for which some examples of inferential statistics were applied), the top contributors
are the European Medicines Agency, the Council of the European Union, and the State
Office for Basic Geoinformation Saxony (GeoSN)/ Landesamt für Geobasisinformation
Sachsen (GeoSN), the City of Dresden (Dresden Stadt). The latter is not so surpris-
ing considering the mapping of the HVD PSI Directive thematic categories to the EDP
Search categories. The mapping is not mutually exclusive, which means that various
datasets could belong to more than one data category. Interestingly, most contributors
for all the HVD categories originate from three countries: Sweden, Germany and the
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Czech Republic, while some European Agencies like the Joint Research Centre, the
Directorate-General for Regional and Urban Policy, and other Directorate-Generals are
also in the forefront in terms of HVD publishing.

4.3 Technical Specifications

Table 5 shows the “Technical Specifications” vis-a-vis the HVDs identified in the Search
protocols (Fig. 1). The rationale behind the selection of those parameters derives from
the mandatory technical requirements for HVD set by the European Commission with
respect to what should follow the publication and re-use of the datasets [1]. These
parameters are necessary to allow for the extraction of insights regarding technical
aspects of the available datasets, and, potentially, pave the way towards the elicitation of
new technical requirements from a portal’s publisher’s perspective as also from the user’s
perspective. As presented on Table 5, most datasets are offered in machine-readable
formats, however, the distinction between machine-readable and machine-processable
data needs to be referred to. In order to achieve machine-processable information, a
number of intermediate steps and sophisticated techniques need to be applied, which is
a demanding process, still not supported sufficiently. One would expect this could be
different when it comes to HVD, however, this appears not to be the case, so the problem
of non-machine-processable data remains. Most datasets are available to download by
bulk download options and these datasets are accompanied by SPARQL endpoints.

The majority of the studied datasets are accompanied by appropriate documentation
and a license. According to the technical requirements for HVD set by the European
Commission, a Creative Commons 4.0 or equivalent license is required. The studied
datasets come with their own license type, which can also be data type specific. Some of
those licenses include the CC0–1.0 Universal license, data license Germany Zero 2.0,
and data license Germany attribution 2.0. As far as the Extensive Metadata parameter
is concerned, the EDP follows the DCAT Application Profile (AP) for data portals in
Europe (DCAT-AP) [57]. This means that the metadata available needs to be compatible
with the equivalent specifications as these are posed by DCAT. In this experiment, the
metadata filter was set to “Sufficient”, while there exist twomore options of “Good”, and
“Excellent”. The DCAT metadata requirements which are not demanded for the “Suffi-
cient” metadata labeling, can be turned into recommendations in order for the publishers
to improve the metadata quality before publishing the dataset. As mentioned previously,
metadata is one of the most important enablers for the semantic interoperability and
reusability of the data, so it is one of the parameters remaining in the limelight.
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Table 5. The technical requirements set for high value datasets.

Technical Specifications Smart Charts/Graphs

Machine-Readable Data Figure 4 depicts the predominant data formats utilized
within the various categories of HVDs. Each category
of HVDs employs unique data formats. For instance,
geospatial data is primarily distributed in JSON (Java
Script Object Notation) format, which surpasses all
other formats in terms of usage. Similarly,
meteorological data is primarily provided in HTML
(HyperText Markup Language) distributions, which
exceed all other formats in terms of usage

Machine-Processable Data Machine-readable information is not necessarily
machine processable. This commonly encountered
problem remains for HVD

Bulk Download API Most of the datasets mentioned in this study are
available in machine-readable formats and are
accompanied by bulk download options. Additionally,
these datasets can be accessed and downloaded
through APIs and SPARQL endpoints

Extensive Metadata The metadata quality was set up as “Sufficient” for
searching the HVD. For EDP, this is in accordance
with the equivalent DCAT (Data Catalog vocabulary)
specifications

Marginal Charges Applied Unavailable Information on the EDP

Publicly Available Documentation Yes, most of the datasets mentioned in this study are
accompanied by publicly available documentation.
These datasets can also be found on federated
catalogs, national data portals, and ultimately on the
EDP. However, the EDP does not explicitly specify
the availability of documentation. Available
information/documentation may vary from portal to
portal

License (CC-4.0 or equivalent license) Most datasets have their own license type. Notably,
the CC0–1.0 Universal license, data license Germany
Zero 2.0, and data license Germany Attribution 2.0 are
among the licenses predominantly employed

The available data formats for eachHVDcategory (in different colours) are presented
in Fig. 4. As presented in the Figure, for the Geospatial, and Companies and company
ownership categories, JSON is one of the most commonly available formats, while for
Meteorological datasets HTML and TIFF (Tag Image File Format) are dominant. The
Statistical category is overrepresented by HTML, CSV (Comma Separated Value) and
RDF XML (Resource Description Framework- Extensible Markup Language), while
the Mobility Category is mostly available in ESRI (Environmental Systems Research
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Institute) Shapefile (a geospatial vector data format). The very limited datasets retrieved
for the Earth Observation and Environment category are available in Excel format.

Fig. 4. Data formats used across the HVD categories.

5 Discussion

The results from the three-fold analysis are insightful according to the extant litera-
ture on HVD, availability and EDP, for that matter. Thus, vis-a-vis, the analysis at the
availability pedestal, it may be inferred that Table 4 results wherein the null hypothesis
of the HVDs being similar is clinched via the t-test and these results are in alignment
with previous research testing for the availability-interoperability across learning man-
agement system portals [58] but not in agreement with another study seeking to under-
stand the availability-interoperability in open source projects [53] or the availability-
interoperability mismatch on account of the different standards being operative across
the Industry 4.0 standards’ specifications [59]. However, these disparate findings may be
attributed to the specific contexts and temporality. Thus, these results are in line with our
expectations given the inherent success criterion of interoperability that the more simi-
lar and congruent the datasets, i.e., HVDs in the present study, the more the propensity
for them to be interoperable thereby resulting in higher value derivation and innova-
tion opportunities. It is worth noting that higher availability and fulfilment of technical
specifications for HVDs will lead to increased interoperability on the EDP, which can
ultimately bring greater value to the open data ecosystem. Interoperable datasets can
enable greater ease of use and integration with other datasets, thereby improving their
overall value.
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6 Conclusion and Future Directions

The overall purpose of the present study was to consider three dimensions (Availability,
Publisher/s, Technical specifications) of HVD in the EDP, in order to gain a better
understanding of the current status and elicit potential intuitive conclusions. In a way,
the study addressed the concern that: “ensuring the interoperability of data catalogues,
or the creation of a pan-European data catalogue, is a big challenge faced by EU policy
makers” [65: pp. 32] and this study provided a nuanced understanding of the HVD-
OGDs via empirical investigation. Findings show that for the three key countries, viz.,
Sweden, Germany and Czech Republic, the other countries need to match the pace of the
HVD publishing on the EDP. Furthermore, given the differentials in terms of the HVD
structural and functional dimensions right from the provisioning of select HVD across
select themes and categories and down to themetadata and other technical specifications,
it is important that a benchmarking framework be adopted for deriving the actual benefits
of OGD-HVD via value creation and innovation by a range of stakeholders. Finally,
findings from the study hinted at the impediments towards attaining HVD linkages and
the same needs to be addressed in further studies with experts’ opinions and academic
insights.

The presented methodology and its results offer an opportunity to evaluate the avail-
ability of HVDs, their publishers, and technical specifications, and to improve the HVDs
on the European data portal (EDP). In the future, the EDP could provide additional infor-
mation on datasets, such as the number of downloads, views, and reuse of datasets, the
number of showcases and use cases, the number of research projects and press articles,
new dataset requests, marginal charges of datasets, internal statistics about portal usage,
as well as the number of views and downloads of re-uses. This information would facili-
tate the efficient and effective discovery of HVDs through the EDP, eliminating the need
for manual evaluation by publishers and across datasets.

Another possible future perspective which can be analyzed and considered would
be the analysis of technical functionalities in the European Data Portal (or national data
portals case studies) to identify needs of the data portal with respect to both the portals but
also user perspective and, in this manner, proceed with the elicitation of requirements to
be applied in this direction. This might be of great interest in alignment with the tension
to shift towards more user-driven services offered by the open data portals.
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Abstract. Extant research on Open Government Data (OGD) has remained con-
fined to the grappling of issues linkedwith its conceptual, theoretical and empirical
dimensions, however focusing on the supply of OGD physical capital (ODG por-
tals, datasets, etc.), and to a lesser degree on the demand for it (e.g., needs of poten-
tial users), but not dealing with relevant OGD human capital (human knowledge
and skills concerning OGD). Furthermore, research on meta-analysis or literature
reviews has not expanded its scope to unravel the formation of OGD human cap-
ital, and especially how the OGD theme is being showcased across universities’
curriculum. The present research aims to contribute to filling this research gap,
through an analysis of the OGD-related programs and courses offered at the grad-
uate and post-graduate levels across the top-notch universities identified as per the
indicators of the QS World University rankings, 2023. Our theoretical foundation
is the widely recognized ‘Human Capital Theory’ from the economic science,
which gives prominence to the importance of the human capital (human knowl-
edge and skills) as an important complement of the classical physical capital (e.g.,
production equipment, ICT capital, etc.). Our findings indicate that there are only
small number of courses concerning OGD in these top-notch universities; further-
more, a very small share of them have OGD an main topic, while most of them
include only a part concerning OGD. Most of them focus on the exploitation of
OGD of a specific thematic domain (mainly urban studies and health), and only a
few deal with OGD in general. Furthermore, there is a prevalence of postgraduate
courses, offered as part of MSC programs, followed by undergraduate courses,
offered as part of BSC study programs, and to a much lesser degree short courses.
Also, with respect to the objective of these OGD-related programs and courses,
most of them aim at the generation of scientific value from OGD, while a smaller
number aim at the generation of social-political value, and only a much smaller
number at the development of economic value. Therefore, it can be concluded that
the formation of OGD human capital by the examined universities is limited.
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1 Introduction

OpenGovernmentData (OGD) pertains to the availability of datasets concerning govern-
ment operations and functioning via license-free [1, 7], which are linked with different
themes contingent upon the area of administration, such as health, education, climate,
tourism, environment, infrastructure, etc. [44]. The OGD can be used by scientific,
social-political as well as economic actors and enable the generation of considerable
scientific, social-political and economic value respectively, and in general can become
a significant contribution of government to the development of the digital economy and
society [7]. Due to the great potential of OGD, governments of most countries have
designed and implemented OGD initiatives, and at the same time international assess-
ments/comparisons of them are regularly conducted, leading to the calculation for each
country of various standard indices like the ODIN [31], OKFN [32], Open Data Barom-
eter [30], etc. [25, 26]. Considerable research has been conducted about the quality of
OGD portals and datasets from the supply perspective (i.e. the governments’ efforts at
maintaining the quality of datasets) as well as the demand perspective (i.e. the percep-
tions of users regarding the quality of datasets) side [10, 13, 19, 22, 24, 27, 33, 38, 39,
42, 46, 49–51, 56].

However, economic science research has revealed that though the physical capital
(i.e. production equipment, ICT capital (including hardware and software), etc.) and
the labour are traditionally regarded as the main factors for the production of goods
and services (and value in general), it is of critical importance for the efficient and
effective exploitation of the former to develop appropriate ‘human capital’ as well;
it is meant as relevant knowledge and skills of humans, and its importance increases
with the complexity and sophistication of the physical capital, and this has given rise
to the development of ‘Human Capital Theory’ [12, 28, 41] in the economic science:
it gives prominence to the importance of the human capital (knowledge and skills of
humans) as an important complement of the classical physical capital for the efficient
exploitation of the latter. So, as mentioned above there has been considerable research
concerning the OGDphysical capital that has been developed bymany countries (mainly
the OGD portals they have developed as well as the datasets they provide), but there is
a lack of research concerning the formation of relevant OGD human capital, which is
quite important for the generation of value (scientific, political-social, economic) from
the existing OGD physical capital. As OGD can become a significant contribution of
government to the development of the digital economy and society, and governments
make large investments in OGD physical capital (OGD servers, portals, datasets), it is
important to develop the required ‘soft complement’ of it: the required OGD human
capital: humans’ knowledge and skills about OGD as well as its exploitation and the
generation of value (scientific, social-political, economic) from them. Therefore, further
research is required in the OGD domain concerning the OGD human capital formation.
Given themagnitude of academic research interest inOGD- especially in the last 10 years
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- it remains to be assessed as to how far has the domain progressed in the academic
environments with respect to teaching; surprisingly, no research has been conducted to
elucidate the infusion in academic education of this very significant domain - that is
relatable to the extent to which the governments are forwarding their claims regarding
the furtherance of transparent and corruption-free administration apart from bolstering
citizen participation, collaboration and trust [15, 18] besides serving as a means for
value creation and innovation by a range of stakeholders [20, 21]. Research pertaining
to meta-analysis and reviews of the OGD-focused studies already published in academic
publication outlets is well-acknowledged [3, 23, 35, 47, 48], and in order to carry forward
the baton of OGD research, the present study seeks to extend its directions towards OGD
human capital, by examining how OGD theme fairs across university curricula across
the globe. So, it focuses on the most important mechanisms of human capital formation
in general for the economy, and the universities, aiming to investigate its educational
activity towards the formation of ODG human capital.

Specifically, the research questions for the present study shall pertain to the specific
tributary of thought: How has the OGD theme traversed across universities’ curricula
across the globe? Specifically, the nature and scope of OGD-focused curriculum in the
selected top 40 universities (based on the QS World University Rankings, 2023) were
investigated using both qualitative and quantitative approaches. Thus, the present study
seeks to address the need to further “communication and interaction among researchers
(through the “common language” it introduces)” [6] by unravelling the maze through
which such dialogue and discussion have progressed over the years in the mainstream
university classroom settings. As mentioned above, the theoretical foundation of our
study is the widely recognised ‘Human Capital Theory’ from the economic science.

The structure of the research paper is as follows: following a review of the related
literature onOGD, the researchdesignhas been spelt out in detail; thereafter, the results of
our research are presented and discussed, followed by some concluding remarks towards
the close of the study, and also limitations, future research pointers and practitioner
implications.

2 Related Research

Given the fact that OGD is an emerging domain, academic interest is also at an emerg-
ing stage [47, 48, 55]. OGD has been conceptualised as “a very heterogenous field
of research” [48] involving researchers from economics, public administration, polit-
ical science, etc. and initially most of the empirical investigation on OGD between
2008 and 2013 has remained confined towards aspects like transparency, participation,
collaboration, technology, regulation/law, acceptance/trust in government, G2C/G2B
relationship, public/citizens value and accountability. In their follow-up study focus-
ing on a longer timespan between 2002 and 2019, Wirtz et al. (2022) [47] underlined
that considerable qualitative and quantitative research has been conducted to appreci-
ate theOGDpolicies/regulation/law, drivers/barriers, success/performance/value, accep-
tance/satisfaction, use/adoption/implementation and actors/relationships. Three areas of
OGD-focused studies have been found in the meta-analysis of the research publica-
tions across 2011 and 2015: transparency, participation and collaboration [9]. Saxena
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[36] identified three strands in OGD-focused research as far as the period between
2009 and 2017 is concerned: OGD-focused research with theoretical and conceptual
underpinnings, applied (contextual) research and user-focused research. Finally, Saxena
and Alexopoulos (2022) [37] have identified the four strands in OGD-focused research
wherein the timespan extended from 2011 until 2022: research on conceptualisation and
review of OGD studies; research on the benefits and challenges of OGD implementation;
research on the quality of OGD portals and research on the adoption and usage of OGD.

From the foregoing, the reviews on academic publications on OGD indicate that
the extant research on OGD has focused on OGD physical capital, both from a supply
perspective (e.g., ODG portals, datasets, etc.), and to a lesser degree from the demand
perspective (e.g., needs/satisfaction of potential users). However, it has not dealt with
the formation of relevant OGD human capital (human skills concerning OGD), despite
its high importance for the efficient and effective exploitation of the physical OGD
capital, and the generation of scientific, political-social and economic value from it;
this is imperative due to the large investments that governments have made for the
development of the existing OGD capital, and the high operating costs of it (especially
for selecting, processing, anonymizing and publishing new datasets). So, there is a need
to widen the ambit of OGD research to appreciate how OGD themes are being discussed
and deliberated in other formats - university curriculum, for instance, and this constitutes
the raison d’etre for the present research.

3 Methodology

Themethodology of this research includes two steps. First, we examined and assessed the
most prominent rankings for evaluating academic institutions, and thereafter, we selected
the most appropriate one to proceed with our research. In the second step, we used this
list to identify the top universities in order to collect data on the OGD-related courses
and programs they conduct, which we then analysed across their academic levels, course
type, content delivery method, teaching language, thematic domains, value generation,
OGD content.

3.1 Universities Ranking List Selection

At this first stagewe had to evaluate theGlobalUniversity rankings and decidewhichwas
more suitable for our research objectives, in order to identifying the top 40 universities.
Although there is a plethora of University ranking indices that cover different qualitative
aspects of higher education, the main three [17] and more influential rankings are: a)
Times Higher Education World University Rankings [52], b) Quacquarelli Symonds
[34], and c) Academic Ranking of World Universities [40], which are always present in
several academic comparisons of global university rankings [2, 45, 53]; therefore, we
concluded that we could proceed with a detailed evaluation of these three major ones.

World University Rankings Times Higher Education (THE): The THE ranking was
initially part of the QS rating system, but it became independent in 2009, and thereafter,
the two systems had diverged their methodologies. This system uses thirteen perfor-
mance indicators grouped into five categories: teaching, citations, research, international
outlook and industry income.
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Quacquarelli Symonds (QS): The QS rating system was first published in 2004,
and its methodology is comprised of six indicators designed to cover the educational
process in its entirety. The indicators used are: the university’s academic reputation, the
employee’s reputation, the faculty-student ratio, the number of citations per faculty, the
international faculty ratio and finally, the international student ratio.

Academic Ranking of World Universities (ARWU): The ARWU ranking was devel-
oped by the Shanghai Jiao Tong University, and it was announced for the first time
in 2003. Its methodology is comprised of six indicators mainly focused on research
impact. The indicators are: the university alumni that have acquired a Nobel prize or
a Field medal, the staff of the institution with the same distinctions, the highly cited
researchers, the publications in Nature and Science, the number of publications that are
part of the Science Citation Index (SCI) - Expanded and the Social Sciences Citation
Index (SSCI), and, finally, the per capita academic performance of the institution.

For the purpose of the current study, ARWU was rejected since its indicators are
focused mainly on research and reputation. Therefore, it does not provide an overall
approach to the educational process. TheQS andTHEwere split into two distinct indexes
in 2009, and although their methodologies are diverging, they still contain significant
similarities [2]. The main difference is that QS focus more on the international aspect of
academic education, measuring international students and faculty members. Therefore,
it is considered to provide a more well-rounded evaluation of educational institutions,
and it was chosen to determine the top Universities in this research.

3.2 Data Collection and Analysis

For the data collection, initially,we identified some important fields/indicators,which are
necessary for analysing theOGD-related university courses/programs. Our research plan
was to analyse all the selected fields of the collected data to uncover their qualitative
and quantitative aspects and to culminate in thorough results and conclusions. These
important fields/indicators are:

• Program name
• The program is part of a degree/seminar/course
• Name of the institution
• Academic level
• Country of institution
• Program objectives and/or learning objectives
• Program Area of Specialization
• Program Overview
• Type of institution
• Program type
• Credits
• Entry requirements
• Content delivery
• Program cost
• Duration
• Language
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• Comment
• URL

In the following paragraphs, we discuss the most important of them:
The program is part of a degree/seminar/course: This. Indicator was essential to

identify whether the OGD-related teaching was provided independently or considered
an aspect of a wider educational program (part of a master’s or bachelor’s).

Academic level:. The academic level was selected to identify in what tier of the
educational process this teaching is conducted: undergraduate or graduate.

Country of institution:. The institution’s country can provide essential information
about the development of OGD in specific countries; however, the conclusions we can
draw from this field/indicator are indicative, since we have collected data for the top 40
universities from a global ranking, and therefore we cannot make accurate comparisons
between counties.

Program objectives and/or learning objectives, Program Area of Specialization
and Program Overview: All these fields/indicators were used to understand the kind
of educational content of the course, the type of the OGD targeted or used, or are part
of the educational program and to identify their thematic categories.

Credits: Another metric we plan to examine is the credits of each course. How-
ever, this is indicative, since the universities from different countries have different
systems/types of credits.

Content delivery: We distinguished two content delivery methods: in-person
and online. After the identification of the main fields/indicators we need for each
course/program, we proceeded to the discovery of the latter. Initially, the most
widespread and popular method was used, the Google search engine. Harnessing search
engines like Google (or Yahoo) for search optimisation with the help of keywords or
strings is widely used in academic research, especially in webometric analyses [5, 8,
43, 54]. Furthermore, search engines, including Google Scholar, PubMed or Web of
Science, are useful in conducting “(Boolean) searches with regards to precision, recall,
and reproducibility” [16], which help in customised user-driven search [4]. Therefore,
a query was constructed that contained three keywords, the university name, the term
“open data”, and the term “course”; the query was structured as “university name” AND
“open data” AND course. However, the outcomes of this initial approach were not sat-
isfactory, as it returned limited relevant results. The same query was also used in the
search engines available on the university websites. Unfortunately, most universities did
have their website search engine linked to Google, so we ended up with the same results.
After this unfruitful attempt, we reconstructed our query by enhancing the second and
third terms and the query was structured as “university name” AND (“open data” OR
opendata OR open-data) AND (Bachelor OR “Executive Masters” OR Graduate OR
“Higher Education” OR Masters OR MSc OR PhD OR Program OR Specialisation OR
Training OR Undergraduate OR “Joint Master”). However, even with this enhanced
query, the returned results, though there was some improvement, were not absolutely
satisfactory, and therefore, we turned to new technologies, specifically the ChatGPT
(Generative Pre-trained Transformer) application - a chatbot that OpenAI released in
November 2022 - on account of the fact that ChatGPT is being increasingly used in
academic research and practice which facilitates in easy access to information apart
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from providing tailor-made real-time answers to the queries [14]. The query we used
in ChatGPT included the university’s name and a question to return the courses related
to OGD. Unfortunately, ChatGPT could not provide direct results; still, it provided us
with scientific fields where the university offered courses related to OGD. These results
helped our research endeavours as we manually examined the courses and programs
offered by the faculties associated with the specific scientific fields. This process was
followed for each of the top 40 Universities.

4 Results

Following the first step of the above methodology (described in 3.1), we found 36 entries
(courses or programs) in total in the above top universities. Themost interesting finding is
that open data was mentioned directly in the title of only 4 courses, and in the description
or the curriculum of the remaining 32 (30 and 2 respectively). Therefore, there are only
4 courses in these 40 top universities having open data as their main topic:

– ‘Astrophysics and Cosmology with Open Data’, an undergraduate course, part of the
Physics BSc of the California Institute of Technology (Caltech).

– ‘Unlocking the Value of Open Data’, a short course (1 day seminar) of the University
of Hong Kong.

– ‘Unleashing Open Data with Python’, a postgraduate course, part of an MSc of the
Johns Hopkins University.

– ‘Challenges and Opportunities of Open Data’, an undergraduate course, part of a BSc
of the Faculty of Informatics of the University of Toronto.

All the other entries we found are courses, short courses or seminars, and also
one MSc program, which include parts that concerning open data. Therefore, we can
conclude that open data still have a very limited presence in the curricula of the examined
top universities, which currently have quite limited educational activities towards the
development of the required OGD human capital (knowledge and skills about OGD
as well as its exploitation and the generation of value from them), despite their huge
potential and possible contribution the development of the digital economy and society.

4.1 Quantitative Analysis

First, we investigated the academic level of the OGD-related educational
courses/programs: how many of them are available at the undergraduate academic level,
how many at the postgraduate or doctoral level, and how many at both (as they can
be attended by both undergraduate and postgraduate student); also, we have summer
schools and seminars that are not part of any academic level and therefore we identified
them as non-applicable to this metric. The results are shown in Fig. 1 below. We can see
that most (52,8%) courses/programs are postgraduate, but there is a considerable share
(25%) of undergraduate ones.

The research then focused on the type of courses/programs offered, where we
identified six distinct types.
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Fig. 1. Academic Levels

• Educational Module (Course) independent of any undergraduate postgraduate pro-
gram

• Course Part of BSc
• Course Part of MSc
• Master’s Program where most modules of the program are related to some form of

open data. Summer schools
• Short Course: distance learning (online) without participation requirements
• Seminar for students or professionals
• Summer School for professionals

In Fig. 2 we can see the results: the most predominant type were courses that are part
of MSc programs (44%), followed by courses that are parts of BSc programs (25%);
furthermore, there also some short courses about OGD (14%).

Fig. 2. Course/program Types

Next, we examined the Content Delivery methods of these OGD-related educational
courses/programs, and the results are shown in Fig. 3: most of them (83%) are conducted
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with physical presence (In Person), while much less (17%) – mainly short courses - are
conducted through ICT-supported distance learning (Online).

Fig. 3. Content Delivery methods per Type of Course/Program

Furthermore, with respect to the language used in these courses/programs, we have
found that the overwhelmingmajority of them are in English language (94.4%), followed
by Korean and French (2.8% each).

4.2 Qualitative Analysis

The qualitative analysis was based on the texts of the descriptions of the OGD-related
courses/programs. Initially, we examined for each of them whether it concerned OGD
of a specific thematic domain, or OGD in general, and the results are shown in Fig. 4.
We can see that most of them concern a specific thematic domain (73%), mainly urban
studies (27%), health (11%) and geospatial data (11%), while much less are generic
(27%); this indicates that there is a lack of generic OGD courses, which can provide a
complete and comprehensive in-depth view concerning the main OGD concepts, capa-
bilities, frameworks as well as exploitation and value generation approaches (as courses
concerning a specific thematic domain provide more limited views, focusing on the
exploitation of OGD of this specific thematic domain).

It is worth mentioning these thematic OGD-related courses concern thematic
domains in which large quantities of OGD are available, so it is necessary to develop
knowledge and skills for exploiting them:

• Urban: data related to cities and urban areas, such as population, demograph-
ics, housing distribution, infrastructure, services, businesses, as well as traffic and
transportation data.

• Geospatial: data related to location, geographic area, maps, etc.
• Health: data on epidemiology, diseases, public health services and healthcare

(especially for COVID there is a wide availability of OGD).
• Cultural: cultural, historical and archaeological data
• Physics: data used as part of research in the physics domain, like astrophysical data.
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Fig. 4. Courses/programs thematic domains

• Economic: data on the economy, employment, business environment, growth and
industry.

• Chemistry: chemistry-related data like molecular data.
• Educational: data about education, schools, students and teachers.

Next, we examined for each of these OGD-related courses/programs its main orien-
tation with respect to the type of value (scientific, social-political, economic) generation
it mainly targets. For this purpose, the classification of courses and programs was done
using an open coding approach based on three fields of the collected data: the Program
Objectives, the ProgramArea of Specialization and the ProgramOverview; additionally,
in some cases, the curriculum of the programwas also examined through the correspond-
ing university web page. Our findings are presented in Fig. 5.We can see that most of the
courses are targeting the generation a specific type of value, mainly scientific (41.7%),
followed by the social–political (33.3%), and to a lesser extent (only 11,1%) economic
value; the remaining (13.9%) are generic (i.e., do not focus on a specific type of value
generation from OGD). Therefore, we can conclude most of the existing OGD-related
courses/programs of these top Universities are oriented towards the scientific-academic
exploitation ofOGD (mainly for research); on the contrary, only a small share of them are
oriented towards the generation of economic value from OGD (e.g., through the devel-
opment of value added electronic services by combining several OGD datasets, provided
by several different government agencies, and possibly private datasets as well), despite
the emphasis that relevant literature (e.g. Charalabidis et al., 2018) [7] has placed on the
huge potential ofOGDuse towards the creation of new economic activity and innovation.

Finally, we examined the content of these courses/programs, and we identified two
main clusters: the smallest of them (38.9%) are dealing on the conceptual aspects ofOGD
(OGD concepts, capabilities, frameworks as well as exploitation and value generation
approaches), while the largest (61.1%) focus on technical (mainly statistical andmachine
learning) methods and tools for processing OGD.
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Fig. 5. Analysis based on the type of value generation from OGD

5 Conclusions

While previous OGD research has focused on the ‘hard’ aspects of OGD, dealingmainly
with the massive OGD physical capital that has been developed by the governments of
many countries, there has been limited research attention about the ‘soft’ aspects ofOGD,
and especially the OGD human capital (knowledge and skills about OGD), despite the
importance of the later for the efficient and effective exploitation of the former. This
study contributes to filling this important research gap, by analyzing the OGD-related
programs and courses offered at the graduate and post-graduate levels across the 40
top universities of the world according to the QS World University rankings, 2023. Its
theoretical foundation is the ‘human capital’ theory from economic sciences.

The main finding of our study is that there are only small number of courses con-
cerning OGD (only 36) in these top 40 universities; therefore, these top educational
institutions seem to make a quite limited contribution to the development of the required
OGD human capital and have quite limited educational activities in this direction. Fur-
thermore, a very small share of the identified OGD courses have OGD an main topic
(only 4 out of 36), while most of them include only a part concerning OGD. This indi-
cates that OGD is not regarded by the examined universities as a separate individual
topic for teaching (though it is regarded as a separate individual topic of research); it
is regarded (from a teaching perspective) rather as a part/aspect of other topics, or as a
resource for researching them. Another interesting finding is that most of the identified
OGD courses are thematic: they focus on the exploitation of OGD of a specific thematic
domain (mainly urban studies and health); only a few deal with OGD in general. So,
there is a lack of generic OGD courses, which can provide a complete and compre-
hensive in-depth view and knowledge concerning the main OGD concepts, capabilities,
frameworks as well as exploitation and value generation approaches.

Furthermore, our study provided some interesting insights concerning the OGD-
related courses and programs of the examined top universities. Firstly, there is a notable
prevalence of postgraduate courses, offered mainly as part of MSc programs, and to
a lesser extent courses offered as part of MSc study programs. Additionally, seminars
and short courses for professionals are also present, albeit to a much lesser extent.
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Secondly, our research indicates that from a thematic perspective courses concerning
urban, general, geospatial and health OGDwere the most prominent categories. Thirdly,
most of these OGD-related courses and programs objectives concern the generation of
scientific value from OGD, while a smaller number aim at the generation of social-
political value, and only a much smaller number at the development of economic value.
So, dominant is the orientation towards the academic-research use of OGD, but much
less orientation towards economic activity and value generation using OGD.

Furthermore, the in-person lecture delivery is predominant the traditional academic
levels (master, bachelor), an expected outcome since the online delivery of most courses
during the COVID pandemic period resulted in a decline in their quality [11]. Finally,
the majority of the courses that are targeted to professionals (e.g., short courses, etc.)
use online teaching, which is also expected since they have to be adapted to the needs
of the working individuals that are attending them.

The research presented in this paper has interesting implications for research and
practice.With respect to research, it enriches the existing body of knowledge about OGD
with useful new knowledge about the OGD human capital, and especially for the rele-
vant educational activities for this purpose of the universities; furthermore, our research
opens up new directions of research in the OGD domain concerning the existing OGD
human capital as well its main formation mechanisms.With respect to practice, our find-
ings can be very useful for the universities for the restructuring and the improvements
of their curricula with respect to OGD, as they have a huge potential for the generation
of not only scientific research value, but also: a) social-political value (by providing a
sound basis for more substantial political debates concerning the main needs and prob-
lems of our societies), and b) economic value (by enabling the development of value
added electronic services by combining several OGD datasets, provided by several dif-
ferent government agencies, and possibly private datasets as well). The universities have
to devise means of generating interest of the students in OGD, perceiving OGD as a
stratagem for furthering their employability prospects. Furthermore, our findings have
implications for government agencies that are responsible for the design and implemen-
tation of policies concerning the opening/publishing government data; these policies
have to include actions concerning not only the development of OGD physical capital
(e.g., new servers, portals, datasets, etc.) but also OGD human capital as well, as the
later is critical importance for efficient and effective exploitation of the former, and the
generation of value from it (if the required OGD human capital is not developed they will
run the risk of underutilization of the costly OGD infrastructures they have developed).
Since the universities (at least the examined top ones) currently do not contribute con-
siderably to the formation of the required OGD human capital, government should: i) on
one hand facilitate the development of more OGD-related courses (both generic and the-
matically oriented) ay undergraduate and postgraduate level, though various incentives
and OGD courses development financing programs; and ii) on the other hands develop
other mechanisms of OGD human capital formation (e.g., OGD courses provision by
national academies of public administration, free on-line some OGD-related courses,
etc.)

Our study has limitations that need to be addressed by future research; beyond the
basic one of having examined only 40 top universities, additional limitations are: (1)
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During our data collection, we encountered several obstacles, but the most important
one that has to be mentioned is the knowledge-based limit of ChatGPT, which is limited
until September 2021, and most importantly, the language barrier as some universities,
particularly in China, did not provide information in English about their degree pro-
grams and that resulted in their exclusion from the study; (2) Another impediment was
the use of different credit types from universities, making the comparison a challeng-
ing undertaking. (3) Finally, the present research was limited in terms of the fact that
stakeholders’ perspectives were not factored into account, which would have been a
significant contribution towards achieving a triangulation of the study findings.
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Abstract. In the paper at hand, a structured literature review was con-
ducted to provide an overview of the components of value creation from
Data Science applications. For this purpose, the value net as a concept of
value creation was used as a framework. The value net for Data Science
applications is intended to provide a helpful starting point for identify-
ing the business value of Data Science applications in enterprises. In the
future, the proposed value net is used for the classification of various
projects and applications in the context of a case study. Further devel-
opment as a tool for detecting value-adding potentials of Data Science
in a business context is a future objective of this research.

Keywords: Data Science · Data Analytics · value creation · value
creation network · literature review

1 Introduction

In today’s digital age, companies that can effectively leverage Data Science have
a significant advantage over their competitors. By using Data Science, businesses
can gain insights into their operations and consumer behavior, allowing them to
make informed decisions and stay ahead of the curve [1,2]. Further, by analyzing
data, companies can identify emerging trends and technologies, enabling them
to innovate and develop new products and services [3]. Data Science projects
are often very complex and require careful planning, preparation, and imple-
mentation. It can be difficult to perform all the necessary steps to successfully
complete a project, as underlined by the high failure rate in these undertakings
[4]. There are several reasons why Data Science projects can fail or are difficult to
implement, e.g., lack of relevant data, lack of qualified Data Science experts, lack
of collaboration and communication between different departments, and lack of
integration into existing business processes [5]. In particular, uncertain business
objectives are one of the main challenges in Data Science projects according to
[5]. Hence, it can be difficult to select the right data and methods to successfully
complete the project. Consequently, if it is complicated to define clear goals for a
Data Science project, it can be hard to identify the benefits of the results. Value
creation is the process of generating benefits for stakeholders in a business or
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organization [6]. Hence, the question arises, how Data Science applications are
involved in the value creation of companies. Various authors have investigated
the impact of Data Science or Data Analytics on firm performance and endeav-
ored to examine involved enterprise resources [7–9]. Since these works do not
take into account the concrete value creation or neglect the connection between
diverse stakeholders, this paper aims at an analysis of value creation mechanisms
in the context of a value creation network [10] based on the scientific literature.
In fact, the following research question (RQ) should be answered:

How to frame Data Science application in the context of value creation with
regards to the scientific literature?

To address the research question, a structured literature review is conducted
and elements are identified to characterize value creation from Data Science
applications. The results are presented in a rough level of detail within the value
net approach.

2 Methodology

The article employs a structured literature review (SLR) to answer the above-
mentioned research question. Therefore, the framework for literature reviews by
[11] is adopted. The initial step comprises defining the research scope, which
is the involvement of Data Science for value creation in organizations. In the
second phase, the conceptualization of the topic is conducted. Here, significant
terminology is discussed and an overview of key issues to a subject is provided
[12]. In the context of this paper, this step is performed in the next section to
further gain input for the design of relevant search terms [11]. Afterwards, in the
fourth section, the literature search process is documented, which constitutes
the third step of the SLR framework. This includes the presentation of the used
search query, the inclusion criteria, and the description of the filtering stages.
Then, the fourth activity involves the analysis and synthesis of the considered lit-
erature items. For this purpose, in the fifth section, the publications are mapped
to the value network analysis framework of [10] to appropriately classify and
understand the current state-of-the-art with regards to value creation models in
Data Science. In the end, these insights lead to a research agenda that enables
us to derive objectives and further questions for upcoming research in the field
[11] and answer the RQ.

3 Conceptualization of Topic

This second phase of the adopted SLR methodology serves the purpose of dis-
cussing significant terminology to the research topic to help with the design
of the search terms [11]. Hence, in this section, the conceptual similarities and
delimitations between Data Science and the relevant related areas are discussed.
Furthermore, an introduction to value creation is provided.
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3.1 Data Science

Data Science is generally described as “the methodology for the synthesis of
useful knowledge directly from data” [13] by application of a sequence of discov-
ery or hypothesis formulation. Since the literature features approaches that find
interdisciplinary use (e.g., process models) and the terms are partially employed
as synonyms, it is initially necessary to provide clarity regarding the conceptual
interrelationships and delimitations. In the relatively old field of data analytics,
which was originally dominated by statistics, the experiment design precisely
defined the required input data to address a hypothesis [13]. For this purpose,
the data analytics life cycle describes the processes to “transform raw data into
actionable knowledge” [13]. This includes the steps of data collection, prepara-
tion, analytics, visualization, and access. In the 19901990ss, data mining and
knowledge discovery in databases (KDD) emerged as new disciplines. In com-
parison to data analytics, these concepts encompass a broader set of problems as
domain knowledge is involved in addition to math and statistics [13,14]. While
KDD involves the “overall process of discovering useful knowledge from data”
[13] and therefore comprises the complete data analytics lifecycle, data mining
specifically focuses on the algorithms that are used to derive patterns from data.
In summary, the analytics task of KDD can also be referred to as data mining
[14]. As a further methodical framework, the Cross-Industry Standard Process
for Data Mining (CRISP-DM) has been developed from industry-oriented stud-
ies [15]. In the meantime, this approach has become widespread and is used in
most companies. In addition to 5 data and analysis-oriented phases, the CRISP-
DM contains a process phase for the development of business objectives from
data analysis projects. The phase names “Business Understanding” is to clarify
besides, to which intent of business value the results could lead. Based on the
business goals and the business-oriented motivation of a data analysis project,
the data analysis problem and the type of project can be derived. Overall, three
groups of objectives, either descriptive, predictive or prescriptive can be dis-
tinguished [16]. Descriptive analytical objectives look at the past and try to
depict it or to recognize patterns and structures in it. These include, for exam-
ple, mathematical statistics and clustering algorithms. The predictive objectives
deal with approaches to predict and estimate future data series. Simple methods
are e.g. linear regression models or classification models like a decision tree. The
third group of objectives addresses the exploration of environments based on
the descriptive and predictive findings. Among these are mainly simulations and
optimization issues.

The National Institute of Standards and Technology (NIST) views Data Sci-
ence as a super-set of statistics and data mining, since it can be interpreted as all
activities in an analytics pipeline to generate insights from data [13]. The term
Data Science was first mentioned in the context of large, complex, and rapidly
changing datasets that called for new scalable architectures to allow their effi-
cient storage, manipulation, and analysis. Consequently, Data Science is closely
connected to the big data concept [13] and also referred to as “Big Data Science”.
Hence, due to the processing of big data, Data Science constitutes a complex
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discipline that leverages computer science skills as well to be able to “deploy
large volume datasets across multiple data nodes, and how to alter query and
analytics techniques” [13]. The discussion of the terms highlighted that the most
obvious similarity persists in the goal, which is the extraction of insights from
data. Differences can be detected in the context and scope of the respective dis-
ciplines. However, since the main portion of the literature concentrates on the
analytics step, which constitutes a common activity due to the shared goal of
these fields, a clear limitation of the applicability of the respective methods and
techniques between these disciplines is not always directly visible.

In the course of this work, we consider Data Science as a value-creating
or value-promoting activity in the context of a company and want to analyze
it in terms of corporate value creation. A Data Science application represents
a reusable application as a result of a Data Science project. In addition to the
term Data Science, Data Mining or Data Analytics may be considered equivalent
[17–19].

3.2 Value Creation

There are a variety of concepts and models of value creation discussed in the
literature [6,10,20–22]. The concept of the value chain [6] is a widely used concept
in the management field. It divides value-adding activities into primary activities
(such as procurement, production, sales, and customer service) and supporting
activities (such as human resources, technology, and facility management). The
focus is on transforming inputs into outputs to achieve value for the customer. A
value shop is a company that focuses on providing high-quality and customized
services [20,22]. Unlike a production company that is following a value chain
concept, a value shop usually works on the basis of customer requests and offers
customized solutions.

An alternative concept, which considers the intra- and inter-organizational
connections, is the value network model [10,20–22]. Value creation nets fos-
ter collaboration among multiple stakeholders in the enterprise context and can
enable synergistic effects between these, leading to enhanced value creation. Fur-
ther, value creation nets are more flexible and adaptable compared to rigid value
chains or value shops. In a value chain, activities are sequentially linked, and any
disruption in the chain can have significant negative consequences. In contrast,
value creation nets can be reconfigured and adapt to changes in the environment
or market conditions more effectively. By involving diverse actors in value cre-
ation, value creation nets encourage innovation and creativity. Different partici-
pants bring unique perspectives and ideas, fostering a collaborative environment
for generating new products, services, and processes. In general, value creation
nets allow an efficient utilization of resources across an enterprise. By sharing
resources, knowledge, and capabilities, participants can reduce redundancies,
avoid duplication of efforts, and optimize resource allocation. Besides tangible
and intangible assets, a value net focuses on the value creation mechanisms and
how the exchange of value between different partners is performed. The so-called
Roles can be external contractual partners or internal departments or workplaces
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Fig. 1. An entity of a value net and its characteristics according to [10]

(see Fig. 1). A value is created by utilizing the assets, while the value is adopted
by a counterparty for realizing it. Valuable physical or non-physical assets as
results of the utilization are called deliverables. Here, transactions define the
transfer of deliverables between parties.
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Fig. 2. An exemplary value net inclusion Data Science applications, adapted from [10]

An example of the integration of data science applications into an enterprise’s
value network is shown in Fig. 2. The section of this value net shows the entities
of a so-called “Data Science” department and a “Sales” department. The “Data
Science” department uses the available assets (e.g. Business Data, Analytics
Skills, Analytics Software, and IT infrastructure) to provide Customer Segments
(Deliverables) via a Dashboard Visualization (Transactions). These customer
segments are converted into personalized offers (Value Realization) by the Sales
Lead (Role) in the “Sales” team. These offers can then be transferred to specific
commands for employees in the sales team. Thus, a network of value partners
can be described.
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The model of the value net will be used in the following as a framework to
classify the results from the literature and to identify investigated elements of
value creation according to a value net.

4 Literature Search Process

Fig. 3. Stages of the literature search and filtering process

To answer how Data Science can be applied to create value, a SLR is conducted
to examine the current scientific body of knowledge for this field. In alignment
with the third activity of the adopted literature reviewing framework of [11],
the search and filtering process is documented in this section and graphically
summarized in Fig. 3. As a result of the conceptualization of value creation in the
last paragraph, the following query was designed for the keyword-based database
search to capture the relevant topics [23]:

(“data science” OR “data analytics” OR “data mining”) AND (“value cre-
ation” OR “value generation”)

The search term is specifically designed to account for the application field
of value creation, which in this case is Data Science or a related discipline. The
keyword search was performed in February 2023, using the databases Scopus,
Web of Science (WoS), IEEE Explore, and ACM Digital Library, and resulted
in 138 articles in total. To purposefully limit the findings to the meaningful pub-
lications for the research focus, the search was exclusively restricted to keyword
matches. Consequently, we filtered the articles according to the stages prescribed
by [11]. Only German and English peer-reviewed publications that specifically
discuss value creation in data-focused disciplines (e.g., Big Data Analytics, Data
Mining, Data Science) were kept in the pool. Accordingly, after the removal
of duplicates, title assessment, abstract evaluation, and full examination of the
papers, 58 items were left. Afterwards, a forward and backward search was exe-
cuted on the remaining articles to achieve a more “complete census of relevant
literature” [24]. During this step, 44 additional publications were added for the
analysis.

5 Literature Analysis

For the synthesis, the 102 included articles were analyzed in the context of the
value creation network of [10]. This step was applicable for 57 of the publications.
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The identified elements of Data Science applications were classified according to
the framework by Tangible & Intangible Assets, Asset Utilization, Value Real-
ization, Deliverables and Transactions.

Table 1. Tangible & Intangible Assets from SLR

Tangible Assets Intangible Assets

Infrastructure Management Capabilities

Technology Analytics Capabilities

Applications Technological Capabilities

Data Contextual Factors

Main Publications: [7,8,25–34]

Various studies examine the influence of Data Analytics on firm performance
and are guided by the resource-based view [35]. The distinction made therein
between tangible and intangible assets can also be placed in this framework with
little effort [7,36–39]. In addition to physical assets such as IT infrastructure,
software applications, and data [7,8,25,28,29,31,33,40–45], appropriate skills for
analysis, technical handling, and management are required [7,8,25,27–29,33,36,
37,42,45,46]. There are also accompanying organizational prerequisites, such as
a corresponding data-oriented corporate culture [26,33,37].

Table 2. Asset Utilization & Value Realization from SLR

Asset Utilization Value Realization

Transparency & Access Informational value

Discovery & Experimentation Transactional value

Prediction & Optimization Transformational value

Customization & Targeting Strategic value

Monitoring Infrastructural value

Main Publications: [7,8,25,33,36,38,47,48]

Asset Utilization assembles the categorical methods with which value can be
generated from data. The categories are mainly characterized by [8,27,48] and
are supported by various use cases in other works [29,37,47,48]. The category
“Transparency & Access” includes simple methods of data management and data
visualization that provide an overview of information and can be embedded in
business processes. Methods of clustering and pattern identification as part of
descriptive analytics can be found in the category “Discovery & Experimen-
tation”. Predictive and prescriptive analytics methods belong to the category
“Prediction & Optimization”. The extent to which a further subdivision may be
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useful to separate these two types of analytics should be discussed. For instance,
forecasting methods differ significantly from simulation concepts. Furthermore,
a partial overlap of data analytics methods for the purpose of individualization
in the area of “Customization & Targeting” can also be expected. Recommen-
dation systems and association analyses are to be assigned in a complementary
manner. Methods for the temporal monitoring of performance indicators can be
found in the “Monitoring” area.

The value from the Data Science applications is realized from the delivered
results by the departments or business partners as described in Sect. 3. It is dis-
tinguished in the literature in five categories [36,48], which are listed in Table 2.
Informational value includes decision support or knowledge discovery. Trans-
actional value primarily comprises business value objectives such as cost sav-
ings, revenue growth, or productivity gain. General organizational benefits are
declared as transformational value. Development of employee skills, customer
loyalty, or market positioning are considered as strategic value. Finally, infras-
tructural targets can be summarized in one category. In most of the work, these
value categories are manifested with concrete scenarios, e.g., in health [27,38] or
marketing [43].

Table 3. Deliverables & Transactions from SLR

Deliverables Transactions

Analytical Model Data

Model Parameter Scalable Service

Insights Product

Enablers & Solutions Money

Main Publications: [8,27,37,42,49,50]

The deliverables are related to the output of the asset utilization. A clear
separation between deliverables and a transaction form is complicated and is
not made in any form in the literature. Following the definition [10], one could
distinguish between an intangible output as a deliverable from asset utilization
as well as a tangible transferable asset. On the one hand, models, parameter
sets, decision insights, and other proposed solutions can be considered as deliv-
erables, while on the other hand, products, services, physical media, or monetary
exchanges can be defined as transactions.

While in most works Data Scientists, Data Engineers, or business users are
mentioned very superficially as known Roles, in [29], the Roles are considered
more specifically. In addition to Data Analyst and Analytics Expert, Roles such
as Data Owner, Data Steward, Data Architect, Developer, and System Engineer
are also considered. Overall, these activities can be separated into groups of data,
IT, and business roles. The extent to which the different distribution of Roles
leads to specific value exchanges must be investigated further, thus the rough
division of roles is sufficient in the first instance.
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6 Conclusion and Outlook

In the paper at hand, an SLR was conducted to provide an overview of the
components of value creation from Data Science applications. For this purpose,
the value net as a concept of value creation was used as a framework [10] for the
literature analysis. Within the scope, the results of the analyzed works could be
classified in the framework of the value net. The literature synthesis could be
illustrated in a high level of detail in the presentation (see Tables 1, 2 and 3).

The individual characteristics of these high-level categories could not be fully
deduced from the literature. Individual methods for asset utilization can be
identified [29,47,51,52], while, in addition, the concepts for value realization
cannot be listed completely due to the wide range of applications. The value net
for Data Science applications is intended to provide a helpful starting point for
identifying the business value of Data Science applications in enterprises. In the
future, a classification of various projects and applications in the value net will be
presented in the context of a case study. In addition, a sophisticated generalized
value net for Data Science applications will help to identify their business value
[2]. Further development as a tool for detecting value-adding potentials of Data
Science in a business context is a future objective of this research.
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Abstract. Industry 4.0 brought digital technology changes at a rate unparalleled
to the past. Consequential to such change, the importance of a digitally literate
society is emphasized. Digital literacy is, however, vast and subject to the fast-
paced changes of Industry 4.0. The challenge then lies in learning and developing
digital literacy. Knowledge visualization (KV) is considered a means to address
this challenge, through its use of visual mechanisms to transfer complex insights.
The purpose of the study was to identify factors of KV that, if addressed, can
facilitate successful knowledge creation and transfer in a digital literacy learning
and development process. We employed a systematic review of existing literature
to reveal several critical success factors (CSFs) of KV towards digital literacy
learning anddevelopment. TheKVCSFswere presented in an online questionnaire
to respondents to rank and possibly expose additional CSFs. The study produced
20 kV CSFs toward digital literacy learning and development, that can serve as a
guide for KV in future digital literacy learning and development endeavors.

Keywords: Knowledge visualization · learning and development · digital
literacy · critical success factors · connectivism learning theory

1 Introduction

Industry 4.0 is characterized by an unprecedented rate of advancements in digital technol-
ogy, which enable global digital connection, data creation and sharing, and discoveries
spanning the physical, digital and biological arenas [1]. The unique challenge lies in
this scale of diffusion of digital technology–and the demand on humans to improve, and
expand, their digital literacy at an equal pace to embrace the world of opportunity on
offer [2]. Knowledge of digital technology is a prerequisite for a digital citizen to effec-
tively, safely and securely operate as a consumer and producer in the digital economy
[1]. Digital literacy is a mentality and understanding of digital technology, starting from
a functional competency level of using digital technologies, to eventually participating
as a responsible digital citizen who grasps the human and social impact of digital actions
[3, 4]. The learning to progress along the levels described by Gallardo-Echenique et al.
[3] requires learning in digital multimodal environments. Such learning is supported by
the concept of multimodality where visualization of knowledge through various modes
are integral to learning and knowledge transfer [3, 5].
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KV, in the context of digital literacy, brings these two concepts together to under-
stand how KV can enable digital literacy learning and development. In the pursuit of
this understanding, the research paper explores critical success factors, which (in the
information science (IS) domain) have been used to define factors that would determine
success and result in value-add [6]. This research, therefore, asks, “What are the knowl-
edge visualization critical success factors towards the development of digital literacy?”.
The research findings enable the identification of key pillars for successful KV design,
toward digital literacy learning and development.

Section 2 presents the background of the study followed by Sect. 3, the methodology.
Sections 4 and 5 detail the data analysis and discussion of these CSFs, and the conclusion
in Sect. 6 completes the research paper.

2 Background

Industry 4.0 created a world that includes digital domains alongside offline reality where
people and organizations can alternate between these domains and realitywith connected
technology [7, 8]. This alternation is necessary not only to support working organiza-
tional processes but also to effectively operate as an individual in this digital world. This
revolution is also characterized by an unprecedented rate of advancements in digital
technology, which enable global digital connection, data creation and sharing, and dis-
coveries spanning the physical, digital and biological arenas [1]. The unique challenge
lies in this scale of diffusion of digital technology, and the demand on humans to improve,
and expand, their digital literacy at an equal pace to embrace the world of opportunity
on offer [2]. Digital literacy reaches beyond the ability to use software applications and
digital technologies; it encompasses the softer skills to operate effectively and efficiently
in digital environments [3].

2.1 Digital Literacy

Digital transformation will require digital competencies and skills by individuals to
navigate information sources and orientate themselves (navigate and make meaning) to
connect, participate and create an identity [9]. Information overload presents a signifi-
cant barrier to the acquisition of digital competencies and skills, and require processes,
technology and abilities to filter out the necessary information from the masses [10].
Additional barriers, as a side effect of Industry 4.0 and digital exclusion, include acces-
sibility and efficient use of technology, and limited participation in a digital culture
society due to age, income, location, education, etc. [10]. In whichever way people are
involved–their ability to effectively, efficiently and responsibly create, implement, main-
tain, consume or produce, is dependent on access to digital technology and appropriate
digital literacy, within the specific context of the application [11].

Martin [4: p.167] suggested digital literacy to be, an “awareness, attitude and ability
of individuals to appropriately use digital tools and facilities” in the context of specific
life situations, in order to enable constructive social action [12]. Extending the concept
of literacies to digital literacies several researchers have provided an account for what
is required to be ‘digitally literate’, in terms of skills or competencies (both from a
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‘technical’ and an ‘ethos’ standpoint) [9, 13–16]. This research study adopted digital
literacy as the requirement to practice of the necessary skills to effectively use digital
technologies, in a process to navigate, make meaning, express and communicate. It
is practiced within digital knowledge spaces (bound by context), cultural settings and
through social interactions, at levels of maturity directed by socio-cultural impacts.

2.2 The Concept of Knowledge Visualization

Knowledge visualization (KV) (as a mechanism in the knowledge creation and transfer
processes) involves passing on insights, experiences, attitudes, values, expectations, per-
spectives, opinions and predictions between at least two people [17]. Although closely
related, information visualization and KV are not interchangeable concepts. Information
visualization is aimed at visually representing data, in such a way that it creates order
within and among the data. It enhances information and data recovery, promotes access
and is able to present large data sets. Conversely, KV’s main objective is strengthen-
ing collaboration and communication to create and transfer knowledge, through rich
visualizations that make explaining complex concepts easier [17–20].

The use of visualization makes it possible to manage larger volumes, more complex
knowledge in the creation and transfer of knowledge [21]. It is an effective strategy to
address information overload, symptomatic of Industry 4.0 [17]. KV presents different
perspectives to be understood when defining KV, which include the type of knowledge
to visualize (what), why is knowledge visualized (why), and how will KV be executed
(how) [17].

2.3 Knowledge Visualization in the Context of Digital Literacy Learning
and Development

The socio-cultural aspects of digital literacy incorporate social learning based on obser-
vation, imitation and modelling other behaviour [22]. However, social learning with
the emphasis on direct involvement as researched by Reed et al. [23] discusses learn-
ing through sharing knowledge in social units, e.g. person-to-person over a network of
person-to-person connections [22]. The term ‘social learning’ focuses on human net-
works that may be enabled by technology and not on the explicit participation of digital
technology as part of the network. The connectivist learning theory goes a bit further by
adding digital technology to the equation for deep learning. It is centralized around deep
learning that occurs as a result of learner-learner and learning-technology interactions
[24]. Connectivism addresses two aspects relating to digital technology networks, not
addressed by traditional learning theories [25]. Firstly, learning that is achieved and kept
outside of individuals (within technology, networks or organization). Secondly, learning
in a digitally charged environment involves masses of information and knowledge (with
a shortening lifespan). In this instance discernment of what to learn is a critical part of
the continual learning process [25].
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3 Methodology

The aim of this study was to identify the knowledge visualization critical success factors
towards the development of digital literacy. In order to address this aim, the study was
executed in a two-step process. Firstly, we executed a systematic review of the literature
with the objective to identify KV CSFs related to the research question [26, 27]. In this
SLR we follow the instructions and recommendations suggested by Rouhani, Mahrin,
Nikpay, Ahmad and Nikfard [27], consisting of 3 consecutive steps: (1) planning pro-
vides the preparation of how the SLRwill be executed, (2) execution implements the plan
derived in step 1, and (3) analysis and presentation of the results. In terms of planning
the systematic review, the search string “knowledge visualisation” or “knowledge visu-
alization” and (‘model’ or ‘framework’ or ‘factor’ or ‘element’) was applied to search
in four digital libraries, namely, ACM Digital Library, ABI/INFORM Collection (Pro-
Quest), EBSCOhost and Emerald Insight. In using EBSCOhost, the list of databases
included were Academic Search Complete, Business Source Complete and Library &
Information Science.

Fig. 1. Systematic process to create corpus for analysis.

The initial literature search yielded 1 230 results and was limited to articles posted
from 2010 onward. These results were screened to remove duplicates, non-English
papers, editorials and other non-peer reviewed publications shown in Fig. 1. The screen-
ing resulted in 849 papers to be analyzed for eligibility consisting of a review of the
abstracts to ensure the research papers align to the research objective. The eligibility
review resulted in 109 papers to be included in the analysis and synthesis, plus an addi-
tional paper by Wang, Chen and Anderson [24], identified through backward reference
searching, totaling 110 papers as input for analysis. We excluded 8 editorials and 5
papers where we were unable to retrieve the full-text paper. The analysis of the papers
also revealed 50 papers that were removed (relevance reverted) because the full text
indicated misalignment with the purposes of this paper. The remaining 47 research arti-
cles were analyzed, and themes identified, which became the KV CSFs towards digital
literacy learning and development.

The KVCSFs extracted from the systematic review of literature are listed in Table 1,
including the number of times the KV CSFs appeared in the research articles and refer-
ences thereof. The KV CSFs are numbered (first column) and KV CSF Keywords as a
short identifier is displayed in the second column. Broader descriptions and explanation
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of each KV CSF is contained in the third column. The KV CSFs were categorized under
the 3 different perspectives, indicated in column four. The perspectives of KV (described
in Table 3) are knowledge type (‘what’), visualization goal (‘why’) and visualization
format (‘how’) [17] .

The second step of the research study included data collection via an online ques-
tionnaire that consisted of two parts. Respondents ranked the KV CSFs by indicating
the level to which they agree with each of the stated KV CSFs using a Likert scale from
strongly disagree to strongly agree. In addition, respondents were requested to answer
open-ended questions, aimed at understanding the respondents’ level of understanding
and engagement with KV and digital literacy. We applied volunteer sampling, with the
snowball sampling technique [26], posted the research questionnaire on LinkedIn to a
network of professional connections and 53 respondents participated.

4 Data Analysis and Findings

The KV CSFs extracted from the systematic review of literature are listed in Table 1,
including the number of times the KV CSFs appeared in the research articles and refer-
ences thereof. The KV CSFs are numbered (first column) and KV CSF Keywords as a
short identifier is displayed in the second column. Broader descriptions and explanation
of each KV CSF is contained in the third column. The KV CSFs were categorized under
the 3 different perspectives, indicated in column four. The perspectives of KV are knowl-
edge type (‘what’), visualization goal (‘why’) and visualization format (‘how’) [17]. The
findings depicted in Table 1 (accessible here https://www.researchgate.net/publication/
372477657_Table_1pdf) were used to design the on-line questionnaire. Data obtained
from theLikert scale rankings in the questionnairewere analyzed to determine the central
tendency. Central tendency is statistically measured by mean, mode and median–indi-
cating the average value, the most common value and the middle value of a dataset
[28]. The mean was used to rank the 13 kV CSFs as shown in Table 2 where the first
column indicates the rank assigned to each KV CSF. A short label for each KV CSF is
indicated (KV CSF Keywords), accompanied by a KV CSF heading and the assigned
KV perspectives. Further quantitative data analysis was performed on the distribution
of the mean values of the 13 kV CSF. The analysis was aimed at identifying ranking
levels within the dataset. The 13 mean values of the KV CSF were considered as the
dataset, and statistical analysis revealed a confidence level of 0.219, using a confidence
level percentage of 95% [29–31]. Applying the confidence level 0.219 to themean (4.23)
of the dataset (13 mean values of the KV CSF), resulted in an upper and lower bound
of 4.45 and 4.01 respectively. Open-ended question analysis revealed additional CSFs
for knowledge visualization (KV) as a mechanism to create and transfer digital literacy
knowledge depicted in Table 3. These were ranked separately based on frequency count.

https://www.researchgate.net/publication/372477657_Table_1pdf
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Table 2. Ranked KV CSFs

Rank KV CSF Keywords KV CSF Heading Perspective Mean Median Mode

1 Balanced visuals A balanced
approach to
simplicity,
aesthetics, clarity,
consistency, and
text supplements

How 5,18 5 5

2 Visuals within context Visualisations
should align to
context

How 4,60 5 5

3 Beyond ICT skills Digital literacy as
opposed to digital
competence

What 4,37 4 4

4 Wayfinding and
sensemaking

Enables
‘wayfinding’ and
‘sensemaking’

How 4,33 4 5

5 Digital literacy
baseline

Consideration of
audiences’
existing levels of
digital literacy
and competency

What 4,29 4 5

6 Defined purpose Purpose has been
defined

Why 4,27 4 4

7 Drives deep learning Drives deep
learning

Why 4,15 4 4

8 Fluid content A balanced
approach to
structured and
unstructured
content and
information

How 4,13 4 4

9 Outcomes & content
aligned to Purpose

Outcomes &
content aligned to
purpose

What 4,12 4 4

10 Network interaction Enables and
promotes network
interactions

How 4,04 4 4

11 Technology-based Based within
digital technology
platforms

How 3,96 4 4

(continued)
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Table 2. (continued)

Rank KV CSF Keywords KV CSF Heading Perspective Mean Median Mode

12 Actively created
visuals

Requires
participants’
active
involvement and
creation

How 3,87 4 4

13 Clear scope The scope of the
digital literacy
content is clearly
defined

What 3,75 4 4

Table 3. Resulting additional KV CSFs based on open-ended question analysis

Rank CSF # Added KV CSF Keywords Added KV CSF Heading Perspective N

1 14 Fit for purpose Technical features of the
selected KV tool is fit for
purpose, considering the type
of knowledge and audience in
the knowledge creation and
transfer process

How 6

2 15 Digital technology access Ensure knowledge receivers
have access to the digital
technology relevant to the
scope of the KV

How 5

3 16 User friendly Technical features of the
selected KV tool is fit for
purpose, considering the type
of knowledge and audience in
the knowledge creation and
transfer process

How 4

4 17 User guideline Clear guidelines on how the
platform works to assist
effective use

How 2

4 18 Leadership buy-in Participation and buy-in of top
management and executives,
to participate in knowledge
visualisation processes
towards creating and
transferring knowledge

How 2

(continued)
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Table 3. (continued)

Rank CSF # Added KV CSF Keywords Added KV CSF Heading Perspective N

4 19 Monitoring A function to monitor and
validate use, knowledge
transfer and improvement of
digital literacy to adjust and
improve the knowledge
visualisation

How 2

4 20 Portable, easily accessible Access to a tool/platform for
Knowledge Visualisation
needs to be easy. The solution
should be portable/mobile–to
easily integrate continuous
learning and sharing in
day-to-day processes and
culture

How 2

5 Discussion and Contribution

This research paper undertook to identify and rank CSFs of KV towards the learning
and development of digital literacy. A theoretical framework (collated from existing
literature) was used as the backdrop to report the research findings considering 5 ele-
ments, namely, digital literacy, knowledge visualization, connectivism, digitally charged
environment and socio-cultural environment (refer Sect. 2.3 and Fig. 2).

Learning and development (making sense and gaining insight) are enabled by KV in
the creation and transfer of knowledge through sharing, communication and collabora-
tion.A systematic reviewof existing literature (SLR)was conducted to identifyKVCSFs
towards the learning and development of digital literacy and produced 13 kV CSFs that
were ranked through the research questionnaire. The analysis of the open-ended ques-
tions revealed an additional seven KV CSFs, that were ranked based on frequency in
responses resulting in a final list of 20 kV CSFs. Each of the KV CSFs was categorized
under one of the three KV perspectives (Knowledge Type (what), Visualization Motive
(why), Visualization Format (how)). The KV perspective is used in the process of asso-
ciating a theoretical framework element with the KVCSFs. The KV perspective for each
KV CSF determined an initial association with an element.

The initial association was reviewed for each KV CSF individually, referring to the
literature from which the KV CSF was identified as well as the literature from which
the specific element was defined. Figure 2 also depicts a distribution of the highest to
lowest ranked KV CSFs. The rank for each KV CSF is indicated with green, amber and
red frames. Four initial KV CSFs from existing literature, are allocated in the ‘Digital
literacy’ row, and in the ‘what’ KV perspective column. These KV CSFs relate to what
digital literacy is, and its role as the type of knowledge (‘what’ KV perspective) for the
KV process. The KV CSFs ‘Beyond ICT skill’, ‘Digital literacy baseline’ and ‘Aligned
to Purpose’ are within rank level 2. The remaining KV CSF (‘Clear scope’) falls within
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rank level 3. The ‘Digital literacy’ element has no KV CSFs categorized under the
visualization motive (why), or visualization format (how) KV perspectives. Seven KV
CSFs are allocated to the ‘Knowledge visualization’ row. Two of the seven are initial
KV CSFs from existing literature, falling within rank level 1, allocated to the ‘how’
KV perspective column. This two KV CSFs, ‘Balanced visuals’, and ‘Visuals within
context’, describe criteria associated with the KV process and mechanisms.

Fig. 2. Ranked knowledge visualization CSFs grid towards digital literacy development.

The remaining five are additional KV CSFs, also allocated to the ‘how’ KV per-
spective column. These additional KV CSFs convey the research respondents’ over-
whelming focus on success factors relating to knowledge visualization format (‘how’
KV perspective)–five of the seven additional KV CSFs are allocated here.

Five initial KV CSFs from existing literature are associated with the ‘connectivism’
element, four of the five KVCSFs fall within rank level 2, and the last one is in rank level
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3. Connectivism guides how learning can be addressed to enable successful learning in
a digital age [25], which supports all KV CSFs categorized under the ‘how’ perspective
and none under the ‘why’ and ‘what’ KV perspectives.

The five KV CSFs (‘Wayfinding and sensemaking’, ‘Drives deep learning’, ‘Fluid
content’, ‘Network interaction’ and ‘Actively created visuals’) align with the theory
and principles of connectivism and connectivist learning [24]. The KV CSFs address
connections between persons and technologies in a digital network: deep learning (deep
learning engagement is found in learners creating learning artefacts); wayfinding for
spatial orientation and sensemaking to develop understanding.

The remaining KV CSFs are associated with the ‘Socio-cultural environment’ ele-
ment. First, an initial KV CSF, ‘Defined purpose’. This KV CSF is categorized under
the ‘why’ KV perspective, within rank level 2. Defining the purpose of a digital liter-
acy learning and development initiative gives purpose and motive to the KV. Second, an
additional KVCSF, ‘Leadership buy-in’, is categorized under the ‘how’ KV perspective.
Where the context of a digital literacy learning and development initiative, is within an
organization, leadership buy-in is expected to be an enabler to facilitate the success of
the KV.

6 Conclusion

The study aimed to identify critical success factors that would enable knowledge visu-
alization (KV) to improve digital literacy in societies. A systematic literature review
(SLR) was conducted to identify initial KV critical success factors (CSFs) from existing
literature. A questionnaire was released to a professional network of contacts to rank the
initial KV CSFs according to a Likert Scale and to answer several open-ended questions
aimed at understanding the respondents’ level engagement with KV and digital literacy.
The results were statistically analyzed to rank the initial KV CSFs. Analysis of open-
ended questions was conducted to possibly identify additional KV CSFs. The research
delivered an enriched list of 20 kV CSFs towards digital literacy learning and develop-
ment, which comprised 13 initial KVCSFs as well as seven additional KVCSFs. Further
research to validate the final ranked list in a real-world scenario may be conducted. In
addition, the KV model for digital literacy learning and development could be created.
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