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Preface

The proliferation of new technologies, such as Artificial Intelligence (AI), blockchain,
and the Internet of Things (IoT), has accelerated the digital transformation, bringing
new opportunities, challenges, and risks not only for organizations but also for society
at large. According to Gartner, the top strategic technology trends for 2022 include AI,
virtual reality, IoT, blockchain, and 5G, shaping three strategic orientations, namely (1)
engineering trust by integrating and processing data more securely across cloud and
non-cloud environments, (2) sculpting change through scaling and accelerating the
organization’s digitalization, and (3) accelerating growth by maximizing value creation
and enhancing digital capabilities (www.information-age.com).

AI is rapidly establishing itself as one of the most important technologies for digital
innovation, and its value is expected to continue growing in the years to come. Indeed,
the value of the global artificial intelligence market is expected to reach $407 billion in
2027, from $86.9 billion in 2022, growing at an annual growth rate of 36.2% during the
forecast period (www.researchandmarkets.com/report/artificial-intelligence).

Moreover, the global IoT market is projected to reach $1.386 billion by 2026,
growing at an annual growth rate of 10.6% between 2021 and 2026. Based on
‘Research and market Report’, the global virtual reality market is expected to reach
$57.55 billion by 2026. Moreover, according to the report published by Allied Market
Research, the global 5G IoT market was valued at $1.45 billion in 2020 and is pro-
jected to reach $285.28 billion by 2030, registering an annual growth rate of 69.8%
from 2021 to 2030.

The eighth International Conference on Digital Economy (ICDEc 2023) sought to
explore these opportunities and challenges and to foster a deeper understanding of
digital transformation and its implications for economy and society. This edition was
held from May 2nd to May 4th, 2023, at the University of Minho, School of Economics
and Management in Braga, Portugal, and brought together a diverse group of
approximately 40 researchers and practitioners from various disciplines to discuss
emerging technologies and business innovation. The conference attracted a diverse
audience of scholars, professionals, and students interested in digital transformation,
including those from the fields of business, economics, computer science, engineering,
and social sciences.

The conference focused on exploring the challenges and opportunities presented by
the digital economy, as well as the latest research and developments in emerging
technologies and business innovation. Throughout the conference, participants engaged
in lively discussions and exchanged ideas on various topics related to the digital
economy. The conference proceedings showcase a selection of papers presented at
ICDEc 2023, providing valuable insights into the latest developments and challenges in
the field.

The conference program included keynote speeches, plenary sessions, and presen-
tations of accepted papers, covering a range of topics, including e-learning, emerging

https://www.information-age.com
https://www.researchandmarkets.com/report/artificial-intelligence


technologies such as artificial intelligence, blockchain, and the internet of things, as
well as business innovation topics such as digital transformation, e-commerce, and data
analytics.

During the conference, three keynote speakers were present: Justin Paul, Professor
at the University of Puerto Rico and Editor-in-Chief of the International Journal of
Consumer Studies, Boutheina Ben Yaghlane Ben Slimane, Full Professor of Business
Intelligence at the University of Carthage, Tunisia, and Ricardo Oliveira, cybersecurity
advisor at Eurotux Group, Portugal, shared their insights and expertise on the chal-
lenges and opportunities of digital transformation. Justin Paul discussed the path,
process, potential, and problems of digital transformation. Boutheina Ben Yaghlane
Ben Slimane focused on the biggest digital transformation challenges facing organi-
zations, while Ricardo Oliveira shared his knowledge on the challenges of cyberse-
curity and called for applied research. These presentations and discussions facilitated
knowledge sharing and collaboration among participants from various fields, providing
them with new insights and perspectives on the digital economy.

The ICDEc community has been steadily expanding, drawing an increasing number
of contributors from various backgrounds. The remarkable level of participation wit-
nessed in this installment brought together authors and guests from all five continents,
presenting a wide collection of scientific contributions characterized by their excep-
tional quality. The diversity and the record number of submissions and reviewers from
diverse regions of the world made the review process highly competitive.

The proceedings of the ICDEc 2023 contain 26 accepted papers presented during
the conference, out of 72 submissions. They reflect a wide range of covered topics and
contexts and illustrate the latest research and insights into the ongoing digital trans-
formation. Moreover, they offer a valuable resource for researchers, practitioners, and
students interested in exploring the implications of digital transformation on the
economy. The contributions of the researchers and practitioners who participated in
ICDEc 2023 demonstrate the importance of collaboration and interdisciplinary
approaches in navigating the challenges and opportunities of the digital economy. We
hope this volume will serve as a valuable resource for scholars, policymakers, and
practitioners seeking to understand the complex and evolving landscape of the digital
economy.

The steering committee and the editors would like to express their heartfelt gratitude
to the University of Minho for graciously hosting ICDEc 2023 and providing a
beautiful and welcoming venue for this conference. They would also like to extend
their sincerest thanks to the organizers for their tireless efforts, which have made this
event possible and successful. Special appreciation is also due to all the sponsors and
scientific partners who supported this event, as well as the authors who made valuable
contributions to this edition of the conference.

The editors would like to convey their appreciation to the reviewers who dedicated
their time and expertise to ensure the quality of the selected papers included in the
proceedings. Based on the feedback from the program committee, the acceptance rate
was 36%, and the papers received an average of 3.1 double-blind reviews. The insights
provided by the reviewers to improve ongoing research and the quality of the manu-
scripts were an essential feature, adding value to this conference.
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Finally, a special acknowledgement is extended to the keynote speakers, conference
chairs, and organizing committee for their valuable contributions to the success of the
conference.

We hope this proceedings volume serves as a source of inspiration for future
generations of scholars and practitioners working in the field and guides further
research and innovation in this exciting and rapidly evolving area.

Rim Jallouli
Mohamed Anis Bach Tobji

Meriam Belkhir
Ana Maria Soares

Beatriz Casais
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Barriers to Digital Transformation in SMEs:
A Quantitative Study

Henning Brink1(B) and Sven Packmohr2

1 BOW, Osnabrück University, Osnabrück, Germany
henning.brink@uos.de

2 DVMT, Malmö University, Malmö, Sweden
sven.packmohr@mau.se

Abstract. Digital transformation (DT) is a trending topic in nearly all indus-
tries. Enterprises digitalize processes, offer digital services and products, and
enhance the customer experience. However, complex barriers hinder the ability of
entrepreneurial-oriented small and medium-sized enterprises (SMEs) to advance
in digital transformation. Using a questionnaire, we collected and analyzed data
on the barriers to digital transformation in SMEs. The data revealed a hetero-
gonous picture of SMEs regarding digital transformation and barriers. Based on
195 completed questionnaires, we demonstrated a significant negative influence
of organizational and technical barriers and missing skills on digital transforma-
tion success. The identified predictors can explain 58% of the variance in the
transformation process based on 195 respondents. We could not demonstrate a
significant relationship to digital transformation success for the three additional
barrier dimensions individual, lack of standards, and lack of laws. Nevertheless,
respondents perceive the existence of a lack of standards and laws as well as indi-
vidual barriers. Our results indicate that addressing organizational barriers is an
excellent way to start a DT journey.

Keywords: Digital Transformation · Barriers · Quantitative Research · SME

1 Introduction

Digital transformation (DT) brings significant and universal contributions to enterprises
[1]. Previous studies emphasized contributions such as improved competitive advan-
tages [2] or workplace environments [3]. The advantages and threats introduced by
DT challenge businesses [4]. Due to the high number of stakeholders and technologies
and the differences between the focus of enterprises, it is complex and challenging for
businesses to comprehend DT. The adverse effects of DT vary based on the type of inter-
action between individuals and technology, and these challenges could hinder progress
[5]. The current research aims to define all the barriers observed in this process. Barriers
are “those things that hinder, slow, or stop the process of DT” [6]. The decision-makers
and users of technology in enterprises should know the potential obstacles to DT and
their origin. They should be able to describe these threats [7] to allow managers to
intervene and implement adequate solutions.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
R. Jallouli et al. (Eds.): ICDEc 2023, LNBIP 485, pp. 3–17, 2023.
https://doi.org/10.1007/978-3-031-42788-6_1
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http://orcid.org/0000-0003-4426-1790
http://orcid.org/0000-0002-3488-708X
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4 H. Brink and S. Packmohr

According to the Organization for Economic Cooperation and Development
(OECD), Small andmedium-sized enterprises (SMEs) are the vital entrepreneurial actors
in most economies as they employ most of the workforce and play an essential part in
value creation and supply networks [8]. However, large corporations embrace their dig-
ital journeys better than SMEs. Hypothetically, large corporations have easier access to
resources [9]. Thus, SMEs typically need a more entrepreneurial mindset to compen-
sate for resource shortcomings [10]. Even before the pandemic, SMEs were lagging in
their digital business strategies. The pandemic forced the application of digital tools but
slowed down conceptual work. Now, SMEs need to catch up [11]. Several definitions
for SMEs exist, distinguishing between the number of employees, turnover, and balance
sheet total. The European Union defines SMEs as entrepreneurial-oriented corporations
with fewer than 250 employees, including single entrepreneurs, and either generate an
annual turnover lower than EUR 50 million or display an annual balance sheet total
lower than EUR 43 million [12].

SMEs cannot exclude themselves from themegatrend of digitalization. Editorial arti-
cles have suggested the need formore empirical studies onDT [13]. However, comparing
99 relevant papers on barriers to DT, only 22 adopted a quantitative approach. Thus, we
respond to this call with an empirical study on barriers to DT in SMEs to help the field
mature. Furthermore, SMEs need guidance in their DT work. Especially, empirically
tested results showing significant influences of barriers are of importance. Hence, we
investigate the following research problems: Which barriers to digital transformation do
SMEs perceive? How significant is the barriers’ influence on the digital transformation
process?

This paper aims to quantify and analyze the impact of perceived barriers on DT.
DT is a phenomenon including “interactions between social entities and information
technology” [14]. Thus, we follow a socio-technical view [15, 16] and use it within a
well-adjusted questionnaire. With its help, we can analyze the impact of several per-
ceived barriers to the implementation of DT. The questionnaire was employed to collect
quantitative data from 195 respondents.

In the next section, we present the theoretical foundation for the research. After,
we introduce the research approach and present the findings. Following an in-depth
discussion of the results, we conclude by addressing the contribution and limitations of
the study findings.

2 Related Work

DT has become a catchphrase with several definitions. Reis et al. [17] provided an aggre-
gated DT definition: “as the use of new digital technologies that enable major business
improvements and influences all aspects of customers’ life.” This definition included four
comprehensive elements—technology, value creation, structure, and finance—reflecting
the concept’s complexity [18]. DT introduced a threat to the adequate management of
current organizations [7]. Compared to the IT-Enabled Organizational Transformation
(ITOT) that prioritizes the support of value propositions, DT focuses on a redefinition of
value propositions [19]. For the Business Model Canvas (BMC), DT would impact the
design of value propositions, located at the center of the canvas. Thus, DT “leverages
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digital resources to create differential value” [20]. Since DT affects the staple of business
models, it presents further barriers compared to ITOT.

Generally, a barrier is an obstacle “that keeps people or things apart or prevents
communication or progress” [21]. Hanelt et al. [22] considered the barriers to DT as
“tensions that result from interweaving physical and digital layers into businessmodels.”
Thus, industries with physically asset-bound business models, such as manufacturing
industries, experience stronger barriers than those with weaker physical facilities like
banking and insurance. We transformed these definitions into factors that hinder or slow
down DT. Therefore, our research determined the DT process as the dependent variable
[23].

Leaders should guide their organization during the DT process. Managing barriers
is critical since they could hinder or slow down the DT process. Since DT offers endless
possibilities, such as through ubiquitous access to information and communication [5],
managers should embrace the DT barriers with a holistic approach. When managers
integrate physical and digital layers, barriers could become facilitators. Corporations
that cannot integrate both assets cannot achieve long-term gains and could fall behind.
The barriers to DT relate to their opposites, namely the facilitators. If a corporate DT
process advances or environmental factors change, barriers could become facilitators or
vice versa [24]. Thus, further research is required on both aspects to acquire a holistic
view of the development of DT processes.

SMEs cannot exclude themselves from the megatrend of digitalization. However,
they generally have less access to resources, which makes it harder to follow a digital
transformation process. Especially in crises, they have less room to maneuver, as they
often focus on niches and smaller production quantities. Thus, they can use economies
of scale to a minor degree. Cost savings need to be realized through efficiency gains,
for which digitalization has a high potential. However, limited resources and know-how,
combined with a missing exploration attitude, hinder SMEs from professionalizing their
IT departments, scaling the IT infrastructure, and implementing emerging technology
for efficiency gains [25]. Besides difficulties, structural advantages affect SMEs’ DT
positively. Mostly, hierarchies in SMEs are flat, allowing them to make decisions faster.
Moreover, SME employees have tighter bonds with each other, making communication
quick. In sum, these characteristics make SMEs more flexible in reacting to changes.
Forms of changed value creation and closer customer contact are aspects of DT in which
SMEs can excel [26].

Historically, research on DT barriers originated in innovation research [27]. We
conducted a systematic literature review to identify the studies on DT barriers [13].
In total, we identified 99 studies. Of these, 62 adopted a qualitative research design,
22 a quantitative approach, and 15 a mixed methodology. Evaluating the studies using
qualitative methods, we found overlaps in their findings. A more specific overview of
DT barriers in SMEs revealed the following insights. Horváth and Szabó [28] identified
significant barriers such as dependency on the local workforce, focus on niche markets,
unconsciousness about business models, and shortcomings in monitoring opportunities
in technological and market developments. Additional results showed implementation
hurdles such as the absence of skilled labor, inappropriate work culture, and unclear
economic benefits [29]. In addition to these internal barriers, studies also include external
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barriers, for example, in legal policies [30] or regarding the perspective of customer-
related barriers [31].

One of the quantitative studies revealed six cause and two effect groups of barriers
using a questionnaire study [32]. Several barriers negatively correlate with digital readi-
ness, but a non-significant one with digital practice. Another study showed that under-
standing the relevance of digital technologies affects corporate globalization strategies
[33]. Further, a study among Romanian SMEs indicated that knowledge, education, and
strategic approach were barriers independent of the company’s size and industry [34].
By using the instrument of multicollinearity, [35] identified a lack of enthusiasm and
skepticism towards the necessity to digitalize as barriers of attitude. Surveying the skills
of employees, another study found that 80% of employers question the adequacy of the
training of their workforce [36]. Moreover, between 34% (in trade) and 69% (in manu-
facturing) of SMEs perceived barriers of the technical infrastructure [37]. Often, barriers
are presented as unordered lists of the employment of a specific technology [38].

The barriers approach has been adopted in various research studies, such as
technology-assisted business models, closer customer contact, or operations [39, 40].
In several studies on multiple contexts, the authors determined external and internal
clusters to classify barriers. Internal clusters focused on barriers associated with organi-
zational issues, such as supply chain, organizational culture and staff, IT systems, and
management [41].

As our review shows, some quantitative studies exist, but need to be broadened. In
our current study, we use a questionnaire based on a socio-technical approach to generate
quantitative results. This approach is consistent with Jones et al. [42] who described DT
as an “organization-wide change effort.”

3 Method

In this study, we investigated the current state of research on DT with a literature review.
As presented in the theoretical development section, we identified a few quantitative
studies on SMEs and their barriers to DT. The literature review was carried out in the
first quarter of 2021 using the search string “digital transformation AND barriers” as
well as its synonyms in the databases AIS Electronic Library services, EBSCO, and
Scopus [13]. Following the suggestions by Webster and Watson [43], we identified 99
relevant papers on barriers and DT. Out of these, roughly 15 focused explicitly on SMEs
in different countries and different sectors, as presented before.

To solve the research problem, we used a questionnaire (see Table 2) that we devel-
oped through an exploratory sequential mixed-method approach [44]. We invited ques-
tionnaire respondents through calls to personal contacts and on professional networking
sites, potentially resulting in many respondents from the DACH region. In this region,
the automotive sector is a rather prominent one [45]. Thus, we employed a convenience
sampling technique,which belongs to the non-probabilitymethods [46].Non-probability
sampling is less prone to bias than probability sampling; but it allows a valid exploration
of a field [47]. For the selection of participants, we referred partly to the EU’s definition
of SMEs [12]. Only participants who work in a company with less than 250 employ-
ees were considered. In total, 195 questionnaires complying with this condition were
completed and employed in our statistical analysis.
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Table 1. Questionnaire Sample.

Sector (%) Automotive (40), Mechanical & plant engineering (15), ICT (10), Energy
(6), Logistics (5), Tourism (4), Health (3), Other (12), Not stated (5)

Position (%) Executive (11), staff w/ personnel responsibility (25), Staff w/o personnel
responsibility (47), Intern (7), Other (6), Not stated (4)

Company size (%) 50–249 (58), 10–49 (30), 9 or fewer employees (12)

We were able to generate a diverse sample for the quantitative surveys. The respon-
dents were employed in the automotive, farming, building, trade, or food industries. The
largest group of participants comprised employees without personnel responsibility, fol-
lowed by those with non-supervisory responsibilities, executive managers, and interns.
Furthermore, the participants were employed by companies of different sizes. Table 1
presents the survey sample in detail.

After data collection, we analyzed the data in SPSS [48] using various statistical
analyses, which are presented in more detail in the results section. The questionnaire
items were assessed on a 5-point Likert scale ranging from “I disagree” to “I agree.” To
prevent bias generated by asking exclusively about barriers, we formulated 18 items in
the questionnaire with positive wording. In the later analysis, all items were poled in a
negative direction.

Table 2. Questionnaire [44].

Dimension (Code) Item

DT Process (DT1) Company has no roadmap to offer smart products/services.
(DT2) Company offers customers significantly improved smart
products/services. (DT3) Company has no roadmap to use smart
products/services internally. (DT4) Company offers improved digital
support for my work. (DT5) Company is moving straight ahead in
terms of a DT. (DT6) Company still uses traditional methods for
production/services

Individual Barriers (IND1) DT is intimidating to me. (IND2) I control the digital
workspace and the data generated. (IND3) I am afraid that, during my
work, data is generated in the background allowing conclusions about
my work behavior. (IND4) Traceability of my data does not influence
my work behavior. (IND5) More jobs will be lost than gained through
DT. (IND6) DT will harm my job prospects. (IND7) I strongly
advocate DT as I expect process gains

(continued)
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Table 2. (continued)

Dimension (Code) Item

Organizational Barriers (ORG1) Senior management supports DT and is visibly engaged.
(ORG2) We have no new roles in managing digitalization projects.
(ORG3) A clear strategy for DT is communicated. (ORG4) Errors are
used to improve work processes. (ORG5) We strive to learn and
improve to master DT constantly. (ORG6) There is an openness to
new ideas. (ORG7) We do not have enough resources to manage DT

Technical Barriers (TEC1) My work suffers from a poor data connection. (TEC2) My
work suffers from insufficient data interfaces. (TEC3) While
exchanging information, my company fears data theft. (TEC4) My
confidential work data is sufficiently protected. (TEC5) Company’s
infrastructure can handle DT. (TEC6) Company’s infrastructure is
flexible for future developments

Lack of Standards (ST1) Different data is more effectively integrated into my digital
workspace through DT. (ST2) There are enough standards to manage
DT effectively

Lack of Laws (LA1) Legislation sufficiently protects companies in the digital
world. (LA2) There are not enough laws to protect me in the digital
workspace

Missing Skills (SKL1) My IT knowledge is adequate to keep up with DT. (SKL2)
Company’s IT knowledge is adequate to keep up with DT. (SKL3)
There is a knowledge lack about the potential of DT. (SKL4) There is
a knowledge lack to use digital technologies effectively. (SKL5) I
would like to be more involved in the decision-making on the
implementation of new technologies. (SKL6) Company should
provide more training on technology skills

4 Results

To determine which barriers prevent a DT in SMEs, we analyzed the data from the
quantitative survey—first descriptively and then inductively.

Since each dimension consists of a bundle of items, we first checked the internal
consistency of the dimensions. For this purpose, we performed a reliability analysis and
determined the value of Cronbach’s alpha. Cronbach’s alpha describes the degree of
interdependence of the items and the extent to which items of a dimension measure the
same construct, and it can range from 0 to 1 [49]. Since we examined aggregate dimen-
sions during the study, we calculated Cronbach’s alpha values to measure the internal
consistency of the dimensions and to ensure the validity of the results. The analysis
showed unsatisfactory values for the dimensions “individual barriers” and “lack of stan-
dards” in the first round. Hence, we increased the internal consistency for individual
barriers by deleting item “IND2,” and the minimum threshold of 0.6 was exceeded.
Unfortunately, it was not possible to increase the internal consistency for the dimension
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“lack of standards”. Therefore, the validity of the analysis results relating to this dimen-
sion cannot be assured. All other dimensions show higher Cronbach’s alpha values and
are retained unchanged in the analysis.

The descriptive analysis of the questionnaire data revealed awide range of responses.
For example, the responses on the assessment of the DT process of a company show
a minimum of 1.17, which corresponds to a non-existent digital transformation, and
5.00 of the maximum possible agreement on a perceived successful DT. However, the
average score is 3.29 with a standard deviation of 0.79, revealing a vast difference among
respondents’ companies regarding DT. It indicates that some companies cope better
with DT than others. The following analysis of the responses to the barrier dimensions
influencing the DT process may provide some insight into this.

There was a similar response behavior regarding barrier dimension items. The
answers cover a wide range, and the standard deviation varies from 0.62 to 0.90. Dif-
ferences can also be observed in the mean values. For example, in terms of individual
barriers, respondents indicated relatively low levels of existing barriers on average, with
a score of 2.39. In contrast, in the case of missing skills, the respondents perceived
somewhat distinct barriers on average, reflected by the value of 3.15. The mean values
of the other dimensions range between these two values (as shown in Table 3).

Sincewenot onlywanted tofindoutwhichbarrierswere perceivedby the respondents
and towhat intensity but alsowanted to understandwhy somecompanies havemademore
progress in DT than others, we calculated the correlation and performed a regression
analysis. According to the Spearman correlation test, there are significant correlations
between the barriers and DT. Furthermore, a solid negative significant correlation is
observable between organizational barriers and DT [50]. Regarding technical barriers,
lack of standards, and missing skills, we found a moderate negative correlation with DT.
Further, the findings indicate aweak negative correlation between individual barriers and
lack of laws. However, only the correlation with the individual barriers is significant.
Table 3 shows the analysis in detail.

Unlike simple linear correlation, multiple linear regression allows us to understand
the cause-effect relationship. Therefore, using a stepwise inclusion regression, we tested
the extent to which the presumed barriers influence DT in the sample. As a result, we
were able to demonstrate a significant negative influence of three barrier dimensions on
DT (see Table 4).

The regressionmodel containing the barrier dimensions as independent variables and
theDTprocess as a dependent variable reports anR2 of 0.589 and an adjustedR2 of 0.582.
These values indicate that three of our six barrier dimensions can significantly explain
theDT process variance [51]. The largest impact on theDT process is observable through
organizational barriers. As the perception of the organizational obstacles increases, the
expected degree of DT decreases. This relationship is similar for technical barriers and
missing skills, although the effect sizes are smaller.

With our sample, we could not provide statistically significant results regarding the
relationship of the lack of standards and laws and individual barriers on DT. Therefore,
these variables were excluded in the stepwise inclusion process in the regression due to
lack of significance.
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Table 4. Regression analysis

Dimensions Unstandardized
Coefficients

Standardized Coefficients Sig.

B Std. Error Beta

(Constant) 5.829 .180 .000

Organizational Barriers − .549 .061 − .542 .000

Missing Skills − .209 .071 − .188 .004

Technical Barriers − .162 .063 − .153 .010

Individual Barriers Excluded variable (due to stepwise inclusion process) .783

Lack of Standards Excluded variable (due to stepwise inclusion process) .121

Lack of Laws Excluded variable (due to stepwise inclusion process) .060

5 Discussion

Using a questionnaire, we collected and analyzed data on the barriers to digital transfor-
mation in SMEs. The data revealed a heterogonous picture of SMEs in terms of DT and
barriers. Based on 195 completed questionnaires, we demonstrated a significant nega-
tive influence of organizational and technical barriers and missing skills on DT success.
However, we could not demonstrate a significant relationship to DT for three additional
barrier dimensions (individual barriers and lack of standards or laws). Nevertheless, as
our descriptive analysis shows, some of the respondents to the questionnaire indicated
the existence of barriers in these three dimensions. In the following, we will discuss the
results and compare findings from the literature.

The largest significant negative influence on DT success derives from the organi-
zational barriers in our sample. Other publications have also described these types of
barriers as hinderingDT success in SMEs [29, 30, 52, 53].On the other hand,Horváth and
Szabó [28] argued that organizational factors might not be major barriers in smaller and
more entrepreneurial enterprises. They concluded that organizational resistancemight be
more significant in large companies. Our results confirm this assumption to some extent.
The mean value and the percentiles of organizational barriers indicate that most SMEs
in our sample perceive fewer organizational barriers regarding resistance to change.
Nevertheless, companies in our sample face a high degree of organizational barriers,
which, according to the regression, is associated with a lack of DT success. Therefore,
small companies should still critically reflect on organizational barriers. A case study
by Amaral and Peças [29] also highlighted the importance of cultural barriers. More-
over, Westerman et al. [54] emphasized the importance of a clear strategy for securing
engagement as well as sufficient resource allocation. The relevance of a communicated
DT strategy is reflected in our results.

Missing skills is another dimension we found to have a significant negative impact
on DT. This dimension of DT barriers was most frequently agreed upon in the responses
to our questionnaire. Since missing skills show a significantly low influence in the
regression but have the highest mean and distribution according to the percentiles, we
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can assume that companies further advanced in DT also struggle with missing skills,
albeit somewhat.Missing skills have also been discussed as a barrier in other publications
[34, 53]. On the one hand, DT requires increased abstraction and problem-solving skills
as well as the ability to work with digital technologies among all employees; on the other
hand, some employees also needmore in-depth technical knowledge for implementation
[10]. Another quantitative study showed that employers perceive a lack of skills such as
data analysis, interaction with smart devices, and reading layout designs on an employee
level [36]. Our results indicate that the employees also perceive missing skills and a lack
of appropriate training as DT barriers.

As entrepreneurs and SMEs are often financially constrained, digital transforma-
tion is a challenge, especially in implementing new technologies [10]. Our study found
a significant negative relationship between DT and technical barriers by questioning
participants about IT infrastructure, security aspects, and data interfaces and connec-
tions. These barriers have also been identified in other publications as crucial barriers
to DT success [52]. In our study, on average, technical barriers are experienced slightly
more often than organizational barriers but a bit less than missing skills. A study among
Ukrainian SMEs has shown that almost half of the companies surveyed do not take
precautions regarding information security and cyber defense [37]. The authors attribute
this to a lack of willingness to invest at the management level. Our findings suggest that
companies with more advanced DT might have overcome these problems, resulting in
a more robust perception of data security.

We did not detect a significant effect of individual barriers on DT in the regression.
However, a low negative correlation could be measured using spearman’s correlation.
For the dimension of the individual barriers, we asked questionnaire respondents about
their attitudes toward DT. The descriptive analysis shows the lowest mean values, stan-
dard deviation, and 75th percentile. Different factors could cause the results. Since the
questionnaire had to be completed online, participation was voluntary, and the call for
participation was placed on professional social networks, some respondent bias is pos-
sible. Nevertheless, the descriptive statistics indicate that the respondents in our sample
have a fundamentally positive attitude toward DT. Other studies have shown that indi-
vidual barriers may exist among employees [30]. Horváth and Szabó [28] stated that
some employees fear losing their jobs due to digitalization. Our results do not contra-
dict these findings. However, this particular group seems to be small in our sample. A
different study supports our findings of low salience of individual barriers. According
to this study, only 10% of the managers surveyed report resistance to digitization from
staff in SMEs [37].

The lack of standards and laws are non-significant dimensions of the regression
analysis. The dimension of lack of standards has a very low Cronbach’s alpha value,
which limits the interpretation. The literature in the context of SMEs mentions the lack
of norms and standards, as well as unresolved legal matters, as DT barriers [29, 34].
Especially concerning data protection and security, a lack of standards slows down DT.
Governments should strive to set national and international standards [55]. On the other
hand, the means and percentiles indicate that the respondents perceive a lower lack of
standards in our sample.We surveyed a broad base of individuals fromdifferent positions



Barriers to Digital Transformation in SMEs 13

and departments. However, the lack of standards is more visible for IT staff, representing
only a subset in our sample.

Khanzode et al. [32] found that the lack of a political framework has a strong negative
influence on the implementation of Industry 4.0 in SMEs. Meanwhile, the descriptive
results of our study show a mixed pattern and a high inconsistency among participants.
The different impacts of the legal framework could explain this inconsistency. On the
one hand, a lack of legislation can lead to uncertainty; on the other hand, restrictive
laws hinder, for instance, the adoption of big data [56]. But a legal obligation to adopt
a particular technology might hinder free competition. Nevertheless, laws can act as
drivers if appropriately designed, for example, by requiring state-of-the-art software in
some areas and sectors [37].

In sum, we were able to show a significant negative relationship between the per-
ception of barriers and the perception of the DT process. On an aggregated level, com-
parable empirical results can be observed in a study by Stentoft et al. [57] on Industry
4.0 readiness and practice. They concluded that barriers reduce Industry 4.0 readiness
in SMEs.

6 Limitations and Contributions

In this study, we systematically tested the influence of barriers to DT using a holistic
and far-reaching dataset. Our dataset was collected via a questionnaire that provided
measurements in six broad barrier dimensions. In line with other studies, we confirmed
the importance of organizational, technical, and skill-related barriers with an adequate
explanatory power of roughly 60%. However, we also found that individual barriers and
lack of laws and standards are minor barrier dimensions.

The findings indicate that some companies have overcome a certain degree of orga-
nizational and technical barriers, as well as missing skills. As a result, they appear to
have moved DT forward. This is an essential contribution for SMEs as efforts to over-
come barriers will likely pay off. Of course, SMEs face problems besides DT, such as
financial issues [10]. Nevertheless, according to Bollweg et al. [35], overcoming barriers
can be a starting point for the entrepreneurial journey toward a digitized SME. In the
long run, this means more financial stability and higher profits [54]. Our results indicate
that addressing organizational barriers is an excellent way to start.

Although studies are conducted carefully, each research is bound by limitations. The
first limitation is based onour voluntary-response sampling strategy,which belongs to the
non-probability sampling methods. Also, our sampling provoked a focus on the DACH
region due to personal networks. These aspects are susceptible to bias [47]. Asmentioned
in the discussion, our sample indicates a bias regarding the respondents’ attitudes toward
DT. Also, we cannot evaluate if several participants stem from the same enterprise and
overrepresent a particular perception. Further data collection based on a probability
sampling strategy could obtain a more representative picture. Further, a sample focusing
more on high-level executives could add rigor to understanding the external barriers.
Another limitation is related to the sample size. Although the size is sufficient for the
requirements of the statistical analyses, the sample is likely not representative of the entire
SME landscape. Further data collection could enable sector-specific studies, for example,
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or focus on relating the results to sociodemographic variables, such as departmental
affiliation, age, or executive responsibility. Since it can be expected that the DT will
progress, a longitudinal study could examine how the degrees of the barriers change over
time.The study results and the discussion conclusions also revealed that the questionnaire
does not cover all possible barriers. Further qualitative research can contribute to closing
the research gap.
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Abstract. The ongoing digitalisation forces both induviduals and firms
to keep up with modern technologies, invest in digital literacy and up-
to-date skills. However, some regions suffer from poor Internet quality
and remain digitally underdeveloped. A prominent example is Pales-
tine which lacks digital freedom due to the restrictions posed by Israel
authorities, but also faces a number of internal problems that hamper
entrepreneurship. In our paper, we tried to find out whether the recent
introduction of 3G mobile Internet in 2018 boosted the business activ-
ity in Palestine. Results of our survey of technologically driven start-
up founders and experts working closely with them demonstrated that
recent improvements in Internet quality are positively associated with
the business development, though this effect is largely offset by poor
legislative base and low investments in human capital in Palestine.

Keywords: internet · entrepreneurship · ICT · Palestine

1 Introduction

Few decades ago, the successful adoption of cutting-edge information and com-
munication technologies (ICT) and their integration into existing business mod-
els were seen as competitive advantage. Nowadays entrepreneurs cannot stay
out of modern technologies such as mobile and broadband internet connections,
especially if they would like to cope with unexpected crises (like economic reces-
sions or recent COVID-19 pandemic), achieve a greater market share or simply
survive. Newer ICTs offer new opportunities and interesting business solutions,
enhance the productivity [3,20] and innovation activity of firms [50], contribute
to the technological improvements [23] etc. Not only businesses but also author-
ities understand the urgency of digitalisation as an important way to overcome
the challenges and try to force the digital transformation process.
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Rich scientific literature on effects of ICT, surprisingly, does not link too
much provision of better digital technologies with start-up rates [38], mainly
due to complexity of analysis or data limitations. Furthermore, existing stud-
ies focus mainly on Europe and United States while other areas remain rather
unattended. For instance, there is a lack of scientific research on MENA region,
which turned into an attractive market for many investors and entrepreneurs
in recent years. An interesting case here is Palestine which, opposite to well-
performing Saudi Arabia or UAE, faces multiple challenges from extremely high
unemployment rates nearly 25% to the overall difficult economic situation [31].
The recent introduction of 3G mobile Internet there was perceived as a possi-
ble impulse to entrepreneurship as new businesses could focus not only on local
market but rather on whole MENA region with a bundle of similarities between
its countries.

To understand whether the recent digital transformations in Palestine could
be positively associated with business activity, we surveyed founders of ICT
and technologically driven start-ups and employees working in close cooperation
with such firms. Albeit our results are based on a small number of completed
surveys, we still were able to conclude that recent digital changes in West Bank
encouraged more potential founders to start their own business in the area. We
also identified several important challenges for setting up an own company in
Palestine, as well as the way how firms adopt and use digital technologies.

The rest of the paper is organised as follows. Section 2 provides the literature
background. Section 3 follows with an overview on the case of Palestine and
introduces the hypotheses. Section 4 describes the methodology and data. In
Sect. 5, we present and discuss the results of our survey and in concluding Sect. 6
we add some remarks and highlight the limitations to our study.

2 Literature Background

2.1 The Economic Impact of ICTs

General economic benefits of better ICTs were well studied in scientific litera-
ture, even for pioneer studies on dial-up and DSL era [18,19]. Scholars mention,
though, several barriers in the adoption of digital technologies, such as lack of
competence among managers [21], shortages in skills [36] and higher transition
or education costs [27], so a positive effect of ICTs could be observed only in
presence of high-skilled workforce, or so-called skill complementarity effects [4].

Besides a macro economical perspective, multiple studies argue about the
positive impact of ICTs at the firm-level, for example in terms of better decision
making in resource allocation [25], which however is highly dependent on organ-
isational structure of firms [11]. Other findings link broadband and economic
gains of firms with their innovative activity [50], development of infrastructure
[23] or higher employment rates [24].

Yet we do not know much whether ICTs are beneficial for higher entry rates:
there is no consensus on whether better digital infrastructure necessarily encour-
age potential entrepreneurs to set up their businesses. Some positive findings
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were observed for firms located in rural and remote areas [8,22], albeit other
scholars counter-proved that such an effect is barely visible because of increased
local competition [44]. Some scholars found positive externalities in case of adja-
cency to the core regions and/or metropolitan areas [13], although it does not
guarantee benefits for potential entrepreneurs [39]; there is no such need for
speed, as it might see at first glance [37].

2.2 Studies on ICTs in Palestine

Recent research on Palestine and its challenges focuses mostly on the human
rights violations and the simmering political conflict in the area. Some scholars
also recognize a positive relationship between economic growth and investments
in digital infrastructure [2,40], but focus more on entire MENA region [10] rather
than on specific cases.

Two reasons may explain this exclusion: first and main is the insufficient (or
totally absent) data that is required to derive some valuable results; second is
that many scholars tend to be biased because of the historical background of
Palestine and its relations with Israel and, thus, misunderstand or misinterpret
the outcomes. The latter is connected with an issue that Palestinian economy
works under many restrictions and constraints imposed by the state of Israel,
most visible is the limitation on freedom of movement for people and goods and
control over land1. Still, ICTs may offer a unique opportunity to Palestinian
entrepreneurs as a medium to grow globally, but due to the existing ‘unfair
competition’ among the Israel telecommunication providers Palestinian cellular
network companies are unable to cover the whole territory while Israel operators
benefit from a full area coverage, as follows from the World Bank Report [35].

The role of ICTs in Palestine dates back to mid-1980s when few local
entrepreneurs started to develop accounting and word processing software. Oslo
Agreements (1995) and the creation of Palestinian National Authority (PNA)
fostered the demand for digital solutions and hardware, both from the govern-
ment and private sector, universities and non-profit organizations [45]. However,
the contribution of ICT sector to the GDP in Palestine still remains low com-
pared to neighboring countries, despite an increase from 0.1% in 1994 to 3.3%
in 2018 [29].

3 The Palestinian Case: Background Information

Palestine underwent a long way since 2016 where it was ranked 170th out of 189
world economies in terms of ease of starting a business, while its actual ranking is
closer to the middle [47]. Still, its economy remains underdeveloped and mainly
because of the several restrictions and barriers that hinder the Palestinian ICT
sector from developing and reaching its full potential.
1 United Nations (UN) reports that Israel controls more than 60% of the Palestinian

lands and most of the roads (and borders) between Palestinian areas so all the
imports and exports pass Israel customs resulting in double taxation for Palestinians.
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Previously we mentioned that Palestine lacks a full autonomy to develop
own services and infrastructure as every improvements should be agreed upon
Israel authorities. In ICT domain that suggests vast control measures over broad-
band access in Palestinian territories and imports of specific telecommunication
equipment that hampers technological advancements. For instance, local cellu-
lar operators were not allowed to launch the high-speed internet 3G in the West
Bank until 2018, waiting almost 10 years for a permission [35]. Furthermore,
both Palestinian territories (West Bank and Gaza Strip) remain poorly inter-
connected as Israel heavily limited the number of fiber optics connections [7].

Next, the absence of an independent regulatory agency slows down the devel-
opment of the ICT sector in Palestine. In 2009, the PNA approved a new telecom-
munication law manifesting the creation of an independent authority which has
not been established so far, so all operational issues, licensing, and pricing remain
under the control of the Ministry of Telecommunications and Information Tech-
nology (MTIT). The lack of regulations can create a negative impact on the
long-term growth of the ICT sector in Palestine, as the environment remains
uncertain for local and international investors [9].

Weak intellectual property rights (IPR) protection is another issue that scares
off potential investors. In theory, Palestine acknowledges patents and copyright
protection, but the existing norms rely on very old laws issued in the first half
of 20th century. Local authorities have introduced several important legislative
changes, but due to the political situation the enforcement is still absent [28].
Obviously that strong IPR protection helps in creating new businesses and sup-
ports innovation but also enhances competition and raises the quality and variety
of products and services [6].

In addition, the population literacy rate in Palestine is assumed to be very
high (99% for people aged 15–54, see [30]) and the educational system produces
enough graduates, but generally less specialized due to a lack of internships
and training programs at universities [28]. PITA in their report 2014 show that
there is an obvious gap between university outputs and the ICT market needs in
Palestine: while nearly seventy percent of ICT students expressed their dissatis-
faction with the quality of their education system, the majority of ICT employers
complain about poor technical and business skills of graduates.

The scientific literature is full of examples how ICT contribute to the
entrepreneurship [5,42], increase employment. [41] and GDP growth per capita
[46]. Still, while the global community is looking forward to 5G technology, Pales-
tine just celebrated the introduction of 3G in January 2018. Still, even from
that point local entrepreneurs could start benefiting from the newest opportu-
nities. One year after 3G technology reached Palestine, the ICT adoption rate
has increased remarkably: more than 72% of individuals above 18 years old have
smartphones in Palestine and are active internet users [29]. This may be regarded
as a turning point for Palestinian entrepreneurs and, as expected, it should fos-
ter more business ideas and initiatives and, respectively, higher tech start-up
creation rates.
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Hypothesis 1. Despite all challenges, ICTs made it easier for Palestinian
entrepreneurs to start their own business.
Hypothesis 2. Mobile internet adoption has a positive effect on
entrepreneurship, mainly in terms of firm-level productivity and business
communication.

The Palestinian entrepreneurial milieu is growing steadily since 2009, but
despite the good level of education among the Palestinian start-up founders
(55% holding a bachelor’s degree and nearly 20% a higher degree at the time
of founding), their experiences and skills are perceived as insufficient and prob-
lematic for investors, according to the World Bank Report 2018. Higher levels of
entrepreneurship in Palestine may be driven by a higher level of unemployment
(25% nationwide as reported by PCBS, 2019), thus representing a so-called neces-
sity entrepreneurship2. Cowling and Bygrave (2002) suggest that when unem-
ployment rates are high, necessity entrepreneurship rates will be high as well.
Similarly, Llisteri et al. (2006) found that high unemployment rates were a major
factor for the Latin American entrepreneurship scene.

Hypothesis 3. The entrepreneurship scene in Palestine could be mainly
categorized as necessity entrepreneurship.

The Palestinian market, however, is too small itself and has a limited space
for new companies, their growth and sustainability. That may explain why local
companies focus on international markets to sell their products and services.
MENA region suits perfectly for expansion, primarily because of a similar cul-
tural background and consumer behavior, but also due to a higher ICT penetra-
tion in society (1.2 mobile subscriptions per inhabitant, see a report by World
Bank, 2019, and the number of users is expected to double until 2023 [14]. Still,
MENA region also suffers from the same problems as Palestine: recent study
of PwC 2019 on decision-makers from 200 private businesses across the Mid-
dle East clearly demonstrates that more than half of the ventures suffer a lack
of in-house talents to achieve the full benefits of ICTs. Furthermore, most of
them address these issues by collaborating with start-ups to increase the skills
of their workforces. Those opportunities could be vital for some Palestinian tech
start-ups and outsourcing companies.

4 Data Collection

The lack of research and reliable data on ICT and entrepreneurship in Palestine
was among of the main motives behind this research. Regretfully, we could not

2 Scientific literature distinguishes entrepreneurship based on the motive behind it
when entrepreneurs create businesses because they saw opportunities (opportunity
entrepreneurship). On the contrary, entrepreneurs may start their own businesses
because they could not find other suitable alternative sources of income (necessity
entrepreneurship).
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find too much official data on firm dynamics as well as on broadband usage. As
the result, we finally opted for a digital survey: first, due to the ongoing SARS-
CoV-2 pandemic which made face-to-face communication completely unable;
secondly, because of the accessibility issues in Palestine (that may explain why we
refused phone interviews or something similar); third, an online data collection
simplified the process.

The data was gathered was between March and May 2020. We distributed the
surveys to 112 potential participants, including 63 founders of technologically
driven start-up companies who have started a new business after 3G internet
was launched, and 49 employees of business incubators, coworking spaces and
non-profit organisations who work closely with start-ups and could provide sev-
eral interesting insights. Totally, 53 surveys were completed - 33 from start-up
founders and 20 from experts. Nearly 80% of all participants were under 35 years
old that means a huge domination of a younger generation (in both groups). A
vast majority of the start-ups in our sample are based in Ramallah City, the rest
- in other cities like Jineen, Nablus, and Jerusalem. In fact, we failed to reach
any participant in the Gaza Strip: the ICT infrastructure there remains almost
completely dependent on Israel authorities [1], contrast to the West Bank regime
with more digital freedom.

Our online survey was divided into two different parts. First part included
only multiple-choice answers along with three 10-point Likert scale questions
measuring the perception on internet quality and complexity of finding an own
business. In this part, the respondents were asked to express their general opinion
on the role of ICTs in Palestine, reasons for setting up an own firm and factors
that affect productivity. The second part contained both multiple-choice and
free-answer questions and was aimed at getting more details to the questions
formulated in part one, for instance, how interviewees personally assess the role
of Israel in ICT provision in Palestine and, consequently, economic development
of the region. The first part was distributed to both respondent group, while the
second part - to firm founders only.

5 Results and Discussion

5.1 General View on Challenges and Barriers for Start-Ups

We first refer to the questions that were distributed to all participants in our
survey. First, we asked our respondents how they evaluate the five following
aspects (see Fig. 1) that affect start-up in Palestine. Weak IPR protection system
was named by nearly two-third of all respondents as poorly developed, given this
aspect has a very high importance for Palestinian founders as they do not have
too much manoeuvring options and fear of losing the first competitive advantage
[6]. Almost every respondent claimed at least satisfactory skills of their employees
(nearly 60% reported for good or very good skills) which somehow contradicts
with the survey made by PITA 2014. Still, it is to mention that we included
technologically driven start-ups for our survey which require more competent
workforce and usually search for qualified graduates.
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Fig. 1. Importance of particular aspects for potential founders (N = 53)

An interesting insight was the remarkable difference in perceived prices for
software (seem to be good for nearly half of participants) and hardware which
are perceived as a more expensive thing. The reason for that is that hard-
ware increases in price while passing Israel customs with exceeding tariffs, while
most software licenses could be purchased easier and at universal price, or even
obtained freely. A further building block for many companies, namely quality
of internet connection speed, is not perceived as poor, but rather satisfactory
which still indicates that the need for speed is present in the area.

Next, we looked in more details which of those mentioned in existing sci-
entific literature on Palestine challenges indeed seem to be the most impor-
tant for entrepreneurs (Fig. 2). Responds clearly demonstrate that the respon-
dents’ answers support the existing paper trails, before all with respect to the
lack of funding and regulations, as well as market imperfections. We also men-
tioned that outdated legislative norms in Palestine decrease the attractiveness
for foreign investors. In addition, existing policies focus mainly on huge investors,
thus neglecting those the entrepreneurs who would like to start businesses from
scratch [43] and making imperfection, at least for technologically driven start-
ups. Also given a set of restrictions with respect to the transportation of people
and goods outside Palestine, local entrepreneurs have very limited possibilities to
exchange knowledge and ideas globally. Finally, political instability poses huge
risks not only for Palestinian entrepreneurs but also for foreign companies and
individuals.

All the aforesaid may possibly explain why, in addition to mentioned prob-
lems, nearly 80% of respondents filed problems in financial transactions: some
payment systems (like PayPal) are still unavailable or operate with severe restric-
tions, so businesses in Palestine carry excessive fees [12]. Along with that, more
than 3

4
of respondents see substantial challenges in unexperienced mentors as

they generally have almost no practical experiences in a successful start-up
ecosystem. The underdeveloped ICT infrastructure is also reported by more
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Fig. 2. Challenges for start-ups in Palestine (N = 53). Legend: 1 - Lack of funding,
2 - Lack of regulations, 3 - Market shortages, 4 - Political instabilities, 5 - Financial
transactions, 6 - Unexperienced mentors, 7 - No freedom of movement, 8 - Poor ICT
infrastructure, 9 - Expensive labour, 10 - Lack of skilled workers

than a half of founders as a problem from business milieu, while lack of skilled
workers and cost of labour in Palestine seem to be of less importance.

We addressed one more question to evaluate the impact of 3G internet con-
nection on business environment (Fig. 3). Both founders and employees agreed
on that the introduction of 3G mobile internet had a severe impact both on
firm-level productivity and communication between companies, but also was a
prerequisite for new business models, E-commerce and, hence, creation of new
start-ups. Additionally, we received some verbal feedback from founders express-
ing the latter notion in a clearer way:

Internet is a core customer channel tool � · · · � important for easier
connectivity, better targeting for businesses when it comes to advertising.
We were able to provide more services. � · · · � 3G enabled � · · · �
multiple interactions with consumers immediately � · · · �, as well as
capability to expand the scope of work & enhance systematic working pro-
cedures.
The business community became more connected. � · · · � More oppor-
tunities for e-commerce businesses to rise because of more people having
access to the internet all the time.

Most respondents believe that ICT made it more transparent, easier, and
simpler for entrepreneurs to start their own business in Palestine and mentioned
the appearance of many novel business ideas, while just nearly twelve percent
doubt about it. However, almost all those surveyed believe that newer ICT will
have a significant and positive impact on the economic development in Palestine
in the future, albeit existing internal and external challenges, including political
instability, lack of competition, and corruption still have a negative impact on
the ICT sector itself.
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Fig. 3. Effects of 3G mobile internet on business environment (N = 53)

5.2 Entrepreneurial Milieu in Palestine: The View of Start-Up
Founders

A next portion of questions was distributed to start-up founders only; prior to
all, we tried to investigate the motives behind business creation. Cowling and
Bygrave (2002) suggested that a high unemployment rate, as in case of Palestine,
may serve as an indicator of necessity entrepreneurship. However, while just one
founder confessed that he was unemployed and because of that he decided to
start an own business, almost all others mentioned unique opportunities or their
wish to create a solution to solve the problem they experienced before:

With the emergence of 3G internet, I thought it was a great opportunity to
start a business. In particular, some services were not present in Palestine
� · · · � and I personally experienced a problem that needed a solution.
Some of my colleagues I used to work with were not satisfied with their
jobs and started to look for opportunities to start their own businesses. I
decided to try my hand at entrepreneurship too � · · · � as Palestine needs
modern IT solutions.
I had lost my job not long before � · · · � and had no choice but to try to
start my own firm.

Two interesting outcomes may be derived from the aforesaid: first, most tech-
nological start-ups in Palestine are opportunity- rather than necessity-driven;
second, most entrepreneurs tend to create firms to solve problems and deliver
better and faster products and (or) services. As far as opportunity entrepreneur-
ship correlates more with growth-oriented businesses [17], that may be foreseen
as a positive sign for entrepreneurial milieu in Palestine. Still, as we focused on
ICT-based start-ups, that does not necessary apply, for instance, to low-tech
companies as well, where the outcome may be totally different3. More than half
3 We asked additionally both experts and founders how they evaluate the complexity

of setting up an own company. Less than 20% of respondents evaluate the efforts
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of founders also reported three major environmental challenges for start-ups in
Palestine: cost restraints, resistance to change and lack of relevant know-how.
Surprisingly, only a small proportion mentioned such issues as technological risks
or corruption, probably due to the fact that it has already become the accepted
norm in society and is not perceived as a serious problem.

Then, we asked our surveyed start-up founders to estimate whether the
MENA market could be a suitable area for expansion. Most of respondents men-
tioned language, cultural and consumer behavior similarities that serve as decid-
ing factors for tech-oriented companies while choosing MENA region as a place
for expansion (Fig. 4). Furthermore, nearly 70% of Palestinian entrepreneurs
believe that in some countries of MENA region consumers have a higher will-
ingness to pay which also plays well when consumers in the area share further
similar behavior so companies can better understand the needs).

Fig. 4. What makes MENA region a good market for Palestinian Startups? (N = 33)

Regarding the ICT, few surveyees believe that the MENA region’s ICT
infrastructure is in unsatisfactory condition for Palestinian start-ups. That corre-
sponds with the report of PwC (2020) stating that the area has very good ICT
infrastructure and the citizens are early technology adopters and consumers.
However, most start-up founders (60%) mentioned some relevant barriers in
ICT adoption, mainly resistance to change and cost restraints, as employees and
stakeholders may try to resist the transformation, so resilient organizations need
to be able to overcome it with minimal costs to adapt to the new environments
and circumstances [16]. With respect to the costs of ICT adoption, the negative

as ‘easy’ while almost a half mentions that firm creation is a very complex process
compared to the neighbouring countries.



28 K. Sarachuk et al.

role of Israel authorities was mentioned by nearly half of respondents. In addi-
tion, the existing barriers hamper the development of skills (mentioned by 45%
of founders) and cause gaps in relevant know-how because employees’ compe-
tences remain outdated. Still, many projects are aimed at improving the ICT
skills and the relevant know-how exist in Palestine, for instance, PITA’s efforts
to close the gap between the universities output and the ICT sector demand by
doing workshops and training programs with ICT students.

Finally, we also asked about the usage of digital technologies for businesses. In
most companies it is generally limited to the basic tools as Google or Microsoft
cloud services (75%) and online advertisement tools (nearly half of surveyed
people); complex tools and programming languages are used much less. However,
internet is used more frequently to reach the customers: via social media (90%),
e-mails (75%) or online ads (67%) rather than with the help of traditional ways
like phone calls (48%), newspapers and magazines (18%) or radio and TV (12%),
albeit the word of mouth (76%), like everywhere in the MENA region, is still
considered as an important way of reaching potential clients. However, just every
fourth respondent claimed that their website or app is used to reach customers
outside Palestine.

6 Concluding Remarks

Out of three hypothesis we formulated in Sect. 3, we were able to confirm two.
Before all, ICTs made it easier for Palestinian entrepreneurs to start their own
business (Hypothesis 1) despites all challenges and difficulties. Many founders
insist on that they were able to create new business models even without having
much capital, as well as received the possibility to target customers and con-
sumers in other countries. Such capabilities could enable other entrepreneurs to
overcome some of the challenges and make it possible for new business models
to survive in such environments.

Moreover, even Palestine was one of the last countries celebrating the intro-
duction of mobile 3G internet, it was a turning point for potential firm founders
(Hypothesis 2) and helped local firms to have a better reach and more accu-
rate targeting, but also dropped the communication costs. That stays in line
with existing research [6,41] and, as expected, when more advanced technolo-
gies like 4G and subsequent 5G finally reach the country, the overall impact on
entrepreneurship may be even more pronounced. However, just better digital
infrastructure is not enough, and we believe that local authorities should target
the challenges and barriers to ICT adoption first, as well as make more efforts
towards digital transformation in schools, universities, and governmental organ-
isations. In addition, currently not too much ICT and technologically driven
firms try to reach customers outside Palestine (at least in MENA region with
similar cultural background), so we may expect that local authorities have to
encourage founders to focus at least on compatible markets which seems to be
a more strategic solution, especially in the earlier expansion stages.

We failed, however, to find any proof to the hypothesis that entrepreneurship
in Palestine is mostly necessity-driven, given a high unemployment rate, which
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somehow contradicts the existing studies [26]. Moreover, most of the surveyed
founders said that their main motive was a unique opportunity they saw before
starting an own business. That could be explained twofold: the first reason is a
large influence of Israel that hampers business communication and limits funding
options; secondly, our survey focused on ICT- and technologically based start-
ups where a firm creation is more complex, and the entry barriers are high. Along
with that, our results represent mostly the city of Ramallah and the West Bank
which have a lower unemployment rate compared to other cities and territories
in Palestine (as Gaza strip).

In our paper we did not focus on the role of Israel in influencing entrepreneur-
ship and broadband provision in Palestine much. Although this question was also
included in our survey, we mentioned that many scholars tend to remain biased
because of the complex political and historical background between Palestine
and Israel, so we decided to leave this question outside of this study. Still, nearly
a third of respondents filed the excessive control of Israel authorities and their
indirect responsibility for the lack of available funding in Palestine, unattractive-
ness of Palestinian market for foreign investors, which could be an interesting
topic for future researchers:

Israel � · · · � has a massive negative effect on economic development in
Palestine. They control borders and the flow of raw materials for various
industries. That is why many investors � · · · � decline from investing in
Palestine.
� · · · � funding is scarce � · · · � and expansion is narrow as well, not
to mention other geopolitical and economic factors � · · · � that definitely
increase the already existing slim chances of success.
A negative influence is tied to the growing Palestinian ICT outsourcing
business towards Israel. Outsourcing � · · · � rather kills the talent with
small and fragmented tasks.

Some limitations apply to our research as well. Firstly, the sample size was
relatively small to draw plausible conclusions. However, we must confess we
reached only those technologically driven firms whose credentials were found in
public domain (there is no centralised information about the firm dynamics),
and their number was very modest. Secondly, our sample represents the West
Bank start-ups and not the Gaza strip, which could create a gap of perceptions
because both the political and the economic situation in Gaza is very different
from the West Bank. Moreover, most of the participants were from Ramallah, a
capital city with high concentration of businesses and government offices, while
entrepreneurs in different locations face different kinds of challenges and perceive
things differently. In addition, the time frame of the study could be a limitation
as well, as we conducted our research during the SARS-CoV-2 pandemic. Finally,
the lack of studies on entrepreneurial issues in Palestine and raw data made it
harder to get more objective pieces of evidence. Nevertheless, we believe that our
paper could be the basis for further research, probably with much more reliable
data sources.
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Abstract. Digital Transformation (DT) is gaining attention in all industries. It
also impacted non-profit sectors and higher education. DT evolves when connec-
tivity technologies merge with physical assets, possibly altering value creation
processes. These alterations aim to positively impact effectiveness, business mod-
els, and customer connection. However, companies face several barriers on their
DT journey. It is essential to grasp the properties of these barriers to enable compa-
nies to find ways to overcome them. Therefore, we examined existing research on
barriers and identified the gap. Using data from interviews and online surveys, our
study unpacks the differences in the perception of barriers regarding the categories
of company size, responsibility level, and employee age. To generate our results,
we used a qualitative content analysis to generate frequencies of 29 barrier char-
acteristics in seven dimensions from 1,436 statements by 525 survey participants.
Themost prominent barrier dimensions across all categories are Corporate Culture
and Structural Mismatch. Together, they account for 35–50% of the total barrier
perceptions. Moreover, the barrier characteristic deficient IT infrastructure scores
somewhat similarly in all categories, with around 11% on average. Our research
contributes to identifying similarities in the different categories and paves the way
for higher generalizability.

Keywords: Digital Transformation · Barriers · Company Size · Responsibility
Level · Employee Age

1 Introduction

The progress in digitalization and the correlation between digitalization and value cre-
ation have driven digital transformation (DT). The interplay between information and
communication technologies through DT has altered business processes and workflows.
Thus, this transformation was described as a trend that introduced significant alter-
ations in “traditional ways of doing business by redefining processes and relationships”
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[1]. Based on this approach, DT encompasses technological and software products that
allow for advances in strategy and business models, processes, and customer contact.
DT intersects with the discipline of Information Systems (IS) [2].

Through a combination of smart products and services, DT allows for enhanced
servitization [3]. The development of digital platforms and facilities to capture real-time
data leads to optimizing processes and opens-up new business models [4]. Accordingly,
corporate DT expectations are high due to opportunities in efficiency, productivity, com-
petition, and customer relations [5]. DT alters workplace settings, leading to improve-
ments in employee functions and competencies [3]. Thus, DT is the base for competitive
advantages. It accelerates the growth of digital pioneers, creating more value and profit
for stakeholders [6].

However, the realization of these expectations is not easy. Corporations experience
hindrances in grasping the potential of DT [7]. In practice, the adoption, diffusion, and
development of re-engineered and digitalized processes encounter several barriers [8].
Thus, corporations could underestimate the efforts necessary to drive digital innovations
[9]. When corporations do not recognize and handle these barriers, they will fail to
accomplish their DT potential [10].

Studies that report the factors of failure are less common than those reporting success
factors [9]. Thus, we aimed to address this gap in the literature by focusing on the
factors of failure that could decelerate, halt, or change the DT process. We considered
these failures as barriers [11]. The nature of these barriers, their causations, and related
stakeholders should be recognized to identify the countermeasures required to reduce the
undesirable effects. Currently, only a few of the digital readiness and maturity models
provide advice to overcome these barriers [12]. At the same time, there is a lack of
knowledge of the effects of the advised countermeasures. Hereto, our work is one step
toward a more structured approach. First, we need a sociodemographic perspective on
the perception of barriers to develop stakeholder-specific countermeasures in the next
step. For this contribution, we posed the following research question: How differently
do socio-demographic criteria describe the existence of barriers to digital transformation
in corporations?

In this current study, we look at how barriers are perceived according to company
size, level of responsibility linked with the job role, and the individuals’ ages. Our
work contributes to a wider discussion of differences in barriers in the IS community.
This study evaluates barriers with a structured approach. Thus, it lays the groundwork
for future hypothetical models of influence between the analyzed characteristics. The
present study findings could be used by industrial corporations to plot DT barriers and to
plan effective countermeasures to ensure successful DT based on corresponding socio-
demographic characteristics. Moreover, our results would further advance readiness and
maturity models. With our results, these models can be better adapted to different types
of companies and job roles.

We adopted the following procedures to answer the research problem: The next
section briefly presents related work. The qualitative data collection and research design,
including the coding procedure, are described in the third section. The fourth section
takes up the associations between barriers and participants’ characteristics. The paper
ends with the discussion and conclusion sections, including the study’s limitations.
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2 Related Work

The interest in DT research and practice has enlarged in recent years. Comprehensive
definitions frame DT as “a process that aims to improve an entity by triggering sig-
nificant changes to its properties” [10] using combinations of different technologies.
Other definitions focus on improved offers through digital services and products while
simultaneously enhancing the customers’ experience based on digitizing processes [13].
Specifically, these improvements were linked to value creation, organizational struc-
ture, and distribution of finances [7]. Orchestrating all these improvements leads to high
complexity in DT and, thus, to difficulties in managing its requirements [14]. There
are differences between DT and IT-enabled organizational transformation (ITOT). For
instance, DT defines new value propositions, whereas ITOT backs current propositions
[15]. On the other hand, ITOT is similar to DT in employing digital resources to obtain a
different value creation [16]. As new definitions of value propositions become complex,
the number of barriers increases more in DT than in ITOT. Often, barriers originate in
leadership or environmental factors [9]. Since DT is inevitable, managers should over-
come the barriers to DT. They can reduce these barriers by recognizing the methods to
better integrate physical and digital elements. Further, since barriers to DT are complex,
managers should embrace a holistic DT tactic.

To examine previous study results on barriers to DT, we conducted a systematic
literature review [17]. The review was directed by a search string that included the key-
words “digital transformation” and “barriers” and their synonyms on Scopus, EBSCO,
and AIS Electronic Library services. The search revealed 562 papers (excluding dupli-
cates). After the first screening for relevance and availability of full-text, 148 articles
were identified. After several in-depth qualitative controls, finally, 99 appropriate studies
were determined [18]. The number of studies indicates the significance of the field.

The majority of the literature listed barriers to a specific technology [19]. Certain
studies adopted interpretative approaches and grouped barriers based on internal and
external perceptions [20], whereas others adopted temporal approaches based on short-
term orientation and strategies [21] or different sizes of enterprises [22]. Further studies
were based on more structured approaches that employed interpretive structural analysis
to model inter-barrier dependencies [23–25]. A few studies even presented recommen-
dations for overcoming these barriers. These recommendations were in the form of
solutions or actions to overcome a particular barrier [26]. However, these studies did
not focus on multifaceted interdependencies between barriers and recommendations.
Examples included educational facilities to improve employee know-how [27] or exter-
nal technical expert requirements of IoT implementation with systemic complexities
[28], which lacked the investigation of complex causalities.

Earlier studies that aimed to identify barriers adopted research approaches that
focused on technology-enhanced business models, better customer contact, or opera-
tional organization [29]. Often, these studies possess limited generalizability. There-
fore, we did not focus on specific technologies. Instead, this study aimed to explore
differences between characteristics. Being able to compare these characteristics across
socio-demographic categories allows for distinguishing between specific and general
implications. Thus, our holistic analysis might lead to increased generalizability [30].
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3 Method

To solve the research problem, we collected data through interviews and online surveys.
Thereafter, a barrier model was developed using triangulation [31] in the first stage, and
an analysis of the frequencies of mentions by survey participants was performed in the
second stage.

In the first stage, a triangulation approach was adopted to cultivate a DT barrier
model based on comprehensive data [32] that included a cross-section of two data series
[33]. The first data series was acquired through interviews with specialists involved in or
responsible for DT initiatives in their companies.We conducted 46 semi-structured inter-
views between March 2017 and October 2018 using common interview guidelines. The
participants were recruited through calls to personal and professional acquaintances via
social network platforms.We asked the participants about the DT barriers they perceived
in their companies; they were asked to introduce their companies, the current status of
DT, and potential barriers. We obtained a diversified sample that would allow the most
comprehension [32] by interviewing participants in diverse industries and positions. The
interviewees were employed in the DACH region (Germany, Austria, and Switzerland).

We transcribed the interviews and investigated the transcripts with an inductive
coding approach [34]. The codes associated with the barriers were iteratively aggregated
and revised. Throughout the coding, a socio-technical perspectivewas adopted to capture
a broad range of aspects with the aim of a holistic analysis [30]. These procedures led to
an initial DT barrier model. Table 1 revises the five dimensions and their characteristics
[31].

Table 1. Initial barrier model.

Dimensions Characteristics

Missing skills IT knowledge, information about and decision on
technologies, process knowledge

Technical barriers dependency on other technologies, security (data
exchange), current infrastructure

Individual barriers fear of data control loss, fear of transparency/acceptance,
fear of job loss

Organizational & cultural barriers keeping traditional roles/principles, no clear
vision/strategy, resistance to cultural change/mistake
culture, risk aversion, lack of financial resources, lack of
time

Environmental barriers lack of standards, lack of laws

Next,we triangulated the initialmodel to confirmand improve it.We collected further
qualitative data using an anonymous online survey to achieve this. We recruited 340
participants with the same method employed to determine the interviewees. Although
non-random sampling is a valid procedure for investigating a domain, it could lead
to bias [35]. Thus, further participants from four companies, who responded to social
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network calls, were also included. The random sampling approach was adopted in this
data collection phase. Therefore, a further 185 participants voluntarily finished the same
survey.

Table 2. Questionnaire sample.

Criteria Attribute [Relative share of participants]

Sector Automotive [18%] | Construction [13%] | Finance & Insurance [14%] | Food [7%]
| Information and communications technology [3%] | Mechanical & plant
engineering [9%] | Wholesale [16%] | Other [20%]

Position Manager [6%] | With personnel responsibility [26%] | Without personnel
responsibility [59%] | Other [9%]

Employees >= 1,000 [35%] | 250–999 [17%] | 0–249 [45%] | Not stated [3%]

Age <31 [33%] | 31–40 [20%] | 41–50 [19%] | >50 [17%] | not specified [11%]

Thus, 525 completed surveys were collected with both random and non-random
sampling methods between December 2019 and April 2021. The majority of the partic-
ipants (60%) lived in German-speaking nations. The sample included participants from
European and non-European nations (e.g., Turkey and the US), leading to cross-national
data. From Table 2, we can state the dominance of the automotive sector and SMEs.
Also, most participants do not possess responsibility for staff. Most of them fall in the
youngest age group of under 31.

The survey yielded 1,436 statements on barriers. The survey data were coded with
the deductive approach based on the dimensions and properties determined in the ini-
tial model. Since not all 1,436 statements could fit the initial model, we adjusted and
extended the model [36]. Individually, each author openly coded the 466 non-fitting
statements. Then, we and invited colleagues discussed and aggregated the codes to
determine adjusted dimensions and properties. Thus, we followed guidelines to ensure
trustworthiness [37]. With our improved coding guidelines, all 1,436 statements were
deductively re-coded with the improved coding guidelines. This approach led to a valid
triangulated DT barriers model that included social and technical dimensions [8].

The model included 29 DT barriers divided into seven dimensions (cf. Table 3).
The dimensions broadly cover barriers of missing skills, technology, organizational
misalignment, corporate culture, structuralmismatch, regulatory restrictions, andmarket
restrictions [31].

In the second stage, we analyzed the frequencies of stated DT barriers according
to socio-demographic categories: company size, level of responsibility linked to the
job role, and the employees’ ages using the coded data from the first stage. Company
size is categorized into companies with less than 250 employees (small- and medium-
sized enterprises, SMEs), with 250 to 999 employees (medium to large enterprises,
MLEs), and with more than 999 employees (large enterprises, LEs). In terms of the
level of responsibility, we distinguished between executives, employees with personnel
responsibility (PR), and employees without PR. Regarding the employees’ ages, we
grouped them into younger than 31, between 31 and 40, between 41 to 50, and older
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than 50. Finally, we presented the relative proportions of the respective DT barriers per
socio-demographic category in Table 3.

4 Results

Table 3 shows the results of our study. Horizontally, we distinguish between the different
analysis categories company size, level of responsibility in a company, and employee
age. We did not survey years of professional experience but opted for general experience
through age. Namely, since age includes study time, we considered it a good proxy for
general experience. Vertically, Table 3 shows the identified dimensions and character-
istics, which break down the broad dimension into more specific aspects. Each cell in
the table shows the relative occurrences of a certain characteristic in the statements of a
specific class of company size, responsibility, and employee age.

Regarding the barrier dimensions in general, Corporate Culture and Structural Mis-
match dominate with high frequencies across the different categories. Especially within
LEs,CorporateCulture is perceived asmore of a barrier (27.41%) than inSMEs (21.73%)
and MLEs (22.9%). Looking at the characteristics of Corporate Culture, sticking to the
status quo greatly hinders enterprises. It accounts formore than half of the overall dimen-
sional score. Regarding Structural Mismatch, SMEs and LMEs rank these barriers as
slightly higher (24.17% and 24.66%, respectively) than LEs (22.59%). In particular,
the characteristics lack of financial and personnel resources greatly impact the dimen-
sion Structural Mismatch. SMEs tend to have a slightly higher value regarding financial
resources (9.88%) compared to MLEs (8.37%) and LEs (8.89%). Personal resources
pose a higher problem forMLEs (10.13%) compared to SMEs (7.45%) and LEs (6.85%).
Regarding individual characteristics within dimensions, insufficient training and learn-
ing is the major barrier to the Missing Skills dimension. Interestingly, here MLEs show
the lowest value (6.61%) compared to SMEs (8.97%) and LEs (8.70%).

Within the Technical Barriers dimension, the characteristic deficient IT infrastruc-
ture ranks high among all enterprises (around 11%). SMEs experience more barriers in
being restricted regarding regulations (2.58%). At the same time, they perceive market
restrictions as a smaller problem (3.04%).

Within the level of responsibility category, Structural Mismatch and Corporate Cul-
ture are the dominating dimensions—with frequencies of 41.97%forExecutives, 47.12%
for employeeswithPR, and48.89%for thosewithout PR.Executives and employeeswith
PR score around 22% on the dimension Corporate Culture. At the same time, employees
without PR score higher, with 25.13%.Within the dimension Corporate Culture, sticking
to the status quo is the major characteristic. Here as well, executives and employees with
PR show rather similar results (12.35% and 12.92%, respectively). Again, those without
PR score higher, with 14.08%. In the dimension Structural Mismatch, the characteristic
lack of financial resources sticks out among the other characteristics. Lack of personal
resources is a minor problem among executives (3.70%). Furthermore, regarding Tech-
nical Barriers such as deficient IT structure, executives show a lower frequency (9.87%)
than the other two groups (11.24% and 10.92%).

On the other hand, executives perceive higher Missing Skills (17.27%). They are
especially worried about insufficient training and learning (11.11%), compared to the
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other two groups (8.61% and 8.11%). Executives also perceive a slightly elevated level of
Regulatory Restrictions (2.46%) and a significantly elevated level ofMarket Restrictions
(9.88%).

Regarding age, we split the age groups relatively evenly, with a difference of roughly
ten years. Again, the most prominent dimensions are StructuralMismatch and Corporate
Culture. However, the importance of both dimensions decreases with age increase. For
Structural Mismatch, the values approximately range from 27% to 14%. For Corporate
Culture, the decrease is 4.39% in total (from 25.26% to 20.87%). The categories of lack
of financial resources and lack of personal resources have a major impact on Structural
Mismatch. The youngest age group (under 31) shows the highest perception of a lack
of personal resources (11.13%). The other two age groups (31–40 and 41–50) show
a rather similar perception (8.87% and 9.41%, respectively). The age group above 50
shows the lowest level of concern regarding personal resources (6.43%). Regarding lack
of personal resources, the youngest and the oldest age groups have a rather similar view
of this barrier, giving it low importance (6.64% and 4.02%, respectively), whereas the
middle age groups seem to value it as a more important problem (10.92% and 8.71%).
Within the Corporate Culture dimension, again, sticking to the status quo is the major
obstacle. Interestingly, younger employees see this as a bigger obstacle, resulting in a
frequency of 17.34%. This differs by nearly 9% from the frequency of the group with
the lowest perception, the age group 41–51 (8.36%). On the contrary, the age group
41–51 views diffuse fears and insecurity as more important (9.41%). Further, across the
age groups, insufficient training and learning are considered a major characteristic of
the dimension Missing Skills (ranging from 7.67 to 9.22%). The problem of deficient
IT infrastructure is the major obstacle of the Technical Barriers dimension according to
all age groups. Especially in the age group above 50, the frequency shows a high value
of 13.25%. For the overall Technical Barriers dimension, the observations increase with
age—from 13.49% for the youngest age group up to 21.68% for the oldest. When it
comes to market restrictions, the age group above 50 shows a rather high rate of concern
(6.02%).

5 Discussion

The results reveal a strong impact of the barrier dimensions Corporate Culture and
Structural Mismatch across all three categories.

When it comes to LEs, they tend to see Corporate Culture as the most fundamental
barrier.Compared toStructuralMismatch,CorporateCulture ismore informal andharder
to change the larger the organization is. Especially within a DT journey, companies face
a higher demand for change. Often, changes meet heavy opposition and vanish over
time. To cope with cultural change, scholars recommend a reflexive approach requiring
consistency and expressiveness [38]. In contrast, structural mismatch takes up the more
formal organizational aspects of a company, which can be described through policies
or procedures. It seems to be less of a barrier for LEs than for SMEs and MLEs. The
reason can be found in hierarchical structures: in general, LEs tend to have stricter
hierarchies than SMEs. Formal tools like Balanced Scorecard support the management
of organizational structures [39] and were adopted in a DT setting [40]. Interestingly, the
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Balanced Scorecard has the potential to provide a double-loop learning [41]. Meaning,
managers can enhance their mental models of the business system, which entails the
corporate culture. Thus, even if culture is seen as amore informal and structuralmismatch
as more formal, these aspects cannot be treated separately from each other.

Previous research indicates a lack of financial resources is hindering SMEs [42],
which is confirmed in our study, showing it is more of a hindrance in SMEs than LEs.
Often, LEs are publicly listed, which gives them a larger pool of financing possibilities.
Surprisingly, the lack of personal resources scores higher in MLEs than in SMEs, which
also struggle when it comes to human resources [43]. At the same time, MLEs perceive
less hindrance from insufficient training. This could be an indicator that MLEs are more
proactively educating their workforce to make up for shortcomings in the labor market.
LEs could avoid a lack of personal resources by applyingmore financial resources.MLEs
could attract talent with a more personal work environment and individual career paths.
For SMEs, legal regulations are harder to track due to a lack of resources [44]. Often,
they operate more locally or are active in single markets [45], giving them slightly better
means to cope with market regulations.

For the category level of responsibility of the participants, there are slight differences
in the degrees of perception between executives, employees with RP, and those without
RP regarding the barrier dimensions Corporate Culture and Structural Mismatch. Ana-
lyzing Corporate Culture, employees without RP see it as a greater problem, whereas
the executives and employees with RP share a similar, slightly lower level of concern. It
is the executives’ and employees with RP’s responsibility to shape the corporate culture
[46]. If the barrier is of more importance to employees without RP, it could indicate that
reflexive learning [38] or double-loop learning [39] is not implemented well enough.
When it comes to Structural Mismatch, there is a greater overlap between employees
with RP and those without. If we interpret structural mismatch as a representation of
the more formal organization, it becomes clear that executives bother less about these
issues. This is especially visible through their low concern for the lack of personnel
resources. Here, their approach might be to just contract the workforce needed or dele-
gate it to the human resources department [47]. Instead, executives experience elevated
barriers in questions regarding regulations, especially market regulations, as their task
requires a strategic perspective [48]. In addition, technical barriers are out of scope for
the executives, which is natural considering their responsibility within companies [49].

Moreover, within the category of age, both Corporate Culture and Structural Mis-
match score high. Interestingly, both dimensions decrease with age. We did not survey
the duration of the actual employment of our participants. Nevertheless, the decrease
could be a strong indicator that elderly and more experienced employees have adapted
better to problems in these two dimensions. As the culture influences employee commit-
ment [50], elderly employees are exposed to this influence longer. In contrast, younger
employees may see a stronger conflict between their own culture and their career goals
in the formal structure in which they experience a mismatch. Generation Z employees
in particular should be given a realistic job preview to manage their expectations [51].
A reverse trend can be seen for Technical Barriers, which are rather low for younger
employees and high for elderly employees. However, the groups are rather even when
it comes to insufficient training and learning. We could expect higher values for the
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elderly group here, as more training and learning could help in lowering the perception
of insufficient IT, especially as age has proven to be a contextual moderator impacting
the relationship between skills and training and DT [52].

Although the age group 50+ perceives a low StructuralMismatch, their perception of
Organizational Misalignment is much higher. In this dimension, more strategic aspects
are present. The high perception of Organizational Misalignment might be connected to
the elevated view of Market Restrictions. Their experience helps them see problems in
the market, which in turn is connected to organizational misalignment. This approach
is considered the market-based view [53]. For companies, the ability to notice market
restrictions is major. Further educating the age group 50+ and fostering technical capa-
bilities could be an important step to balancing market- and resource-based views [54].
It is important to keep in mind that age might correlate with the level of responsibility;
age and experience often lead to higher responsibility.

In general, across all categories, IT infrastructure is seen as an obstacle at roughly
the same rate, around 11%. Thus, it stresses the claim that DT is about human barriers
[55].

6 Conclusions and Implications

Regardless of the size of a company, the position or age of an employee, corporate culture,
and structural mismatch are perceived as major barriers to DT. Thus, by conducting this
study, we can generalize the independence of these barrier dimensions from the socio-
demographic factors. It leads to the conclusion that culture and structure are universal
problems within a huge range of companies. Further, our results support the claim that
DT is not a technical problem [55], as these barriers are perceived as relatively low but
consistent across the different categories. Our results confirm a rather distinct perception
of barriers between the age groups under 31 and above 50. This aspect shows that having
a diverse workforce can be an asset, especially when it comes to the ability to recognize
and solve different barriers.

We conducted a qualitative content analysis [56] by coding open statements fromdata
collected through a survey. Thereafter, we descriptively calculated frequencies to explore
the results on an aggregated level. The coding procedure might pose problems regard-
ing validity. For instance, other researchers might set up the dimension and categories
differently. However, we can ensure a high level of validity through our triangulation
approach and the huge number of statements we used in this study. We were expecting
more variation in the frequencies; nevertheless, 29 characteristics will automatically lead
to smaller frequencies than fewer characteristics. Indeed, our work covers a broad range
of aspects.

For further development, we see more work regarding the interrelations between
different barriers as important. We hypothesize that an interrelation between market
restrictions and organizationalmisalignment exists. Further, our results show a rather low
perception of the importance of DT roadmaps with executives. This finding might need
further exploration, as other scholars stress the importance of this task at the executive
level [57]. Even more essential is further research on overcoming barriers to DT, as
the most common corporate countermeasure is avoidance or implementation of ad-hoc
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solutions [9]. The combination of barrier characteristics and perception categories could
be the groundwork for exploring which countermeasures could be applicable for which
type of company, for which type of responsibility, or for which type of employee age.
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Abstract. Sustainability has become an important goal of business model inno-
vation for managers and researchers alike. Nonetheless, we do recognize a strong
focus on the carbon footprint. Since sustainability consists at least of the three
dimensions economy, ecology and social, we provide a structured literature review
on the dimension researchers andmanagers doworkwith. In a first stepwe develop
a framework of sustainability dimensions researchers have provided the literature
with. In the second step we search the literature for cases of sustainable business
model innovation and analyze the results with the framework of sustainability
dimensions. A main finding is, that companies from our sample of cases generally
long for more than one SDG. This article provides a collection of very recent case
studies of SBMI.

Keywords: Sustainable Business Models · SDGs · PRISMA · Case Studies

1 Introduction

The 26th UN Climate Change Conference in Glasgow emphasized the important role
of businesses in sustainable development [1]. Sustainable development is transforming
business priorities, requiring them to integrate societal and environmental goals into
their mission [2]. This is driven by four main factors: 1) their significant contribution to
global problems, 2) their crucial role in addressing challenges, 3) stakeholder pressure
[3], and 4) the potential for competitive advantage embedded in sustainability.

To integrate sustainability, businesses continually engaged in sustainability-related
initiatives [4] and included sustainability as a performance measurement [5]. Businesses
invested towards compliance with International Organization for Standardization (ISO)
standards, engagement in corporate social responsibility (CSR) activities, shared value
creation (SVC), shared value initiatives (CVI), sustainable development (SD), and sus-
tainable business model innovation (SBMI) [6]. Further, businesses are measuring their
performance using the framework introduced by Elkington [7], reporting on economic,
environmental and, social dimensions.
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Both business leaders and scholars are increasingly experimenting with business
models aiming to address sustainability challenges [8] and are turning towards sustain-
able business model innovation. This is often referred to as innovation for sustainable
business models [2]. Sustainable business models put sustainability at the core of the
business strategy, which then “shape[s] the driving force of the firm and its decision
making” [9].

Although businesses are engaging in sustainability, the progress toward sustainable
development has been slow [10]. Even though a rising number of businesses are focusing
on sustainability and social responsibility and showcasing their positive impact on the
environment and society, the global community is still falling short of achieving sustain-
able development goals (SDGs) [11]. Research shows that businesses have a tendency to
focus solely on carbon footprint and neglecting other aspects of sustainability, and call
for a holistic approach to sustainability integrating economic, environment and social
aspects [12].

This paper reviews the current state of research on SBMI and its connection to
sustainability pillars and the UN SDGs. A literature review analyzes case studies on
companies’ SBMI efforts to address sustainability and the SDGs. Specifically, we focus
on identifying the sustainability pillar andSDGscase companies focus on andwhatSBMI
patterns they follow in their efforts to address sustainability and SDGs. Therefore, this
study addresses the following research question (RQ) with its three sub questions:

RQ: How do practitioners pursue sustainability and SDGs through sustainable business
model?

– What pillars of sustainability are aimed at?
– What SDGs are being focused on by the investigated companies?
– Which countries and industries are the investigated companies from and which

patterns of SBMI they apply ?

This paper contributes to the existing research and business practitioners in multiple
ways. For example, with a framework that includes SBMI, pillars, SDGs and business
model types, the related industry as well as the country is presented for further re-search.
Furthermore, it shows that existing companies do not focus exclusively on the CO2
footprint in terms of sustainability. For practical application in companies, a collection
of current case studies is also presented, which could serve as motivating examples.

This article is structured as follows. The following section discusses the theoretical
background focusing on key relevant concepts. In Sect. 3, we thoroughly present our
literature reviewprocess, elaboratingon the screeningprocess and analysis of the selected
research papers. In Sect. 4, we present our main findings. The discussion of our findings
and concluding remarks are presented in Sect. 5.
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2 Theoretical Background

2.1 Sustainability and Sustainable Development

Sustainable development has become the central focus of nations, businesses, non-
governmental organizations, and societal and environmental activists [13]. It is con-
sidered a fundamental shift toward understanding the relationship between humanity,
society, the environment, and economic growth [14]. The increasing world population,
changes in consumption behaviors, inequality, poverty, and depletion of the ecosystem
represent the world’s critical challenges, which make sustainable development a priority
[15].

The concept of sustainable development is highly contested and attracts multiple
meanings and interpretations [13, 14]. The first official and most common definition
of sustainable development is from Brundtland Commission [16]. In the Brundtland
Commission report (1987), sustainable development was defined as “development that
meets the needs of the present without compromising the ability of future generations
to meet their own needs.” [17] This is a broad and ambiguous definition. Giddings and
Hopwood [13] claim that ambiguity of the definition may be intentional as it could
potentially result in the broader acceptance of the concept.

The sustainable development concept has multiple dimensions, among which eco-
nomic, environmental and societal are most widely discussed [18]. Brundtland’s def-
inition of sustainable development incorporates economic, environmental and social
as the “three main aims of sustainable development” [19]. Sustainable development
helps bring to light the interconnection between economic, environmental and social
dimensions and reconcile their differences and trade-offs [13].

Economic Sustainability. Historically the economic dimension of sustainability has
been prioritized over societal and environmental ones. [13] That is mainly based on
Friedman’s argument [20] that a firm’s sole responsibility is maximizing economic prof-
itability for shareholders, not society or the environment. The economic dimension of
sustainability focuses on the profitability, financial resilience, stability, and long-term
viability of the business.

Environmental Sustainability. Even though a relatively young concept, various def-
initions of environmental sustainability are found. Goodland [21] provides a short but
broad definition saying that environmental sustainability refers to the “maintenance of
natural capital.” Sutton [22] defines environmental sustainability as the “ability to main-
tain things or qualities that are valued in the physical environment, [which] includes the
natural and biological environments.”Building on the definition of sustainable develop-
ment provided in Brundtland Report, Morelli [23] defines environmental sustainability
as “meeting the resource and services needs of current and future generations without
compromising the health of the ecosystems that provide them.”

Social Sustainability. Social sustainability was introduced relatively late in the sus-
tainable development discussions [24], but it quickly became a priority. The broadness
of the definition of sustainable development provided in the Brundtland Report, includ-
ing people’s needs and the environment as part of economic development, served as the
basis for the development of social sustainability within the sustainable development
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agenda [25]. Although there is no unified definition of social sustainability, a common
definition is the one developed by Polèse and Stren [26]: “[…] development (and/or
growth) that is compatible with the harmonious evolution of civil society, fostering an
environment conducive to the compatible cohabitation of culturally and socially diverse
groups while at the same time encouraging social integration, with improvements in the
quality of life for all segments of the population.” This definition confirms that social
sustainability addresses a wide range of social concerns, such as diversity, cohabitation,
equity, and safety.

2.2 Sustainable Development Goals

On September 2015 United Nations proposed 17 SDGs aiming “to end poverty (eco-
nomic sustainability), protect the planet (environmental sustainability), and ensure pros-
perity for all (social sustainability)” [27]. To achieve these goals, UN has presented a
2030 agenda, which includes specific targets and indicators for each SDG1. This agenda
applies to a wide range of stakeholders such as governments, business community, and
civil society, and calls for action to engage toward a more sustainable world [28]. The 17
SDGs are interlinked to address the three pillars of sustainability. Most of the SDG are
multidisciplinary as many of the goals address two of the three pillars of sustainability,
while only a few of them address all three [27].

2.3 Business Models and Sustainable Business Model Innovation

Business models as a term has been widely accepted and used among scholars and
business practitioners. It refers to the logic of a company that creates, delivers, and
captures value [29]. Business models explain how a company operates by elaborating
on the value proposition, processes performed, resources employed, and profit formula
[30].

Business models are a source of innovation and play a crucial role in addressing sus-
tainability and SDGs. Existing research finds business model innovation more effective
in addressing sustainability compared to other sustainability initiatives. Sustainability
can be incorporated in all building blocks of a business model by including sustainability
aspect into value proposition, value creation and delivery, and value capture [31]. Further,
business model innovation can lead to digital business models, which help businesses
address sustainability by incorporating digital technologies [32]. As such, sustainable
business model innovation has emerged as a research stream and has gained momentum
in recent years [28].

To accelerate development and innovation of sustainable businessmodels it is impor-
tant to understand different archetypes of sustainable business models [38]. Bocken
and Short [38] recognized eight sustainable business model archetypes grouped in
three categories: technological, social, and organizational. Under technological are three
archetypes: maximizing material and energy efficiency, creating value from waste, and

1 A detailed list of the goals, targets, indicators, and actions is presented in UN’s official website.
https://sdgs.un.org/goals.

https://sdgs.un.org/goals
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substituting with renewables and natural processes. Under social are three archetypes:
delivering functionality rather than ownership, adopting a stewardship role, and encour-
aging efficiency. Under organizational are two archetypes: repurposing for society and
environment and developing scale up solutions.

Researchers have identified multiple business model innovation patterns for sustain-
ability. Lüdeke-Freund et al. [33] have identified 45 patterns to support innovation of
sustainable business models. Those patterns are grouped based on multiple dimensions,
including revenue and pricing, financing, eco-design, circularity, supply chain, and other
patterns.2 [34].

Figure 1 shows the context in which this article is situated and provides an overview
of the relationship between the terms described above and portrays them in their logical
connection.
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Fig. 1. Context and overview

The SDGs are assigned to the respective pillars and form the three pillars of the
SBMI.

3 Methodology

To answer the question of how practitioners pursue SBMI we rely on secondary data.
The scientific literature on the topic was searched for case studies of real companies
longing for sustainable business models and business model innovation. Therefore, we
rely on the methodology of PRISMA3 which is generally accepted and partly demanded
by the scientific community [35]. The PRISMAprocedure consists of three overall steps.
Those are identification, screening and working with the included articles. Starting with
the identification we worked with the scientific databases Scopus and web of science.

2 For more details read F. Lüdeke-Freund, H. Breuer, and L. Massa, Sustainable business model
design: 45 patterns, Berlin, 2022.

3 For further information see PRISMA’s official website in www.prisma-statement.org/.

http://www.prisma-statement.org/
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On the 17th of October 2022 we conducted the search.4 Our procedure is summarized
in Fig. 2.

Studies identified from: 1333 

Databases (n = 2) 

Studies removed before screening: 

Duplicate records removed 

(n = 159) 

Studies screened 

(n = 1174) 

Studies excluded from 
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Fig. 2. PRISMA flow diagram

After excluding duplicates, we ended up with 1174 papers for further screening.
Following Mio et al. [36] we excluded articles from before 2015. Thus, we were left
with 1026 articles for screening. We decided to look for articles, which directly show
a focus on business models or business model innovation having sustainability goals
which are described or analyzed in case studies of real companies. Therefore, the abstract
needed to include the terms business model or business model innovation, case study,
and sustainability or more specific pillars or goals belonging to sustainability for being
selected. Additionally, the given terms needed to be connected logically in the sense
of our article and its research question. To prepare for an independent review of three
reviewers, we went through the first ten articles together to secure the same mutual
understanding of our screening rules.

4 Research Strings used in the analysisTS= (“business model*” AND sustainab* AND innovat*
AND (case OR “case stud*”)) (728 results on web of science) & TS = (“business model*”
AND sustainab* AND innovat* AND (case OR “case stud*”)) (805 results on scopus).
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As a result, we found 366 articles that are suitable for the purpose of this article. After
that, we checked the importance and the feasibility of our approach, and we focused on
the latest 100 articles.

For the analysis of the articles, we chose to focus on the pillar of sustainability,
more specifically the SDGs for each pillar, the industry of the companies in the case
studies as well as the country and the pattern of business model that they use plan to
use for their sustainable business model innovation. For the pillars of sustainability, we
used economy, ecology and social. As possibilities for the SDGs, we selected the listing
of Lozano and Huisingh with nine to 14 possibilities for each sustainability pillar like
“Operations: Noise” or “Internal Stakeholders: Employees’ human rights” [37]. The
possible industries are listed by the European Commission for a start and are added on
during the analysis. Examples are biotechnology and tourism. As patterns for business
models, we chose the proposition of Sinkovics et al. (2021), which are circular business
model, sustainable business model, lean and green business model, product service
system, social business model, integrative business model and bottom of the pyramid
business model [38]. Reading the selected papers results in 24 more exclusions. Those
articles do not fit this work’s focus for reasons like the analysis of an industry, a region
or a project but not a company, not enough or no detailed information on SDGs, or not
about a real company. For the remaining articles, we differentiate between the ones that
give us clear information about a single or several companies and their SDGs plus the
additional informationwe are aiming for with this article.We focus on them in the results
section. The remaining group of articles contain quite often complex multi-case studies
from which we hardly find our information of interest assigned clearly to companies.
On those we rely on additional examples, but we do not take them into account when
giving numbers about categories of our results.

4 Results

In the case studies from our analysis the companies stem from all over the world. Starting
with Europe, e.g. from Poland [39], Italy [40] and Switzerland [41], over Asia, e. g. from
China [42], India [43] and Thailand [44], South America, e. g. from Brazil [45], and
Afrika, e. g. from Burkina Faso [46], and North America, e.g. Canada [47]. We do find
an interest of companies in sustainable development documented recently by researchers
from nearly every inhabited continent. 26 of the articles we found present companies
with a focus on European companies. 15 are set in Asia and six in South America.

Concerning the industries that our case study companies operate in; we also see
a diverse picture. Examples of the industries are energy [39], raw materials, minerals,
and forest-based industries [46], tourism [48], the automotive industry [49], construction
[50], health [51], cosmetics [52], logistics [53], food and drink industry [54] and textiles,
fashion, and creative industries [55].

In our analysis we do not find articles with case studies of companies focusing
specifically and only on their carbon footprint concerning the three sustainability dimen-
sions. We additionally came across articles focusing on two or even three sustainabil-
ity pillars. That, in a very general sense, means that at least some companies, same
as researchers, work with a comprehensive approach for sustainability in their value
creation and capture.
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Companies focusingmainly on one sustainability pillar, according to the case studies
we chose to analyze, are, contrary to some expectations, not only focused on reducing
their carbon footprint, or, in the case of our SDGs, on “operations: emissions and effluents
including greenhouse gases”. In three cases we do find hints for e.g., the pillar of ecology
in, they aim for better operations concerning energy [56] or energy and production [39]
and wastes and recycling as well as on supply chain improvements [40]. Two out of
three of those cases rely on circular business models to reach their goals. For the third
one we assigned the pattern of a sustainable business model.

The cases inwhichwe find companies aiming for two sustainability pillars all include
the economic pillar. This pillar is paired with the ecology pillar in 19 and eight with the
social pillar of our most fitting articles. The combination with the ecological pillar
includes SDGs such as “earnings, value creation, and shareholders” and “operations:
wastes and recycling” for a circular business model [57], “earnings, value creation,
and shareholders”, “operations: co-efficiency and cleaner production” and “operations:
products and eco-products” in a lean and green business model [58], “earnings, value
creation, and shareholders”, “operations: eco-efficiency and cleaner production” and
“land use and remediation”with a product-service systembusinessmodel [59] and others
with the generally with the same type of business models. The examples of our article
setting with the combination of the economic and the social pillar so include SDGs like
“operations: energy” and “external stakeholders: supply chain” in a sharing economy
business model [60], “market presence”, “external stakeholders: products” and “internal
stakeholders: employees’ wages, work hours and benefits” in a bottom of the pyramid
business model [61]. More social SDGs we find are “external stakeholders” in a social
business model [62], “external stakeholder: supply chain” in a product-service system
business model [54], “operations: production” in a product-service system business
model [63] and “external stakeholders: communities” and “activities pertaining to or
connecting internal and external stakeholders: health and safety” in a social business
model [64].

The 20 cases in which we find evidence for all three sustainability pillars usually
rely on a sustainable business model by the latter’s definition. Examples of the SDGs
we found evidence for, are “operations: emissions and effluents including greenhouse
gases”, “activities pertaining to or connecting internal and external stakeholders: health
and safety” and “external stakeholders: supply chain” [46], “earnings, value creation,
and shareholders”, “operations: products and eco products” and “external stakeholders:
products” [41], “earnings, value creation, and shareholders”, “operations: water and
wastewater treatment” and “internal stakeholders: employees’ development, training
and education” [42], “earnings, value creation, and shareholders”, “operations: products
and eco-products” and “external stakeholders: communities” [44, 65], “earnings, value
creation, and shareholders”, “operations: emissions and effluents, including greenhouse
gases” and “external stakeholders: supply chain” [45]. Additionally, a circular business
model with “operations: eco-efficiency and cleaner production”, “operations: emissions
and effluents, including greenhouse gases” and “operations: products and eco-products”
is found [48].
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Table 1 shows four selected examples of our research.

Table 1. Selected examples of our research

[Reference] Main sustainability
Pillar(s)

Examples of
detected SDGs

Examples from the
articles

Industry +
Country

Business Model

[56] ecologic (and
economic)

operations:
energy,

“Value
propositions[: …]
ecological
application
activities […]
energies off-shore
wind-farm”

energy, Italy circular business
model

[57] economic, ecologic earnings, value
creation, and
shareholders and
operations: wastes
and recycling

“REDUCE […] the
content of plastic in
packaging […]
REUSE […] of EPS
[…] RECYCLE […]
Of bio compostable
plastic”; “…it
points at our future
growth and new
business.”

packaging, Europe
e.g., Italy

circular business
model

[61] economic, social market presence,
external
stakeholders:
products and
internal
stakeholders:
employees’
wages, work
hours and benefits

“…HPS took
advantage of its
initial frugal
socio-technical
configuration to
serve BoP markets
driven by economics
of scale…”

energy, India bottom of the
pyramid business
model

[42] economic, ecologic,
social

earnings, value
creation, and
shareholders,
operations: water
and wastewater
treatment and
internal
stakeholders:
employees’
development,
training and
education

“National
Environmental
Excellence
Enterprise Award
was presented to
HXW for
establishing a green
sewage treatment
model, achieving
maximum pollutant
removal without
affecting the life of
surrounding
residents.”

water treatment,
China

sustainable
business model

It contains the main sustainability pillars, examples of the detected SDGs, examples
from the articles, the industry and country of the company as well as the business model
of the company.
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5 Discussion and Conclusion

Sustainability is an important goal that has already arrived in business practice. This
is of particular importance in order to achieve the goals set by the 26th UN Climate
Change Conference. Based on case studies from the literature, a brief overview of the
actual application of sustainable business model innovation could be given in this article.
Contrary to our expectations including a slow and one-dimensional development to
increase sustainability in business model innovation by reducing their CO2 footprint
we find a lot of multi-dimensional cases with several SDGs being successfully aimed
for. The companies in our exploratory sample of articles are based on all inhabited
continents, except from Australia where we have no evidence. They also belong to
a number of different industries; thus, we cannot draw a conclusion to exceptionally
sustainable industries from our small sample of cases. With a focus on a first set of 100
articles after screening and for an exploration of our research question, we did find a
heterogeneous picture, not numerous enough for significant correlation calculations. A
set of ten in-depth cases for a qualitative and deeper analysis might have been valuable
to explore the research question with case study approach in a brief journal article as
well. However, what we do find with our analysis, is that companies from the chosen
sample generally long for more than one SDG. In some cases, especially of companies
with evidence for all three sustainability pillars, we recognized more than three SDGs5,
which exceeds the planned capacity of our analysis table for the latter.

This research about the actual sustainability of companies might be biased since
we were explicitly looking for sustainable business model innovation which we found
documented by other researchers with analytical frameworks for sustainability. We do
not relate them with other companies, following only more traditional economic goals.
And the authors of our case studies might also have documented a positive interpretation
of the companies’ sustainability approaches possible exceeding their actual strategies due
to their analytical framework looking for sustainability. Nonetheless, we can state that
multi-dimensional sustainability cannot only be found in research but also in practical
business models.

Further research could add to our article by broadening the scope of the cases to
develop quantitative insights including correlations from sustainability pillars and SDGs
to the type or pattern of business models, the industries and the countries that the com-
panies operate in. Additionally, SDGs and innovation drivers might be correlated with
the type of ownership the company’s operate in.
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Abstract. The digitization of teaching at universities has increased significantly
in recent years, with online and hybrid courses becoming more popular. These
formats allow students a high degree of autonomy, but also require them to work
independently and organize themselves. However, students often lack these skills.
Learning analytics (LA) evaluations, provided as dashboards, can help students
to continuously monitor their learning progress and compare themselves to their
peers. Nevertheless, the student perspective has often been underrepresented in
LA research. There is also a lack of standardized knowledge and processes for
implementing LA and making LA information available to end users. This paper
aims to develop and evaluate a LA dashboard for a university course based on the
requirements of the students, using data from a university’s learning management
and examination system. Three dashboard versions are designed and evaluated
quantitatively and qualitatively in a study with 114 participants. The results will
be discussed, along with limitations and potential future research directions.

Keywords: Learning Analytics · Dashboards · Information Design

1 Introduction

The digitization of teaching at universities has developed rapidly in the last decade,
also due to the Covid-19 pandemic [1]. In addition to traditional in-person teaching,
online teaching formats, both synchronous and asynchronous, are becoming increasingly
common, as are forms of hybrid teaching, in which students are taught partly online and
partly face-to-face. Online and hybrid courses are characterized, among other things,
by the fact that they allow students a high degree of autonomy [2]. Students work
autonomously ononlinematerials, such as texts, videos and assessments, and canmanage
their time flexibly. However, this type of learning requires that students are able to work
independently and organize themselves. In practice, though, these skills are often not
sufficiently available [3, 4]. In addition, online-only teaching formats, as often used
during theCovid-19 pandemic,may cause students to feel isolated and lonely [5]. Lack of
motivation and higher dropout rates can be a consequence [5, 6]. Learning analytics (LA)
evaluations canbeused to help students continuouslymonitor their own learningprogress
and compare themselves to their peers [7]. LA can be defined as “the measurement,
collection, analysis, and reporting of data about learners and their contexts, for purposes
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of understanding and optimizing learning and the environments in which it occurs” [8]
(p. 32). The data is collected from student interactions with the online portals, such as
the learning management system (LMS) [9, 10]. Based on descriptive and predictive
models, the data is then processed and made available to users in real-time or delayed,
with the aim of supporting student learning [11]. LA reports are usually provided to
students in the form of LA dashboards (LADs), to provide an easy access and to help
students understand their data better with the help of visualizations [12, 13].

Students are both the primary data providers and the primary users of LADs, and it is
therefore especially important to consider their demands in the design process. This can
increase motivation, satisfaction and commitment when using LADs [5]. However, the
students’ perspective has so far been underrepresented in research [12]. In addition, there
is a lack of overall standardized knowledge and processes to implement LA [11] and
to make the information available to end users [14]. The goal of this paper is therefore
to develop and test an LAD for a university course together with students based on
their requirements. In doing so, we will address the following research question:Which
information and functionalities should be included in an LAD and how could an LAD
be designed? For this purpose, the students’ requirements, which have already been
identified in an explorative studywith 139 participants [15],will be briefly presented first.
Thereafter, a data base using the LMS and examination system of a German university
is created in the form of a data mart. The data is used for the development of three
dashboard versions, which are later evaluated quantitatively and qualitatively in a study
with 114 students. In the quantitative evaluation the System Usability Score and the
Short Visual Aesthetics of Websites Inventory are used.

As this paper examines the intersection of LA and information design, the paper
begins by providing an overview of these concepts in Sect. 2. Section 3 details the
requirements, the process of collecting and preparing data, as well as the development of
three dashboard versions that are designed to meet the needs of students. The evaluation
method and results of the study are presented in Sect. 4. The analysis and interpretation
of the results are discussed in Sect. 5. The final Section provides a conclusion, that
includes the limitations of the study and suggests areas for further research.

2 Theoretical Foundations

2.1 Learning Analytics

The increasing adoption of online learning has many benefits and was without alterna-
tive during the Covid-19 pandemic, but it also leads to new educational challenges
[16]. Online learning relies on a more independent learning model that contradicts
widely accepted socio-constructivist theories of learning [17]. Studentsmay feel isolated
because of the reduced contact to their peers and teachers [5]. Some feel disoriented in
the online space, can get overwhelmed by the large amount of learning materials or lose
track of their own performances [5, 6]. This may result in a loss of motivation, poorer
academic performance, and higher dropout rates [5, 6]. At the same time, online learn-
ing creates vast amounts of educational data, that could be used for LA with the aim
of easing some of the problems mentioned above. The student data can be divided into
three categories: Socio-demographic data, previous academic data and learning activity
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data [10]. Socio-demographic data contains information about the students themselves,
such as their age and gender. The previous academic data includes past academic perfor-
mances, like standardized test scores, grade point averages (GPAs), and the number of
credit points. Interactions of students with the content in LMS, or their communications
with peers and teachers, can be summarized in the category of learning activity data [9,
10]. Other sources of data, such as social media platforms, can also be used to expand the
LA dataset. LA data can be analyzed in a variety of ways. Analyses include descriptive
modeling of the current state and predictions of the future state [11] for individuals, as
well as on a course level or on a departmental level [8].

LA can support students and teachers to self-reflect, provide an overview of current
strengths and weaknesses, improve teaching and learning methods, and give students
orientation as well as a sense of belonging [8, 11, 18]. Although many more promising
benefits of LA have been shown in literature, there are some challenging aspects of
implementing LA in practice [11, 19]. Many ethical concerns have been raised [20]. LA
could invade students’ privacy [10], or be used for analyses (later on) that students never
actively agreed to [21]. Universities need to address issues such as consent, data privacy
and security, length of data retention, and access to data [5, 19]. Another problem is the
integration of the various structured and unstructured data, since LA data usually come
from several different data sources. The universities’ systems aremostly not designed for
LA purposes and they are often not interoperable [19]. The systems are often managed
by different departments. As a consequence, the data integration and cleaning is complex
and can result in a loss of data [11]. There can also be issues concerning the quality of
the data. Cross-university comparisons tend to fail due to the lack of standardized key
indicators [19]. For universities, the collection and preparation of data thus represents
an enormous effort, which is associated with high costs [11, 19].

2.2 Dashboard Design

Dashboards are a key tool in Business Intelligence (BI) [22], that provide visual repre-
sentations of important information to help users make informed decisions [13]. There
are several important aspects to consider when designing a dashboard, including their
functional scope, scope of the information, and the visual representation [13]. The func-
tional scope of a dashboard depends on its intended use, as it can provide warnings or
recommendations for action, as well as more detailed information through drill-down
functionalities and mouseover effects [13, 23]. It is important to find a balance between
providing enough functionality to be useful, but not somuch that it becomes overwhelm-
ing for users. The scope of the information presented on a dashboard is also important,
as it determines how users perceive and use the information system and the tasks asso-
ciated with it [24]. If users cannot understand or interpret the information, it can lead to
incorrect decisions [25] and frustration [26]. It is therefore crucial that dashboards are
designed in a way that is clear, concise, and easy to understand. A dashboard should
offer enough information for users tomake informed decisions, but not provide toomuch
information, as users might feel distracted or confused. In terms of visual representation,
there are many design options to choose from, but there are no strict guidelines to follow.
However, the way information is presented can significantly impact how it is understood
and used by users [13, 27]. Factors such as the use of color, font, and the arrangement
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of elements can influence user behavior. There are some general recommendations for
visualizations, such as using bar charts rather than pie charts, and using color to high-
light important information [28]. When it comes to LADs, the information presented
often includes resource usage, time spent in the LMS, assessment data, and comparisons
between students [23]. When creating LADs, it is necessary to assure that students with
no prior knowledge of analytics and reporting can benefit from the data. LADs should
offer clear insights on how to improve student learning and should be designed to be
transparent so that students are able to understand how their data are being used [5].

3 Development of a Learning Analytics Dashboard

3.1 Requirement Analysis

In order to create an LAD for students, the requirements for such a system have to
be defined first. The requirements are based on an exploratory mixed-method study
with 139 students of a BI course at a German university [15]. The course was taught
in a hybrid format, which means that students were given access to learning materials
through an LMS and participated in face-to-face activities that included group work
and case studies using current software. The study consisted of two parts: An online
questionnaire and a task in which participants were asked to create their own LAD in
Tableau using a synthetic data set. The dashboards were analyzed according to their
functional and informational scopes, as well as their visualizations (see Table 1).

The findings revealed that 84% of the participants wanted an LA dashboard for
their courses, with the desired functions being the ability to compare their performance
to that of other students, forecast final grades, receive alerts about potential threats
to passing the course or achieving personal goals, and receive recommendations for
elective subjects or additional courses. The majority of participants also asked for the
opportunity to monitor their own learning progress and proposed additional functions
including lists of typical mistakes, and countdown timers for due dates. The majority
of students preferred regular updates of LA data, with self-assessment results, midterm
exam scores, and homework exercise scores ranking as its most crucial components.
The information used on the dashboards was mainly academic and learning activity
data. Socio-demographic attributes were largely rejected. Tables and bar charts were the
most commonly used visualizations. The most frequently used colors were blue, red,
green, yellow, and orange. Green or blue were used to present good performance, while
yellow or orange were used for average and red for bad performance [15].

3.2 Data Collection

The data for the creation of the dashboards for this paper was sourced from two different
systems at the university, the LMS (StudIP) and the examination system (HISinOne). In
order to evaluate the student data, an Oracle Structured Query Language (SQL) server
was established and the provided data was imported. A data model was created, which
comprises 12 tables, containing a total of 56,155 data entries, related to 155 students
enrolled in the BI course. All of these students gave their explicit written consent for
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Table 1. Requirements for Learning Analytics Dashboards

Category Meta-Requirements Specific Requirements

Functional Scope Performance
Notifications and Hints

Display of students’ individual
performance Display of
comparisons to peers
Analyses based on topics Prediction
of final grade Possibility for
self-input Summary of common
errors Alerts to warn students if
“at-risk”
Recommendations for other courses
Countdown for deadlines
Notifications
Daily updates of data

Scope of Information Demographic Data Academic
Data
Learning Activity Data

Name GPA
Credit points Number of semesters
Self-assessment scores Exercise
scores Midterm score
Final exam score
Bonus points LMS Logins Video
usage Time expenditure
Attendance

Visual Presentation Type of Visualization
Colors Used

Bar chart Table
Line graph Blue
Red Green Yellow
Orange

the data to be analyzed. The integration of the data presented a challenge, as there has
previously been no use of LA at the university, and the systems are not designed for
this purpose. The BI course consists of both a lecture and exercise event, hosted on
the LMS. The data had to be merged and cleaned, followed by the integration of the
examination data. In order to protect the privacy of individuals, a technique known as
hash anonymization was employed, in which sensitive information is replaced with a
hash value (a fixed-size string of characters).

3.3 Design of the Learning Analytics Dashboard

Based on the requirements and the available student data, a team of five students and one
lecturer developed three different LAD versions. These were later tested and compared
(Sect. 4). For the design of each element, the data set of an average performing student
in week 6 (out of 12) is used as a base. The same data is used for all elements in each of
the three versions to ensure consistency. All implementable features were included. For
this paper, the dashboard versions had to be translated into English and be optimized for
readability. Figure 1 shows an overview of dashboard version 1.
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Fig. 1. Learning Analytics Dashboard Version 1

Located at the top is a blue menu bar that contains the university’s logo, a greeting,
and the name of the course. The circle on the top right displays an evaluation of the
student’s current performance in the course (green indicates good performance, orange
indicates an average performance, and red indicates a poor performance compared to
the other students in the class). On the top left, there is a bar chart with an overview of
the scores achieved on homework exercises completed so far. The bars are again colored
green, yellow, or red depending on the performance, and the black lines show the average
scores of the course. The visualization at the bottom left of the dashboard is designed
similarly to the visualization just described. The bar chart contains the scores from self-
assessment tests. On the right side of the dashboard, users will find the results of the
most recent tests, in this case those of a midterm exam. An overview of bonus points,
videos watched, current notifications, and upcoming deadlines is also provided. The
dashboard includes multiple mouseover effects for quick additional information, such as
on “my performance” and the individual bars and lines of the bar charts. Figure 2 shows
examples of the mouseover effects. The dashboard also features drill-downs labeled
“more information+” which, when clicked, open a separate page containing additional
information and visualizations. Figure 3 shows an example for amore detailed viewof the
midterm exam. Additionally, clicking on the user’s name will bring up a page containing
personal academic data, such as the user’s field of study, the current academic term, the
GPA, and the credit points earned so far.

All three versions of the dashboard contain the students’ main requirements. Differ-
ences can be observed in the layout and the presence of certain elements. For example,
video statistics are displayed only in versions 1 and 3. Version 3 is the only version that
allows users to enter their own data, such as their assessment of their performance in
the current week. However, it does not include demographic data (such as “hello Max”),
academic data, or the student’s current performance assessment (“my performance”).
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Fig. 2. Mouseover Effects

Fig. 3. Drill-Down for More Information (My Own Grade - Midterm Exam)

4 Evaluation

4.1 Design of the Study

The three different versions of the LAD will be tested using different sample groups.
The goal is to evaluate design and content differences between the versions. The partic-
ipant group consists of business and information systems students who had previously
completed a Business Intelligence course, resulting in a relatively homogeneous group.
Participants were randomly and evenly distributed among the versions and were moti-
vated to participate by the offer of bonus points for a course or the chance to participate
in a voucher raffle. An online questionnaire was used for the evaluation. Upon entering
the study, the participants were first presented with a welcome page and instructions.
They were then able to try out the dashboard using Tableau Public. After a minimum of
5 minutes, they could also access the questionnaire on the dashboards, allowing them
to focus solely on the dashboard beforehand. The questionnaire, created in LimeSurvey,
was composed of five parts: 1) The System Usability Scale (SUS), 2) the Short Visual
Aesthetics of Websites Inventory (VisAWI-S), 3) questions on functionality and design,
4) open-ended questions, and 5) demographic questions. Closed questions were rated on
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a 5-point Likert scale, with a range of 1 (do not agree) to 5 (fully agree). Table 2 shows
the structure of the questionnaire and sample items.

Table 2. Overview of Questionnaire and Sample Questions

Part # Items Sample Questions

1 - SUS 10 I think that I would like to use this system frequently. I thought
the dashboard was easy to use

2 - VisAWI-S 4 The color composition is attractive
The layout appears professionally designed

3 - Elements and
Functionality

15 I find the midterm exam section very good
As a student, I find the LA dashboard useful

4 - Open Questions 2 What other functions would you like to see in the dashboard?
What would you change about the dashboard?

5 - Demographics 4 How old are you?
What is your gender?

The SUS questionnaire was utilized for the first part of the evaluation. The SUS
is a standardized measure of the usability of a product, specifically software, and is
composed of 10 items [29]. Higher scores indicate higher usability. The SUS is widely
used in the field of human-computer interaction and has been shown to be a reliable and
valid measure of usability [30]. In order to assess both the usability and aesthetics of the
dashboard, the VisAWI-S questionnaire was used for the second part of the evaluation.
The VisAWI-S is a 4-item questionnaire that asks users to rate the visual appeal of a
website or system. Research has demonstrated that this measure of visual aesthetics is
both reliable and valid [31]. The third part of the questionnaire included closed questions
about the individual elements of the dashboard, their functionality, and the design. These
items were formulated based on relevant literature. The fourth part of the questionnaire
contained open-ended questions about functionality and suggestions for improvement.
The fifth part of the questionnaire provided questions about the participants’ age, gender,
course of study, and highest degree.

4.2 Results of the Quantitative Questions

The following quantitative analyses were conducted using the statistical software pro-
gramR. A total of 114 students took part in our study, with 39 evaluating the first version,
37 evaluating the second version, and 38 evaluating the third version. The gender dis-
tribution among participants was 62% male and 36% female, with two participants not
specifying their gender. The age range of participants was between 20 and 37 years,
with an average age of 24.17. The majority of participants were undergraduate students
in information systems or graduate students in business. The highest level of educa-
tion completed by the majority was either a high school or a bachelor’s degree. The
Cronbach’s Alpha was 0.88 for the SUS and 0.81 for the VisAWI-S, indicating a good
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reliability of the questionnaire [32]. The Mann-Whitney U test was used to determine
whether therewere statistically significant differences, as the Shapiro-Wilk test indicated
that a normal distribution could not be assumed [33, 34].

The mean value on the SUS for all three dashboards was 81.05, with a score range
of 0 (worst value) to 100 (best value). The standard deviation was 15.5. The first version
received the highest mean score, at 85.06, while the second version had the lowest mean
score, at 78.78. The third version had a slightly higher mean score, at 79.14 (see Fig. 4).
The average rating of the three versions on the SUS is within the good range, with the
first version even approaching the “excellent” category [30]. There were statistically
significant differences in scores for certain items between versions 1 and 3. Specifically,
for item5 (“I found the various functions in the dashboardwerewell integrated”), version
1 had a mean score of 4.1, while version 3 had a mean score of 3.5. Additionally, there
were statistically significant differences in scores for items 8 (“I found the dashboard
very cumbersome to use”) and 9 (“I felt very confident using the dashboard”) between
version 1 (mean scores of 1.43 and 4.4, respectively) and version 2 (mean scores of
1.94 and 3.94, respectively). These findings suggest that there may be improvements
that could be made concerning the integration and usability of the dashboard in future
versions. It is noteworthy that the ease of use of the dashboard received high ratings,
with mean scores of 4.31 and 4.44 for items 3 (“I thought the dashboard was easy to
use”) and 7 (“I would imagine that most people would learn to use this dashboard very
quickly”), respectively.

Fig. 4. SUS-Score of the Dashboard Versions

On the VisAWI-S scale, the mean value across the three dashboards was 3.55, with a
score range of 1 (worst value) to 5 (highest value). The first version received the highest
score, at 3.73, followed by the third version with a mean of 3.49 and the second version
with a mean score of 3.42 (see Fig. 5). The mean rating on the VisAWI-S scale was
slightly lower than the benchmark alternatives, but still within reach [35]. According to
the ratings, the overall color scheme was rated most positively (with an overall mean
score of 3.9), while the versatility of the layout was rated least positively (with an
overall mean score of 3.37). These findings suggest that there is room for improvement
concerning the aesthetics of the dashboard, especially concerning the layout.
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Fig. 5. VisAWI-S-Score of the Dashboard Versions

The third part of the survey assessed the satisfaction with each individual element
of the dashboard. The elements were generally rated positively, with a median of 4 out
of 5 for the majority. Three elements, the “overview of midterm grades”, “own grade,”
and “current announcements” were rated even higher, with a median of 5. The element
for self-input (version 3) was evaluated with the lowest score, a median of 3. There
were statistically significant differences in the rating of certain elements among the
three versions of the dashboard. In particular, satisfaction with the “exercises,” “self-
assessment tests,” “own grade in midterm exam,” and “current performance” elements
varied. In all cases, version1 receivedhigher ratings than the other twoversions.Thedrill-
down and mouseover effects, as well as the number of functions and elements included
in the dashboard, received positive ratings with a mean of 4. 19% of the participants
missed certain functions in the dashboard, which will be discussed in further detail in
Sect. 4.3. Of the participants, 97% considered the LAD to be useful, and 95% said they
would use it regularly.

4.3 Results of the Qualitative Questions

At the end of the survey participants were asked to answer to open questions. In regard to
additional functions that would improve the use of the dashboard, participants came up
withmany ideas. These included, for example, a direct connection between the dashboard
and the university’s LMS (n= 6), which was deemed very important for accessing links,
files, and other resources. The other requested features included a more detailed view
of the videos watched and progress made (n = 4), breakdowns of final grades (n = 7),
a help menu with details about the teacher’s contact information and office hours (n =
3), and an overview of errors summarized by topic or assignment (n= 8). Additionally,
students highlighted the importance of a final grade prediction function (n = 8).

Related to the second open question of what participants would change about the
dashboard, themost common response related to amore appealing andmoderndashboard
design (n = 27), with clearer structures and areas, as well as a navigation menu and
different pages. Participants also mentioned a need for more detailed comparisons with
their peers in order to understandwhere they stand in relation to them (n= 9). Therewere
also several comments on the “exercises” element, including suggestions to make the
mouseover effect more similar to that of the “self-assessment tests” element and to better
display the average of all students in the course (n= 5). Participants also suggested that
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the elements related to the midterm exam should be more hierarchically organized using
drill-downs (n = 4). In general, there were many recommendations to use drill-downs
more frequently to create hierarchies of information (n= 8). There was also feedback to
make the element “my performance” more transparent in terms of how the assessment
is calculated, so that students can better understand it can be influenced by their actions
(n = 4). While the feedback from all participants was very similar across the different
versions of the dashboard, there is one exception regarding the “self-input” feature. This
was only available on version 3, as a text field with an input option. This element was
rated the lowest in the questionnaire with a score of 3. While several participants said
that they would like the ability to indicate in the dashboard how they rate their own
performance, the function would take up too much space and should only appear a once
a week, possibly as a pop-up window (n = 3).

5 Discussion

One key finding of this study is the importance of considering the perspective of students
in the design and implementation ofLADs.The scores on theSUSandVisAWI-S indicate
that the dashboard is generally easy to use and aesthetically pleasing. The feedback
provided by participants regarding the specific information and functions they would
like to see in the LADs highlights the importance of meeting the needs and preferences
of students in order to ensure their commitment and success.

There were also some differences in the evaluation of the same elements across ver-
sions of the LADs, with version 1 generally receiving the highest scores. This suggests
that certain design and features may be more effective at meeting the needs and pref-
erences of students than others. A revised version of the dashboard could be based on
version 1. The layout should be more professionally modified, as the VisAWI-S-Score
still leaves room for improvement, especially concerning the diversity facet and crafts-
manship. This was also illustrated by the results of the qualitative evaluation. The LAD
can be improved by making it look more organized, such as by grouping related ele-
ments and arranging them according to importance. More detailed information through
drill-downs and a prediction of the final grade should also be included. The comparison
to peers should be expanded on a more detailed level. The LAD should include a func-
tion for self-input, however, according to the qualitative results, it does not need to be
constantly presented on the dashboard but rather pop up once a week.

Based on the results of our study, several design principles for LADs can be derived.
First, it is important to consider the perspective of students throughout the whole design
and development process, as this can increase student motivation, satisfaction, and com-
mitment to use an LAD [5]. This includes involving students in the requirements engi-
neering and design process, gathering their feedback and input, and testing LADs with
student users to ensure that they are effective and user-friendly. Second, LADs should
provide detailed information and functionalities related to the students’ progress and per-
formance. This involves information about test results and their progress compared to
peers, as well as an assessment of their current performance, and the final grade. Provid-
ing this information can help students track their progress and understandwhat they need
to do to improve. Third, LADs should be easy to use and aesthetically pleasing, which
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can help increase student engagement and commitment to using them. This includes
designing LADs with clear navigation, intuitive interfaces, and visually appealing lay-
outs. Finally, the results highlight the value of incorporating features such as drill-downs
and mouseover effects, as well as the importance of providing a variety of elements in
the LADs. By considering these design principles, it is possible to create LADs that are
effective at promoting student engagement, performance, and success.

6 Conclusion, Limitations and Further Research

In summary, the use of LADs has the potential to support students in monitoring and
understanding their learning progress, and improve their motivation and satisfaction.
However, it is important to consider students’ perspectives in the design process to
ensure that the LADs meet their needs and expectations. The results of this study show
that the first version of the dashboard received the highest ratings in terms of usability,
visual aesthetics, and functionality, while the second and third versions scored lower in
these areas. In particular, the first version was appreciated for its clear layout, ability
to compare progress with peers, and drill-down and mouseover effects. It can be used
as a basis for further developments. The qualitative results showed that students would
generally like to have an LAD for their courses, but it should offer a more detailed
overview of their progress, including a breakdown of final grades and a help menu.

This study has several limitations that should be considered when interpreting the
results. While the sample size is sufficient for a usability study, it may not be represen-
tative of the entire student population. Furthermore, the study was conducted at a single
German university, and the results may not be generalizable to other institutions or coun-
tries. To address these limitations and extend the findings of this study, future research
could examine the long-term effects of LADs on student performance and dropout rates,
as well as explore the implementation and use of LADs in different educational contexts.
Additionally, it would be useful to explore the potential of integrating LADs with other
tools such as artificial intelligence and gamification to enhance the user experience. Fur-
ther research in this area would be valuable in order to determine the effectiveness and
potential benefits of such integrations.
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Abstract. Digital transformation (DT) offersmajor improvement of a business by
significantly changing its characteristics through the combination of information,
computing, communication, and connectivity technologies by using new digi-
tal technologies. To take advantage of these opportunities, certain competences
are required. However, not all of the required competences can be fulfilled by
the current employees. To fill these gaps, companies are looking for employees
with different competence sets on employment websites. Most studies analyzing
competences for DT are conducting interviews, questionnaires, or performing lit-
erature reviews which disregards the actual requirements of companies looking
for employees to conquer DT. To better understand what competences companies
are looking for in the labor market, we conducted a content analysis of job adver-
tisements on StepStone. Using text mining, data mining, and a subsequent manual
analysis of 3,138 job advertisements posted on a relevant employment website,
we were able to derive 23 different competences relevant to DT.

Keywords: digital transformation · competences · model

1 Introduction

Globalization and economic trends present companies with challenges that cannot be
solved without digital technologies [1]. Companies need to adapt their thinking and
actions to the new conditions which cannot solely be mastered by only automating
their processes. Digital transformation (DT) is therefore inevitable for companies [2].
Although there is no universally accepted definition, various sources agree that DT
includes the “process of reinventing a business to digitize operations and formulate
extended supply chain relationships” [3], “the fundamental transformation of the entire
business world through the establishment of new technologies based on the internet with
a fundamental impact on society as a whole” [4] and “results from the need to use new
technologies to stay competitive in the Internet age, where services and products are
delivered both online and offline” [5].

To advance DT in companies, qualified employees are required, which leads to an
increase in jobs related to DT. While in 2020 38.3% of companies planned to meet these
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requirements by hiring contractors, 34.5% aimed to expand their current workforce [6].
These vacancies are then adverted on employment websites. This paper aims to analyze
the job advertisements (job ads) to better understand what competences are needed to
drive the DT from a company’s perspective. We intend to answer the following research
question: Which competences are companies seeking to accelerate DT?

To answer this research question, we conducted a content analysis based on 3,138
gathered job ads in Germany posted on the employment website StepStone. Based on
roles and competences extracted from job ads, we develop and link a competence and
role model resulting in a competence-role-matrix.

The paper is structured as follows: The theoretical background is explained in chapter
two. This is followed by an explanation of the research methodology, after which the
study results are presented in chapter four. These results are discussed in chapter five
and summarized in chapter six to provide recommendations for subsequent studies.

2 Theoretical Background

DT is the improvement of a business by significantly changing its characteristics through
the combination of information, computing, communication, and connectivity technolo-
gies by using new digital technologies [7]. DT has a socio-technical impact on the entire
company [7]. DTs of companies redefine the value proposition and create new organiza-
tional identities [8]. Therefore, all departments of a company are influenced and have to
face changes such as the use and implementation of new digital technologies, processes,
and structures as well as related financial barriers [9].

Since DT is not about replacing employees with computers, but rather about the
additional help computers can provide to complete tasks or speed upwork processes [10],
employees need certain competences to interact with the new technologies. These digital
competences have become more relevant in recent years which led to a dynamization of
the job market [11]. Nowadays, Digital competences have become an integral part of the
working environment and are widely used and also accepted by the workforce in various
business segments [13–15]. DT is a process of organizational change that is driven by
digital technologies [7]. Therefore, the spectrum of competences required for the success
of a DT goes beyond the technology-oriented competences. Most papers focus on digital
competences rather than competences for DT. DT competences are captured by a broad
variety of definitions. Osmundsen defines DT competences as “a firm’s bundle of its
collective competences (skills, knowledge, expertise, experience, and other employee
attributes) that are essential for a DT, and includes the firm’s ability to combine these
attributes in responding to and managing the DT.” [16], while another study concludes
that the relevant competences for DT are digital vision, digital knowledge, failing fast,
empowerment, and managing diverse teams [17].

The lack of qualified DT specialists is a big challenge for businesses in Germany
[18]. This leads to more job ads being published on relevant employment websites.
Although the research field on DT continues to grow and the DT competences are an
important part of this change, there are few studies on this topic. Most researches deal
with competences required for specific jobs or job fields, for example, the digital skills
of teachers and their change throughout the COVID-19 pandemic [19] or the need for
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digital skills in the field of marketing and e-commerce [20]. Some researchers take a
deeper look at the competences that are needed when using certain technologies such
as the collaboration of employees with artificial intelligence [21] while other papers are
limited to specific countries or regions, for example, the IT competences resulting from
the digital changes in the United Arab Emirates [22] or the DT competences required in
theNorwegian energy sector [16]. Especially papers that focus onGermany are rare, even
though the DT gains more and more importance. This development is represented by the
Digitalization Index which is generated every year to show the level of digitalization in
Germany. While this index was 100 points in 2020, it rose to the score of 108.9 points
in 2022 [23]. A major driver of this increase was the COVID-19 pandemic because
most of the businesses of various branches had to completely rearrange their way of
working [24]. Nevertheless, digitalization in Germany is still behind expectations and
the European average [25]. Competences for DT are increasingly required.

3 Research Approach

While conducting this research we followed the approach of a content analysis using
text mining, data mining, and a subsequent manual analysis of the data to identify
competences and match them to relevant roles in a resulting role-competence matrix.

We first had to select an appropriate employment website. We examined several
employment websites, whereby we paid attention to the relevance and structure of the
website. We selected “StepStone.de” [26], one of the largest employment websites in
Germany, since the HTML structure adheres to a fixed form andmost job ads are divided
into the sections like “Title”, “About us”, “Tasks”, “Profile”, and “We offer”. This allows
us to analyze the job ads in a structuredway. The search string “Digital* Transformation”
was chosen to limit the list of results to the job ads that are relevant to DT. With this
string, we can ensure that the search results contain digital transformation as a coherent
term and all German and English results are included. Additionally, we set the region to
“Germany” to only include national job advertisements.

To automatically extract the information fromeach job ad on the employmentwebsite
we decided to use the web scraping tool Octoparse [27]. By using URL detection, all
matching job ads can be passed through and due to the consistent HTML structure of
the pages on StepStone, the contents of the job ads can be saved and assigned to the
previously mentioned sections like “Title or “Profile”. During our data collection period
in December 2022, we extracted 3,375 job ads, of which 3,138 were still relevant after
excluding duplicates and incomplete advertisements. As a result, we have obtained an
Excel table in which each row represents a job ad, consisting of the column headers
“Title”, “Your Profile”, “Tasks”, “Employer” and “Type of employment”.

In the next step, the text analysis & mining software Wordstat [28] was used to
analyze the extracted data. This unsupervised method of text mining is particularly
suitable for systematically mining large amounts of data. Since this has the disadvantage
that texts cannot be analyzed in as much depth as with manual text analysis, it is helpful
to combine the advantages of automatic content analysis with those of manual analysis
[29]. To achieve this, the results of the first, automated analysis withWordstat are further
interpreted and aggregated by the authors in a second step.
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We first identified job roles in the data by analyzing and clustering the “Title” header
of the extracted job ads. By using the nonnegative matrix factorization (NMF) Wordstat
forms topics by identifying patterns in word frequencies and using these patterns as a
basis [30]. NMF allows the “automatic identification of semantic features and docu-
ment clusters in a heterogeneous text collection” [31]. Wordstat was able to identify 44
topics representing different job roles. The 44 generated topics, however, still showed
many similarities or relations between them regarding the naming or the related key-
words. Therefore, these 44 topics were further aggregated by the authors using inductive
manual analysis [29]. Here, the approach of the qualitative derivation of possible super-
ordinate categories was used. The authors independently took a deeper look at the topics
and the keywords included. Mayrings [32] approach involves first paraphrasing, then
generalizing and finally reducing the given text. This detailed work with the already
existing topics helped to develop individual lists of possible final topics. As a final step,
an exchange about the different lists formed by each author took place. By identifying
similarities and differences between the authors’ suggestions, it was possible to discuss
and merge and/or rename the topics until a consensus among the authors was reached.
Finally, 12 job roles were derived.

In addition to the job roles, we analyzed the required competences. We followed the
samemethodical procedure as for the job roles. First,Wordstat automatically determined
topics of competences by analyzing the “your profile” column. This resulted in 80 topics
representing the different competences. Again, the topics showed many similarities or
relations between them regarding the naming or the related keywords. By analyzing the
given 80 topics and the related keywords using inductivemanual analysis [29] aggregated
topic lists were formed by each author. The suggestions were compared and discussed.
Finally, it was possible to compile a final list of 23 competence topics.

The competence and rolemodels both are illustrated in tables including the respective
titles of competences or roles, a selection of the keywords filtered out of the job ads, the
coherence, and the relative frequency. The coherence refers to the consistency between
the keywords and how well-connected these are [33].

Finally, we combined the results of the job roles and competences analysis in a
matrix (see Table 3). The matrix shows the percentage values of competences per role
clarifying the relationship and importance of a specific competence for a certain role.

4 Results

In the following, we will present the results. First, the competences and the roles are
described. The description of both is in descending order of frequency of mention in the
job ads. Finally, we will connect both in a matrix and show the relationships.

Table 1 shows the competence topics derived from our research approach. With an
occurrence of 80.43%, the overall most required competence is a university degree.
This competence is composed of various degrees of university education in different
disciplines like computer science, business informatics, economics, physics, mathemat-
ics, and engineering up to and including a doctoral degree. The second most required
competence is a high affinity for languages, especially German and English. This com-
petence is required in 70.00% of all cases and often includes the requirements to speak
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or write the languages fluently as shown by the keywords. An apprenticeship is required
for 59.40% of all analyzed job ads. This ties in with the university degree because both
competences describe an educational qualification. The high values for both of these
competences could be explained by the fact that some job ads specifically required a
university in addition to an apprenticeship or, in some cases, listed both while one of the
qualifications is sufficient.

The first soft skill in Table 1 is professionalismwith a frequency of 47.16% of overall
job ads. The topic describes a high level of responsibility, reliability, and commitment.
The fifth competence is practical experience, which can be linked to competences one
and three. With a relative frequency of 44.39%, it is only marginally less frequently
required and includes experience levels from internships up to actual work experience.
Competence number six, fast perception, is the second most frequently required soft
skill with a relative occurrence of 41.71%, and includes the competences necessary
for problem-solving. These competences begin with the “analysis” and extend to the
process of finding “creative solutions” as shown in the keywords. Communication skills
are required in 37.06% of all analyzed job ads and are closely linked to language skills.
Communication skills enable the applicants to communicate constructively, effectively,
and consciously [34] and are closely related to an applicant’s interpersonal skills and
ability to work in a team. For teamwork skills, it is important that the applicants can
communicate their results and show high social and intercultural competence. In this
context, the competence of communication is relevant both internally when dealing with
colleagues and externally when dealing with customers. Competence number 8, flexible
working environment, is mentioned in 36.68% of all job ads and means a high level of
mobility and flexibility and extends to business trips, both nationally and internationally.
The ninth competence, productivity software, marks the first appearance of software
skills and includes the office suite applications for instance in theMicrosoft 365 package.
With an occurrence of 34.96%, it is the last competence to bementioned in over one-third
of all job ads.

Agile software development refers to approaches in the software development pro-
cess that are intended to increase the transparency and speed of change [35]. This leads
to faster deployment of the developed system while minimizing risks and missteps in
the development process. In this context, candidates are expected to have experience
with a wide range of tools such as Scrum and Kanban. Agile methods occupy the tenth
place of the required competences with an occurrence of 16.22%. Shortly behind with
a frequency of 15.65% is the second mention of a specific software skillset, SAP. This
includes the different components of the modular SAP architecture such as Finance (FI),
Controlling (CO), Sales & Distribution (SD), Materials Management (MM), and SAP
HANA, a multi-model database. Awareness of DT is only required in 12.14% of all
job ads and is therefore the twelfth most requested competence. Another soft skill, a
confident appearance, is mentioned in 12.01% of all cases and includes sovereignty and
professionalism. Competence 14, programming languages (6.28%), and 17, JavaScript
Typescript (3.66%), are two very closely linked topics and include programming lan-
guages as well as database knowledge. Together with competence 21, CI/CD (2.29%),
they form an agile software development skillset. Database- and cloud-computing plat-
forms arementioned in 5.51%of all cases.Knowledgeof business processes ismentioned
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Table 1. Competences for DT.

Code Topic Keywords Coherence Cases (rel.)

C1 University degree University of applied sciences;
Higher education; Business
administration; Economics;
Computer science;
Successfully completed
degree; Degree; Computer
science; Computer
engineering; Doctorate

0.724 80.43

C2 Languages English skills; Word; Written;
German; Fluent; Language;
Written; Skills; English;
Language skills

0.351 70.00

C3 Apprenticeship Apprenticeship; Completed;
Commercial; Qualification;
Vocational training; IT
specialist

0.401 59.40

C4 Professionalism Sense of responsibility;
Reliability; Commitment;
Self-initiative; Motivation;
Commitment; Independence;
Structured way of working;
Familiarize with topics;
Commitment Help

0.375 47.16

C5 Practical experience Experience; Internships;
Practicum; Work Experience

0.268 44.39

C6 Fast perception Complex relationships;
Creative solutions; Finding
solutions; Technical
relationships; Efficient to
prepare; Quick analytical
skills

0.442 41.71

C7 Communication skills Communicative; Team;
Project team; Skills;
Communication; Social
competence; Inter-cultural
competence

0.555 37.06

C8 Flexible working
environment

Mobility; Flexibility;
Willingness to travel; Business
travel; National; International;
Driver’s license class; Hybrid
work; International travel

0.248 36.68

(continued)
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Table 1. (continued)

Code Topic Keywords Coherence Cases (rel.)

C9 Productivity software OFFICE; MS; Excel;
PowerPoint; Word;
applications; handling; user
skills; Power BI; BIG DATA

0.513 34.96

C10 Agile methods Scrum; Kanban; Prince; Agile
methods; design thinking;
experience

0.396 16.22

C11 SAP FI; CO; SD; MM; SAP;
Modules; HANA

0.394 15.65

C12 Awareness of DT Transformation; Digital;
Trends; Digital; Current;
Technologies

0.278 12.14

C13 Confident appearance Appearance; confident;
sovereign; convincing;
professional; personal;
convincing

0.232 12.01

C14 Programming languages Python; SQL; JAVA;
Programming Languages;
Databases; javascript;
programming languages

0.249 6.28

C15 Cloud computing AWS; Azure; Cloud;
Microsoft; Cloud
Technologies

0.333 5.51

C16 Knowledge of business
processes

Accounting; controlling;
business administration;
auditing; corporate finance;
due diligence

0.312 4.91

C17 Javascript/Typescript HTML; CSS; Javascript; Web;
Javascript Typescript

0.409 3.66

C18 Operating systems Server; Windows; Linux;
Client; Active; Microsoft;
Network

0.334 3.03

C19 Machine learning Machine learning; Data;
Analytics; Product; Advanced
analytics; Deep; Learning

0.316 2.90

C20 Cyber security Cyber; Expert; University;
Digital; Advanced training;
Business

0.382 2.61

C21 CI/CD CI; CD; CI CD PIPELINES 0.332 2.29

(continued)
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Table 1. (continued)

Code Topic Keywords Coherence Cases (rel.)

C22 Social media Social; Media; Content;
Marketing; Platform

0.207 1.34

C23 Wiki software Jira; Confluence; Git 0.217 1.34

in 4.91% of all cases and includes competences regarding accounting and controlling as
well as business administration. The software related competences number 18, operating
systems (3.03%), 19, machine learning (2.90%), 20, cyber security (2.61%), and 23, wiki
software (1.34%) form a highly specialized competence model and are only required in
a fraction of the analyzed job ads. Together with relevant software, social media skills
are the least required competence with a relative frequency of 1.34%, and include the
use of social media, particularly in the area of content creation and marketing.

Wewere able to create a set of 12final job roles as shown inTable 2. Themost frequent
job role, with an occurrence of 15.52%, is consultant, which groups all consultants and
senior consultants. Therefore, management consulting plays an important role in the
labor market.

The second largest cluster is project staff (9.24%), combining product owners, agile
coaches, and project managers, followed by software developer/SAP developer with
6.15%. This cluster contains all possible professions related to software development,
programming, and solution architecture.

The fourth most frequent job ads are for financial professionals with an occurrence
of 5.90%. Next up is customer service professional (4.08%), which includes customer
success, SAPAcademy, and account managers. Data analyst/scientist is also represented
with a frequency of 3.38%. This role deals with data analytics, data scientists, and cyber
security. It is followed by supply chain management professionals, which fill 3.35%
of cases. The eighth position in the role model is system engineer (2.96%) including
system engineering, IT specialists, and jobs in the IT sales department. The cluster
(Online-)marketing professional, which deals with all the job descriptions concerning
marketing and commerce, has a frequency of 1.75%, followed by Human Resources
(HR) professional (1.37%) grouping business partners and HR business partners. The
penultimate position in our role model is filled by lawyer/attorney with 1.12% and the
least frequent cluster formed is commercial clerk (0.57%) concluding internal sales and
office work.

The clusters of the role model cover only 55.39% of the total role designations.
44.61% of the job descriptions we worked with could not be classified in the model.
Even the given clusters show low frequencies and very low coherences, suggesting a
very large variety of different roles and job titles dealing with DT.

To create the matrix shown in Table 3, we examined over 17,000 mentions of the
23 required competences which are distributed over 3,138 job ads. The matrix shown in
Fig. 3 is sorted in descending order by the average frequency of the correlating compe-
tence. The overall most relevant combination is languagewith lawyer with an occurrence
of 100%. This is followed by a university degree with financial professionals (93.51%)
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Table 2. Roles for DT.

Code Topic Keywords Coherence Cases rel.

R1 Consultant Senior; Manager; Associate;
Consultant; Advisor; SAP;
Public Sector; Energy
Consulting; Risk
Management; Risk
Consulting; Business
Administration; Process
Manager

0.091 15.52

R2 Project staff Owner; Product; Platform;
Analyst; Agile; Digital;
Consultant; Project Manager;
Digital Transformation

0.116 9.24

R3 Software developer/SAP
developer

Developer; Frontend; Web;
Software; Development; Java;
SAP; Backend; Platform;
Microsoft; BI; Azure; C;
Solution Architect; Cloud

0.102 6.15

R4 Financial
professional

Financial; Services;
Consulting; Technology;
Banking; Capital;
Controlling; Accounting; Tax
Consulting; Tax; Auditing;
Pricing

0.170 5.90

R5 Customer service
professional

Academy; Success;
Customer; Executive; Sales;
Account; SAP Academy;
Account Manager

0.341 4.08

R6 Data analyst/scientist Data; Scientist; Analytics;
Science; Analyst; Datacenter;
Network; IT; Infrastructure;
Cloud; Cyber Security; IT
Security

0.077 3.38

R7 Supply chain management
professional

International Trade
Management; Foreign;
Wholesale; Merchants;
Supply; Chain; Management;
Service; Business;
Experience

0.087 3.35

R8 System engineer System; Engineer;
Integration; IT; Software;
Requirements

0.072 2.96

(continued)
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Table 2. (continued)

Code Topic Keywords Coherence Cases rel.

R9 (Online) Marketing
professional

Marketing; Online;
Commerce; Content;
Manager; Communication;
Media; Corporate;
Innovation; Content

0.084 1.75

R10 HR professional Partner; Development; HR;
Business; Talent; Learning

0.112 1.37

R11 Lawyer/Attorney Lawyer; Attorney; Fully
Qualified Lawyer;

0.116 1.12

R12 Commercial clerk Commercial; Administrator;
Clerk; Internal Sales;
Systems; Office; Controller;
Project

0.030 0.57

Table 3. Competence-Role-Matrix.

Roles 
R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 

C
om

pe
te

nc
es

 

C1 86.45% 90.00% 70.47% 93.51% 64.06% 70.5% 68.57% 80.65% 78.18% 79.07% 88.57% 83.33% 
C2 81.11% 75.86% 78.24% 78.92% 73.44% 68.87% 76.19% 62.37% 78.18% 74.42% 100.00% 44.44% 
C3 63.04% 63.45% 51.30% 56.76% 56.25% 52.83% 40.00% 65.59% 56.36% 58.14% 25.71% 83.33% 
C4 47.64% 35.52% 32.64% 58.92% 39.84% 37.74% 60.00% 43.01% 40.00% 55.81% 65.71% 55.56% 
C5 56.47% 50.34% 27.98% 58.92% 35.94% 38.68% 28.57% 36.56% 49.09% 51.16% 68.57% 44.44% 
C6 52.98% 41.03% 29.02% 64.32% 44.53% 29.25% 40.00% 33.33% 47.27% 32.56% 80.00% 44.44% 
C7 48.25% 40.34% 27.46% 50.81% 39.06% 42.45% 45.71% 31.18% 40.00% 46.51% 62.86% 16.67% 
C8 52.36% 38.28% 32.64% 51.35% 35.16% 21.70% 32.38% 29.03% 16.36% 23.26% 54.29% 11.11% 
C9 29.36% 28.28% 23.83% 33.51% 32.03% 32.08% 38.10% 24.73% 34.55% 41.86% 25.71% 44.44% 
C10 23.82% 12.41% 18.13% 17.30% 26.56% 16.98% 15.24% 7.53% 14.55% 11.63%  16.67% 
C11 21.15% 31.38% 25.91% 5.95% 10.94% 12.26% 12.38% 18.28% 9.09% 6.98%  11.11% 
C12 15.20% 7.93% 9.84% 22.16% 14.84% 15.09% 10.48% 13.98% 9.09% 25.58% 11.43%  
C13 12.32% 22.76% 10.36% 14.59% 15.63% 5.66% 12.38% 4.30% 10.91% 13.95% 2.86%  
C14 4.31% 7.24% 23.32% 7.03% 0.78% 15.09% 7.62% 16.13% 1.82%    
C15 3.29% 5.52% 29.02% 1.62% 3.91% 12.26% 1.90% 12.90% 5.45% 2.33%   
C16 9.45% 3.45% 1.04% 27.57% 1.56%  2.86% 1.08%  4.65%  16.67% 
C17 1.85% 2.07% 26.42% 1.62%  1.89% 2.86% 8,60% 9.09%    
C18 3.49% 4.83% 1.55%  1.56% 11.32% 3.81% 2.15% 9.09% 4.65%   
C19 1.44% 2.41% 6.22%  0.78% 11.32% 3.81% 10.75%     
C20 0.82% 0.34% 13.99% 0.54%  4.72%  12.90% 1.82%    
C21 3.29% 5.86% 1.04% 2.16% 3.13% 13.21% 2.86% 2.15%     
C22 0.21% 0.69% 1.55% 0.54% 0.78%  0.95%  25.45%    
C23 0.41% 4.14% 4.15% 0.54% 1.56% 0.94% 0.95% 2.15%    5.56% 

and university degree with project staff (90.00%). It should be noted that a university
degree is the most commonly required competence among all job roles. Another trend
seems to be that the different roles often require the same competences in their job
ads where university degree, language, and apprenticeship are the three most frequently
requested competences with an average of up to 79.43%. This is then followed by 7
additional competences, where productivity software seems to act as a divider between
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commonly requested and higher specialized competences with an average of 33.03%.
Further down in the matrix we begin to see competences like SAP which is most com-
monly requested in customer service professionals (26.56%) or Agile methods which
are mostly required in the job role (online) marketing professional with an occurrence
of 26.42%. The software developer/SAP developer is the role with the highest com-
bined percentages regarding the required software skills such as programming languages
(23.32%), cloud computing (29.02%), and wiki software (4.15%). Also conspicuous are
the overall high percentages for financial services professionals except for the software
skills.

5 Discussion

The results will be discussed in the following by starting with the competence model,
continuing with the role model, and ending with the matrix.

The most frequent competences in our model are academic degrees, speaking dif-
ferent languages, apprenticeships, and working independently, showing that the more
common competences are nonetheless themost required ones. These results are reflected
in other studies as well. According to Gilli et al., an academic degree is necessary for
nearly every leading role [36]. In other professions, educational background is also cited
as one of the most sought-after competences, e.g. in jobs related to Big Data [37]. Our
secondmost frequent competence, speaking different languages, is not often represented
in other studies. In the job ads speaking English and German is often required. This was
predictable, as we analyzed data from aGerman employment website. In other countries,
it is to be expected that the required (foreign) language skills will vary. Nevertheless,
speaking foreign languages is mentioned in the competence model from Kateryna et al.
as well [38]. Their model divides the competences into cognitive, social and behavioral,
and digital skills, while the digital skills are the most specific and least ones [38]. This
underlines the importance of the general competences that are not specifically related to
DT but still emphasizes a change in the set of required competences due to the inclusion
of digital competences.

These specific competences can be found in the lower ranks of our model. Other
approaches also do not see subject-specific competences as relevant as the more gen-
eral competences mentioned above [36, 39]. Some of our more specific competences
are for example the handling of SAP. A study on business software offers for Industry
4.0 engages in the variety of application fields for SAP delivering solutions to almost
every requirement concerning intra- or inter-company processes [40]. SAP applications
became an important part of the professional environment and thus the knowledge to
handle these applications is an often-requested competence. Many competences that
focus on the use of software occupy lower-ranked, more specific places in our com-
petence model. In this context, programming languages such as JavaScript are another
often requested competence. According to Jony et al., JavaScript was the most required
competence in the internet and communication technology sector until 2017 [41]. Even
though it lost the leading position, it still is a significant competence.

One of themost requested competence in other studies is communication, a cognitive
skill that is required in many different kinds of jobs [11, 36, 42]. In our model, it is
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mentioned in less than 50% of the job descriptions. Management competence, which is
listed as one of themost important competences in various papers [21, 43, 44], only ranks
sixteenth in our model. “Organizations seeking managers for their DT efforts consider
general managerial and leadership skills more important than specific technological
skills” [36]. The differences regarding the relevance of certain competences can be
explained by the different roles considered in the studies. The studies mostly focus on
manager jobs while our research includes various roles in the context of DT.

To better understand how the relevance of certain competences varies depending on
the underlining role, we generated a role model based on the considered job ads. Next
to some larger job role topics, such as financial professional, the model contains many
specific job descriptions forming an independent role, for example, lawyer which occurs
very often and thus fills the ninth place.

Themost frequentlymentioned job role is the consultant. An important characteristic
of consultants is the contact with many different companies and clients [45], leading to a
high need for adaptability. Therefore, consultant services must keep up with other com-
panies to succeed in this rapidly evolving environment. The second most frequent role
of project staff combines product owners, agile coaches, and project managers. Other
studies also examined the required competences for product owners and established a
model, where soft skills such as communication and analytical skills are among the most
important competences [46]. This also applies to our matrix in which the combination of
project staff and language results in values of 75.86% and 40.43% for the combination
with communication skills. Projects demand a high level of creativity, complexity, and
innovation to ensure competitiveness. Currently, this innovation refers to the applica-
tion of new technologies in the context of DT [47]. Another often-mentioned job role
is the software developer/SAP developer, which deals accurately with digital technolo-
gies and therefore has a direct link to DT. The demand for professionals in internet
and communication technology jobs rises [38], with a movement to more specific jobs
such as computer systems engineers or architects noticeable [41]. Comparable roles are
also represented in the lower ranks of our role model. The fourth place in our model,
financial professionals, is also often found in the context of DT. According to Kim
et al., companies in the financial sector have to “secure competitiveness while adapting
to the constantly changing domestic and international financial market environments
by actively and autonomously using the latest and most advanced digital technologies”
[48]. The DT of the finance sector is additionally accelerated through the changing and
modernized regulations [49].

Nevertheless, the rolemodel only covers 55.37%of all job titles in the job ads, leading
to a big number of job titles with low frequencies that could not be classified. The big
variety of roles indicates the importance of DT in different business fields. “Digital
business ecosystems, which in the past were only a topic of interest for IT and software
industries, are becoming more and more inseparable from regular business ecosystems
and increasingly relevant across sectors as digital technologies diffuse through industries
and society” [50]. The introduction of digital technologies and the rising amount of
interdependencies forces companies, that never had to deal with IT-related matters, and
even legacy firms to follow this trend [51].
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The results from the role and the competence model are combined in the matrix. Our
findings indicate the subdivision of DT competences into a basic set of competences
including the knowledge of languages, independency, fast perception, communication
skills, flexible working, confidence, and the handling of productivity software, and the
more specific competences including SAP, agile methods, awareness of DT, program-
ming languages, cloud computing, knowledge in business processes, JavaScript, cyber
security, operating systems, CI/CD, machine learning, social media, and wiki software.
Comparable findings can be found in the competence model of Mavlutova et al. in
which a distinction between basic, distinctive, and specific competences is made [52].
Gurcan speaks of soft competences showing parallels to our basic competences and
business-orientated and analytical competences being the more specific ones [37].

6 Conclusion and Implications

Companies are looking for employees with competences to drive the DT. In this study,
we analyzed 3,138 job ads. We were able to identify 23 different topics representing
competences and 12 distinct roles. The relation between the competences and the roles
is illustrated in the matrix and underlines the importance of the set of basic competences,
which are highly required in every job role. The specific competences, mostly more
in-depth digital competences, are only requested in a few individual roles.

This study has contributions to both academia and business. The competence model
developed allows academia to gain a deeper understanding of what competences are
currently needed in companies. Based on this, existing competence models based on
other data sources can be extended. Companies, on the other hand, receive a collection
of different competences that can be used to critically review whether necessary compe-
tences for DT are present in the company or not. Decision-makers in companies should
push the development of the missing competences to master the DT.

However, this study is notwithout limitations. Employmentwebsites offered a variety
of HTML structures, from which only a few worked well enough with web scraping
tools. This has reduced the choice of suitable employment websites resulting in only job
ads from Stepstone being analyzed. Furthermore, only job ads in Germany have been
analyzed in this study. Another limitation of this study is related to the quality of the job
ads. The analysis of job ads involves the risk of shortcomings concerning the reliability
and validity of the results [36]. Regarding the identified roles, it should be noted that
these are not necessarily clear-cut, and a small number of job ads could be assigned to
multiple roles. Other researchers might obtain a different allocation. Recruiters and HR
managers must be able to identify required competences in the company and transfer
them into specific job ads [53]. It is further possible that the term “digital transformation”
is only used as a buzzword in some job ads, but that the actual jobs have no reference to
it.

In future research, the database should be expanded by including more job ads. This
could be done bywidening the scope of the study to a broader spectrum of (non-German-
speaking) countries. Furthermore, a longitudinal study could be conducted to investigate
whether the required competences change over several points in time. Conducting data
triangulation, e.g., by including interviews with experts, could overcome the described
disadvantages of using only job ads for the model development.
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Abstract. This paper examines the perspectives of teachers on the use of Learning
Analytics (LA) to enhance online teaching in higher education institutions during
the post-Covid era. The increasing shift towards online teaching as a result of the
pandemic has presented a number of challenges for teachers. As online teaching
is likely to remain a part of the higher education landscape, it is important to
understand teachers’ views on the topic. This study explores howLAcould support
teachers in their online teaching. For this purpose, we conducted 18 interviews
with instructors fromGerman andDutch universities about the changes that online
teaching has led to, opportunities and threats of LA, the information teachers
require about their students, and the ability of LA to enhance the advantages of
online teaching and mitigate its disadvantages. Our results show that teachers’
opinions of LA are generally positive and that they would use LA if it were
available in form of an intuitive and interactive dashboard. LA also offers the
possibility to alleviate many of the problems in online teaching identified by the
instructors.

Keywords: Online teaching · Learning Analytics · Higher Education ·
E-Learning

1 Introduction

The increasing digitization of universities, which was accelerated by the Covid-19 pan-
demic, has led to a significant shift toward online teaching [1]. While this transition
was necessary, it also presented a number of challenges for teachers at higher education
institutions (HEIs) [2]. As online teaching is likely to remain a part of the higher educa-
tion landscape even after the pandemic, it is important to understand how teachers are
evaluating their experiences with online teaching and whether Learning Analytics (LA)
can be used to improve its quality and efficiency. LA refer to the process of collecting,
analyzing, and reporting information about learners and their learning environment in
order to understand and optimize learning [3]. From the perspective of teachers, limited
research has been conducted to understand their perceptions of LA [4]. Studies show that
teachers who have not worked with LA before often feel confused about what it is and
how it could benefit their teaching practice [5]. The lack of participation of important
stakeholders, such as teachers, in the development of LA systems, can be considered a
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significant ethical problem [6]. The inadequate involvement of teachers in the process of
development can hinder thewidespread adoption of LA inHEIs [7]. Therefore, this study
aims to investigate the relationship between online teaching and LA in the post-Covid
era from the teachers’ perspective by answering the following four research questions:
1) What advantages and disadvantages do teachers see in online teaching compared to
face-to-face teaching? 2) Which information do teachers require about their students to
help them improve their online teaching and in what ways should this information be
provided to them? 3) To what extent are LA suitable to enhance the identified advan-
tages of online teaching and mitigate its disadvantages? To answer these questions, a
qualitative study with 18 teachers from multiple universities was conducted. We used
a semi-structured questionnaire, which consists of three parts, covering the positions
of the interviewees, their experiences with online teaching, perceived advantages and
disadvantages of online teaching compared to in-person teaching, and questions about
opportunities and threats, data requirements, presentation formats, and timeliness of LA
(Sect. 3). The data collected was analyzed according to Mayring’s qualitative content
analysis [8]. The results will be used to answer the first two research questions in Sect. 3.
The third research question will be discussed by using the results of the interviews and
examining them in the light of current literature in Sect. 5. The paper finishes with a
conclusion and outlook on future research.

2 Theoretical Background

2.1 Online Teaching

Online teaching is becoming a popular and convenient way to deliver education and
facilitate learning [9]. It refers to the process of delivering educational content and
instruction to students over the internet [10, 11]. Online teaching can take many differ-
ent forms, including asynchronous (self-paced) instruction, where the students complete
coursework on their own time and synchronous (real-time) instruction, where the teacher
and students are online at the same time [12]. Asynchronous e-learning allows learners
to balance education with work, family, and other commitments. It is most commonly
supported by the usage of videos, reading materials, and discussion boards [12]. Syn-
chronous e-learning, on the other hand, can create a sense of community and engagement,
as it allows for real-time interaction and communication, for example by using video-
conferencing and chats [12]. Online teaching is particularly beneficial for students and
teachers who are unable to attend traditional in-person classes due to location, mobility,
or personal circumstances [12]. It can also be cost-effective for students, allow a more
student-centered and self-paced approach to learning and can grant unlimited, world-
wide access to knowledge [13]. However, it is important to note that online teaching is
not without its challenges. There are, for example, concerns about the decline of face-
to-face interactions between students and teachers. This lack of personal interaction can
negatively impact the effectiveness of online teaching [14]. Online teaching also comes
with a significant workload for teachers [13]. The quality of online teaching is highly
dependent on the quality of materials. It is important that teachers are well-trained and
have the necessary technical skills to create and deliver engaging and interactive online
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learning materials and experiences [2]. The sudden transition to online teaching dur-
ing the COVID-19 pandemic has highlighted existing problems in HEIs, such as poor
online teaching infrastructure, the inexperience of teachers in using digital instructional
formats, and lack of technical support [13, 15]. These challenges impact the effective-
ness of online teaching for students and teachers [13]. Hodges et al. (2020) differentiate
between well-planned online teaching and the teaching that has been hastily imple-
mented as a response to the COVID-19 pandemic, which they refer to as “emergency
remote teaching” [1].

2.2 Learning Analytics

The increase in online teaching and continuous developments in the field of data analytics
have led universities to consider how the data generated in educational systems, such
as learning management systems (LMS), can be analyzed and used to improve learning
and teaching practices [16]. This educational data includes information about the users
themselves, their interactionswith systems, communicationwith others, and information
about courses and learning objectives [17]. By processing the data with the help of
descriptive and predictive models, teachers can gain insights about the students, their
learning behavior and their usage of course materials [18]. This can support teachers to
make informed decisions in order to improve learning and teaching environments [19].
From the student’s point of view, LA can provide insights into their own learning habits
and allow them to adjust their learning behavior [3]. Many teachers and institutions
recognize the potential value of LA in improving both teaching and learning [5]. For
example, in a survey of 250 teachers at an Australian university, 70% agreed that using
LA would benefit their courses [20]. However, concerns have been raised about data
protection [21], the invasion of privacy and the need to ensure that LA is used ethically
[22]. Many teachers also express skepticism about the utility of LA [5]. They have
concerns about their ability to interpret the feedback provided, potential negative impact
on students’ behavior, and the extra workload that LA requires [5, 20]. The usage also
poses the risk of inaccurate predictions or misinterpretations [23], as a result of flawed
or inadequate data [24]. LMS capture only a limited aspect of the learning process and
do not provide a comprehensive perspective that takes into account all possible factors
that affect a student’s success or failure [25].

3 Methodology

For the present study, a qualitative research design was adopted, comprising semi-
structured interviews with 18 teachers from German and Dutch universities. The par-
ticipants were research and teaching assistants, postdoctoral researchers, and professors
with an average teaching experience of 9 years, of which an average of almost 3 years
was in online teaching. 7 participants have initial, limited experience with LA while the
remainder has no experience with LA. The questionnaire was systematically developed
[26] and contained 15 questions divided into three groups. The first group of questions
covered the positions and responsibilities of the interviewees, as well as their experi-
ences with in-person and online teaching. The second group of questions focused on



100 A. Rodda

the perceived advantages and disadvantages of online teaching compared to in-person
teaching. The third group of questions addressed LA, including questions about opportu-
nities and threats, data requirements, evaluations, presentation formats, and timeliness.
The interviews were conducted following the dramaturgical model proposed by Myers
and Newman [27]. Prior to the interview, a brief introduction to the research topic of
online teaching and LA was provided. The average duration of the interviews was 40
min. All interviews were recorded and transcribed for further analysis. The transcripts
were analyzed using Mayring’s qualitative content analysis to develop categories [8]
by using the software MAXQDA. After an intensive reading of the interviews the ini-
tial categories were created, using the interview guide as a first point of reference. The
transcripts were coded and the coded text segments were systematically processed. If
necessary, categories and subcategories were adapted during a second cycle of “fine”
coding. The results were then interpreted and translated into English for the purpose of
this research.

4 Results

In the following, the advantages (Sect. 4.1) and disadvantages (Sect. 4.2) that teachers
see in online teaching compared to in-person teaching will be addressed. Afterwards,
the opportunities (Sect. 4.3) and risks (Sect. 4.4) of LA from the perspective of teachers
will be presented and their requirements for a LA Systems (Sect. 4.5) will be described.

4.1 Advantages of Online Teaching

To begin, we will examine the changes that have occurred due to the transition to online
teaching. The interviewees were asked about the advantages of online teaching. Their
answers were classified into four categories: 1) Flexibility, 2) quality of teaching, 3)
technology use, and 4) independent learning. Table 1 shows a brief overview of the
categories and subcategories, which are described in more detail in the following text.

Table 1. Advantages of Online Teaching

Category Subcategory

Flexibility Independence in place and time, family friendliness

Quality of teaching Revision of old materials, careful creation of new contents

Use of technology Interactive learning, integration of external resources, real-time
feedback, reuse of materials, documentation, collaboration with other
HEIs, online exams

Independent learning Students own pace, consideration of individual needs, independent
working skills

The most commonly mentioned benefit of online teaching (n= 15) is the flexibility
it provides for teachers. The ability to teach remotely eliminates the need for long com-
mutes, and in the case of asynchronous online teaching, allows for temporal flexibility
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as well. This flexibility can make the work of teachers more family-friendly, as they can
more easily attend to the needs of children or other dependents (n = 4).

Another benefit noted by several teachers (n = 4) is the improvement in the quality
of instruction. The transition to online teaching could provide an incentive for teachers
to thoroughly review and revise course material. Participants noted that this is especially
beneficial for courses that have been in existence for an extended period, as the materials
may have been reused over time. Additionally, the interviewees report placing a special
emphasis on their rhetoric and the clarity of the content when creating videos, while they
tend to spontaneously reference slides during in-person lectures (n = 3). As a result,
these participants perceived online teaching as more efficient (n = 3).

According to the participants, the implementation of technology could facilitate
the effective transmission of knowledge (n = 5). The ability to view and pause videos
multiple times could allow students to better comprehend the material (n = 5). It was
alsomentioned, that the opportunity for students to actively participate and share screens
during synchronous instruction can contribute to a more interactive and diverse learning
experience (n = 5). In addition, the technical infrastructure, if used right, could enable
the seamless integration of external resources like guest lectures from experts, external
videos, and software, enriching the teaching even further (n = 2). Group work could
be conducted virtually through the use of breakout rooms, eliminating the need for
long setup times and suitable rooms (n = 3). Anonymous surveys could be utilized to
collect real-time feedback during online lectures (n = 4). Many teachers also reported
the reuse of online materials as an important advantage, as videos and other content
could be used for other courses or in future semesters (n = 8). The same applies to
FAQs and other forms of documentation, which may also be beneficial in the event of
personnel changes, as much remains easily comprehensible through documentation (n=
2). Participant 05 said: “We have recorded all our lectures as videos. That means that the
course is basically no longer dependent on me as a person. As a faculty, you often have a
change of staff, especially because teaching assistants only stay formaybe 3–4 years […]
and with that there is always a loss of knowledge. Now we have practically everything
recorded for the posterity. Accordingly, if I would leave now, we would not have that
loss of knowledge.” In addition, the interviewees state that online teaching offers the
opportunity to develop and deliver courses in collaboration with other universities (n
= 2). The potential use of online exams was also cited as an improvement by some
(n = 3). The process of room planning, the creation and printing of exam materials,
and the provision of supervision would get mostly eliminated. In some cases, automatic
grading becomes possible, which could save time. It was also noted thatmultiple teachers
could grade online exams simultaneously, eliminating the risk of lost exams through the
transfer of paper copies (n = 2). Also, there are more control mechanisms in online
exams, such as the reconciliation of points, which can reduce human error (n = 3).

The potential to enhance student independence was stated as another advantage of
online instruction (n=3). Studentswould have the ability to determine their own learning
times and pace, enabling them to more effectively tailor their learning to their individual
needs. Through this process, they could also develop autonomous working skills. This
may lead to increased motivation and a more independent learning approach (n = 2).
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4.2 Disadvantages of Online Teaching

In addition to the improvements due to online teaching, respondents also identified
several negative aspects. They can be classified into the following five categories: 1)
Social interaction, 2) student behavior, 3) effort, 4) quality of teaching, and 5) techni-
cal problems. Analogous to Table 1, Table 2 again briefly presents the categories and
subcategories, with detailed explanations following in the next paragraph.

Table 2. Disadvantages of Online Teaching

Category Subcategory

Social Interaction Weaker relationship, little interaction, lack of feedback, loss of visual cues

Student behavior Passive behavior, procrastination

Effort High expenditure of time, technical training

Quality of teaching Formalization of teaching, reuse of materials

Technical problems Software and hardware problems

All respondents mentioned the decline in social interaction or lack of contact with
students as a negative aspect of online teaching (n = 18). The interviewees felt they
no longer had a sufficient relationship with their students. Many reported that there is
little interaction in their courses (n = 12). Some participants also described a lack of
feedback on their teaching (n= 8), making it difficult to understand student perceptions
and identify potential problem areas. The absence of feedback also makes it challenging
to assess student mood and engagement (n = 2). Many respondents also described the
loss of visual cues as a deterioration (n = 13). Facial expressions and gestures, such as
head shaking, nodding, yawning, etc. were all described as important cues for instructors
during in-person lectures. They provide valuable hints, even in large groups, and cannot
be adequately replaced through the use of cameras during synchronous teaching.Another
important consideration, thatwas noted by the participants, is that informal conversations
during breaks were no longer possible (n = 5). These conversations, however, were
described as crucial for exchanging information and building relationships, including
forming learning groups, sharing documents, or asking instructors about other courses
or thesis topics (n = 5). Interviewees also reported observing an increasing sense of
isolation among students (n = 2).

The alteration in student behavior was also identified as a negative aspect by several
participants (n = 7). Students were reported to be more passive, asking fewer questions
and participating less (n= 4). Participant 06 mentioned: “For me, the biggest difference
is that students actually participate in in-person teaching […]. In online teaching, it has
happened not only once that no student has actually said anything during the whole 90
min, and as a teacher you feel like you are talking to your own screen for 90min, because
not one student turns his camera or microphone on.” A decrease in student motivation
was also mentioned (n = 3). According to some interviewees, the flexibility of online
teaching could negatively affect those students who are unable to self-motivate and learn
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independently (n= 3), resulting in procrastination (n= 2). Two respondents also noted
the phenomenon of “Zoom fatigue,” which refers to the exhaustion that can result from
excessive use of videoconferencing.

Another issue mentioned by participants (n = 8) was the increased time and effort
required to transition from in-person to online teaching. This involves familiarization
with technology, adaptation of teachingmaterials, and consideration of how to effectively
deliver the content online. The process of recording videos, in particular, requires a
significant amount of effort (n = 5). Participant 10 stated: “In one semester, we had to
work completely with recordings due to technical problems […]with video conferences.
I have to say that the effort tripled or quadrupled because of all the preparations.”
Furthermore, exams and assessments must also be adapted to the online format, as some
tasks may not be feasible in an online setting (n = 2).

Some respondents also worried about a decline in the quality of teaching (n= 4). The
formalization of teaching through the use of online videos, exercises, and assessments
may lead to a loss of creative formats and a less intimate atmosphere in courses (n= 3).
In addition, due to the lack of feedback (n= 4) or for convenience (n= 2), content may
be simply repeated from semester to semester without further development.

Technical issueswere also cited as a negative aspect of online teaching (n= 6). These
problems may arise in the preparation and provision of content, as well as in the use
of conference tools, hardware such as cameras, microphones, and internet connections.
These issues could cause frustration for both teachers and students.

4.3 Chances of Learning Analytics

In the third part of the questionnaire, the interviewees were asked about the opportunities
of LA for their teaching. The responses were grouped into the following categories: 1)
Overview of student activities, 2) detection of problem areas and patterns, 3) quality of
teaching, 4) student learning, and 5) automated feedback (see Table 3).

Table 3. Chances of Learning Analytics

Category Subcategory

Overview of student activities Overview, insights into learning behaviors,
transparency, connection

Detection of problem areas and patterns Early identification of problems or poorly addressed
content, patterns for success or failure, comparisons
over time

Quality of teaching Adaption of content, optimization of courses,
feedback, continuous evaluation of changes

Student learning Increased motivation and satisfaction, less
procrastination

Automated feedback Recommendation for actions, data-driven decision
support
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Several teachers (n = 9) emphasized the potential of LA in providing a better
overview of student activities, including their collaboration, weaknesses, and strengths.
Through LA, instructors could gain insights into the learning behavior of their students
and understand how they are using course content (n = 3). Participants also noted that
LA provide transparency on the students and their previous knowledge (n = 2). LA
could also help instructors to feel more connected to their students (n = 4).

Another frequently mentioned opportunity of LA (n = 11) is its ability to iden-
tify problem areas early on in the teaching process which allows instructors to make
adjustments early in the semester (n = 6). For example, teachers could offer additional
explanations, materials, or consultation hours based on information provided by LA.
Based on the data, they could also ask students why certain content has been little or
poorly addressed (n = 3). Participants emphasized that they could then provide early
and individualized support to at-risk students who are struggling with the course content
or pace (n = 4). Through the application of LA, patterns in student learning behav-
ior and success could be identified and used to adapt teaching strategies (n = 3). By
analyzing data, such as that from exercises and exams, participants hope they could
determine the usefulness of preparatory materials and the relationship between student
engagement and academic performance (n = 3). For example, teachers could analyze
whether students who are very active in the LMS or in discussion forums, achieve better
exam grades. These patterns could also be used to make predictions about students’
future course performances and to review previously established learning goals (n =
3). According to some interviewees, LA could be used to compare student performance
and usage of course materials across the semester, allowing also for the assessment and
documentation of courses over a longer period of time (n = 4).

The benefits mentioned so far form the foundation for the opportunity most fre-
quently mentioned by participants (n = 14), the ability to optimize the content and the
delivery of teaching based on data analyses. This can include aligning content, improv-
ing comprehensibility, and adjusting the pace of the course. These adjustments could
be made in real-time during lectures through the use of surveys and quizzes (n = 3),
throughout the semester (n= 14), or after the semester has ended (n= 8). LA can enable
continuous improvement of the quality of teaching (n= 8) by making it more audience-
oriented, needs-based, and personalized (n = 6). For example, extra teaching materials
could be provided and tailored to the needs of specific groups of students, based on their
prior experiences and performances (n= 5), potentially making courses more attractive
in general (n= 3). LA data could also serve as feedback to support self-reflection among
teachers (n= 5), and could be used to adapt not only content, but also teaching methods
and formats (n = 5). These changes could then be re-evaluated using LA data (n = 6)
and might also encourage instructors to try out new innovative concepts (n = 3).

Many respondents (n = 8) believe that tailoring teaching to student needs and pro-
viding teachers with an overview through LA could improve student learning and sat-
isfaction. LA may also provide students with the opportunity to self-assess and track
their progress (n = 5) and compare their performance to that of their peers (n = 2),
potentially increasing motivation and reducing procrastination (n = 2). Participant 15
compares learning with workouts: “I definitely see an opportunity for the students them-
selves, to be motivated by LA. They see: Okay, I have generated progress, I am now at
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67%, I only have 33% to go. I am also like that when I am running, I know I have to run
6 km and I am at kilometer 4 and I think to myself: I have already done two thirds, I can
get this done. And that is the same with learning”.

Automated feedback and recommendations for action through LA were also men-
tioned as an opportunity, as they could alleviate some workload for teachers (n= 2) and
serve as a basis for data-driven decision support (n = 2). Participant 09 states, “I need
clear implications from the data that is shown to me. If this and that is the case, then do
this. There needs to be more of a decision support to the data that tells me, so to speak,
what I can do with this information. That’s not currently there, but I think that’s where it
could go.” LAmay also lead to time savings (n= 2) and help detect attempts at cheating
in online exams (n = 2).

4.4 Threats of Learning Analytics

The teacher’s responses about the possible threats of LA were classified into five cate-
gories, as shown in Table 4. The categories are: 1) Data protection, 2) focus on data, 3)
impact on teachers, 4) discrimination against students, and 5) impact on students.

Table 4. Threats of Learning Analytics

Category Subcategory

Data protection Data protection, security, invasion of students’ privacy

Focus on data Unreliable or meaningless data, excessive weighing of key
figures, misinterpretation,

Impact on teachers Effort and resources, overwhelming amount of data, lack of
technical expertise, demotivation

Discrimination against students Different behavior towards students, self-fulfilling
prophecies, discrimination

Impact on students Constant feeling of being monitored, pressure, frustration

The most frequently mentioned threat (n= 15) was related to data protection, given
the large amount of student data that is collected and analyzed through LA. Issues such
as consent, data security, data storage duration, and access to data need be carefully
considered when implementing LA. Most of the interviewees (n = 13) felt that data
protection is the responsibility of the HEI, not of individual teachers. However, some
participants also expressed concern that overly strict privacy policies could hinder the
effective use of LA (n= 4). In addition, interviewees feared that the use of LA in general
could be perceived by students as an invasion of their privacy (n = 4).

Another frequently named threat (n = 12) is the risk to place too much emphasis
on data. Some participants pointed out that the data collected may not be meaningful in
representing student learning behavior (n= 4). Participant 15 stated: “If I have someone
who likes to watch the videos, but then they download the videos and work with the
accompanying materials and print it out, then I cannot see exactly if the person really,
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actually learned or not because they just have a different learning path.” Another con-
cern was the potential for excessive weighting of key figures (n = 5), as it could be
challenging to determine which metrics are most relevant for drawing meaningful con-
clusions. Participant 03 said: “When you use metrics, you set incentives and then people
always fulfill what is required by a metric and not what is intended by it. That is totally
absurd, but it always happens relatively quickly.” The danger of misinterpretation of
data by teachers was also mentioned by several participants (n = 10), potentially lead-
ing to false adjustments of teaching based on incorrect assumptions. Several respondents
stressed the importance of not blindly relying on data (n = 4). There is also a danger of
continuing to optimize courses based on the data, but not providing any new content (n
= 2). This could be because the data is only ever based on what already exists.

Another potential threat from the point of view of the participants was the high
investment of resources and time required for the evaluation and adaptation of courses
(n = 9). This could possibly lead to a decrease in the quality of teaching, if teachers
do not have sufficient time for their core tasks anymore (n = 5). The level of difficulty
and time required for analyses varies depending on how clearly and effectively they
are presented to instructors. Some participants also expressed concerns about feeling
overwhelmed by the amount of information (n = 2) or being at a disadvantage due to a
lack of technical expertise (n = 2). Additionally, teachers may find LA demotivating if
they see, for example, that elaborately produced materials are not being used (n = 2).

There are also concerns from participants that LA could lead to changes in the
perception of individual students or the entire group (n = 9). Some teachers fear that
they may evaluate students differently based on data, or that they may subconsciously
or consciously evaluate students less favorably if they are less active (n= 9). Participant
14 describes this as follows: “That would be a kind of self-fulfilling prophecy, where
you see students who are perhaps not so good at the beginning, for whatever reason,
that you might then evaluate them negatively in exams in advance. Or in the case of the
good people, you say they are great anyway, you do not need to teach them anything
more.” There is also a potential for discrimination based on demographic data or prior
performance, depending on the data and algorithms used (n = 3).

On the student side, participants worried that the use of LA may lead to feelings of
being monitored or controlled, which could increase pressure (n = 6) and frustration (n
= 4). Students may also feel pressured to alter their natural learning behavior in order
to perform well in LA evaluations (n = 3).

4.5 Requirements for the Usage of Learning Analytics

In the final part of the survey, all respondents (n = 18) indicated that they would be
interested in using LA. All respondents also expressed a desire for a dashboard to display
the relevant data and analyses. This dashboard should be clearly arranged, intuitive and
easy to understand (n = 6). It should also offer a range of filter options (n = 4) and be
customizable (n= 5) to meet the specific needs of the user. Participant 02 mentioned: “I
would like to have a dashboard which I can configure individually for myself, because I
think every teacher has his own perspective or special information that is weighted more
heavily than something else. So, if I had the possibility to see the data that really interests
me, where I say, okay, maybe these are current pain points for me in teaching, that is what
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I want to track and work on first right now, that would be perfect.” Additionally, several
teachers (n = 4) suggested that the dashboard should be integrated into the university’s
LMS (n= 4). Some respondents (n= 3) also requested access to raw data so they could
create their own analyses.

Regarding the frequency of data collection and display, the majority of respondents
(n= 13) preferred weekly evaluations, while others (n= 5) preferred daily evaluations.
Several teachers (n = 7) also emphasized the importance of real-time evaluations in
addition to these. It was also suggested that the data should be aggregated at the end of
the semester and compared to data from previous semesters, allowing for analyses over
the course of time (n = 6). Though not all respondents provided specific information
on the data and evaluations they would like to see, the following were among those
mentioned: Usage data for course content (n = 9), including video usage, results and
time spent on tasks and self-study assessments (n = 5), total time spent in the LMS (n
= 4), students’ prior knowledge (n = 4), as well as number and content of discussion
contributions (n = 2). Suggested evaluations included an overview of common errors
by topic (n= 6), correlation between final grades and the completion of assignments (n
= 5), identification of at-risk students (n = 5), an overview of the learning progress (n
= 3), identification of learning styles (n = 2), and networks between students (n = 2).

5 Discussion and Conclusion

5.1 Discussion of the Results

In this section, we first take a look at the advantages and disadvantages of online teach-
ing as perceived by the interviewees. Afterwards, the potential for LA to enhance the
advantages and mitigate the disadvantages of online teaching is explored, using current
literature to demonstrate and substantiate the potentials of LA. Finally, other noteworthy
findings from the interviews will be discussed.

When examining the responses on the changes in teaching brought about by the
shift to online teaching, it is notable that the teachers listed more disadvantages than
advantages, andprovided longer explanations for the disadvantages, especially in relation
to the interaction with students. Other commonly named challenges were the increased
time and effort to prepare online courses and technical issues. It is worth noting that 12
participants had no prior experience with online teaching before the Covid-19 pandemic
and were forced to transition to it due to lockdowns of universities. The lack of prior
experience and technical knowledge may have contributed to their negative views [9,
13]. With the rushed transition to online teaching during the pandemic, there was little
time to explore the potential benefits [1]. Among the participants with prior experience
in online teaching (n = 6), more potentials were identified, such as interactivity, the
inclusion of external sources, and the promotion of independent learning.

We now examine, based on current literature, the extent to which the benefits and
disadvantages of online teaching described by the participants can be enhanced or dimin-
ished by the use of LA. In terms of improving the quality of online teaching, LA can help
instructors to reflect on their own practices and identify areas for improvement [18], as
well as try out new forms of online teaching and evaluate their effectiveness based on
educational data [28]. LA can also reinforce the benefits of technology-based feedback
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and documentation of courses, by providing a rich set of data and analyses on student
performance, and the effectiveness of exercises in preparing students for exams [18, 28].
In addition, LA can support independent learning by providing students with continuous
feedback on their own performance, helping them identify areas for further study, and
motivating them through comparisons with others [3]. LA can also help address several
of the identified disadvantages of online teaching, including the declining social inter-
action, student behavior, and the quality of teaching. In terms of social interaction, LA
could indirectly promote greater interactions among students by providing motivation
through LA dashboards or data-based hints, as well as through the use of an interaction
rate [3]. LA can provide instructors with detailed feedback on the processing of course
content, allowing problem areas to be identified and addressed early on [3]. This can help
to partially compensate for the loss of visual cues that often occurs in online teaching
[7]. In terms of passive student behavior and procrastination, LA can be very effective in
improving outcomes by providing students with constant feedback on their performance
and progress, and enabling instructors to intervene with at-risk students early on [3]. As
for the quality of teaching, LA can motivate teachers to improve their courses through
feedback and summative assessments at the end of the semester [18], reducing the risk
of relying solely on pre-existing materials.

Overall, the participants in the study showed a positive attitude towards the use of
LA. All respondents saw opportunities in its application and expressed a desire to use
LA in their own teaching, as long as the data was made available to them in an easily
accessible and intuitive format, e.g., in the form of a dashboard with various filtering
and customization options. While many of the respondents expressed concern about
data protection, they did not see this as a threat to themselves, as they believed it was
the responsibility of the institution to address these issues. The extent to which the
identified opportunities can be implemented in practice depends on a number of factors,
including the data collected by the institution, the availability of resources to integrate
and clean the data, and the ease of access for users. Many universities are currently not
equipped to handle these tasks [17, 18]. As for the threats, they can be mitigated through
appropriate measures, such as using established models for LA adoptions at universities
that include guidelines for data storage and use [24], and involving all stakeholders from
the beginning of the development [21]. Universities can also provide support in the form
of facilities and staff to help teachers use of LA. Training courses about data analyses
for teachers could reduce discrimination and focus on data alone [24].

It is worth noting that participants in the study had different attitudes towards the use
of LA. Some saw the greatest potentials in monitoring and controlling student behav-
ior, including minimizing procrastination and tracking the progress of weaker students.
Others saw greater value in using LA to support student self-reflection and to provide
feedback to instructors on the effectiveness of their teaching. These different perspec-
tives may be influenced by the teachers’ underlying attitudes towards their students. As
participant 17, who had the most extensive experience with online teaching and LA of
all the participants, noted: “The desire for control is already there. Now some also want
to know who has not read this or not done that? They want be able to sanction that.
That has a lot to do with the basic attitude towards students. If I think that students are
designed for optimization and are looking for the most favorable way to get through
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somehow, be it by cheating and deception, then I am also inclined to want to use the data
to find exactly such things. If, on the other hand, I focus more on things like autonomy,
freedom, personal responsibility, because I believe that students can do that and want to
do that, then I can use LA to improve what I as a teacher have to offer”.

5.2 Conclusion and Outlook

In summary, the present study aims to investigate the relationship between online teach-
ing and LA from the perspective of teachers. The results show that the participating
teachers had a positive attitude toward LA. They saw LA as a valuable tool to support
online teaching, but had concerns about privacy, unreliable or meaningless data, and the
effort and resources that LA requires. The study revealed that teachers require detailed,
specific, and actionable data about their students in order to make informed decisions to
improve their teaching. The data should be summable at different times, such as daily
or weekly overviews, and end-of-semester summaries. It should also be comparable to
data from previous years. Furthermore, participants preferred for the information to be
presented in form of an intuitive and customizable dashboard. These findings highlight
the importance of including teachers early on in the development of LA systems. Fur-
thermore, the results of the study suggest that LA could play a valuable role in addressing
many of the disadvantages of online teaching by providing insights into student learning
and engagement and can help to improve the quality of teaching.
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Abstract. This paper presents a systematic literature review of the influence of
online ratings and reviews in consumer buying behavior with the purpose of find-
ing out trends, themes, directions, research problems, and potential future research
avenues how ratings and reviews affect online consumer buying decision-making
behavior. The only systematic literature review on online consumer reviews had
presented the existing studies in relation to the communication model. The review
found that no prior studies had focused on buying decision making. This study
analyzes and discusses 63 papers published in the last three decades in interna-
tional scientific journals indexed inWeb of Science and Scopus grouped under four
main themes: 1) quality of ratings and reviews; 2) sales and consumer behavior;
3) quality of products; and 4) ratings and reviews trustworthiness and credibility.
A framework is proposed showing the five-stage model of the consumer buying
decision-making process influenced by review ratings, aggregate ratings, review
variance, rating volume, rating length, review ranking, top reviewers’ reviews,
average ratings, and review history. This influence is mediated by behavioral con-
structs. This study aims at contributing both to the understanding of online con-
sumer buying decision making process and e-business literature expanding the
knowledge on online ratings and reviews.

Keywords: rating · review · buying behavior · consumer · information search

1 Introduction

Consumers’ search and use of information has changed immensely in the past years.
In the digital environment, ratings and reviews (R&Rs) have become ubiquitous [10]
as e-commerce websites allow consumers to share information about products they
purchased. Reliance on consumer R&Rs for information search before purchasing is a
growing trend.

This trend is in line with the growing engagement of consumers with brands through
social media, co-creating value by generating content and electronic word-of-mouth,
sharing experiences online. User generated content stimulate user participation and pro-
vide access to social knowledge and experiences to support online purchase [29]. Social
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commerce involves buyers acquiring information about products and services that inter-
est them by perusing content generated by other buyers, in alignment with the principles
of social learning theory. The social learning theory [7] is a significant theory of learning
and development that highlights that humans can learn new behaviors and information
by observation [29]. The elements of social commerce offer an ideal backdrop for shop-
pers to observe the behavior of others. Consumers can obtain social experiences and
knowledge by engaging in online communities and forums, browsing through reviews
and ratings posted by other users, or taking note of recommendations made on social
networks [29].

Research on R&Rs and online consumer behavior has been growing in quantity
and breath of topics. Searching the literature using generic keywords related to con-
sumer online interaction such as: user-generated content, eWOMcommunication, online
communities, virtual communities, etc. triggers massive number of published stud-
ies. Recently, Zheng [83] conducted a systematic literature review on online consumer
reviews (OCRs). The study identifies and categorizes OCR dimensions based on social
communication process theory. Zheng [83] review demonstrated the literature of past
studies related to five categories based on the communication model, reviewer-related,
review-related, recipient-bases, channel-based, and response-based studies. The review
results in developing an integrated conceptual framework presenting the relationship
between the five categories. Zheng [83] found that past research focused on consumer
perceptions of online reviews, but less on investigating consumer decisionmaking. How-
ever, there are no prior systematic literature reviews focusing specifically on published
research addressing the impact of R&Rs in consumer buying decision making process.

The increasing importance of R&Rs for both business and individuals deserves the
attention of scholars in the field, with a view to extend knowledge on the drivers of
purchase behavior and emphasizes the importance of ratings and reviews in marketing.
This study aims at analyzing the literature on online ratings and reviews and consumer
buying behavior in order to expand knowledge on how R&Rs impact the different stages
of the buying decision process and pave the way for further research on R&Rs in the
context of consumer behavior and marketing. Therefore, this study will answer the
following research questions: RQ1: How has the impact of R&Rs on consumer behavior
been analyzed in extant research? RQ2: How do ratings and reviews affect consumer
buying decision-making? This study aims at contributing to finding out trends, themes,
directions, research problems, and potential future research directions.

This paper is structured as follows: we start by presenting the concepts of R&Rs. Sec-
ondly, we describe the methodology followed in this study. Subsequently we present and
discuss the findings on R&Rs and buying decision-making. Then we suggest directions
for future research. Finally, the conclusions of the study and theoretical and managerial
implications are lined up.
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2 Ratings and Reviews

Ratings and reviews (R&Rs) are important and enable shoppers to exchange feedback
on goods and services and share their choices from their independent experience and
point of view [67]. Ratings generally take the form of numerical values, typically ranging
from one (indicating very poor quality) to five (indicating very high quality) [26], and are
frequently accompanied by a brief textual description and a few images [15]. Reviews
are product information and recommendations provided from a consumer perspective
[41].

The use of R&Rs is trend intensified by the increase of social media popularity,
which is causing online businesses to shift from e-commerce to social commerce [47,
78]. Social commerce is a fusion of e-commerce and social media [18], and it is revo-
lutionizing the mode of consumer online communication from the traditional one-way
communication to a more desirable two-way interaction [29] that enables consumers
to interact with each other. In social commerce, consumers behave collaboratively [29]
by sharing, recommending and advising each other. For example, virtual communities,
defined as “A group of people who may or may not meet one another face to face, and
who exchange words and ideas through the mediation of computer bulletin boards and
networks” [43] p.262, can gather a rich amount of reviews and comments.

Technologies such as rating, review, and recommendation systems have become
popular social shopping platforms’ tools due to ease of use and simplicity in sharing
buying experience and aggregating evaluations [4]. The adoption and use of these tools
have earned social media platforms good reputation and transparency [35]. Opinions
communicated and information exchanged in the form of rating and reviews represent
a form of written Word of Mouth (WOM). According to Amblee et al. [4], electronic
WOM (eWOM) should be considered by shoppers and e-tailers as a primary source of
social shopping experience.

From a business standpoint, the incorporation of R&R features enables merchants to
seamlessly integrate shopper feedback and community platforms into their websites. In
the e-commerce ecosystem, product descriptions hold significant importance, and con-
sumer reviews have emerged as complementary information to the product descriptions
offered by the merchant [27]. In addition, from a consumer’s perspective, user-generated
content (UGC) provided by independent users and social media real shoppers, possesses
a greater level of credibility and is more valuable in making purchasing decisions [36].

Hence, the importance of R&Rs is growing. Consumers increasingly rely on online
reviews and often spend a considerable amount of time going through reviews to learn
more about a product before making their purchase decision [21, 81]. Reviews play an
important role in the buying decision process by providing an enhanced comprehension
of a product or service.
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OnlineR&Rhave a crucial function in reducing consumer uncertainty [60]. By exam-
ining theR&Rs posted by other buyers of a product, users can gain a better understanding
of the quality of the product, thereby boosting their confidence in its characteristics and
performance [15]. As a result, R&Rs facilitate informed decision-making by allowing
consumers to learn about the quality and attributes of a product as shared by other cus-
tomers. Hence, different facets of R&R studies have been studied: ratings and reviews
quality [27, 75], reviews variance [49, 76], misleading between ratings and reviews and
impact on product reputation [52], product average rating [50], ratings and reviews as
an assessing tool for product quality and market value [23, 71], etc. The value of online
reviews is consistent among most studies, but there are some diverging views regarding
review credibility. Consumers face a trust-building challenge in most of their online
purchases despite their level of concern regarding purchasing decisions. This explains
why trust was a priority in many studies [2, 19, 39].

3 Method

This study comprises a systematic literature review centered on research related to the
impact of R&Rs on consumer buying behavior. This study aims at mapping the extant
body of knowledge on the topic by identifying research gaps, trends, and citation themes,
with a view to propose a future research agenda. To conduct this study, we carried out a
search for papers indexed in Web of Science (WoS) and Scopus, which are among the
most comprehensive multidisciplinary databases of published research [55].

To focus the search on the main goal of this study, and aiming to answer the research
questions, we considered four search terms – review*, rating*, consumer*, and buy* – to
trace paper topics that were relevant for the review. The search was run on the following
field tags: title, abstract, and keywords. The search was not limited to a specific period.
The aim was to gather all relevant papers available in the databases regardless of their
date of publication.

InWoS, a total of 99 papers were retrieved for the period 1996–2021 (Fig. 1). Subse-
quently, we used a number of inclusion and exclusion criteria to further refine the search.
Firstly, only articles categorized in related areas to this study (Business, Management,
Computer Science Information System, Computer Science Software Engineering, Infor-
mation Science, and Communication) were included. All abstracts and conclusions were
read, and irrelevant articles were excluded, leading to a total of 24 articles retrieved from
WoS.

In Scopus, the initial search resulted in 109 papers, of which only 57 were arti-
cles. Refining the search to related areas (Computer Science, Business, Management,
Social Science, Decision Science, Economics, Psychology, and Computer Engineering)
resulted in 47 articles. There were some articles in languages other than English that
have been excluded, leading to a total of 45 articles. Duplicated articles in both databases
were also removed, yielding a final result of 49 articles, which were the object of our
analysis.
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Fig. 1. Article selection process

4 Findings

In order to provide a roadmap of the literature, we conducted a content analysis of the
papers. The analysiswas divided into the following features: year of publication; journals
and research areas; author provenance; number of citations; research methods and data
collection techniques and main themes.

4.1 Year of Publication

There was no limited period selected for our study. The earliest paper in the set is dated
from 2001. The collected papers were grouped into three time periods: 2001–2010 (4
papers), 2011–2020 (39 papers), and 2021 (6 papers). Therefore, almost 80% of studies
were published in the past decade (2011–2020), which reflects the growing interest of
scholars in shedding light on this specific area (Fig. 2).
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Fig. 2. Distribution of papers per year

4.2 Journals and Research Areas

The results regarding publication present 43 journals that published articles on the topic
of R&Rs. Of those, 35 studies were published in different journals. Only 6 journals
published more than one article: Information System Research, International Journal
of Advanced Science and Technology, International Journal of Electronic Commerce,
International Journal of Innovation Technology and Exploring Engineering, Interna-
tional Journal of Mechanical and Technology, and Asia Pacific Journal of Marketing
and Logistics. Information system journals figure on top of the journal list, followed by
management and marketing journals.

4.3 Author Provenance and Research Areas

Rating and reviews are published online; therefore, studies could not be classified based
on countries where the studies were conducted, because the samples of review, surveys,
and data were collected online. Therefore, we analyzed the academic affiliations of the
authors. The studies were conducted by 120 authors from 24 different countries (Fig. 3).
Most articles (35) were the result of more than one author contributing to the area, and
only 10 articles were studies conducted by only one author. The majority of authors
contributing to the area of study are located in India (31 authors). The USA comes
second, with 21 authors; then comes China (13 authors), and Pakistan (11 authors). This
result shows the global nature of research and widespread interest on the topic, including
a growing interest in emerging countries.
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4.4 Citation Impact

The number of citations provides an indication of the impact of published papers. As
per the citation report of WoS and Scopus, the total number of citations of the 45 articles
is 1286. 33 articles were cited < 10 times, 6 articles were cited between 10–20 times,
and 9 articles were cited > 20 times.

As shown in Fig. 4, the highest-impact papers (highly cited) are those published
between 2008 and 2015. Five papers have made the highest contribution to the topic:
with 109 times cited [24], 129 times [25], 132 times [70], 193 times [4], and 433 times
[45]. Besides, 15 papers were not cited during the whole period. The most-cited articles
were published between 2008 and 2017. These research papers investigated various
topics, including the correlation between online ratings and the public’s perception of
physician quality, the influence of reviews and ratings on trust and purchase intention,
the moderating function of online ratings on the reviewer’s product rating, the impact of
eWOM communication, and the exploration of how unique preferences of initial buyers
can impact long-term consumer purchasing behavior and social welfare.
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4.5 Research Methods and Data Collection Techniques

The analysis revealed that 45 out of 49 studies have used quantitative methods, which
represents more than 91% of the total studies. Studying a specific phenomenon or behav-
ior through the enormous amount of sales data, product descriptions, andR&Rs available
online requires a method which can address a huge and varying volume of data. Surveys,
online rating and reviews, and product descriptions are major sources of data for similar
studies. Amazon.com was the most-used data source, probably because Amazon’s data
is known for having numerous attributes [71] and multiple public real-world dataset
[81]. In addition, a few case studies (three) and two qualitative study were conducted
(Table 1).
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Table 1. Paper research method and data collection

Research
Method

Data
collection

Papers References

Quantitative Online
survey

17 [5, 6, 8, 9, 17, 21, 28, 40, 43, 53, 56, 61, 68-70, 72, 82]

Online
survey +
online
reviews

2 [24, 46]

Online
survey +
online
review +
observation

1 [35]

Online data
+
observation

1 [12]

Observation 2 [22, 84]

Online
reviews

14 [3, 4, 34, 37, 38, 45, 51, 58, 62, 65 74, 77, 79]

Online
reviews +
product info

2 [44, 59]

Online sales
data

1 [50]

Online
ratings +
Check-ins +
citations

1 [48]

Literature 2 [11, 49]

Qualitative Case study 2 [1, 32]

Conceptual 3 [10, 25, 73]

Studies have used various mixed theories, models, concepts, and techniques. The
variance shows that there is room for more studies to be conducted. The online data is
numerous and unlimited, there is a huge number of products, reviews, ratings, sales data,
processes, etc., which can be studied in several ways.
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4.6 Main Themes

The articles were content-analyzed to identify the key research areas. We identified four
research themes: quality of ratings and reviews (QR&Rs), consumer behavior and sales
(CB&S), product quality (PQ), and trust and credibility (T&C). Therefore, the articles
were organized into four groups (Table 2). However, there are some studies in which
two or more areas were discussed due to the correlation between themes. Moreover,
it is important to refer to the demonstration of the consumer buying behavior process
and its structure. Research outlines a three-stage process that involves the following:
recognizing the need, pre-purchase activities (such as information search and evaluation),
the purchase itself, and post-purchase actions [16, 30, 31, 57].

Table 2. Main themes

Themes Number of
Studies

References Description

Quality of Ratings
and Reviews

21 [4, 8, 11, 12, 24, 28, 35, 37, 38, 44, 49],
[50, 56, 58, 59, 61, 65, 70, 79, 84]

Usefulness of images in
reviews of search products;
forecast precision in
recommendation schemes;
forecast of rating;
feature-based product
recommendation; the
moderating role of dispersed
ratings on social media
endorsement; improving
doctor-patient
communication; diversity of
reviews and product quality
assessment; ranking reviews
in accordance to their rating
aspects; reducing buyer
uncertainty regarding
taste-related product
attributes; influence of
reviews and ratings of
products and services on
opinions of buying and
using; relationship between
online ratings and population
perceptions of physician
quality; the moderating role
of online ratings on reviewer
online product rating;
consumer reviews as a
machine-processable
structure using ontologies;
effect of review
inconsistency on purchase
intention; complexities of
online reviews

(continued)
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Table 2. (continued)

Themes Number of
Studies

References Description

Consumer
behavior and sales

28 [1, 4, 5, 9, 17, 22, 24, 25, 28, 34, 35, 43, 45, 46, 48],
[50, 53, 61, 62, 65, 68-70, 72, 73, 77, 80, 84]

Impact of R&Rs (valence,
single vs aggregated on
buyer decision-making
process, usage patterns and
post-purchase; attitude
towards user-generated
content (UGC) and R&Rs
(positive and negative);
perceived ease of use of
UGC; luxury products;;
impulse buying; intention to
buy; trust; trial attitude
formation; e-satisfaction;
loyalty; differences between
domestic and overseas
consumers; self-claimed
non-fully satisfied shopping
experience and repurchase
intention; recommendation
process; effect on pricing in
relation to proximity
moderated by product rating,
product popularity, and
featured product website
rankings;
business-2-customer virtual
communities (B2CVC);
overrated products and
returned purchase; top
reviewer’s review impact on
sales; returning products
impact on review; effect of
eWOM communication;
attributes of a product or
service are relevant/impact
consumer’s rating

(continued)
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Table 2. (continued)

Themes Number of
Studies

References Description

Product Quality 8 [3, 10, 21, 22, 32, 51, 59, 84] Influence of review on brand
image and positioning;
judging product consumption
and competitiveness; ranking
products through reviews;
recovering the true quality of
product and when social
learning takes place;
evaluating the market value
of a new product using
crowdsourcing; analyzing
and calculating product score
from reviews

Trust & Credibility 7 [5, 6, 8, 40, 65, 74, 84] Detection of fake reviews;
sentiments of customer
reviews; dimensions of
eWOM credibility regarding
online purchasing activities;
verifying sellers based on the
experiences of friends;
evaluation of peer-to-peer
(P2P) platform markets

5 Discussion and Trends

In this section, we discuss the main findings and identify a number of trends in extant
research. Our analysis suggests that the last decade shows an increase in studies on
the topic and the past three years show a peak in the number of studies. This increase
emphasizes the growing interest and importance of R&Rs and consumer buying. This
may reflect the increase in the number of online stores, mobile shopping applications,
and the development of online banking and financial services globally. Hence, we can
expect a growing interest and awareness of the topic among companies and consumers.
In addition, given the current world pandemic situation, e-commerce sales have further
increasing [14]. Thus, online buying could be facilitated to ease the buying decision
process and keep to level, which could further enhance the number of studies on this
topic.

These results show the prevalence of the topic of R&Rs and consumer online buying
in several fields, and enhance the significance of online activities of commercial, indus-
trial, medical, agricultural, and technological sectors. It was interesting to note that only
one consumer behavior journal has published an article on this topic, while electronic
commerce journals have only published three papers during the whole period under
study.

India, the USA, and China are the top three countries of affiliation of authors con-
tributing to the topic, by order of importance. There could be several reasons to explain
this fact. The main reason may be that these three countries come on the top list of
the most populated countries (at the least for a decade). Highly populated countries
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are attractive target markets for many businesses and understanding online consumer
behavior is essential, especially in a rapidly developing context.

The total number of citations for all papers is 1280. Figure 4 shows five papers which
highly contribute to the topic, with a total of 996 citations (77.8%). Themain focus theme
of the three papers is CB&S: [45] was cited 433 times; [4] Amblee & Bui (2011), 193
times; and [25], 129 times. These three papers represent almost 60% of the total number
of citations. This emphasizes the importance of CB&S studies in contributing to the
main topic of R&R.

[70] and [24] were cited 193 times and 109 times, respectively. The two papers
represent almost 23.6% of the total number of citations. The main focus of these papers
is RRQ. [24] is the recent most-cited paper. This can be viewed as an important indicator
of the growing interest in RRQ.

The majority of the studies have followed quantitative methodologies. Online sur-
veys and online reviews were the most used method to collect data among all studies.
The complexity of human behavior derives from rational and irrational thinking, cog-
nitive and non-cognitive behavior, and emotions can trigger several different behaviors.
Therefore, the massive information needed to study R&Rs and consumer behavior calls
for a diversity of methodologies to collect and analyze data. In particular, experiment-
based studies allow to control for relevant variables and can provide a rich database
for wide analysis regarding this topic, as shown in [30, 31, 33]. Experiments allow for
uncovering consumer patterns in gathering information and evaluation. However, there
is a need for experiments focusing on the pre-purchase stage. Moreover, to understand
consumer expressions and feelings, a qualitative approach would be adequate to study
sentiments and emotional constructs.

The analysis shows that there are important interconnections among the identified
themes (Table 3). This points out to the overlap between topics and the multidimensional
nature and complexity of using R&Rs.

Consumer behavior and sales are affected by consumer trust and credibility on prod-
uct/merchant. Trust on product and credibility of merchant are determined by consumer
R&Rs and their level of satisfaction. Buyers are likely to share their experience and
contribute by posting reviews and rating products. These R&Rs will shape the product’s
image on potential consumers’ minds. Alternatively, R&Rs will impact their attention
to buying, buying decision, and buying behavior.

In order to sumup the findings that emerged fromour analysis and capture howR&Rs
affect the different stages of the buying decision process, we developed a framework
including three main dimensions: R&Rs relevant factors; mediators; and the buying
decision process model stages [85], as shown in Fig. 5.
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Table 3. Correlation of themes

Consumer behavior
and sales

Product quality Trust & Credibility

Quality of Ratings
and Reviews

the role of rating and
review in mitigating
consumer uncertainty;
expected product
quality which results
in satisfaction or
returning the product;
the impact of positive
ratings on sales; the
impact of reviews on
sales; the impact of
reviews on consumer
emotional and
cognitive processes;
review impact effect
on consumer attitude
alteration; single
customer review and
buying intentions;
trustworthy review
impact on skeptical
recipient consumer;
individual customer
review and overall
customer satisfaction;
the impact of R&Rs on
buying decision

single customer review
and product-related
attitudes; feature
extraction; product
quality ranking;
semantic orientation;
expected product
quality; consumer
services; quality
perceptions;
quality-of-care ratings

trust in consumers’
reviews; trust in
product reviews
moderates single
reviews effect and
aggregate ratings; trust
in product reviews
moderates single
reviews effect and
aggregate ratings;
trustworthiness
estimation; credibility
value estimation; trust
in P2P platforms and
review bias

Consumer
behavior and sales

impact of customer
review and additional
signals of quality on
buying behavior; the
impact of product
attributes on online
purchase decision; the
influence of product
personality ratings on
purchase intention; the
impact of design
constructs (credibility
and features) on
purchase intention

impact of trust on
purchase intention;
trustworthy reviews
impact on skeptical
recipient consumer
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Fig. 5. Analysis map and framework

5.1 R&Rs Relevant Factors

We have identified a number of factors that have been pointed out as relevant to under-
stand the impact of R&Rs: review ratings, aggregate ratings, review variance, rating
volume, rating length, review ranking, top reviewers’ reviews, average ratings, review
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history. According to Li et al. [42], the factors affecting online reviews are the number
of reviews, where the average review rating is not directly controlled by merchants. In
the same vein, Chen et al. [17] reported that the increase of rating volume after a certain
number decreases the impact of rating on purchase intention. Moreover, Patra et al. [54]
found that lengthy reviews may drop the recommendation/rating of a product.

The variance of consumer reviews creates a double-edged sword that can produce
positive and negative effects. Heterogeneous consumer reviews are more useful to make
strategic decisions [49]. Online consumers may disregard the primary product from their
list of considerations due to the diversity of online reviews, fearing that it might not align
with their preferences and requirements [76].

Consumer reviews could be more studied than ratings, because reviews offer more
details on consumer experience, and therefore are more informative than ratings [65].
Hendrawan et al. [27] stated that readability value of a review is likely to have better
quality score than a review with high usefulness value.

5.2 Buying Decision Process

R&Rs play a role throughout the buying decision process. Information in virtual com-
munities and social forums can be a trigger for the first stage of need recognition and
idea generation.

Moving to the second stage, consumers may start searching for information to
learn more about products. The massive amount of online user-generated information
derived from product reviews renders the mining of this information a challenging task.
Reviews include additional information on product description, consumer opinion on
products/sellers, etc. We should highlight that the quantity and diversity of information
may be a distraction for readers and can affect the buying decision. This volume of
information requires effort and time for consumers to analyze and make their purchase
decisions.

Quality informative R&Rs are essential to ease the process of information search
and evaluation. Vrânceanu [75] emphasizes the importance of online reviews as a tool to
determine the quality or value of a product, as well as to enhance shopping intentions. In
settings where users have access to a product’s whole review history, they asymptotically
learn the products’ unknown qualities [10].

In regard to product evaluation, Rakesh et al. [58] propose a framework to efficiently
rank different reviews in accordance with their aspects rating by calculating the review’s
aggregate rating. They used a ranked voting method to demonstrate the ranking of a
large number of reviews by means of their aspects rating. Gangothri et al. [23] proposed
a framework for rating calculation using customer feedback. On another note, Shaalan
et al. [66] indicated that the average star rating of online reviews lacks a strong impact
on product ranking, as the existing model of ranking aggregation largely overlooks the
quality of opinions expressed in reviews. Nonetheless, ratings alone do not provide
any contextual information that is crucial for evaluation purposes. Moreover, to obtain
an accurate evaluation of products based on their R&Rs, aggregate ratings system and
aggregate consumer feedbacks were used [23, 66, 81], regardless of some weakness in
large-scale reviews. Consumer-generated product evaluationwas found to increase buyer
trust and support consumer decision-making [52], and it was found that ratings volume
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and reviews are important precursors of purchase intention [17]. In contrast, Vrânceanu
[75] indicated that review quality does not influence product quality perception, value
perception and shopping intentions. However, review ranking has a significant influence
on those variables. The variety of online reviews, along with the diversity of aspects
evaluated in reviews, can give the product a sense of uniqueness that enhances consumer
purchase intention [76]. In this regard, Schuckert et al. [63] refer to online reviews as a
strategic tool that has a significant role in online promotions, sales and brand reputation.

The credibility of consumer reviews may influence overall purchase expectations
[84]. According to Ziegele et al. [84], individual customer reviews have an effect on
potential buyers even when they do not reflect overall customer satisfaction. It is inter-
esting to note that, according to Denker et al. [20], reviews rated as ‘not credible’ do not
affect purchase decisions.

6 Direction for Future Research

A literature review paper aims at serving as platform for future research by identifying
research gaps and identifying avenues for future research [55]. Investigation of future
research would deliver rich outcomes in rapid developing countries, such as countries
in Africa. Based on the previously discussed findings, we offer five main directions for
further research:

6.1 Motivation to Provide R&Rs

Online reviews are a valuable source of product information which depends on con-
sumers’ motivations and willingness to provide content. More studies focusing on what
leads consumers to provide feedback online,write reviews, and rate services and products
are needed.

Future studies may study the relation between willingness to write a review and the
value of the experience consumers get. The massive amount of online consumer reviews
provides a valuable research opportunity to explore electronic word-of-mouth. There-
fore, it is worthy to study the relation between the volume of reviews and willingness to
write a review.

Some of the questions to be addressed are: How can companies incentivize con-
sumer to provideR&Rs?Howcompanies canmaintain constant self-motivated star-rated
reviews?

6.2 Understanding Review Quality

Reviews include rich additional information on product description, consumer opin-
ion on product/seller, etc. Thus, categorizing these types of information by different
items/dimensions that consumer need to evaluate, may make new users’ tasks easier
and faster. We should highlight that such an abundance of information may overwhelm
consumers and delay buying decisions. According to Li et al. [42], the most utilized
factors in studies on the effect of online product reviews were the number of reviews
and the average review rating, which are not directly controlled by merchants. Average
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product rating does not show significant impact on consumer purchasing decision [66].
Therefore, further studies may investigate the impact of creating categories in reviews
to make it easier for consumers to provide reviews.

Also, it is suggested for future studies to consider aggregate and average negative
R&Rs as a variable affecting consumer decision-making and online behavior. Some
studies referred to ‘neutral reviews’ posted by users. Neutral reviews may vary in nature.
Some reviews may seem to be neutral to some users, but not to others. Therefore, it is
essential to underline the effect of neutral reviews and give it more attention in future
studies.

Implementing appropriate design and review policies will improve quality and valid-
ity of consumer reviews. Particularly, we highlight the following questions: What is the
level/point of review saturation (when does a review cease to add value to the aggregate
volume of reviews)? How does the use of hashtags in reviews’ keywords contribute to
the identification of trends regarding product features, quality, brand image, price, etc.
and enhance the usefulness of reviews?

6.3 Understanding Consumer Preference and Use of R&Rs

Consumer decision-making style (maximizers vs satisficers) impacts the decision-
making process [31]. While maximizers conduct an extensive search for all potential
options and thoroughly analyzing the available information [64], satisficers demonstrate
critical selectivity in their approach towards using and processing information [13].
Therefore, future research may consider buyer characteristics to better understand the
usefulness of R&Rs. The usefulness of information gathered from reviews could be
interpreted differently based on the consumer decision-making style.

Easy accessibility to reading and writing online reviews increases review hetero-
geneity in terms of nature, structure, language. Hence, since reviewers and readers may
come from different cultures and world locations, understanding how culture affects
both writing and reading reviews process is needed.

Finally, considering user demographic characteristics is recommended in future stud-
ies. Demographic characteristics can help to understand online consumer behavior in
regard toR&Rs. In addition, itmay help to identify consumers based on their demograph-
ics and alternatively display reviews to other consumers who share similar characteris-
tics. Thus, main questions are: how do consumers perceive R&Rs across cultures? Does
gender matter to understand the impact of R&Rs on consumer buying decision-making
process? Does age impact the influence of R&Rs on the buying decision process?

6.4 Understanding the Impact of R&Rs Throughout the Buying Decision-Making
Process

Relevant factors of R&Rs shows an impact of different stages of the buying decision-
making process. The result of each stage plays a role in the next stage of the process. The
type of information gathered in the “information search” stage will determine the aspect
which will be evaluated in the “evaluating stage”, and so on. Studying the impact of
R&Rs factors on the buying decision-making process stages is essential to improve our
understanding of consumer behavior. This could help prioritizing the relevant factors for
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each stage and increase of the efficiency of online marketing activities. Specific research
questions here include: What type of R&R are sought in each phase of the decision
buying behavior? Which platforms do consumers consider searching for R&Rs in each
phase of the process?

6.5 R&Rs in Services

Out of 17 papers which collected data from online reviews, only 2 (11.7%) focused on
services. Consumers purchasing online may check the return policy before purchasing
on any platform. Consumers tend to return products in case of damage, default, wrong
order delivery, etc. Tangible products can be returned to or replaced by the seller. Hence,
consumers may not express their dissatisfaction or frustration by writing a negative
review. This is not the casewith services. Hence, service buyers requiremore information
on the service fromprevious userswhohad the experience.Giving the service sectormore
attention, researcherswill enrich consumer behavior andbuyingdecision process studies;
service reviews need further exploration. Therefore, some of the questions for further
research are: What aspects in reviews are more relevant to service buyers? Are service
consumers willing to write a review? Since some services need time to be evaluated,
when do service buyers write a review?

7 Limitation

Main limitation of this study is the number of papers found/included in the initial search
on the referred data bases. Aiming at pure studies on the topic of R&R in relation to
consumer decision making behavior. Both topics R&R and consumer buying decision
making process are extremely wide, especially from business perspective. Therefore,
this study was keen to comprise studies that link both topics in relation.

8 Conclusions

This study aimed to analyze published research concerning online R&Rs to find out
trends, themes, direction, research problems, and potential future research. The explo-
ration of online R&R is crucial in aiding retailers and marketers to enhance and advance
their online endeavors. This can lead to greater consumer engagement and participation
by encouraging them to share their purchase experiences, ultimately influencing the pur-
chasing decisions of other online consumers. It was concluded that different aspects of
R&Rs, such as review ratings, aggregate ratings, review variance, rating volume, rating
length, review ranking, top reviewer reviews, average rating, review history, moderated
by behavioral constructs, have an impact on consumer buying decision-making process.
For marketers and retailers who are investing in their online presence, it’s important
to gain a deep understanding of their customers’ buying habits and behaviors, require-
ments, the difficulties they encounter. There is room for further studies to contribute to
and develop an understanding of consumer buying behavior in this context. The objec-
tive of this research is to enhance the comprehension of consumer behavior, information
systems, and e-business literature by expanding their knowledge base of online R&Rs
and their different directions. This paper sheds light on existing studies and will enhance
future research.
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Abstract. In digitization and automation context, Morocco, a middle-income
country, quickly understood the importance of innovation for its growth, and
implemented multiples strategies (digital Morocco, industrial acceleration plan,
Morocco innovation initiative …) to catch up its technological delay and reduce
disparities on innovation. However, while promoting innovation, we need to make
enough attention to problems that can cause. Employment is one of themostworry-
ing issues. Referring to Shumpeterian theories of creative destruction, and classical
compensation via compensation mechanisms, the paper aims to determine short
and long-term quantitative impacts of technological innovation on employment
growth in Morocco, by investigates the relationships between the growth rates
of patents, research and development (R&D), and employment. We deployed the
vector error correction model (VECM) and found results consistent with theory.
Results obtained show that in short term technological progress is responsible for
job destruction. However, in the long-term effect remains positive and compen-
sates destroyed jobs. We can conclude that employment growth in Morocco have
strong relationship with technological innovation.

Keywords: employment growth · technological progress · innovation · patents

1 Introduction

The impact of technological progress on employment studies are paradoxical. Devel-
oping economies are profoundly transformed by dissemination of technological inno-
vations (information and communication technologies, artificial intelligence, etc.) and
yet little work in Morocco has been carried out and covers the consequences on jobs
quantity. Developing economies are undergoing major structural change – driven by
changes in demand, technologies, organizations and international production – yet the
economic literature has not extensively addressed the issue of creation and destruction
jobs due to innovation.

The potential negative impact of technological change on employment and job dis-
placement are old and controversial issues in economic thought. Historically, these wor-
ries go back at least to ancient Greece, Aristotle (1965) imagined the situation in which
“the shuttle will run automatically and the instrument will play automatically”, there-
fore the craftsman will no longer need slaves, and the slave owner will not need slaves.
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Keynes (1931) referred to possible “technological unemployment” as its name suggests
is unemployment caused by the advent of rapid advances in technology and labor-saving
machinery in 1930. In other words, the speed of technological progress exceeds human
learning, leading to unemployment since workers cannot immediately find new jobs.

All the world is increasingly concerned; human jobs will be replaced by rapid tech-
nological progress. Graetz and Michaels (2015) find that industrial robots increase pro-
ductivity and wages and reduce hours worked. Brynjolfsson and McAfee (2011) and
(2014) refer to a growing gap between GDP and employment as “the great Decoupling”,
and their main message is that recent technological advances reduce employment. Sim-
ilarly, for Autor et al. (2003), Acemoglu and Autor (2011) studies. Koch et al. (2019)
find a net job creation in companies adopting robots. According to Su et al. (2022) there
is no influence between technological innovation and employment. Faber (2018), Artuc
et al. (2019) finds negative impacts of robot exposure for the specific case of Mexican
employment.

In a digitization and automation context,Morocco, amiddle-income country, quickly
understood the importance of innovation for its growth, and implemented a range of
strategies (digital Morocco, industrial acceleration plan, Morocco innovation initiative
…) to catch up its technology delay and reduce disparities on innovation.

Although the link between employment and technological change, become a classic
subject today, there’s scarcity of studies in developing countries. The paper contributes
to the literature by exploring for the first time in Morocco the impact of technological
innovation on employment using two variables patents and research and development
expenditure.

Given the scarcity of research on quantitative effects of technological innovation
on employment in Morocco, this research will help promote the stability of Morocco’s
labor market, and the formulation of employment policies will also have an instructive
significance. The paper aims to answer the following questions: What are the short and
long-term quantitative effects of technological innovation on jobs in Morocco? Is there
any compensation effect? The impact of technological innovation on employment in
Morocco will vary depending on the short or long term.

To determine effects of technological shocks on employment, we have set the fol-
lowing variables in accordance with the literature: growth of employment, growth of
research and development (R&D), growth of patents and labour compensation. Our
data was collected from the World Bank databases, Penn world table 10.0 and the
United Nations Educational, Scientific and Cultural Organization (UNESCO. In order
to correctly exploit this data set, the vector error correction model (VECM) was used.

This paper is structured as follows. In Sect. 2 we illustrate the theoretical and empir-
ical basis of relationship between innovation and employment dynamics and effects of
technological innovation on employment growth. Following this, in Sect. 3 we present
the results of impact of technological progress in short and long term on employment.
Section 4 concludes.
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2 Literature Review

2.1 Effects of Technological Innovation on Employment: Theoretical View

The relationship between innovation and employment dynamics is a key issue in eco-
nomic theory. However, from theoretical and empirical point of view the analysis of
this relationship is particularly complex. We will present the theoretical foundations by
classifying the theories according to an equilibrium perspective (neoclassical analyses)
and disequilibrium perspective (evolutionary, Keynesian, structural and regulationist
theories). The main difference between the two points of view concerns the process
of self-adjustment which begins as soon as the innovation is introduced. According to
classical Adam Smith (1776) and Ricardo (1821), the introduction of innovation induces
an increase in productivity and consequently in the growth rate. There is a causal effect
between innovation and employment, via the increase in total output and the reduction in
wages. Currents of disequilibrium consider that technological progress is a phenomenon
and the effect of innovation on employment is not unequivocal.

Before industrial revolution, the working world and its vicissitudes did not really
come to the attention of contemporary economists. In pre-classic times, mercantilists
took seriously the potentially detrimental effect of machinery on employment. As noted
by Freeman and Soete (1994), in France andEngland regulations have been implemented
aims directly at controlling the use of machines in the production process (limiting the
use of banners or sewing machines). Governments introduce industrial protectionism in
order to avoid mass unemployment and social revolts.

With the advent of the laissez-faire principle, the interventionist mercantilist
approaches were revisited. Indeed, the mechanization of labor induces a fall in prices
and a long-term improvement, compensating for the initial labour displacement.

D. Ricardo (1772–1823) is one of the classical economists, the one who makes
the most reference, directly or indirectly, to the consequences of technical progress on
employment. Ricardo recognizes that mechanization will initially lead to a contraction
of gross income and employment “the opinion of the working classes onmachines which
they believe to be fatal to their interests, is not based solely on error and prejudices, but
on the firmest, clearest principles of political economy” Ricardo (1821). D. Ricardo
considers that “the increase in the net income, evaluated in commodities, - a increase
which necessarily entails the use of machinery - must lead to new savings”. These
savings manage to create a fund more considerable than the gross income destroyed due
to machines discovery. Therefore, with each augmentation in capital, it will recruit more
workers, so some of the people who lost his work will be reemployed.

Keynes opposes the classical theory that supply creates its own demand and that
the market is always in equilibrium. In his work “General Theory of Employment,
Interest andMoney”Keynes considers thatmarket does not have capacity to self-regulate,
and that unemployment is only a temporary phenomenon resulting from “an overall
demand shortfall and cannot be solved” in the labour market. Indeed, if wages fall in
all companies, the impoverishment of employees will lead them to consume less, which
will lead to a drop in production and unemployment, unlike the traditional current.
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Schumpeterian theory marks a turning point in the analysis of the relationship
between technical progress and employment. Schumpeter demonstrates the innovation
role in economic dynamics. Innovation is conceptualized as a painful process, which
creatively destroys old and paves way for new. Schumpeter (1912) supports thesis that
economic evolution cannot come from a quantitative modification (such as the aug-
mentation in population or capital) and shows that the determining factor leading to
economic evolution is innovation. According to Schumpeter, unemployment arises as
a consequence of technological innovation, the diffusion of which takes considerable
time and affects different sectors asymmetrically. Consequently, the economic take-off
it engenders occurs in a cyclical form, and these fluctuations constitute normal response
of economy to the absorption of newness. Expansion phase is explained by the appear-
ance of a cluster of new combinations allowing the rise in wages and interest rates as
well as the fall in unemployment. The compensation mechanism is thus inscribed in the
Schumpeterian vision.

The Schumpeterian heritage has been adopted by the neo-Schumpeterians. Nelson
and Winter took up Schumpeter’s ideas in their central work, “An evolutionary Theory
of Economic Change” (Nelson and Winter, 1982). Nelson and Winter originated the
developmental model of the economy emphasizing the function of innovation. Philippe
Aghion and Peter Howitt (1992) gave birth to a new current of endogenous growth theory
by modeling the intuitions of Joseph Schumpeter. According to Philippe Aghion and
Peter Howit, innovations are likely to upset the entire economy, since each of them,
by taking the place of the previous ones, raises companies productivity. The rate of
economic growth therefore depends on the intensity of research in the economy, but also
on the degree of competition between firms.

2.2 The Compensation Theory

The economic literature identifies six compensation mechanisms (Vivarelli, 1995, 2007;
Simonetti et al. 2000).

– Compensation “via new machines”
Stuart (1806–1873) explains how mechanization could lead to temporary unem-

ployment, compensated in the long term by the growth of employment linked both to
the sectors of machine production and to the compensation effect due to production
growth linked to drop in prices. Sauvy (1980) recalls that the compensation mecha-
nism “via new machines” is explained by three arguments. First, it takes workers to
produce machines. Secondly, there is an extension of market and product consump-
tion thus produced under more efficient conditions rises because there is a fall in
prices. Thirdly, new activities appear to meet new needs.

– Compensation “via decrease in prices”
Innovations reduce number of employees, and contribute to reducing the unit cost

of production. In a competitive market, this effect results in lower prices. Decreasing
prices stimulate new demand addressed to the innovating company or to other com-
panies and thus an increase in production and new jobs are created. The increase in
demand creates jobs in the long term.

– Compensation “via new investments”
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The neoclassicals (Marshall, 1961) and Douglas (1930) specify that one of tech-
nological change consequences is reduction of costs. This decrease generates a drop
in prices and subsequently an additional profit that can be accumulated by innova-
tive entrepreneurs. These profits can be reinvested, so again, to increase production,
therefore more employment.

– Compensation “via decrease in wages”
The direct innovation effect (destruction of jobs) can be offset by a wages adjust-

ment in labour market.Wages reduction promotes an increase of employee’s demand.
Producers are ready to producemore at the same price given the fall in nominal wages.

– Compensation “via increase in income”
Pasinetti (1981) shows that increasing productivity implies decreasing production

costs. Thus, consumers benefit from a lower price, which increases their real income.
Consequently, an increase in consumption and therefore in production. This increase
in demand promotes an increase in employment and that can compensate for the
initial job losses due to innovations process.

– Compensation “via new products”
Katsoulakos (1984) judges, if process innovation reduces employment, product

innovation has the opposite effect. New products create new demand, which leads
companies to produce more and therefore to hire.

2.3 Previous Empirical Analysis of Technological Innovation Impact
on Employment

The economic literature has long been interested in the links between technology, inno-
vation and employment. As economic theory struggles to provide an unequivocal and
definitive answer as to the effects of technologies on employment,many empirical studies
show the effects of technological innovation on employment volume. Their results vary
according to methodological choices: on the one hand technological progress variables
(R&D expenditure, patents filed, investment in new equipment or software, introduc-
tion of product or process innovation) and another part (national economy, sectoral or
companies).

To measure technical progress Chen and Puttitanun (2005), Furman et al. (2002) and
Mancusi (2004) use patents as indicator for measuring innovation. Another measure of
innovation appears in the literature the R&D expenditure. Saafi and Sboui (2012) use the
number of patents, R&D expenditures and the value of imported technologies. Berman
and Machin (2000) use computer at work and R&D expenditures to test the hypothesis
of technological change bias.

At the macroeconomic level, Simonetti, Taylor and Vivarelli (2000) analyse, at the
aggregate level, the role of patents in labor demand growth in United States, Italy, France
and Japan between 1965 and 1993. Their first conclusion is that innovation process has
a negative effect on employment in the short term. In the French case, this effect is
offset by three mechanisms: lower prices, increased income and new machines. Product
innovation have a positive effect.

Pak and Poissonier (2016) conduct a study at the macroeconomic level to test trade
role, technology and consumption labour demand in France between 1983 and 2010.
Their study at the aggregate level makes it possible to take into account and isolate the
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respective employment effects of the three factors in the overall economy. Indeed, this
method only measures the effects on short-term employment and does not include the
effects of long-term feedback.

James Bessen (2019) demonstrates that job growth was initially stimulated by
automation due to the high elasticity of demand. Carbonero, Francesco & Ernst, Ekke-
hard & Weber, Enzo (2020) provide evidence on the effects of robots on worldwide
employment, they find that robots turn out to have a significantly negative impact on
worldwide employment.

3 Methodology and Results

The estimation process in this study involves five steps. The first step is to examine the
stationarity of the series, ensuring that all series are integrated of the same order. This
stationarity step is essential because causality tests are very sensitive to the stationarity
of the data series Stock and Watson (1989). This paper examines the stationarity of data
series using the ADF unit root test as proposed by Dickey and Fuller (1979). The second
step is to determine the optimal number of lags by theVARprocedure. The third step is to
examine the presence of cointegration, or the long-run relationship between all variables
in themodel. For the cointegration test, we need to ensure that the data used are stationary.
If one or more variables have different levels of integration, they cannot be cointegrated
(Engle andGranger, 1987). In this paper, we have applied the Johansen cointegration test
(Johansen, 1988) to verify the existence of cointegration between variables. Once the
cointegration test has confirmed the existence of one or more cointegrating relationships
between the variables in the model, the Vector Error Correction Model (VECM) will be
applied for the Granger causality test in the fourth step. The VECM is the method that is
only applicable if a long term relationship between the variables is present. The Granger
causality of the VECMmodel confirms the long and short term causality directions. The
ECT represents the error correction period that defines the effectiveness of the feedback
or correction mechanism in stabilising the imbalance in the model. A single equation
with a negative sign and statistical significance at the 1% level ensures the existence of
cointegration and imbalance adjustment in the model (Narayan, 2005). However, if the
cointegration test implies that there is more than one cointegrating equation, we test the
significance of the error correction term (ECT). Similarly, we also use the chi-square test
for all short-run coefficients to conclude the direction of the short-run causal relationship
between the variables.

Finally, in the last step, the variance decomposition and impulse response function
methods are adopted to describe the projected time scenarios of the dynamic relationship
between the fourth variables based on the VECM model.
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3.1 Methodology

3.1.1 Data and Variables

To determine effects of technological shocks on employment, we have set the following
variables in accordance with literature: EMPLOI for employment growth, BREVETS
for the number of patents, DEPENSERD for research and development expenditure and
LABOURSH for the labour compensation.

We have used data from four statistical series of annual employment growth in
Morocco between 1990 and 2016, research and development expenditure growth, patents
growth, employment demand growth and labour compensation growth. Our data was
collected from the World Bank databases, Penn world table 10.0 and the United Nations
Educational, Scientific and Cultural Organization (UNESCO).

3.1.2 Stationarity and Variables Co-Integration

Most of economic variables are often non-stationary, so it is important to test stationarity
before generalizing any relationship. We will start by testing the presence of unit roots
through the augmented Dickey - Fuller (ADF) test. The test reveals that all variables
are non-stationary. They all become stationary in first difference at the 5% significance
level, see (Appendix 1). The co-integration relationship between the variables was tested
by Johnsen’s method (1988). The results, below the 5% level of significance, accept a
single co-integration relationship at most, see (appendix 2). Assuming the existence of
a co-integrating relationship, VECM model can be continued.

3.1.3 VECM Model

The paper used co-integration procedure and vector error correction model (VECM) to
test the long-term equilibrium and the short-term relationship between the variables.

Our empirical study uses annual data series from 1990 to 2016 forMorocco obtained
from the Indicators produced by the World Bank and High Commission for Planning.
We transform all variables into logarithmic form in order to solve the problem of het-
eroskedasticity and induce stationarity in the variance-covariance matrix (Chang, 2010;
Ahmad et al., 2016). Thus, the series can be interpreted in terms of growth after taking
the first difference.

Furthermore, in order to explore the causal links between the variables, we develop
the specified multiple regression equation. Meanwhile According to Granger’s repre-
sentation theorem, if the series are co-integrated with the employment rate as dependent
variable, the dynamic relationship involving the variables could be examined within the
framework of VECM as follows:

�ln_TCEMPLOIt = a0 +
∑q

i=1
a1i�ln_tcemploit−i +

∑q

j=0
a2j�ln_brevett−j

+
∑q

j=0
a3j�DEPRDt−j +

∑q

j=0
a4j�LABOUSHt−j + θECTt−1 + et

(1)

With: � first difference operator;
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a_0: Constant;
a_1…a_5: Short-term effects;
( e_(t)): Residual term which is assumed to be identical, independent and normally

distributed.
Where “ θ” is the error correction term, adjustment coefficient or restoring force.

Based on this relationship, after estimation, the existence of a cointegrating relationship
implies obtaining aθˆ negative and statistically significant (different from zero).

3.2 Results

3.2.1 Optimal Lag Choice and Results of the Johansen Cointegration Test

The results of the unit root test for all data sets in Appendix 1 confirm that we can
use the Johansen cointegration test procedure to examine the cointegrating relationship
between the variables. However, we first need to determine the optimal lag length for
our equation models using the vector autoregression (VAR) specification.

Table 1 presents the results of the selection of the optimal lag length. It can be seen
that the final prediction error (FPE) criterion and AIC suggest an optimal length of two
lags.

Table 1. Selection of the optimal lag length

Endogenous variables: TC_EMPLOI LN_BREVETS LABOURSH DEPENSESRD
Exogenous variables: C
Sample: 1990 2016
Included observations: 25

Lag LogL LR FPE AIC SC HQ

0 150.3042 NA 9.71e-11 −11.70434 −11.50932 −11.65025

1 199.2107 78.25046 7.13e-12 −14.33686 −13.36176* −14.06641*

2 217.5464 23.46968 6.63e-12* −14.52371* −12.76853 −14.03690
* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterio

Based on these results, we selected two lags as the optimal lag length in our equation
model and then applied the cointegration test to check whether the variables are cointe-
grated. We expected that there would be at least one cointegrating relationship among
the variables in the model.

The key to the cointegration test lies in the choice of the appropriate form of the
cointegration test and the order of lags. The Johansen cointegration test (Appendix 2)
shows the Maximum Eigenvalue and Trace tests. The results, below the 5% significance
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level, accept at most a single cointegrating relationship. Assuming the existence of a
cointegrating relationship, the VECM modelling can be continued.

Refer to appendix 2, we can see that the test performed suggests a cointegration equa-
tion (CE) in the specification of the vector error correction (VEC) at the 5% significance
level. We therefore decide to apply the causality test to explore the causal relationships
between the variables. As the optimal lag order of the VAR is 2, the lag order of the
VECM should be 1 (due to first differentiation).

3.2.2 Granger Causality Test

First, long-term causality was checked by examining the coefficients of long-term equa-
tion. The Granger causality result based on the VECM shows that spending on research
and development positively causes employment growth but not significantly. While
patents positively and significantly cause employment growth in Morocco. See Table 2.

Table 2. Granger causality test result

VEC Granger Causality/Block Exogeneity Wald Tests
Sample: 1990 2016
Included comments: 25
Dependent variable: D(TC_EMPLOYMENT)

Excluded Chi- sq df Prob

D(LN_PATENTS) 4.739876** 1 0.0295

D(LABORSH) 0.493651 1 0.4823

D(EXPENDITURERD) 19.29513*** 1 0.0000

All 19.90533 3 0.0002

Source: Author (our estimates under EViews 10)
() Probabilities or p-value; *** significant at 1%; ** significant at 5%;* significant at 10%;

3.3 Variance Decomposition

The variance decomposition of employment forecast error reinforces our analysis. The
variance decomposition refers to the decomposition of the mean squared error into the
contributions of each variable.

Model’s result variance decomposition show that an employment shock is mainly
explained by research and development expenditure and patents. See Table 3.

According to this decomposition, we find that in short term 12% and 4% of employ-
ment variance forecast error are attributed respectively to patents and R&D expenditure.
In the medium and long term, it turns out that the employment variation rate becomes
more explained byR&D expenditure (46%), and less explained by patents (just 10.49%).

Variance decomposition results are in line with our expectations. Technological
innovations clearly explain employment. Thus, there is a strong relationship between
innovation and employment in Morocco.
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Table 3. Variance decomposition of employment growth forecast errors

Period SE EMPLOYMENT PATENTS LABOURSH EXPENSERD

1 0.019009 100.0000 0.000000 0.000000 0.000000

2 0.021058 83.16136 12.20071 0.043113 4.594814

3 0.028271 50.05133 8.582232 8.980434 32.38601

4 0.030189 44.18206 8.753697 9.007072 38.05717

5 0.031017 42.48500 10.85053 9.053592 37.61088

6 0.031994 39.94066 10.68772 9.940828 39.43079

7 0.033359 36.76489 10.22303 10.69475 42.31733

8 0.034450 34.50457 10.30620 11.09258 44.09665

9 0.035371 32.75636 10.51300 11.46559 45.26506

10 0.036346 31.02391 10.49210 11.89290 46.59110

3.4 Impulse Analysis

The impulse response functions have been presented in (Fig. 1) They indicate responses
following a shock over a period of ten (10) years. (Fig. 1) provides line graphs of the
impulse responses between employment growth and the determinants of technological
innovation (patents and R&D expenditure. In our analysis, we distinguish between short-
term and log-term shocks.

The impacts of patents on employment in Morocco

– Short-term effects
We find that in short term employment growth response to a patent shock is

negative, and considerably significant. This result is fully consistent with previous
empirical studies. FromFig. 1 below, it seems that in short term, any increase in patents
will imply a significant decrease in employment. Product innovations contribute to
destruction of many jobs at short term. It then turns out that technological progress
is responsible for significant job destruction. Indeed, technological innovation will
tend to replace man in several functions.

– Long term effects
Moreover, over the long term, the patent shock would become less significant and

employment growth would be relatively stabilized. Indeed, in the medium and long
term, the jobs destroyed will be compensated by new jobs.

It is more common for jobs destroyed in innovative sector (user sector of innova-
tions process) to be replaced by jobs created in other sectors (sectors where innova-
tions are produced). There will be “compensation” from one sector to another (Say,
1767–1832), we then see a compensation via “new machines”.
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Jobs compensation is also due to compensation mechanism via “decrease prices”.
Indeed, the decreasing prices stimulate a new demand addressed to innovating com-
pany or to other companies and therefore an increase in production and new jobs are
created.

New products create new demand, which leads companies to produce more and
therefore to hire. Historical facts can confirm this theoretical result. The results
obtained are in accordance with the theory.
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Fig. 1. Response of the dependent variable EMPLOI to the shocks produced over 10 years.

4 Conclusion

This research contributes to fill the gap in scarcity of research on quantitative effects of
technological innovation on employment in Morocco. The paper contributes to the liter-
ature by exploring for the first time inMorocco the impact of technological innovation on
employment using as variables patents growth, research and development expenditure,
employment growth and compensation labour.

The aims of this paper is to analyze the short and long term quantitative effects of
technological innovation on employment in Morocco. We deployed the vector error cor-
rection model (VECM) and found results consistent with compensation theory. Indeed,
in the short term we have observed that technological progress causes job destruction
due to the substitution of machines for men. In the long term, this effect is offset by job
creation thanks to compensation mechanisms via new machines, via lower prices and
via new products. We can conclude that employment growth in Morocco have strong
relationship with innovation.
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This study can help policymakers design policies and programs that support workers
whohavebeendisplacedby technological innovationor are experiencingunemployment.
This may include providing financial support, access to training programs, and other
resources that help workers transition to new jobs or start their own businesses.

In conclusion, the main limit of this study is the problem of the databases which pre-
vented us from introducing other variables into the model and from processing employ-
ment by sector of activity in order to better refine the analysis. Other limitations are also
related to the period of the study, which ended in 2016. We hope to have better results
with more data available. The forthcoming paper will deal with the qualitative effects of
technological innovation on employment (Tables 4 and 5).

Appendix 1

Table 4. Result of the ADF stationarity test

Variables Level First difference Order
integrationStatistical

(probably)
Critical
values of
the Dickey
Fuller test
at the 5%
threshold*

Statistics (prob) Critical
values of
the Dickey
Fuller test
at the 5%
threshold

TC_EMPLOYMENT −1.266783
(0.1831)

−1.95 −8.073584***
(0.00)

−1.95 I (1)

Ln_PATENTS 2.358464
(0.9940)

−1.95 −3.959745***
(0.0003)

−1.95 I (1)

ploughSH −0.284461
(0.5736)

−1.95 −5.563363***
(0.00)

−1.95 I (1)

ExpensesRD 0.316466
(0.7695)

−1.95 −5.420427**
(0.000)

−1.95 I (1)

Source: author (our estimates under EViews 10)
(.): Probabilities; *** stationary at 1%; ** stationary at 5%; * stationary at 10%
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Appendix 2

Table 5. Result of the cointegration test

Sample (adjusted): 1992 2016
Included comments: 25 after adjustments
Trend assumption: Linear deterministic trend
Series: TC_EMPLOI LN_BREVETS LABOURSH DEPENSESRD
Lag interval (in first differences): 1 to 1
Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0.05

No. of CE(s) Eigenvalue Statistics Critical Value Prob.**

None * 0.778282 65.71790 47.85613 0.0005

At most 1 0.511775 28.05915 29.79707 0.0783

At most 2 0.319369 10.13469 15.49471 0.2705

At most 3 0.020441 0.516312 3.841465 0.4724

Trace test indicates 1 cointegrating eqn (s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
** MacKinnon -Haug- Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized Max Eigen 0.05

No. of CE(s) Eigenvalue Statistics Critical Value Prob.**

None * 0.778282 37.65875 27.58434 0.0018

At most 1 0.511775 17.92446 21.13162 0.1327

At most 2 0.319369 9.618381 14.26460 0.2382

At most 3 0.020441 0.516312 3.841465 0.4724

Max-eigenvalue test indicates 1 cointegrating eqn (s) at the 0.05 level
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Abstract. This paper examines the impact of seamless payment considering the
interventions of financial anxiety and convenience. The findings of the study are
comparedwith the findings of Ghazwani et al. (2022) to examine the impact of cul-
tural differences on the acceptance of cashierless shopping or seamless payment.
The study used a convenience sample of 302 participants and applied a moder-
ated mediation approach to the analysis. The results show that retailers must not
only focus on technical innovations, but also consider cultural requirements. The
Hofstede dimensions show a significant difference between German and Saudi
Arabian cultures, highlighting the significant impact of culture on buying behav-
ior. In addition, customers who perceive seamless payment as convenient have
less financial anxiety, while purchase intention increases.

Keywords: Artificial Intelligence · Seamless Payment · Self-Checkout ·
Hofstede dimensions

1 Introduction

The COVID-19 pandemic has significantly accelerated the process of digitization and
automation globally, with organizations implementing measures to minimize physical
contact in an effort to curb the spread of the virus [3, 14]. The retail industry, particularly
the food retail sector, has also undergone significant changes by increasing the use of
self-checkout systems and card machines to minimize customer-cashier interactions
involvement [24]. Amore advanced system, known as seamless payment, further reduces
human contact by incorporating artificial intelligence (AI) and cameras within stores,
allowing customers to complete their purchases through mobile applications.

This study is a replication of “Artificial intelligence, financial anxiety and cashier-
less checkouts: a Saudi Arabian perspective” [16] and aims to investigate the potential
for implementing this type of system in Germany, and specifically examines the role of
cultural differences in shaping customer acceptance. The selection of Ghazwani et al.
[16] as a reference model for this research is supported by multiple factors. Firstly, the
study’s emphasis on the factors that influence the adoption of cashierless shopping in
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retail stores aligns with the focus of this research on seamless payment. Secondly, the
research design employed by Ghazwani et al. [16], which incorporated a large-scale
survey of retail customers and structural equation model analysis, offers a validated
framework for exploring the factors that affect the adoption of mobile payment systems.

Moreover, replicating and extending Ghazwani et al.’s [16] study can provide impor-
tant practical and theoretical insights. Replication can allow for the testing of the gener-
alizability of the study’s findings, while extension can reveal how these factors interact
with and influence each other in different contexts and among different populations.
Additionally, it may be possible to identify new factors that have an impact on the adop-
tion of mobile payment systems in retail. The Hofstede dimensions are used to compare
and contrast the cultural differences betweenGermany and Saudi Arabia, with a focus on
the dimensions of individualism and uncertainty avoidance. These dimensions are seen
as having a significant impact on the use of seamless payment, with individualistic cul-
tures placing a greater emphasis on transparency and communication from companies,
and collectivistic cultures being more reliant on external factors such as the opinions of
trusted individuals.

The remainder of the paper is structured as follows. In the second section, the the-
oretical background of AI and especially Self-Checkout Systems (SCSs) are outlined.
The study utilizes a moderated mediation approach, which is explained in detail in the
methodology section, to analyze the influence of convenience, financial anxiety, and cul-
tural differences on purchase intentions. The study’s results and conclusion in Sects. 4
and 5 offer insights into the challenges and opportunities associated with the implemen-
tation of seamless payment in Germany. The paper concludes with a discussion of the
study’s limitations and possible future extensions.

2 Theoretical Background

2.1 Artificial Intelligence

The advancement of AI is rapidly shaping various aspects of work and daily life. One
crucial consideration is AI’s potential to surpass human intelligence [21]. Artificial
intelligence plays a critical role in the ongoing trend of digitization and digital trans-
formation, which aims to harness the capabilities of digital technology. This trend can
be seen as a continuation of the automation process, in which human tasks are increas-
ingly performed by machines. The automation of work has been a significant cultural
force since the industrial revolution, leading to the emergence of new occupations and
the disappearance of traditional ones, requiring individuals and societies to adapt to the
changing technological landscape [17]. For instance, the retail industry has been signif-
icantly impacted by the development of self-service technologies, which have altered
both purchasing habits and the shopping experience [18].

2.2 Self-Checkout Systems (SCSs)

Self-Checkout Systems (SCSs) are technological interfaces that enable customers to
complete a purchase independently of direct service employee involvement [24]. This
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technical change can lead to faster completion of the purchase process [4]. Efficiency,
which is one of the three main factors determining service quality, plays a key role
in assessing different forms of payment. Currently, there are two types of SCSs: fixed
and automatic [4, 15]. Fixed SCSs are pre-installed cash desks where customers can
independently scan their selected products, make payments via card or cash, and pack
their purchases. Customers are then required to present their receipt to a scanner to exit
the store [4, 25]. This process can occur without the assistance of a worker, but there is
usually at least one person present to provide supervision, maintenance, and assistance
to customers [25]. The duration of the purchase process for fixed SCSs depends on the
number of products, but overall, customers can save time because they do not need to
wait in a queue.

The concept of Just Walk Out technology refers to automatic self-checkout systems,
which were first popularized by the cashierless retail store Amazon Go [28]. Artificial
intelligence and cameras are strategically placed throughout the store, and customers are
required to install an app and provide personal information such as bank details prior
to shopping. The cameras and sensors track the products that customers pick up and
add them to their virtual shopping cart, which is then displayed on their mobile device
through the app. Once the customer has finished shopping, they can simply leave the
store without any further action as the AI technology automatically deducts the products
from their virtual shopping cart and charges their bank account [28, 29]. This seamless
payment method offers the most efficient purchasing process for customers. This paper
focuses on the concept of seamless payment because permanently installed self-checkout
systems are now widespread in Germany, but the introduction of automated checkouts
is only just emerging. Furthermore, Klaus and Tynan [22] for example, see seamless
payment as one of the megatrends for retail.

Seamless payment systems in supermarkets aim to improve the customer experi-
ence by eliminating the need for cashier checkouts, reducing the need for packing and
unpacking goods, and saving time. Additionally, these systems can provide cost savings
for supermarket operators by reducing the need for cashier staff and associated person-
nel expenses. According to Ahrens [2], the average annual personnel costs per person
employed in the food retail industry in Germany were approximately EUR 26,000 in
2020. Adopting seamless payment systems can also mitigate staffing shortages. How-
ever, using technology that reduces or eliminates the need for human interaction, such
as that employed in seamless payment systems, can raise significant concerns related to
privacy and data protection. Data collection and processing through camera surveillance
must be secured by a corresponding legal basis and clearly defined according to the
German General Data Protection Regulation (GDPR). Additionally, consumers may be
dismissive of seamless payment’s usability when encountering it for the first time. The
perceived usability of the technology can also be an important factor in determining its
adoption, and an individual’s affinity for new technology and convenience orientation
can play a critical role in the adoption of advanced analytics and other technological
innovations.
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2.3 Hofstede Dimensions: Germany versus Saudi Arabia

To ensure comparability between the results of this study and the original paper, the
Hofstede dimensions are used as a framework to compare and contrast the cultural
differences between Germany and Saudi Arabia. In Hofstede’s dimensions, values are
usuallymeasured on a scale of 0 to 100, with higher values indicating a stronger presence
of a particular cultural trait. Each dimension is independent of the others and scores are
not comparable between dimensions.

Only the factors of the Hofstede dimensions that exhibit significant cultural dif-
ferences between the two countries are discussed in the following sections. As such,
the dimensions of Uncertainty Avoidance and Indulgence were not considered in this
analysis.

The disparities observed in the results between our study and the original paper can be
attributed to the dimensions of “Masculinity” and “Long-Term Orientation” according
to Hofstede’s cultural dimensions. Saudi Arabia is a collectivist society that focuses on
the group rather than the individual. This culture is based on Islamic culture and its
values of collectivism and group harmony, where individual ambition and success may
not be as prominent. In addition, the role of women in Saudi Arabia is different than in
Germany, with a stronger patriarchal structure, which could also play a role in the lower
rating of the masculinity dimension. As previously mentioned, German society places a
high value on performance and expects it at an early age. The priority is not on comfort,
but on achieving high performance. Saving and investing are considered the norm, and
money is only spent when necessary. Conversely, in Saudi Arabian culture, quality of
life and comfort are markers of success, leading to a tendency toward spending money
and less emphasis on saving for the future [19].

3 Hypotheses and Research Framework

Berry’s [7] model of service convenience is one of the first frameworks to capture the
significance of convenience in service experiences. Themodel argues that time and effort
are linked to five types of convenience: Decision, Access, Transaction, Benefit, and Post-
Benefit, which are the activities customers experience when buying or using a service.
Time and effort are non-monetary costs that customers must ensure to obtain the service
[1, 7]. These non-monetary costs can be perceived as the benefits of convenience (saving
time and/or effort) or the burdens of inconvenience (wasting time and/or effort) [27].
Customer satisfaction is also strongly related to waiting time [10], and environmental
factors such as parking, opening hours, and location [6]. The different weighting of these
factors can increase or decrease customers’ non-monetary costs. Because this paper
replicates the study by Ghazwani et al. [16], the hypotheses in the first steps are strongly
aligned with the original to check the extent to which the model and the hypotheses can
be transferred to German retail.

H1: For consumers who perceive seamless payment as convenient, seamless
payment (versus conventional) checkouts lead to higher purchase intent.

For those who do not consider seamless payment to be as convenient, however,
the positive effect of such a checkout type is reduced.
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Table 1. Cultural differences

Power Distance Germany: 35 Saudi Arabia: 72

Employee participation rights are
extensive and must be taken into
consideration by management.
Direct communication is the
norm and control is rejected

A hierarchical order is accepted
by people – everyone has their
place. Subordinates wait to be
told what to do. An autocrat is the
ideal leader

Individualism Germany: 67 Saudi Arabia: 48

Individualistic society. In small
families, the relationship between
parents and children is important.
Communication is very direct.
“Being honest, even if it hurts”
– giving a fair chance to the other
person to learn from their
mistakes

Slightly collectivistic society.
Long-term commitment to a
group (family, extended family,
etc.). Loyalty is of utmost
importance. Taking responsibility
for members of one’s group. The
relationship between employer
and employee resembles a
familial relationship

Masculinity Germany: 66 Saudi Arabia: 43

Masculine society. Performance
is highly valued and expected
early on. People live “to work.”
High self-esteem through tasks.
Status symbols are proudly
displayed: watches, cars, etc

Feminine society. Caring for
others is important. Quality of
life is the measure of success. It
is not admirable to stand out from
the crowd. Motivated by liking
what one does

Long-Term Orientation Germany: 83 Saudi Arabia: 27

Pragmatic country. Truth depends
on the situation, context, and
time. Traditions are adapted to
changed circumstances. Investing
and saving are important.
Persistence is important in
achieving results

Important to find absolute truth.
Normative in thinking. Great
respect for tradition. Saving for
the future is not as important.
Focus on quick results

As new technologies revolutionize the retail industry, companies can improve opera-
tions and offer customers more functional benefits. However, customers must be willing
and able to use these new technologies [24]. Financial anxiety is defined as the anxiety
customers feel when interacting with financial transactions, including different types of
checkouts. To use seamless payment, customers must register in advance and provide
personal financial information. Companies that use seamless payment collect sensitive
data, such as facial recognition and other customer information [11, 28, 29].

Hofstede’s dimensions show that there are cultural differences between Germany
and Saudi Arabia, but a commonality is discomfort with the unfamiliar [9, 19]. In Saudi
Arabia, society is unwilling to accept change and is highly risk-averse, while inGermany,
there is strong support for protecting privacy and strict laws that protect consumer data
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[26]. Attitudes toward data privacy vary depending on personal knowledge of internet
technologies and views on privacy in general. Despite concerns about data privacy,
advanced technologies such as seamless payment offer many benefits that can lead to a
more convenient shopping experience, potentially outweighing the fear of the unknown
and financial anxiety. This forms the next hypothesis.

H2: For high-convenience consumers, seamless payment can lead to greater finan-
cial anxiety, which enacts higher purchase intent. In contrast, the mediating effect
of financial anxiety will be diminished for low-convenience consumers.

According to Hofstede’s dimensions, cultural differences may prevent the hypothe-
ses from being directly transferred to Germany. Saudi Arabia is considered a collectivist
culture where individuals prefer to be in groups and value communication. This may
lead to a greater emphasis on service from cashiers when shopping. The emphasis on
communication while shopping has implications for customer convenience. In contrast,
Germany is considered an individualized and performance-oriented culturewhere people
prefer efficiency and practicality, which may lead to a greater emphasis on performance
during the shopping experience. Long-term orientation has a differential impact on cus-
tomers’ financial anxiety, as investment and frugality are culturally different (Table 1).
The different emphasis of cultures on convenience and financial anxiety will affect the
model of moderate mediation.

4 Research Design

4.1 Data Collection and Questionnaire Rationale

In this study, a quantitative research approach was applied using an online survey devel-
oped with Lighthouse (Sawtooth). The survey was conducted from November 14–28,
2022 in Germany, as a convenience sample and distributed via WhatsApp, email, and
social media to participants aged 18 and older, with a focus on the target group aged
18 to 35. The survey sampling method used in this study involved recruiting partici-
pants through the authors’ social media platforms. Specifically, the authors distributed
the survey through their personal social media accounts, which may have influenced the
age distribution of the participants. The sample population included individuals aged
between 18 to 35 years, with 18–25-year-olds comprising the initial cohort of partici-
pants followed by 73 respondents aged between 26 to 35 years. This age distributionmay
be partially explained by the authors’ social media following, which may have a higher
proportion of younger individuals within the 18 to 25-year-old age range. It is important
to note that this sampling approach has potential limitations and may not be represen-
tative of the wider population. Nonetheless, the findings of this study provide valuable
insights into the attitudes and behaviors of the surveyed age groups. Consumers in this
age group are the main users of mobile payment apps such as payback in the German
market according to Dommick et al. [13]. The survey was anonymous and the sample
size was 630 respondents, of which 302 completed the questionnaire in full.

The questionnaire was divided into five sections: 1. Including attribution to seamless
payment or traditional payment; 2. Convenience rating; 3. Financial anxiety; 4. Purchase
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intention; and 5. Demographic data. In the first section, participants were shown a video
depicting either the seamless payment or conventional payment process. The videos
were filmed in the showroom of the company Wanzl GmbH & Co. KGaA to ensure
accuracy and avoid potential misunderstandings. No merchant brand names are shown
on the videos, only the application of the payment process. The questions from the paper
were translated into German to reflect the way the study was conducted in the German
market. The study aimed to determine the correlations between the variables and the
payment processes and to draw a holistic picture of the German market.

4.2 Moderated Mediation Design

In this study, a moderated mediation approach was employed to examine the impact
of seamless payment on purchase intention, considering the effects of financial anxiety
and convenience in the German food retail (Model 7, 10,000 bootstrap samples, Hayes,
2017). The independent variables were identified as forms of conventional payment
and seamless payment, the dependent variable was defined as purchase intention, the
moderator variable was identified as convenience, and the mediator variable was iden-
tified as financial anxiety. The moderated mediation design allows for an examination
of the direct causal effect of the predictor on the criterion [5], which is mediated by the
mediator, and further moderated by the strength or intensity of the moderator [23]. The
hypotheses and paths are illustrated in Fig. 1.

Fig. 1. Own representation of the concept of moderated mediation and hypotheses

5 Findings

5.1 Demographic Data

The sample of the study consisted of 302 participants, with 143 assigned to the conven-
tional payment group and 159 assigned to the seamless payment group. The sample was
largely composed of young adults, with the majority (n = 139) falling within the age
range of 18–25 years followed by 73 participants in the age range of 26–35 years. This
may be attributed to the distribution of the survey primarily through the authors’ social
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media, which likely reflects the age distribution of their followers. The participants in the
survey were well-educated, with 38.7% holding academic degrees and another 43.4%
having college or university admission (Table 2).

Table 2. Demographic data

Frequency Percent

Allocation Conventional
Payment

143 47.4

Seamless Payment 159 52.6

Gender Male 119 39.4

Female 180 59.6

Divers 3 1.0

Age 18–25 139 46,0

26–35 73 24,2

36–45 27 8,9

46–59 30 9,9

Over 60 33 10,6

Qualification Lower secondary school 4 1,3

Secondary school 50 16,6

A-levels 131 43,4

Diploma 13 4,3

Bachelor’s 57 18,9

Master´s 34 11,3

Doctor 13 4,3

5.2 Cronbach’s Alpha

To determine the internal consistency of the questionnaire, Cronbach’s alpha was calcu-
lated for convenience (7 items), financial anxiety (5 items), and purchase intent (4 items)
(Table 3).

Evaluated by the modified interpretation according to Blanz [8], the internal
consistency of the questionnaire is interpreted as falling between acceptable and
excellent.

5.3 Moderated Mediation Analysis

To ensure the validity of the moderated mediation analysis, the linearity of the variables
was tested beforehand. After visual inspection of the scatter plot with LOESS smooth-
ing, it was determined that the relationship between the variables was approximately
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Table 3. Cronbach’s alpha of internal consistency

Variable Cronbach’s Alpha Number of Items

Convenience 0,793 7

Financial Anxiety 0,780 5

Purchase Intent 0,916 4

linear. Additionally, by visualizing the Q-Q plots of all variables, it was determined
that the values were normally distributed. Therefore, the necessary precondition for the
moderated mediation design was met.

The evaluation using SPSS (Table 4) did not reveal any significant moderated medi-
ation, as the index of moderated mediation was not significantly different from 0 and the
bootstrapping confidence interval intersected 0 (MMI = 0.032, SE = 0.056, CI 95% =
-0.076, 0.147).

Table 4. Results of the moderated mediation design (seamless payment) with SPSS

Outcome
Variable

Path Effect SE p-value CI 95%

Financial
Anxiety

A path −0,083 0,149 0,576 −0,376−0,210

Interaction
effect

Low
convenience

0,182 0,199 0,361 −0,209−0,573

High
convenience

0,012 0,197 0,952 −0,376−0,399

Purchase
Intent

Direct
effect (c path)

0,070 0,144 0,630 −0,214−0,354

Direct
effect
(b path)

-0,386 0,060 0,000 −0,505−0,267

Indirect
effect
(Moderator)

Low
convenience

−0,070 0,076 −0,232−0,070

High
convenience

−0,005 0,076 −0,156−0,148

Moderated
mediation
model

Index SE Ci

0,032 0,056 −0,076−0,147
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Tomore thoroughly assess the individual characteristics of themodel, an examination
was conducted to determine whether there was a moderation effect due to the variable
convenience and a mediation effect due to the variable financial anxiety.

A moderation analysis (Model 1, 10,000 bootstrapping samples, Hayes, 2017) was
conducted to investigate the extent to which the interaction between the convenience
variable and the seamless payment variable significantly predicted the purchase intent
variable. The model was found to be significant (F (3, 298) = 36.876, p < 0.001) with
a variance resolution of 31.5%.

However, the results of the moderation analysis suggest that convenience does not
significantly moderate the effect of seamless payment on purchase intent (�R2 = 2%, F
(1, 298)= 0.468, p= 0.494, CI 95% -0.192, 0.416). The interaction term explains only
an additional 2% of the variance. Therefore, it is concluded that no moderation effect is
present.

A mediation analysis (Model 4, 10,000 bootstrapping samples, Hayes, 2017) was
conducted to investigate the extent to which the allocation to seamless payment predicts
purchase intent, and whether the direct path is mediated by financial anxiety. No total
effect of seamless payment on purchase intent (c path) was found (β = 0.123, p =
0.424). After including the mediator in the model, the allocation to seamless payment
did not significantly predict the mediator (a path) (β = -0.138, p= 0.330). However, the
mediator significantly predicted purchase intent (b path) (β = -0.386, p < 0.001). The
relationship between seamless payment and purchase intent has no direct effect even
after the inclusion of the mediator (c’ path) and is not significant (β= 0.070, p= 0.632).
It is therefore concluded that no mediation is present (β= 0.053, CI 95% -0.056, 0.161).

Based on these statistical results, hypotheses H1 and H2 are rejected. As pointed
out in Sect. 4.2, the cultural variances between the German market and the context of
Ghazwani et al.’s [16] study make it inappropriate to directly apply their model and
findings.

5.4 Adapted Moderated Mediation Analysis

Consistent with the theoretical assumptions outlined in Sects. 2.3 and 4.2, the moderated
mediation model has been adjusted to suit the German market. Specifically, the roles of
the variables convenience and financial anxiety have been exchanged as mediator and
moderator, respectively, in the moderated mediation design of the subsequent research.
In the adapted model, convenience acts as the mediator, while financial anxiety serves
as the moderator. The decision to exchange these variables is primarily driven by the
cultural differences in orientation towards individualism and long-termism.

Hypotheses 1 and 2 are modified to the adapted moderated mediation design as
follows.

H1a: Low Financial Anxiety leads to higher Convenience for customers with
Seamless Payment.

H2a: High moderated Convenience leads to higher Purchase Intention among
customers with Seamless Payment.



162 S. Jordan et al.

Figure 3 shows the adapted moderated mediation design and the adapted hypotheses
(Fig. 2).

Fig. 2. Adjusted own representation of adapted moderated mediation and hypotheses

In the evaluation of the adapted model (Table 5), a moderated mediation could be
established (MMI −0.169, SE 0.066, CI 95% −0.296, −0.039).

The a path has a high goodness of fit with R = 0.543 (corrected R2 = 0.295) [12].
According to the Johnson–Neyman method, the a-path is significant up to a value of
financial anxiety of 0.475 (β = 0.233, p = 0.05). This suggests that the strength of
financial anxiety only has a significant effect on convenience when the value is low.
That includes 65,563% of the values.

The effect of seamless payment and conventional payment on purchase intent for
different levels of financial anxiety and convenience are illustrated in Fig. 3. The simple
slopes for a specific value of financial anxiety and convenience are depicted in compari-
son to seamless payment and conventional payment. These slopes can be determinedwith
the equations y = 7.170.51x for seamless payment and y = 6.090.28x for conventional
payment.
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Table 5. Results of the adapted moderated mediation design (Seamless Payment) with SPSS

Outcome
Variable

Path Effect SE p-value CI 95%

Convenience A path −0,227 0,092 0,014 −0,408−0,046

Interaction
effect

Low
financial
anxiety

0,620 0,133 < 0,001 0,3590,882

High
financial
anxiety

0,062 0,167 0,710 −0,2670,392

Purchase
Intent

Direct effect
(c path)

−0,170 0,132 0,198 −0,4300,089

Direct effect
(b path)

0,742 0,073 < 0,001 0,5990,885

Indirect
effect
(Moderator)

Low
financial
anxiety

0,460 0,102 0,2660,663

High
financial
anxiety

0,046 0,121 −0,1830,291

Moderated
mediation
model

Index SE Ci

−0,169 0,066 −0,296−0,039
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Fig. 3. Interaction effect of a path represented by simple slope

H1a is accepted. Convenience decreases with increasing financial anxiety. Con-
versely, convenience increases with decreasing financial anxiety (Fig. 3).

The b path can be interpreted as a simple regression and is significant (p < 0.001,
CI 95% 2.000, 299.000). With an R = 0.559 (corrected R2 = 0.313), the model has
a high goodness of fit [12]. As a result, purchase intent increases mediated by higher
convenience are moderated by low financial anxiety.

Using the bootstrapping intervals for themoderated a path (CI 95%−0.399,−0.053)
and b path (CI 95% 0.599, 0.881), the results of the hypothesis test could be confirmed
as significant.

In light of the non-significance of the direct effect of the predictor (seamless payment)
on the criterion (c path: β = −0.170, p = 0.198, CI 95% −0.4300.089), it can be
concluded that there is full moderated mediation. This suggests that seamless payment
has a significant indirect effect (c’ path) on purchase intent when financial anxiety is low
(β= 0.460, CI 95% 0.2660.663), thereby increasing convenience. Therefore, hypothesis
H2a is accepted.

Despite this, the moderated mediation index (MMI −0.169, SE 0.066, CI 95% −
0.296, −0.039) is negative. This suggests that customers from the seamless payment
group have an increased purchase intent due to lower financial anxiety and increased
convenience, but in contrast to the conventional payment group (MMI 0.169, SE 0.066,
CI 95% 0.041, 0.298), the purchase intent is lower.
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6 Conclusion

The primary objective of this study was to identify the factors influencing the acceptance
of seamless payment in the German market and to test whether the results and methods
of Ghazwani et al. [16] can be transferred to the German market. While Ghazwani et al.
[16] conducted their study in Saudi Arabia, this study was conducted in Germany, which
could have contributed to differences in factors influencing the adoption of seamless
payment systems. In addition, other contextual factors, such as differences in the retail
environment or in the penetration of mobile payment systems, could have influenced the
results.

In addition, cultural differences could also contribute to the observed differences.
While our study did not empirically examine cultural differences, we highlighted the
potential impact of cultural differences on the adoption of seamless payment systems and
discussed the relevant Hofstede dimensions. The results of the study indicate that food
retailers in Germany must not only integrate smart applications to remain competitive
but also take into account cultural demands.

Hofstede dimensions reveal clear differences between Saudi Arabian and German
cultures, particularly in long-term orientation and individualism. These differences are
particularly evident in how convenience and financial concerns are weighed in relation
to seamless payment.

In this study, it became clear that the model used by Ghazwani et al. [16] is not
directly transferable to the German market. The adapted moderated mediation design
shows a significant influence of convenience as a mediator and financial anxiety as a
moderator on purchase intention in Germany. These results suggest that German food
retailers should focus on offering low-threshold access to seamless payment stores and
reducing financial anxiety through education and targeted customer outreach.

7 Limitations

Although this study provided important insights into the adoption of seamless payments,
its generalizability has some limitations. The study relied on a limited number of par-
ticipants. Due to the random sampling method used, the results cannot be generalized
to the entire population, but they do reflect the reality of current app usage in German
grocery stores. Future research could gain better insight into the acceptance of seamless
payment in Germany based on a larger sample and a questionnaire specifically designed
for the German market and could as well address the influence of cultural differences
and other contextual factors and examining the factors that might explain differences
in different cultural and contextual settings. Furthermore, from a research perspective,
it is necessary to develop application-oriented recommendations for action that would
facilitate an expansion of app use, which is necessary for the use of seamless payment.

One limitation pertains to themeasurement of cultural dimensions as extensive ques-
tions were not included to measure these dimensions. In this research, the possible influ-
ence of cultural factors has been discussed. These factors were not empirically pretested
in our study. This is a limitation of our study, as cultural differencesmay contribute to dif-
ferences in the adoption of seamless payment systems in different countries. Although
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a diverse sample of participants was recruited, unaccounted cultural variations may
exist. Future research may overcome these limitations by adopting more comprehensive
measures of cultural dimensions and recruiting larger and more diverse samples. The
Hofstede dimensions used in this paper to understand the interpretation of cultural dif-
ferences are intended as an overview. It should be noted that cultures are complex and
diverse and should not be generalized. Therefore, this integration should be understood
as a starting point for further research in the area of seamless payment acceptance in
cross-country and cross-cultural contexts. In addition, it is important to keep inmind that
these dimensions are based on research conducted primarily in the 1970s and 1980s, and
may not fully capture the complexity and diversity of modern cultures [20]. It should
be noted that the study is not based on separate research examining the impact of tech-
nology use on purchase intention. Separating the studies of technology acceptance from
those of the influence of financial anxiety and convenience can be the subject of further
research.
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Abstract. Whereas prior studies quantify absolute measures and cor-
relational tests in Bitcoin’s greenhouse gas (GHG) emissions, the elastic-
ity behaviour of Bitcoin’s pollution is yet to be understood. To inquire
whether Bitcoin’s environmental risk is inflated, the study borrows the
economics method of time series decomposition and accepts carbon diox-
ide (CO2) emission as a proxy for environmental pollution. The empirical
objective of the study is to quantify the elasticity of GHG emissions with
respect to Bitcoin electricity usage in total and disaggregated by fossil
fuels. The results show that total electricity has an elasticity of less than
one, while natural gas and oil have an elasticity of greater than one for
both short and long runs. Also, all fossil fuels have an elasticity coeffi-
cient greater than one in the long run. The results reveal that assessing
the Bitcoin environmental impact in aggregated electricity data is not a
good idea. Another revelation is that even though coal energy is a higher
pollutant, CO2 emissions are less responsive to Bitcoin’s coal usage than
oil and natural gas. These results need to be digested with caution due to
the data limitation problem that leads to using average shares to deseg-
regate total electricity time series. The outcome of this study should
empower environmental activists, policymakers, and sustainable invest-
ment investors with practical information.

Keywords: Bitcoin · Carbon dioxide · Cryptocurrency · Elasticity ·
Electricity consumption · Greenhouse gas emissions · Fossil fuels

1 Introduction

Globally the issue of environmental impact is critical but a historically con-
tested terrain. For instance, “drops in emissions often provoke claims from cli-
mate sceptics that worries over global warming are exaggerated, while increases
in emissions lead to concerns among environmental groups that not enough is
being done to address the issue” [5, p.58]. Over the years, financial market par-
ticipants have, by and large, responded positively toward sustainable investment
mobilisations. This global receptiveness is indicated in the increasing adoption
of Environment, Social, and Governance (ESG) compliant investment products
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and the mushrooming ESG monitoring indices in the world’s financial markets.
In contrast, Bitcoin, as a firstborn and dominant cryptocurrency, has attracted
criticism that it is an “environmental disaster” [40, p.384]. The claim is based
on the fact that Bitcoin mining (or production) consumes excessive electricity,
often sourced from fossil fuels known to be sources of greenhouse gas (GHG)
emissions. GHG emissions raise a socio-economic problem because they trap (or
house) heat in the atmosphere and then emit it back to the earth with harmful
consequences. The heat-trapping occurrence of GHG is known as the greenhouse
effect. The greenhouse effect is part of a more concerning problem with its causal
relationship with global warming or climate change. The prominent members of
GHG are sulfuric hexafluoride (SF6), nitrogen dioxide (N2O), Methane (CH4),
and carbon dioxide (CO2). The scope of the current study is confined to the
latter because it is known to be the more problematic of the four gases.

Before elaborating on the contribution of the current study, it is important
to lay the background by answering preliminary questions. What is Bitcoin, and
why does it consume excessive electricity leading to environmental notoriety?
Bitcoin is the first successful and dominant cryptocurrency. It was introduced
in 2009 by pseudonymous programmer(s). Bitcoin was designed to be a digital
currency that works autonomously in person-to-person online transactions free
of trusted third parties like central banks, commercial banks, or foreign exchange
agencies. The financial literature has questioned Bitcoin’s identity and subjected
it to diverse definitions such as money, speculative assets, digital gold, and the
like. Nevertheless, Bitcoin is still used as currency, among others.

The first transaction of Bitcoin occurred on 12th January 2009, but its actual
activity took off from a minuscule starter of $0.09 in July 2010. Since then, Bit-
coin has experienced volatile fluctuations characterised by several rallies, crashes,
and an all-time high price of just under $69 000 in 2021 [13,14]. Currently, the
market entry has increased to 800 cryptocurrencies and still counting while oth-
ers experience fail-exit quietly. The cryptocurrency industry is valued at USD 897
billion. As a leading cryptocurrency, Bitcoin has always maintained a dominant
market share, currently standing at 36% and a price of USD16 811. Table 1 gives
a picture of Bitcoin’s legal status around the world. The table shows that Bit-
coin’s legal operation varies from the absolute ban, implicit ban, and co-existence
with other financial instruments, to full adoption as a legal tender in at least two
countries, El Salvador on 5 June 2021 and Central African Republic on 28 April
2022 [21]. It appears that this adoption is out of need rather than experimenta-
tion since both countries do not have their own currency but each have adopted
a foreign currency. El Salvador uses USD, while the Central African Republic
co-uses XAF (Central African CFA Franc) with five other countries within the
region: Cameroon, Chad, the Republic of the Congo, Equatorial Guinea, and
Gabon. The XAF is pegged to the Euro and backed by France’s Treasury under
specified conditions.

Besides the mixed biographical sketch painted above, Bitcoin has earned
itself a favourable profile within a short space of time. First, before its birth,
prior developers launched several cryptocurrencies like eCash, eGold, Hashcash,
B-money, and Bit-Gold. Although they planted beneficial innovation seeds, they
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Table 1. Cryptocurrency’s legal status in different countries

Adopted Legal Implicit ban Absolute ban

El Salvador Denmark Bahrain Algeria

CAR France Burundi Bangladesh

Germany Cameroon China

Iceland CAR Egypt

Japan Gabon Iraq

Mexico Georgia Morocco

Spain Guyana Nepal

United Kingdom Kuwait Qatar

Lesotho Tunisia

Libya

Macao

Maldives

Vietnam

Zimbabwe

Source: LOC [23] Kshetri [21]. CAR= Central African Republic.

failed to sustain existence (see review by Subramanian and Chino [37]). Sec-
ond, not only has Bitcoin maintained business continuity since its inception, its
technology-oriented business plan appears viable in the future thus far. Third,
Bitcoin has reasonably tested blockchain technology which has promising indus-
try applications like smart contracts, decentralised notary, digital identity, digital
academic certificate, and central bank digital currency, among others. Besides
this positive outlook, Bitcoin has some disappointing drawbacks, including its
convenience for money laundering activities and environmental pollution. The
latter is the focus of the current study.

The heavy electricity usage in Bitcoin is due to its inherent technical design.
In order to produce or validate Bitcoin currency, an army of decentralised com-
puters (called nodes) operated by individuals or pools (known as miners) have
to solve a complex computer algorithm called proof of work (PoW). Bitcoin
money supply has a built-in control to limit the flooding of the market. This is
achieved by maintaining a production rate of one block per 10 min by adjusting
the system complexity (called difficulty). The mining difficulty is re-scaled after
every 2016 block, approximately every two weeks. Each computer node must go
through many rounds of guessing (or hashing) to solve a mathematical puzzle.
The first computer that finds the correct solution is rewarded with Bitcoin units
and the rest stop. The process continues for the subsequent production cycles.
This intensive and competitive hashing process has to be sustained with high
electricity consumption, leading to notable environmental impact because fossil
fuel is a significant Bitcoin’s energy source.

The previous literature that researched the problem of Bitcoin and the cryp-
tocurrency environmental problem predominantly came from the fields of math-
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ematics, engineering, and natural sciences and less from financial economics
[40]. These past studies have profitably helped to compute the absolute electric-
ity usage and correlational association of electricity usage with environmental
impact. There is also a need to enrich knowledge from the perspective of eco-
nomic science. In this regard, the current paper investigates the elasticity of envi-
ronmental degradation (proxied with CO2) with respect to electricity resource
usage of Bitcoin mining. This investigation is essential for several reasons. First,
the method of time series decomposition into the short-term cycle and the long-
term trend is standard application in the economics of environmental impact ([6]
but it is yet to be applied productively in the Bitcoin case. Second, the recent
events sparked a public and investor reassessment, which needs a correspond-
ing relevant update in empirical research. These events include market shocks
arising from the collapse of the cryptocurrency exchange, FTX, and the resul-
tant legal predicament for its management. Also, the widely publicised criticism
of Bitcoin’s environmental impact by the well-known business person and chief
executive officer of Tesla corporation, [25] generates questionable environmental
anxiety. Recently New York state in the U.S has reacted to the ensuing bad pub-
licity of environmental impact by announcing a two-year ban on new permits for
‘fossil fuel’- based cryptocurrency mining operations [10]. Though this appears
inconsistent with the fact that 77% of the U.S’s electricity consumption comes
from fossil fuels [1].

The rest of this paper is organised as follows: Sect. 2 describes the Bitcoin
network, Sect. 3 provides a literature review, Sect. 4 explains the methodological
details of the study, Sect. 5 presents the empirical results as well as a discussion,
and Sect. 6 concludes the study.

2 Description of the Bitcoin Network

Bitcoin is a decentralised virtual cryptocurrency, and it is a person-to-person
money system that does not utilise an intermediary like a banking institution or
central bank service. These digital transactions are nameless and use computer
addresses (or keys). The Bitcoin money system has metric (or unit code), usually
symbolised as XBT, B, or BTC. Bitcoin’s operation software (blockchain) is
implemented as a permissionless network. The following attributes characterise
Bitcoin operation:

Design and Integrity: Bitcoin is a family of cryptocurrencies, and it uses a digi-
tal signature and a cryptographic hash function to ensure authentication, non-
repudiation, and integrity. All this is intended to protect the Bitcoin network
against multiple-spending or counterfeiting.

Maximum Coin Capacity: The Bitcoin system is designed to allow a maximum
of 21 million coins, which is expected to be realised in 2140. At the time of
writing, the number of BTC in circulation is 18.9 million, and 2.1 million are to
be mined still.
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Blockchain: Bitcoin transactions are recorded chronologically and maintained in
a blockchain cryptographic ledger. The blocks are generated at the rate of one
per 10 min to safeguard against flooding the Bitcoin market with excess coins.

Bitcoin Mining Reward: The greatest incentive for miners is the Bitcoin Block
Reward. When miners successfully execute and validate a transaction algorithm,
they are rewarded with BTC. The reward amount is designed to reduce by half
for every 210,000 blocks. This happens approximately every four years, starting
from 50 BTC in 2009, decreasing to 25 BTC in November 2011, reducing to 12.5
BTC in July 2016, and now 6.25 BTC since May 2020. The reward is expected
to equal zero in 2140.

Technology Improvement: The mining of bitcoin or similar cryptocurrencies is
done through relevant computer hardware and bitcoin software. Due to the high
demand for computing power to solve the Bitcoin algorithm, over the years, the
miners have upgraded from different computer capabilities starting from central
processing unit (CPU) to graphic processing unit (GPU), field-programmable
gate array (FPGA), and now application specific integrated circuit (ASIC) which
is built specifically for cryptocurrency mining.

Bitcoin Mining Farms: Fig. 1 illustrates the interior and exterior of the industrial
Bitcoin mining farm and the typical privately owned coal-operated electricity
generation plant. Not all Bitcoin farms own private power-generating plants.

Fig. 1. Illustration of Bitcoin mining rig (left panel) and mining farm (right panel)
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3 Literature Review

The question arises: Is a coal-powered electricity plant dedicated to Bitcoin min-
ing a welcome industrial competitiveness or a depressing environmental threat?
This critical issue is the centre of the current study. Whereas sustainable invest-
ing has recently regained momentum, the history of environmental impact assess-
ment has a long history in economic growth [30–32] and in the broadly encom-
passing debate of ESG [27,35]. In fact, the rate of investor mobilisation to adopt
sustainable investment has a corresponding research deepening in sub-themes
of climate finance [11], green finance [24], green mutual funds [4]; green bonds
[42], and green cryptocurrency [34]. Arguably, the latter is the least green asset,
especially Bitcoin, which is the focus of the current study.

Empirical questions on the greenness of Bitcoin (or lack of it) straddle the
literature streams that explain the Bitcoin network, blockchain [15], electronic
waste (e-waste) meaning the disposable of old Bitcoin mining machines [8,39],
Bitcoin electricity consumption [22], and Bitcoin’s environmental impact [41].
The current study proceeds to use electricity data computed by other researchers
[3] and focuses on the impact of its usage (especially fossil fuel) on GHG
emissions.

Past research (see review by Wendl et al. [41]) concurs that Bitcoin, due to its
brute-force hashing and PoW algorithm architecture, is an electricity-intensive
operation with pollution burdens but disagrees with the extent of increasing anx-
iety of environmental damage. One set of researchers (for example, [12,29,33])
appears to associate with the media screams that “Bitcoin ...is a dirty currency”
[25, p.1] alluding that its carbon footprint is excessive, and an environmental
crisis. Another set of literature [18,20,26] that happens to align with the senti-
ment of the Bitcoin community is that Bitcoin’s pollution estimates are prone
to mistakes, erroneous assumptions, and often misleadingly overstated. The dis-
agreement centres mainly on how Bitcoin electricity consumption is computed
to quantify the resultant GHG emissions. The exact quantity of Bitcoin’s elec-
tricity usage by its miners is unknown. Therefore, researchers approximate this
information through a combination of operational assumptions and production
variables including hash rate, miners’ rewards, difficulty changes, equipment effi-
ciency, and the like (details listed in Koomey et al. [19]).

A good example of the cited disagreements is highlighted in Mora et al. [29,
p.931]’s projection that “Bitcoin . . . could alone produce enough CO2 emissions
to push global warming above 2 ◦C within less than three decades.” After a com-
prehensive rebuttal, [26, p.654] argue that this projection is “. . . fundamentally
flawed and should not be taken seriously by the public, researchers or policy-
makers.” In view of the above, it is evident that more careful research is needed
in this area. In this regard, the current study is privileged to benefit from the
improved and refined online databases by early researchers [3,38].

The strength of prior studies manifests in the careful design and deepen-
ing of the quantitative methods of electricity measures and often showing the
resultant correlational relationship [28] between Bitcoin’s resource usage and its
impact on the environment. The current study differs from the said studies by
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applying lessons from economics and using time series decomposition to evaluate
the elasticity of Bitcoin GHG emissions with respect to their resource usage for
aggregate growth rates, short-term cycles, and long term-trends.

4 Methodology

4.1 Econometric Models

The econometric design applied in this paper is a modified model used by Cohen
et al. [5]. Unlike their configuration, in the current study Eq. (4) includes a poly-
nomial trend in Eq. (4) to combat possibilities of spurious regression behaviour.
The intuition with this model (Eqs. 1 to 4), is to distinguish environmental
impact that is associated with short-term cycles and long-term trends.

H-P filter: min
τ

T∑

t=1

(zt − zτ
t ) + λ

T∑

t=1

[(zτ
t − zτ

t−1) − (zτ
t−1 − zτ

t−2)]
2 (1)

Δyt = α + βΔxt + εt (2)

yc
t = αc + βcxc

t + εc
t (3)

yτ
t = ατ + βτxτ

t + δτqt + ετ
t (4)

Table 2 lists and defines all the variables and parameters used in Eqs. 1 to 4.

Table 2. Variable Definitions

zt ∈ (yt, xt)

x ∈ (Total electricity, Coal energy, Oil energy, Gas energy)

y Carbon dioxide (CO2)

t Time

c Cycle

τ Trend

λ Smoothing parameter

α Intercept

β Elasticity

ε Error term

δ Coefficients of control variables

q Control variables, including trend

Source: Own compilation
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In Eqs. 1 to 4, the superscripts c, and τ indicate cycle, and trend respectively
while the subscript t is the index of time in months (t = 1, 2, 3, . . .T ). We use the
last three equations to compute the elasticity (β) of CO2 (yt) with respect to
(xt) which represents, in turn, total electricity, coal energy, natural gas energy,
and oil energy. This computation is repeated three times for original series in
growth rates (Eq. 2), short term cycle (Eq. 3), and long-term trend (Eq. 4). In
order to decompose the time series (zt) into trend (zτ

t ) and cycle (zt − zτ
t ) we

minimize Eq. (1), the Hodrick-Prescott filter by Hodrick and Prescott [16]. This
filter is is widely applied in economics and econometrics. We set the smoothing
parameter (λ) at 14400 as it is normally the practice for monthly time series.
The variable, q for control variables, includes a polynomial trend to exclude the
potential spurious behaviour in Eq. (4).

4.2 Data Characteristics

This empirical study uses monthly data for the entire Bitcoin network. CO2 and
electricity consumption data are sourced from Cambridge Centre for Alterna-
tive Finance [3]. CO2 is expressed in million tonnes of carbon dioxide equivalent
abbreviated, MtCO2e. This means that CO2 emissions are standardised on their
equivalent of 100-year global warming potential (GWP100). Electricity consump-
tion is measured in tera-watt hours (TWh). CCAF [3] publishes monthly shares
of electricity by source from coal, oil, and natural gas. We use the monthly aver-
ages of these shares to evaluate electricity consumption by source. The details
of data gathering assumptions for CO2 and electricity time series are explained
by CCAF [3]. Figure 2 (Panel A) shows the sources of electricity in the Bitcoin
industry are nuclear, wind, hydro, solar, and other renewables, as well as natural
gas, oil, and coal. In the graph it is evident that fossil fuel (gas, oil, and coal) are
the main sources of electricity for Bitcoin mining. Figure 2 (Panel B) shows the
relative sizes of the leading GHG, fluorinated gases (3%), nitrous oxide (7%),
methane (11%), and CO2 has a very dominant share of 79%.

5 Empirical Results and Discussion

5.1 Interpretation of Elasticity Results

The results show Bitcoin’s carbon emissions in the context of growth rates and
short-term cycles (in Table 3), as well as a long-term trend (in Table 4). These
results were computed using Eqs. 2 to 4. The econometric equations were esti-
mated with robust time series regressions and the significant F-test provides
further assurance of model reliability. The variable of interest is elasticity in
the first row in Table 3 (for Panel A and B) and Table 4. Based on elasticity
interpretation principles, if the elasticity coefficient is greater than one but posi-
tive, this means that for every one percent increase in electricity usage, Bitcoin’s
carbon emission increases by more than one percent. All the elasticity coeffi-
cients in Tables 3 and 4 are positive and statistically significant. This means
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Fig. 2. Life cycle GHG Emissions according to Electricity (Panel A), and the relative
sizes of greenhouse gas emissions. The graph shows the median of life cycle GHG
emissions assuming one-time upstream, ongoing combustion, ongoing non-combustion,
and one-time downstream. Source: Own graphics, data from CCAF [3] and EPA [9]

that electricity usage affects carbon emissions positively. When comparing the
total elasticity with its separate sources, it is clear that the elasticity of carbon
emission is mainly greater than unity for fossil fuels, especially for the long-term
trend. This suggests that in the long run Bitcoin’s pollution impact is greater
than short term effects. The pattern of results also indicate the importance of
disaggregating total electricity numbers into energy sources and then into cycles
and trends.

5.2 Discussion of Results

Although prior research [2,3,7,17,36] have covered much ground to reliably
answer the question: what is the Bitcoin carbon footprint? Meaning what is
the extent of environmental pollution of Bitcoin via GHG emission measures?
This set of literature differ but complimentary to the current study. Prior stud-
ies tend to produce absolute measure that enables comparison with other GHG
emitters (like country, or other industries). The current study is designed to
answer the question: If Bitcoin electricity consumption increases by one percent,
how much will CO2 increase by? That is, elasticity of CO2 with respect to elec-
tricity usage. The results are complimentary (prior and current studies) in that
in both approaches Bitcoin footprint is measured, and it is shown to be signifi-
cant. The current study is similar in context but differs in method to the stream
of literature that use correlational analysis to explain the impact of Bitcoin pol-
lution, like the application of Vector Error Correction Model, or VECM [40]. The
latter model is able to show pollution effect in the short-run and long-run by
examining error correction components and cointegration relationship. However,
the VECM analysis is different to the current paper’s approach of decomposing
time series into cycles (short-run) and trends (long-term). All models, including
the current analysis, concur that Bitcoin mining poses an environmental risk.
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Table 3. Bitcoin’s Elasticity of Carbon Emissions

Parameters Total Electr Oil Gas Coal

Panel A: Growth rates Carbon emissions (Eq. 2)

Elasticity 0.3774 6.421 0.7848 0.7936

[0.0136] [0.4865 [0.0936] [0.0390

(0.000***) (0.000***) (0.000***) (0.000***)

F-Test 35.18 174.18 70.28 393.67

(0.000***) (0.000***) (0.000***) (0.000***)

R sq 0.1866 0.5423 0.3235 0.7281

Panel B: Cyclical Carbon Emissions (Eq. 3)

Elasticity 0.3833 8.4609 1.283 0.8287

0.0119961 0.53726 0.114864 0.035857

(0.000***) (0.000***) (0.000***) (0.000***)

F-Test 1020.74 248.01 124.76 534.18

(0.000***) (0.000***) (0.000***) (0.000***)

R sq 0.8734 0.6263 0.4574 0.783

Observations 150 150 150 150

Numbers in square brackets and brace brackets are standard errors,
and probabilities, respectively.

Table 4. Trend-based Elasticity of Carbon Emissions for Bitcoin

Parameters Total Electr Oil Gas Coal

Elasticity 0.339 10.5364 1.5212 1.0742

[0.0043] [0.3389] [0.0201] [0.0046]

(0.000***) (0.000***) (0.000***) (0.000***)

Trend 2.2267 5.5834 0.9379 0.9641

[0.8556] [1.1145] [0.4809] [0.2093]

(0.000***) (0.000***) (0.000***) (0.000***)

Trend sq −1.0312 −4.9068 −1.3475 0.1815

[0.5331] [0.6850] [0.2995] [0.0199]

(0.000***) (0.000***) (0.000***) (0.000***)

Trend tube 0.0756 0.9835 0.3449 0.1815

[0.0815] [0.1042] [0.0461] [0.0199]

(0.000***) (0.000***) (0.000***) (0.000***)

F-Test 65169.23 6445.01 22842.48 9100

(0.000***) (0.000***) (0.000***) (0.000***)

R sq 0.9977 0.9776 92 0.9

Observations 150 150 150 150

Numbers in square brackets and brace brackets are standard errors,
and probabilities, respectively.
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The moral of the story is that GHG emissions contribute to climate change
which has “the potential to impact the health and well-being of nearly every
person on the planet” [11, p.16]. For this reason, there is global collaboration
and standing protocols like United Nation’s SDGs and Paris Climate Accords to
monitor greenhouse effect. Due to its architecture of PoW algorithm and brute-
force hashing to mine and validate its cryptocurrency; the Bitcoin operation is
electricity intensive and include fossil fuels. Accordingly, Bitcoin is accused of
excessive carbon footprint or being a significant source of pollution. The environ-
mental activism-friendly research [12,29,33] tend to generate fears that Bitcoin,
alone, may cause countries to fail to achieve their GHG control targets. A bal-
anced comprehensive rebuttal [26] shows that the fear-generating results are
inflated due to imprecise empirical design which is consistent with the conclu-
sion of the current study. The current study has shown that, although CO2 is
a higher pollutant than other GHG’s, CO2 emission has lower response rate to
Bitcoin’s electricity usage compared to other fossil fuels.

6 Conclusion

Environmental degradation is one of the global concerns and priority watch list
of the twenty-first century, which is highlighted in the sustainable development
goals (SDG) 13, 14, and 15 of the United Nations, as well as the increasing
topicality of Environment, Social, and Governance (ESG) investing. Accordingly,
observers worry that the environmental impact of cryptocurrency is excessive,
but proponents believe the matter is exaggerated.

The previous literature on Bitcoin’s environmental impact majored in quan-
tifying the problematic magnitudes of electricity consumption in Bitcoin mining
operations. The current study uses one of these refined databases to answer the
question: what is the CO2 emission response to a one per cent increase in total
Bitcoin’s electricity consumption, and disaggregated electricity usage from fossil
fuels (natural gas, oil, and coal)? The analysis is based on decomposed times
series into cycles (short-term), and trends (long-term). The results show that all
fossil fuels have a strong long-term effect with elasticity coefficients of greater
than one. This means that if Bitcoin increases its fossil fuel consumption by one
percent this will lead to a long-run CO2 emission of greater than one percent.
Unlike coal, natural gas and oil have elasticity greater than one for both cycle
and trend time series, meaning that they have higher pollution effect. Elasticity
coefficient from aggregated total elasticity series shows an elasticity coefficient
of less than one. This will mean that an increase in one percent of total con-
sumption is associated with less than one percent increase in CO2 emissions.
Clearly this is incomplete measure since it hides the bigger impact in the dis-
aggregated assessment of separate energy sources. Therefore, the conclusion of
the study is that while some fossil fuels have both short and long run pollution
effects in Bitcoin operation, they are all sources of higher environmental impact
in the long run. It is also insightful to note that while coal is relatively the high-
est pollutant, the results show that it is not as environmentally impactful as
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oil and natural gas. This study provides useful empirical information for policy
makers and environment-sensitive investors. The application of the study says
policy measures that are designed to alleviate the problem of Bitcoin pollution
should have a long-term perspective and not short run. In terms of academic
studies, the results provide an important lesson that it is necessary to examine
environmental impact in short and long runs. Also, that there is value in time
series decomposition. The current study used the Hodrick-Prescott filter. Future
studies may apply alternative decomposition methods to see if the results are
confirmatory.
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Abstract. Initial Coin Offerings (ICOs) have established themselves since 2017
as an attractive alternative for financing innovative companies. However, these
new modes of financing from the world of blockchain technology have a very
volatile return on investment (ROI) in the short term, and very ambivalent in the
medium and long term: 90% of ICOs issued since 2017 have failed. This article
attempts to shed some light on the question of the ROI of ICOs. The analysis of
some databases of the most significant platforms for ICOs reveals that the highest
ROIs reached on average 3100% at their peak and 30% on average over the period
2017- 2022. The results of the analysis suggest that given the level of risk of ICOs,
they do not represent a good financial asset over a long period; on the other hand,
they would be a good lever for speculation and possibly a good financial strategy
to boost the financial performance of a diversified portfolio.

Keywords: Initial coin offering · Return on investment · Blockchain · Financial
regulation · financial risk

1 Introduction

Since the creation of blockchain technology, newmeans of payment have appeared such
as crypto-currencies (e.g. Bitcoin), accompanied by fundraising methods with underly-
ing crypto- currencies (e.g. Initial Coin Offerings or ICO). An ICO can be defined as
an open call by a company or an ongoing project for funding to raise funds through a
blockchain, where crypto- assets are issued. The ICO fundraising mechanism resem-
bles in some aspects more traditional funding channels (public offering, venture capital,
crowdfunding), but nevertheless has its own characteristics [1]. The important step when
issuing ICOs is the white paper, which is similar to a prospectus. The latter is a document
providing details of a company’s project proposal to obtain funding. The white paper
summarizes the team involved, the project envisaged, the investors sought and the funds
required, all including an evaluation of the project for potential investors. Regarding the
price of ICOs when issuing tokens, a “pre-ICO price” is determined beforehand by the
management team, while the post-ICO price is set afterwards by transactions on the mar-
ket and by network participants. However, this liquidity is not guaranteed: only some of
the tokens are traded on an exchange platform, and even if the token is listed, any bearer
will not be able to find counterparty. By analyzing 1,009 tokens created since 2015,
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Amsden and Schweizer [2] observe that only 42% of tokens are listed on a secondary
market after their ICO. In addition, this liquidity injection, while the project is still in
the development stage, generates high volatility in token prices, which are determined
by supply and demand based on limited information, which represents a risk factor for
both token holders and project developers [3].

In this regard, the research developed around ICOs as a financing and investment
method has grown in recent years [4–7].It therefore seems interesting to make a contri-
bution to this literature by answering the following research question: Have the ICOs
issued in recent years proved profitable for investors?

This problem raises two intrinsically linked questions in the field of technological
finance [8]. The first relates to the search for a return on investment adequate to the risk
backed by each type of project; the second concerns the control of the risks associated
with this technological financing, a question that is all the more relevant with regard to
the blockchain, the innovative technology on which the ICOs are based.

To provide some answers to this question, our article is structured as follows. The
first part introduces an inventory and a brief review of the literature dealing with ICOs.
The second point presents the risks associated with ICOs and the supervision of market
regulators. The third part will deal with the method and the results obtained from certain
platforms on the ROI of ICOs, to end with a conclusion and discussion.

2 ICOs: Specificities, Inventories and Literature Review

As a new funding vehicle, ICOs have been studied by the field of technology finance or
by entrepreneurial finance [2, 9–11]. These studies cover the areas of token valuation, the
nature of the projects, the amount raised by ICOs and their liquidity, as well as the risks
incurred by investors and which mainly relate to the high volatility of crypto-assets and
the possibility of fraud [12]. Overall, current research asks questions about operation,
risk and regulation rather than providing answers about their relevance.

Thus, it also emerges from this literature review that the phenomenon of fundraising
by ICO is recent and the amounts are relatively small compared to other means of
financing: in total, the amounts raised by ICO would represent $22.9 billion, mainly
in2017 and 2018 ($6.8 billion and $15.7 billion respectively). The number of projects
increased significantly in 2017 (more than 800 projects, including 521 for the fourth
quarter alone), then in 2018 (1,114) before falling sharply from the third quarter as
shown in the graph below. This graph reveals that ICOs may have accounted for up to
6.3% of total global equity financing (IPO and venture capital) in the first quarter of
2018, all sectors combined, compared to an average of 1.6% in 2017 over four quarters
(Graph 1).

However, and from the database on ICOs “Icobench”, it turns out that between 2019
and 2020 the number of IPOs increased by 36% (1,415 IPOs are registered in 2020
compared to 1,040 in 2019) with a total amount raised, which increased by 66% and
amounted to$331 billion. Additionally, alternative methods of financing in cryptocur-
rencies follow the same evolution. From 2017until the end of 2020, around 4,000 ICOs
have been counted for a total amount raised of 11.5 billion dollars with a concentration
in 2018/2019.
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Graph 1. Amounts raised by ICO compared to equity financings in the world(in billions of
dollars). Source: AMF. The data comes from ICOdata and Coindesk

Regarding the geographical distribution of fundraising, according to data from
ICObench at the end of 2019, corroborated by data from ICOwatchlist, ten countries
represent 59% of global fundraising. The prevalence of the United States is clear (12%
of successful projects, $7.5 billion raised) and Singapore (12% of successful projects,
$2.3 billion). In Europe, Switzerland and the United Kingdom are preferred countries
for ICOs (respectively 6% and 9% of projects, $1.9 billion and $1.5 billion raised),
as well as Estonia (6% projects, $910 million raised).The British Virgin Islands ($2.4
billion raised) and the Cayman Islands ($1.1 billion raised) are in the top ten countries
in terms of amounts raised by ICO. The location of the ICO is also partly due to the
legal environment of the country, since there is an overrepresentation of small countries
whose regulation or absence of regulation is favourable to ICOs.

In terms of application sectors, ICO projects have evolved as the industry has
matured: if the first period was dominated by data management, trading or new
blockchain protocols, we have since observed the end of 2017 the appearance of projects
aiming for a broader application of blockchain technology in the fields of health, energy,
retail, as well as in the use of smart contracts to replace certain business processes (e.g.
transactions and means of payment or legal agreements) [13].

To better understand the motivations and characteristics of the issuance of ICOs, the
Financial Markets Authority in France (AMF) has launched questionnaire in 2018 with
83 French ICO project leaders to collect data on the terms of the ICO, on a voluntary
and declarative basis, with a response rate by 43%.Project leaders cite as a criterion
for choosing this method of financing the possibility of appealing to a committed com-
munity of investors on their platform (58%). The second reason cited is nevertheless
that of the absence of capital dilution (28%); they are also 11% to cite the benefit of
their independence vis-à-vis other stakeholders or intermediaries. Some project lead-
ers choose the ICO route because of the access to international investors (22%), media



188 H. Sadok

exposure (17%), the simplicity and speed of fundraising allowed by ICOs (8%), or the
possibility of having access to large amounts (8%).In addition, the vast majority of these
token issues (89%) would have utility characteristics, i.e. conferring rights of use or
payment that do not comply with the services rendered by the issuing companies (utility
tokens).Regarding the use of the funds raised, which are relatively modest (between
200,000 Euros and 20 million Euros),the majority is used to ensure the development
of the project: 25% on average for software development, 25% for salaries, 16% for
project marketing, 7% for overheads and 5%for legal and administrative aspects. Part
of the amounts is generally set aside by the issuers (19% on average, up to 70% for
certain projects). The other funds could be used for expenses related to the ICO or the
development of their platform. The issuance of ICOs which aim to raise larger funds,
ranging from 1 Million Euros to 180 (21.8 million on average, 11.5 million median),
are dedicated to financing projects related to software development, connected objects,
data management and the energy sector. Unlike ICOs which target small fundraisers,
most future project leaders have already had access to funding for amounts ranging from
30,000 Euros to 22 million Euros: 24% have benefited from love money or funds from
business angels, 52% to have already completed a private equity round and 23% to have
benefited from public subsidies. This indicates that the ICO mechanism would not only
be ameans of raising funds for companies that do not have access to traditional financing
methods, but on the contrary would insert a new stage in a more traditional financing
process.

Regarding the distribution of tokens, a significant part of them belongs to external
investors, via sale or presale (37% and 5% respectively), but also to managers and
employees of the structure (10% on average). Between 6% and 80% of tokens are kept
by issuers (25% on average). The other tokens (20% on average) can be, depending on
the ICO, used for future sales rounds or used to remunerate investors in the future.

While ICOs generally only accepted investments in crypto-assets, some ICOprojects
target a wider audience, accepting investments in crypto-assets, but also in euros and dol-
lars or other international currencies. Nevertheless, for all the ICOs observed, the man-
agement of the exchange risk between traditional currencies and crypto-assets seems
difficult, given the volatility of the latter. Some projects display fixed exchange rates
between their token and traditional currencies, requiring the subscriber to bear the
exchange risk. Conversely, some projects outsource this exchange risk management
to a specialist. Other projects instead plan to manage it themselves by using their cash
strategically.

3 ICO: Risks and Regulations

Investing in corporate finance through ICO instruments presents several risks. For Dim-
itropoulos [14, 15], there are significant risks and challenges when investing in ICOs.
He described these fundraisers as a “Wild West” which sparkles “attractive projects” to
attract uninformed investors»: the financed projects being mainly at the idea stage, the
probability that they will not succeed is high. Information asymmetry is also a major
risk. By analyzing disclosure documents from over 1,000 ICOs, Zetzsche et al. [16]
observe that in 31% of cases, they provide no information on the project leaders and that
they do not provide any information on the budget forecast in 25% of cases.
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The possibilities of turning around for the consumer seem low when the authors
observe that only 33% of the documents contain elements on the applicable legislation
and 45% basic information such as the address of the issuer [17]. In addition, some
ICOs have turned out to be frauds, for various reasons (poor budget management, dis-
appearance of managers and/or employees, Ponzi scheme, etc.). DeadCoins draws up a
list of more than 1,700 fraudulent ICOs, the amounts of which have been lost, however,
remain difficult to estimate. Themost documented cases concern the American company
PlexCorps, which raised $15million; theVietnamese companyModern Tech,which sup-
posedly raised $660 million via two ICOs, and the English company BitConnect, which
supposedly raised $700,000.

Landau & Genais [18] highlights the risk of concealing the origin of funds and
money laundering. Indeed, by design, crypto-asset transactions involve a high degree of
anonymity. Therefore, preventative measures such as know-your-customer requirements
are an indispensable part of fundraising. The European Union recently amended the
Directive on the prevention of the use of the financial system for the purpose of money
laundering or terrorist financing (EUDirective 2018/843), to include the trading of crypto
assets as entities subject to money laundering requirements.

The investor may also be subject to a risk of dilution or lack of price transparency, the
project holder being able to carry out pre-sales or carry out new issues of tokens after the
public sale, reducing the individual value of the tokens. Finally, due to the newness of the
technology, the technological, operational or cyber-attack risk remains significant. At
this point, the majority of international regulators do not consider ICOs to pose a threat
to financial stability, given the relatively small volumes and limited linkages between
digital and traditional financial markets [19].

However, the diversity of approaches is significant depending on the regulators:
some have chosen to ban ICOs on their territory permanently (China, Vietnam, Algeria,
Morocco) or temporarily (South Korea); others have adopted a regulatory framework
to attract virtuous projects (Malta, Gibraltar). Most offer a case-by-case approach, due
to the remaining division on the qualification of tokens, such as Switzerland, Canada,
Brazil or Germany. Despite this relatively common approach, differences remain. US
regulations, for example, apply case law from the US Supreme Court to determine
whether a crypto-asset constitutes a financial instrument within the meaning of US law.
The latter establishes that a token will qualify as a financial instrument if it meets three
cumulative conditions, namely: (1) be an investment, (2) carried out as part of a common
project, which is reasonably likely to generate profits and (3) the latter must be generated
by the efforts of third-party entrepreneurs ormanagers, and not by the investors [20]. This
approach adopted by the United States in terms of applicable law leads to considering
most crypto-assets as financial instruments [21].

Nevertheless, since ICO projects are by definition cross-border, investors may be
exposed to risks related to the heterogeneity of regulatory regimes and investors may
resort to regulatory arbitrage. This is why consistency and international cooperation in
the regulation of ICOs seem essential: this can involve sharing requirements in terms of
transparency and risk management of ICOs [22], by setting up international standards
[23], as well as through international cooperation in the fight against fraud.
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However, and in the absence of a regulatory framework at the international level and
in most countries, the protection of Investors is therefore not sufficiently guaranteed. So
how can investors’ growing interest in ICOs be explained?

4 The ROI of ICOs

According to some authors [24], the main advantages claimed when funding ICOs,
including speed of launch, fewcompliance requirements and lowcosts, are very attractive
advantages for start-ups and small and medium-sized businesses that cannot afford the
costs and time required by the demands of other traditional funding sources. Knowing
that technology companies and those operating in the blockchain spheremust act quickly,
these advantages during financing are of paramount importance. Other claimed benefits
of ICO funding are the efficiency and reliability of blockchain transactions, where funds
can be collected from around the world and quickly transferred after verification. Thus,
companies using blockchains for ICOs can raise significant funds in a very short time
and without geographical restrictions.

However, the main explanation for the enthusiasm of investors for ICOs lies in the
possible return on investment. From an investor’s perspective, some ICOs offer investors
“anonymity” and potentially large returns. Indeed, according to Momtaz [25], projects
have a strong incentive to reward short-term investors by underestimating the sale price
of their token in order to generate liquidity in the secondarymarket and signal the growth
potential of their project. Moreover, from a very large sample of ICOs during the period
following the launch of the projects, Benedetti and Kostovetsky [26] observe that the
average return on investment of an investor is 179%. This return has been estimated
for successful ICOs whose tokens are traded on a secondary market. Even taking into
account the negative returns of delisted or failed ICO tokens, the return for an average
investor is 82%.

Finally, ICO can be an asset when it comes to diversifying the assets of a portfolio.
Indeed, the most important crypto-assets (Bitcoin, Ethereum, Ripple, etc.) have very
little correlated returns with each other [22], and are also not correlated with other
asset classes such as equities, customary macroeconomic factors, other currencies or
commodities [27].

Thus, and to verify the return on investment, measured by the investment gain minus
the investment cost, all divided by the investment cost, we randomly selected from the
CoinMarketCap database 10 ICOs issued since the end June 2019 to assess their rate
of return on investment (ROI) as of December 31, 2022. It follows that from the 10
randomly chosen initial coin offerings we calculated their return on investment and
ranked in order in the table below (Table 1).

A first reading of this table makes it easy to deduce that at least the first 6 ICOs have
a significantly higher ROI than any other type of investment, taking into account the
period studied and without taking into account the level of risk incurred. Nevertheless,
such an analysis deserves to be extended according to a more rigorous methodology on
the 4000 ICOs listed, and continued over time in order to observe the returns generated
beyond the period.

Thus, and to conduct a more in-depth study on this issue, we used another “cryp-
torank” database which includes 1648 ICOs in order to gauge their rate of return on
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Table 1. Top 10 randomly chosen ICO with their ROI

Ranking ICO % ROI

1 NXT 11547,519

2 Spectercoin 676,227

3 IOTA 522,900

4 Ethereum 442,869

5 Neo (Formerly Antshares) 378,453

6 Stratis 302,900

7 Lisk 50,952

8 QTUM 34,383

9 DigixDAO 17,011

10 Ark 9,190

Source: The data comes from CoinMarketCap database

investment (ROI).This database aggregates data on the sale price of the ICO, the start
date of the ICO, and what interest us in this study are the current return on investment
(ROI), as well as the ROI at all-time high (ATH) (Graph 2).

Graph 2. Source: cryptorank.io

In the chart above, ICOs launched in different years are represented by distinct colors.
The chart shows the investment returns of each cryptocurrency during its all-time high
(ATH) as well as when the chart was created (01/09/2023). The horizontal axis shows
howmuch back the token/coin hasmade in the logarithmic scale. The black line indicates
a ROI of 0% when launching the ICO. The farther the points are to the right of the black
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line, the better the ROI. The analysis of this database allows in the first place deducing
2 observations:

First, at their ATH, the ROI of these ICOs was very high on average. Almost all of
these ICOs have delivered an ROI of several hundred to one thousand percent for the
period observed; Then, if we focus on the outliers of this graph. Returns on investment
from the highest ICOs were in the tens of thousands percent at their peak. This can
give an overview of the level of volatility of the investment in these financial assets.
Specifically, when we note that on average, the returns on investment were 3,100% for
their respective ATH. However, their current average ROI is only 30%.

Going through the individual years, it turns out that the returns on investment from
ICOs vary significantly from year to year. The average ROI at ATH compared to the
average ROI of each ICO is highly volatile and largely depends on the year of issuance.
Thus, it can be observed that in general, investing in ICOs from 2017 to 2021 and
reselling them to their respective ATHs generates returns of several thousand percent.
On the other hand, ICOs Issued in 2022 generated a lower return on investment. It also
appears that the ICOs issued in 2020 have surpassed the ICOs launched in other years.

Thus, the analysis of the graph shows that on average, the long-term holders of ICOs
have achieved negative ROIs. The ICOs issued in 2021 and 2022, on the other hand,
display the worst ROIs recorded in this database.

However, some elements during the analysis of this database attract attention and
deservemore attention duringmore in-depth studies concerning the performance of these
financial assets: First, there is a negative correlation between the total amount collected
and performance of ICOs;

Returns on investment from ICOs that have used the Binance Launchpad far exceed
other ICOs using other platforms;

With the exception of Binance Launchpad, only ICOs using the Huobi platform and,
to a lesser extent, DAO Maker as a launch pad has performed well over the long term.

5 Conclusion and Discussion

The emergence of new types of innovative issuers, the democratization of a new form
of engagement in a business project for investors as well as the possibilities of disin-
termediation allowed by blockchain technology led us to believe that there is space for
this new fundraising process alongside the usual funding channels. Beyond its financial
innovation, this new mode of financing is also proving to be a lever for the inclusion
of those excluded from the traditional financing system [28]. Nevertheless, the sharp
drop in projects and amounts raised since the end of 2019 suggests that this method of
financingmust continue to be structured and benefit from the supervision of international
regulators in order to continue to be acclaimed by investors.

Regarding the return on investment of ICOs issued from 2017 until the end of 2022,
it turned out that the results are mixed. The analysis made on the cryptorank database
reveals some interesting elements that deserve other much more in-depth studies. The
results obtained first confirm that 90% of ICO issues fail during their first years for
various reasons related mainly to the risk of the project. This point confirms what has
already been raised previously in the literature review. The second interesting point
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concerns the very high volatility of investing in ICOs. We found that on average the
ROI was 3,100% for their ATH and current average ROI is 30%.This observation may
explain the interest of investors for ICOs who rely on the speculative aspect of an ICO
for the diversification of their portfolio. However, two major risks arise. On the one
hand, the risk of the secondary market which is not yet organized and which remains
confidential for the moment [29]. On the other hand, since ICOs are only carried out in
cryptocurrency, there is a very significant exchange risk.
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Abstract. Digital financial services have been a key driver of finance inclusion in
recent years more specially from 2014 in Africa and continue to accelerate since
the onset of the coronavirus disease pandemic in China. Although these terms
have attracted growing attention from academics and policy makers, the effect of
digital financial inclusion on economic growth has not been studied sufficiently.
Therefore, this research examines the association between traditional financial
services, digital financial inclusion and economic growth on a set of 14 of the
Middle East and North Africa (MENA) countries over the period 2000–2021.
Using the PMG-ARDL and GMM-System approaches, to capture both short- and
long-term relationships concurrently by STATA 17 and Winrats 9.0, we find that
the exogenous component of digital financial inclusion is positively correlated
with GDP per capita, concluding that digital financial inclusion was better than
traditional financial services. Empirical estimates of internet users and mobile
subscriptions are key determinants of digital financial inclusion in this region.
The results of this research will then be used to inform policy recommendations in
areas related to the digitization of financial services to promote finance inclusion.

JEL Classification: C33 · C36 · G10 · G20 · O30

Keywords: FinTech · digital finance inclusion · finance inclusion · Covid-19 ·
MENA region

1 Introduction

The coronavirus disease (Covid-19) pandemic has changed the waymost people conduct
financial transactions, including using digital-based payment systems and using mobile
banking firstly in Asia. This is because the use of digital-based payment systems can
help break the chain of transmission of Covid-19 (Allam, 2020). In addition, the recent
war in Ukraine has left many people from their homes, offices and families. This sad
situation will force more people to access their banks, wealth management accounts,
insurance companies and more digitally. It can be argued that Financial Technology
(FinTech) (technological innovation in the financial sector) community has a chance.
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In fact, months after the World Health Organization (WHO) declared a pandemic,
leading companies and multilateral institutions began documenting how pandemic
restrictions have accelerated digital momentum. Back in 2020, the international con-
sulting firm McKinsey declared: “The post-COVID-19 recovery will be digital”. More
precisely, the pandemic itself is digital, as increased internet and mobile phone usage
has been accompanied by increased infection rates1.

The prolonged pandemic lockdown has prompted millions of men and women to
change the way they pay for groceries or utility bills. They have moved from physical
cash payments – considered unsafe in the context of the pandemic due to distance and
hygiene measures – to digital payments directly from accounts (by direct transfer, using
credit or debit cards, or mobile currency account).

This acceleration in digitization was the most important subject in recent years and
noticed by IMF (2019) report. In his working papers, the authors affirmed that Digital
Financial Services (DFS), enabled by FinTech, have become a key of financial inclusion
in Emerging Markets and Developing Economies (EMDE) (IMF, 2021). It can help
overcome often cited barriers to accessing traditional financial services, such as cost,
geographic barriers, and information asymmetries (Khera et al., 2022). In addition, the
Global Finance Index report (2021) provides a wealth of data on account ownership,
usage and financial resilience on a global scale. An analysis of the data reveals two
trends that are particularly interesting, given the impact they have already had and their
prospects for the future. These are the growth in digital payments recorded against the
backdrop of the pandemic, and the relationship between the adoption of digital payments
and the use of other financial services2.

It is very observable that this rise of DFS reflected in the proportion of adult users in
developing countries who are using FinTech payments for the first time, as provided by
the Global Financial Index (2021) database. Indeed, this phenomenon has been studied
empirically for the case of countries (Jack and Suri, 2011, 2014; Tarazi and Breloff,
2010) and regions (Khera et al., 2021 & 2022; Al-Smadi, 2022; Kammoun et al., 2020;
Sy et al., 2019; Loukoianova et al., 2019; Blancher, 2019) to provide subjective evidence
of how FinTech can improve access to financial services.

In this paper has twomain contributions. First, the aimof this research is to investigate
the impact of traditional financial services on the economic growth, also, the impact of
digital financial inclusion on economic growth across 14 countries of the MENA region
by using Pooled Mean Group Auto-Regressive Distributed Lag method (PMG-ARDL)
and the Generalized Method of Moment-System estimation (GMM-system) during the
period 2000–2021, and second,we examine themain drivers of digital financial inclusion
andgive somepolicy implications.Weuse thedigital financial inclusionmodel developed
by Khera et al. (2021). Our objective is to show that digital financial inclusion is more
important than traditional financial service uses, but unfortunately, access is limited in
certain countries. So, we will therefore find a response to the major follow question:
Does digital financial inclusion will improve more economic growth than traditional
financial service in the future?

1 Visit the siteweb: https://www.findevgateway.org/fr/blog/2022/07/global-findex.
2 Visit the siteweb: https://www.worldbank.org/publication/globalfindex.
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More precisely, this research focuses on comparison between non-digital and digital
economic growth, that is important to acknowledge that non-digital economic growth
still plays a significant role in many economies, especially in developing countries.

One justification for studying both non-digital and digital economic growth is that
they are not mutually exclusive. In fact, they are often complementary and can work
together to drive economic growth. For example, non-digital sectors such as agricul-
ture and manufacturing can benefit from the adoption of digital technologies, such as
precision agriculture and Industry 4.0 manufacturing techniques, which can improve
productivity and efficiency.

Another reason to study both non-digital and digital economic growth is that they can
have different impacts on different segments of the population. Digital economic growth
can create new job opportunities in high-tech industries, while non-digital economic
growth can create jobs in traditional industries that may be more accessible to those with
lower levels of education and skills.

Overall, it is important to study both non-digital and digital economic growth to
understand how they can work together to drive economic development, and how
different segments of the population can benefit from these different types of growth.

The choice of this country among others is justified by several reasons. First, it
is having a low rate of adult account ownership, high financial depth, and a high loan
concentration ratio, which limits the amount of financing available to start-ups and small
businesses (Emara and El Said, 2021). Second, Demirguc-Kunt et al. (2015) presented
that 14% of adults have a bank account compared with an average of 54% in other
developing regions. Financial inclusion’s gender and youth gap are also bigger in the
MENA region than in other developing areas (Lyons and Kass-Hanna, 2021). Finally,
governments and policy makers in this region need to intervene and adopt strategies to
enhance financial inclusion, thus achieving monetary stability and fostering economic
growth (Emara and El Said, 2021; Al-Smadi, 2022).

There is a wealth of literature demonstrating the beneficial effects of financial devel-
opment on economic expansion (Levine, 2005). According to several recent studies,
traditional financial inclusion is positively correlated with both national poverty reduc-
tion and economic growth (Beck, Demirguc-Kunt and Levine, 2007). By examining the
nexus between traditional financial services, digital financial inclusion and economic
growth, our paper adds to this body of literature.

The remainder of this paper has been organized as follows: Sect. 2 presents a review
of the literature that has previously verified the nature of the link between financial inclu-
sion, digital financial and economic growth. Then, in Sect. 3, we expose the theoretic
al framework of the model. The empirical results are presented in Sect. 4. Finally,
Sect. 5 is devoted to drawing our main conclusions and suggesting some relevant
recommendations.

2 Theoretical Background

This section complements the existing literature on financial development by theoreti-
cally and empirically examining the relationship between, for one hand, financial inclu-
sion and economic growth, the digital financial inclusion and economic growth for
another hand.
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2.1 Financial Inclusion and Economic Growth

By definition, the financial inclusion, “implying better access to and more intensive use
of financial services” (Guérineau and Jacolin, 2014), is a multifaceted concept can be
discussed within two broad areas which are financial development (financial depth and
liquidity) and financial inclusion (financial access) (Lenka, 2022).

However, the basis for understanding the relationship between the financial sector
and economic growth can be foundfirstly in thework of Schumpeter (1911), Shaw (1973)
and Mckinnon (1973). Indeed, these fundamental theories state that the financial sector
is one of the most important foundations for explaining patterns of economic growth.
In allocating the scarce resources available in an economy, the financial sector plays an
important role in providing affordable financial services, thereby promoting economic
growth (Chen et al., 2021; Ifediora et al., 2022). Furthermore, Fabya (2011) added that
the financial sector’s ability to provide borrowers with a variety of high quality, low-risk
financial instruments will ultimately accelerate economic growth.

Generally, the focus of financial development is the integration of financial markets,
institutions, and foreign capital flows to reduce information, enforcement, and transac-
tion costs (Ibrahim and Alagidede, 2018). The most objective of their research is to link
the financially underserved to transparent, affordable, and reliable financial services to
the benefits of mostly the poor (Sarma, 2015; Siddik et al., 2018).

Another role, the financial development has four economically beneficial functions,
namely: (a) reduce risk; (b) mobilize savings; (c) reduce transaction and information
costs; and (d) promote specialization (Levine, 2005). Other studies have found that
greater financial inclusion has positive effects on growth and reductions in poverty and
inequality, we can cite the work of Sahay and Čihák (2020) find that higher financial
inclusion in payments is associated with reduced inequality, especially for those at the
bottom of the income distribution andwhenwomen’s financial inclusion is high. Regard-
ing the effect on growth, Sahay et al. (2015) find that for countries with low financial
inclusion (25th percentile), increasing financial inclusion to the 75th percentile leads to
an average increase in GDP growth rate of 2–3 percentage points. As well, Demirgüç-
Kunt et al. (2015) discuss the benefits of financial inclusion in reducing poverty and
inequality.

Empirically, the literature is rich in explanations of the link between financial inclu-
sion and economic growth. Several studies report a positive relationship (Inoue and
Hamori, 2016 & 2019; Kim et al., 2018a, 2018b; Thomas et al., 2017; Sethi and Acharya
(2018); Singh and Stakic, 2021; Huang et al., 2021).

Precisely, Inoue and Hamori (2016) draw our attention to examining the impact of
financial access on economic growth in 37 sub-Saharan African nations for the period
2004–2012. The study used the panel dynamicGMMestimator, and the findings revealed
a link between real GDP per capita and the quantity of commercial bank branches. Addi-
tionally, financial deepening significantly and favorably impacted sub-Saharan Africa’s
economic growth.

In a major advance, Kim et al. (2018a, 2018b) used dynamic panel estimates, panel
vector autoregressive (VAR) technique, impulse-response functions (IRF), and panel
Granger causality tests to examine the association between financial inclusion and eco-
nomic growth in 55 Organization of Islamic Cooperation (OIC) nations. Dynamic panel
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estimations’ findings demonstrated that financial inclusion has a beneficial impact on
economic growth.

In the same vein, Thomas et al. (2017) looked into the connection between financial
accessibility and economic growth in eight South Asian nations from 2007 to 2015.
The results of using the GMM estimators demonstrated that rising financial accessibility
resulted in rising income. Furthermore, economic growth in low-income nations was
more affected by rising financial access indices than it was in middle-income countries.

In addition, Sethi andAcharya (2018) used the following panel datamodels: country-
fixed effect, random effect, and time fixed effect regressions, panel cointegration, and
panel causality tests to examine the effect of financial inclusion on economic growth
for 31 developed and developing countries from 2004 to 2010. The findings showed a
long-term, positive correlation between financial inclusion and economic growth across
the chosen nations, as well as a causal association that worked both ways. The study
found that financial inclusion had an impact on economic growth and suggested that,
over time, policies that promote financial inclusion will lead to better rates of economic
growth.

In all eight South Asian Association for Regional Cooperation (SAARC) nations,
Singh and Stakic (2021) looked studied the relationship between the financial inclusion
index and economic growth from 2004 to 2017. The Pedroni (2004) panel co-integration
test, Fully Modified Ordinary Least Square (FMOLS), and Dynamic Ordinary Least
Square (DOLS) methodologies were all used in the study. Financial inclusion and eco-
nomic growth in the SAARC countries have a long-term association, according to the
Pedroni panel co-integration test. The financial inclusion index and a few chosen con-
trol variables support economic growth, according to the FMOLS and DOLS coeffi-
cients. The Granger causality test also supported the existence of a bi-directional causal
relationship between financial inclusion and economic growth.

Similar to this topic, Huang et al. (2021) compared the old and new EU (27) nations
between 1995 and 2015 to assess the relationship between financial inclusion and eco-
nomic progress. The study revealed that financial inclusion is crucial for economic
growth and employed FMOLS and panel autoregressive distributed lag (ARDL) models
to support its findings. In contrast to high-income and established EU countries, it is
more significant for low-income and new EU countries.

More recent evidence like Ifediora et al. (2022), during the period from 2012 to
2018, they used panel data from 22 Sub-Saharan African (SSA) nations to examine
the effect of financial inclusion on economic growth. The system Generalized Method
of Moments (GMM) is used in the study. We found that the availability dimension of
financial inclusion, the penetration dimension of financial inclusion, and the composite
financial inclusion (all indicators taken together) have a significant and positive impact on
economicgrowthwhile the usagedimensionoffinancial inclusionhas a small but positive
impact on economic growth. Additionally, bank branches and ATMs have a favorable
and considerable impact on economic growth, while deposit accounts, outstanding loans,
and outstanding deposits have a less significant but nonetheless negative impact.
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Using the generalized technique of moments and the Dumitrescu-causality Hurlin’s
(2012) test, Adekoun and Aga (2021) evaluate the relationship between financial inclu-
sion and economic growth in Sub-Saharan African (SSA) nations over the years 2004–
2017. A main component analysis was used to create a composite financial inclusion
index based on the multidimensionality of the financial inclusion metrics. The find-
ings demonstrate that financial inclusion significantly boosts economic growth in SSA
nations. According to other research, there is a short-term causal relationship between
economic growth and financial inclusion. To increase equitable growth across the con-
tinent, policymakers should place a strong emphasis on initiatives that promote access
to high-quality, reasonably priced financial services and products.

Recent evidence, Azimi (2022) uses a large number of panels categorized by income
and geographical levels from2002 to 2020 to examine the effects of financial inclusion on
economic growth from a global viewpoint. A long-term association between economic
growth, financial inclusion, and the control variables in the complete panel, income-level,
and regional economies is supported by the panel cointegration test results. Additionally,
analyze the effects of financial inclusion and the control predictors on economic growth
usingGMM-System estimators. The findings unmistakably show that financial inclusion
greatly boosts economic growth across all panels, suggesting that financial inclusion is
a useful instrument for promoting rapid global economic growth.

2.2 Digital Finance and Economic Growth

In cross-country studies of financial development and economic growth nexus, leading
to two main growth models, like, exogenous growth model and endogenous growth
model. However, the exogenous growth models emphasize the importance of labor pro-
ductivity (Domar, 1946) and exogenous technological progress (Solow, 1956) as key
factors explaining global growth differences. On the other hand, the exogenous growth
models have been criticized for failing to recognize efficiencies such as macroeconomic
conditions, appropriate regulatory frameworks, and institutions that convert savings into
investment (Chirwa and Odhiambo, 2018; Levine et al., 2000; Levine, 1999). Indeed,
the endogenous growth model is interested in innovation capital, intellectual capital and
human capital to explain differences in economic growth between countries and time
(Inoue and Hamori, 2019). This new theory of economic growth assumes that techno-
logical progress occurs through innovation; in the form of new products, processes and
markets, many of which are determined by economic activity (Ifediora et al., 2022).

These researches are restricted to determining the causal relationship between eco-
nomic growth and financial development. There is little evidence of a causal link between
financial inclusion, and particularly digital financial inclusion, and economic outcomes.
The purpose of this study is to close this evidence gap by presenting the data on how the
use of digital financial affects economic growth.

However, the digital financial inclusion is the fourth stage of the financial revolution
after developingmicrocredit,microfinance, andfinancial inclusion (Wang andHe, 2020).
Compared to financial inclusion, digital financial inclusion places more importance on
technology to broaden the accessibility to formal financial services. Furthermore, in
the last decade, Financial Technology (FinTech), also known as digital finance, has
developed and grown popular in bringing innovative financial services and products to
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people via mobile phones, personal computers, the internet, and cards (Manyika et al.,
2016)which has introduced innovativemeans of interaction and communication between
borrowers and lenders.

Until now, the digital financial services are revolutionizing the payment, savings,
and lending environments, especially in the context of financial inclusion (Ozili, 2018).
The FinTech growth may successfully reduce transaction costs and ease information
asymmetrywithin the financial systemdue tomore customer testing, information sharing
and risk assessment that are made easier. It therefore boosts entrepreneurship (Honglei,
2021; Yin et al., 2019), increases household income (Zhang et al., 2020), increases
household consumption (Li et al., 2020), encourages international trade (Fernández-
Olit et al., 2020), improves financial development (Fu et al., 2020; Meifang et al., 2018)
with these proxies widely documented to contribute to economic growth (Appiah-Otoo
and Song, 2022; Peia and Roszbach, 2015; Hook and Singh, 2014).

According to Gomber et al. (2017), the digital financial services includes innovative
financial products, finance related software and a great way of interaction and commu-
nication with the customers and such services are provided by FinTech and other finance
related service providers. It can transform people from cash-based to cashless transac-
tions where they need a mobile phone which is owned by almost 50% of people in the
developing countries (World Bank, 2013). Most of the countries of the world are turning
to this service. According to Pénicaud and Katakam (2019), more than 80 countries in
the world are launching digital financial services through mobile phones as it brings
welfare to the people (CGAP, 2015).

In a major advance, Nizam et al. (2020) analyzed the relationship between economic
growth and financial inclusion in industrialized and developing countries. The level
of financial inclusion was measured for each country using a new financial inclusion
index. The authors examined the role of financial inclusion in economic development
using a cross-sectional threshold regression approach. The results of the research show
that financial inclusion and economic growth have substantial non-monotonic links.
This study should encourage economists and the financial sector to improve financial
inclusion to promote sustainable economic growth.

Thus, not only can digital financial inclusion be thought to promote economic growth,
but also the nature and level of these inclusions can shape the relationship between
financial development and economic growth. Therefore, we can formulate our research
hypothesis as follows:

Hypothesis 1: Digital financial inclusion positively affects economic growth in
MENA countries.

In fact, digital financial inclusion can refer to the use of digital technologies, such
as mobile banking and e-wallets, to provide access to financial services to individuals
and small businesses who are excluded from traditional financial systems. The impact
of digital financial inclusion on economic growth in MENA (Middle East and North
Africa) countries can be dependent on various factors, including the level of internet and
mobile phone penetration, the regulatory environment, and the level of financial literacy.

While it is possible that digital financial inclusion can have a positive impact on
economic growth, it is important to consider potential challenges, such as cybersecurity
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risks and the potential for exclusion of vulnerable populations who lack access to digital
technologies.

Ultimately, the hypothesis would need to be tested using rigorous research methods
and data analysis to determine the relationship between digital financial inclusion and
economic growth in MENA countries.

3 Data and Methodology

3.1 Data Description and Model Specification

Using an annual panel time-series data for 14 emerging economies of the MENA region
namely Tunisia, Algeria, Morocco, Egypt, Iran, Syria, Lebanon, Iraq, Libya, Saudi Ara-
bia, Kuwait, the UAE, Jordan, and Oman, with datasets collected from the International
Monetary Fund’s (IMF) Financial Access Survey (FAS), the International Union of
Telecommunication (IUT), and the World Development Indicators (WDI) databases for
the period 2000–2021, this study investigates how digital financial inclusion uses can be
increasing economic growth. The considered periodicity is based on data availability of
the indicators of digital financial inclusion by developed by Khera et al. (2021).

Consistent with previous literature discussed in Sect. 2, we use the Cobb–Douglas
production function to analyze firstly the impact of traditional financial services and
other control variables, on economic growth (Eq. 1) and the impact of digital financial
inclusion and other control variables on economic growth (Eq. 2). Ourmodel is presented
and investigated according to Al-Smadi (2022), Khera et al. (2022), Khera et al. (2021),
Andiansyah (2021), Shen et al. (2021), and Sahay et al. (2020). So, the two estimated
models are specified and written symbolically as follows:

LnGDPCit = β0 + β1LnPOPit + β2LnGFCFit + β3LnFDIit + β4LnTradeit + β5LnCPIit + β6LnATMit

+β7LnCRit + ε1it
(1)

LnGDPCit = β0 + β1LnPOPit + β2LnGFCFit + β3LnFDIit + β4LnTradeit + β5LnCPIit + β6LnIUit

+β7LnMSit + ε2it
(2)

where LnGDPCit represents the logarithm of the real GDP per capita rate, LnGFCFit is
the stock of physical capital measured by gross fixed capital formation (% of GDP) in
logarithm; LnPOPit represents the logarithm of the Labor force, LnFDIit expresses the
logarithm of foreign direct investment (% of GDP), LnTradeit represents the logarithm
of trade openness, LnCPIit is the logarithm of the Consumer Price Index (base = 100),
LnATMit is the logarithm of the Automated Teller Machine per 100,000 adults, LnMSit
represents the logarithm of the Mobile Subscription per 100,000 adults LnIUit is the
logarithm of the Internet Users (% of population), LnCRit represents the logarithm of
Domestic Credit to private sector (% of GDP), and the ε1it and ε2it are the associated
error term assumed as in the usual fashion to be serially uncorrelated with zero mean and
constant variance. The parameters of the model measure the sensitivity of the variables
to the economic growth. We summarize all these variables in Table 1.
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Table 1. Variable definitions

Variables Definition Source

LnGDPC Gross Domestic Product per capita WDI

LnPOP Labor force, total WDI

LnGFCF Gross fixed capital formation (% of GDP) WDI

LnFDI Foreign direct investment, net inflow (% of GDP) WDI

LnTrade Sum of exportations and importations (% of GDP) WDI

LnCPI Consumer Price Index (2010 = 100) WDI

LnATM Automated Teller Machine (per 100,000 adults) FAS

LnMS Mobile Subscription (per 100,000 adults) ITU

LnIU Internet Users (% of population) ITU

LnCR Domestic credit to private sector (% of GDP) WDI

3.2 Research Method

To validate the two-proposed hypotheses of this study, we apply two approaches: the
GMM System method (GMM-System) and the Pooled Mean Group Auto-Regressive
Distributed Lag method (PMG-ARDL). Several reasons motivate us to use these meth-
ods: (i) the number of years (T = 22) is superior than the number of countries (N =
14) (Roodman, 2009; Baltagi, 2005; Bond, 2002); (ii) it produces more efficient esti-
mates by reducing the finite sample bias compared to the difference GMM (D-GMM)
estimation method, (Baltagi, 2005); (iii) it also resolves the potential bias associated
with the possible correlation between “country-fixed effects” and the error term. This
avoids a problem of correlation between this term and the explanatory variables; (iv) it
permits resolving the potential issue of endogeneity of the independent variables with
the dependent variable, especially since in our specifications, the explanatory variables
are of macroeconomic and institutional nature, hence the risk of reverse causality with
economic growth. For example, previous studies suggest that two-ways causation may
exist between, for example, traditional financial services and economic growth (e.g.,
Kammoun et al., 2020; Song et al., 2022), digital financial inclusion and economic
growth (e.g., Al-Smadi, 2022; Khera et al., 2022). Moreover, omitted variable bias may
be another cause of endogeneity. For this reason, GMM-System is suggested to address
this issue and ensure the reliability of our estimate. A two-step GMM-System is used
because it addresses concerns of heteroscedasticity.

The Pooled Mean Group-Autoregressive Distributed Lag (PMG-ARDL) model,
which Pesaran et al. (1999) recommended for analysis, was used in this investigation.
The pooling and averaging of the coefficient over the cross-sectional units is related to
it. In order to determine the ideal lag duration for each variable, this model estimates (n
+ 1)k number of regressions. k is the number of variables in the estimation, and n is the
total number of lags that were employed. Choosing an adequate lag using measures like
the Schwarz Bayesian criterion (SBC) and the Akaike information criterion (AIC).
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The following short-term model was estimated if there was proof of cointegration
among the variables:

�LnGDPCit = b01 + b11LnGDPCit−1 + b21LnPOPit−1 + b31LnGFCFit−1 + b41LnFDIit−1 + b51LnTradeit−1

+b61LnCPIit−1 + b71LnATMit−1 + b81LnCRit−1 +
p∑

j=1

a11j�LnGDPCit−j +
q∑

j=0

a21j�LnPOPit−j

+
q∑

j=0

a31j�LnGFCFit−j +
q∑

j=0

a41j�LnFDIit−j +
q∑

j=0

a51j�LnTradeit−j +
q∑

j=0

a61j�LnCPIit−j

+
q∑

j=0

a71j�LnATMit−j +
q∑

j=0

a81j�LnCRit−j + u1it

(3)

�LnGDPCit = b02 + b12LnGDPCit−1 + b22LnPOPit−1 + b32LnGFCFit−1 + b42LnFDIit−1 + b52LnTradeit−1

+ b62LnCPIit−1 + b72LnIUit−1 + b82LnMSit−1 +
p∑

j=1

a12j�LnGDPCit−j +
q∑

j=0

a22j�LnPOPit−j

+
q∑

j=0

a32j�LnGFCFit−j +
q∑

j=0

a52j�LnFDIit−j +
q∑

j=0

a52j�LnTradeit−j +
q∑

j=0

a62j�LnCPIit−j

+
q∑

j=0

a72j�LnIUit−j +
q∑

j=0

a82j�LnMSit−j + u2it

(4)

The short run dynamics’ ARDL specification can be obtained by building an error
correction model with the following structures:

�LnGDPCit = β01 + δ1ECT1it +
p∑

j=1

β11j�LnGDPCit−j +
q1∑

j=0

β21j�LnPOPit−j

+
q2∑

j=0

a31j�LnGFCFit−j +
q3∑

j=0

β41j�LnFDIit−j +
q4∑

j=0

β51j�LnTradeit−j

+
q4∑

j=0

β61j�LnCPIit−j +
q4∑

j=0

β71j�LnATMit−j +
q4∑

j=0

β81j�LnCRit−j + ν1it

(5)

�LnGDPCit = β02 + δ2ECT2it +
p∑

j=1

β12j�LnGDPCit−j +
q1∑

j=0

β22j�LnPOPit−j

+
q2∑

j=0

a32j�LnGFCFit−j +
q3∑

j=0

β42j�LnFDIit−j +
q4∑

j=0

β52j�LnTradeit−j

+
q4∑

j=0

β62j�LnCPIit−j +
q4∑

j=0

β72j�LnIUit−j +
q4∑

j=0

β82j�LnMSit−j + ν2it

(6)

In order to check for a cointegration relationship between the study variables, the
Autoregressive Distributed Lag (ARDL) approach was used to achieve the paper’s goal.
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When compared to previous single cointegration processes like Engle and Granger
(1987) and Johansen and Juselius (1990), this strategy was thought to be a better
econometric model in the existing literature.

3.3 Variables Description

Before addressing the economic and empirical analysis of the co-integration relationship
between the variables, it is necessary to begin with a descriptive analysis of the main
variables used. To highlight our objective, in a first step, we present the descriptive
statistics of the various variables transformed into logarithm in Table 2. Moreover, it
should be pointed out that, based on the results, all the series show the presence of a
serial autocorrelation problem so the added value of the Born and Breitung (2016) test
is less than 5% for 2 lags.

Table 2. Summary of the variables statistics in logarithm

Designations LnGDPC LnPOP LnGFCF LnFDI LnTrade LnCPI LnATM LnCR LnIU LnMS

Mean 8.813 15.450 3.032 0.133 4.340 4.622 2.652 3.611 2.946 3.932

SD 1.032 1.004 0.395 1.891 0.358 0.451 1.273 0.957 1.447 1.437

Maximum 6.555 17.248 3.763 3.158 5.152 6.937 4.518 4.846 4.605 5.400

Minimum 6.556 13.600 1.071 -6.907 3.409 2.900 -1.283 -0.059 -2.364 -2.577

Median 8.476 15.538 3.084 .439 4.381 4.609 3.075 3.969 3.309 4.394

Kurtosis 2.343 1.881 7.198 8.080 2.686 8.742 2.936 5.108 4.536 8.413

Skewness 0.300 0.107 −1.629 −2.041 −0.093 0.696 −0.780 −1.420 −1.282 2.216

Coefficient of
variation

0.117 0.0650 0.130 14.227 0.082 0.097 0.480 0.265 0.491 0.365

Jarque-Bera
(JB) test

10.120 16.650 362.60 545 1.713 448.100 31.330 160.700 114.700 628.400

JB Probability 0.006 0.000 0.000 0.000 0.425 0.000 0.000 0.000 0.000 0.000

Born-Breitung
(BB) test

28.620 14.910 15.200 4.460 22.860 6.140 10.400 11.500 37.950 14.230

BB p-value 0.000 0.001 0.001 0.108 0.000 0.046 0.006 0.003 0.000 0.001

Observations 308 308 308 308 308 308 308 308 308 308

Notes: JB represents the Jarque and Bera (1987) statistic; BB represents the Born and Breitung
(2016) statistic

To describe their link in the following subsection, we will attempt in what follows
to proceed to a statistical description of the various variables. First, we will interpret the
main descriptive statistics of the different variables presented in Table 2. Indeed, after
visualizing the data, we see that most of them are asymmetric left-spread and have the
leptokurtic shape. In addition, we reject the hypothesis of the normality of the series
through the test of Jarque and Bera (1987) except that the variable LnTrade accept the
hypothesis of the normality. Referring to the data autocorrelation test of panel Born
and Breitung (2016), it is quite clear that all the variables have serial autocorrelation
problems.
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3.4 Study of Stationary: The Unit Root Test with Rupture

One of the central problems of panel unit root testing concerns the form of heterogeneity
of the model used to test the unit root. Indeed, and in general, the simplest form of
heterogeneity is that of assuming the presence of variables specific to each individual.
We are of course talking about modelling with individual effects (defined in a fixed
or random way), which reflects heterogeneity only on average but which retains the
hypothesis of homogeneity of the other parameters of the model and in particular of
the autoregressive root. In particular, this modelling is the one that will be used for the
first unit root tests by Levin and Lin (1992). But very quickly, this whole conception
of heterogeneity restricted solely to individual effects or to deterministic tendencies
became implausible in the case of macroeconomic applications. On the other hand, and
because of the various disturbances observed in the various series, it is wise to look for
a dynamic relationship between the different variables. For all these reasons, we tested
the presence of a unit root by means of the tests of Levin et al. (2002), Im et al. (2003)
and Hadri (2000) in level and in first difference in the Table 3.

According to this table, all cycles failed all three-unit root tests (LLC, IPS, and
Hadri). Obviously, the tests of LLC and IPS remains the most appropriate since all the
series reveal the presence of unit roots in level (rejection H0). Instead, this same series
accepts the hypothesis of the stationarity of the first-order differential. We can therefore
consider that all the series are integrated of order 1 (I(1)). The same the same result
was found by using the test of Karavias and Tzavalis (2014). According to the Table 4
bellow, the results present that all variables are stationary in first difference while giving
the dates of rupture caused by economic, financial and health shocks.

Table 3. The unit root tests without Break

Variables In level In first difference

LLC IPS Hadri Decision LLC IPS Hadri Decision

LnGDPC −2.845*** 0.409 30.807 NS −4.915*** −5.601*** −0.706*** S

LnPOP −4.099*** −0.385 45.816 NS −3.432*** −3.611*** 9.610 S

LnGFCF −0.629 0.938 19.460 NS −4.534*** −7.795*** −0.757*** S

LnFDI −2.820*** −4.194*** 20.142 NS −8.131*** −10.944*** −2.393*** S

LnTRADE −2.973*** −1.008 20.132 NS −7.100*** −8.153*** −0.601*** S

LnCPI 0.729 7.589 44.648 NS −2.459*** −3.646*** 10.972 S

LnATM −3.814*** −0.300 45.237 NS −2.655*** −5.164*** 2.261 S

LnCR −3.559*** 0.945 40.459 NS −8.846*** −6.184*** 0.141*** S

LnIU −9.506*** −6.566*** 42.249 NS −16.373*** −5.885*** 12.016 S

LnMS −10.151*** −9.049*** 32.700 NS −3.164*** −5.050*** 22.148 S

Notes: *, **, *** significant at 10%, 5%, 1%. S denotes stationary; NS denotes non-stationary;
LLC refers to the test Levin et al. (2002); IPS refers to the test Im et al. (2003).
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Table 4. The unit root test with Break

Variables In level In first difference

LnGDPC −5.202***(2012) −26.749***(2020)

LnPOP −12.897***(2020) −7.532***(2001)

LnGFCF −10.502***(2020) −35.707***(2020)

LnFDI −11.798***(2013) −31.527***(2020)

LnTrade −8.282***(2001) −22.391***(2001)

LnCPI −11.779***(2020) −13.092***(2020)

LnATM −12.826***(2001) −22.348***(2020)

LnCR −5.825***(2001) −19.943***(2001)

LnIU −19.113***(2020) −20.228***(2020)

LnMS −16.721***(2020) −15.952***(2020)

Note: *** significance at 1%.

4 Results and Discussion

Since most variables are stationary in the first difference, it is important to study whether
there is a cointegration relationship between them. To do this, we proceed directly to the
cointegration tests between the different variables of the two macroeconomic models.
In order to empirically analyze the long-term relationships and short-term dynamic
interactions between the variables, we apply the PMG-ARDL and theGMM-sysmodels.

4.1 Cointegration and Dependence Tests on Panel Data

It is important to emphasize the fact that the presence of a cointegrating relationship
allow to increase the acceptability of the estimated results for policy making. Therefore,
it is essential to confirm the possibility of a cointegrating relationship between the series
before testing themodels. Thus, we performKao (1999), Pedroni (2004) andWesterlund
(2007). According to these tests (see Table 5), we can affirm that there is a cointegrating
relationship for all the variables of our models.

Table 5. Cointegration tests

M1 M2

Tests Value (p-value) Decision Value (p-value) Decision

Kao (1999) 1.109 (0.134) No Cointegration 0.199 (0.421) No Cointegration

Pedroni (2004) −1.838 (0.033) Cointegration 0.033 (0.062) Cointegration

Westerlund (2007) 1.398 (0.081) Cointegration 2.167 (0.015) Cointegration
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For many researchers, cross-sectional dependence may exist within and across coun-
tries and regional economies following the globalization of the world economy (Bilgili
et al., 2017; Dong et al., 2018a, 2018b; Shahbaz et al., 2017a, 2017b; Shahbaz et al.,
2018). In addition, the results of unit root and panel cointegration tests are likely to
have substantial size distortions if cross-sectional dependence is ignored (Atasoy, 2017;
O’Connell, 1998).

Table 6. Cross-dependence test

Tests M1 M2 Decision

Friedman (1937) 30.606 (0.003) 25.904 (0.017) Dependence

Breusch-Pagan (1980) 133.5 (0.002) 115.71 (0.041) Dependence

Frees (1995 & 2004) 2.729 (0.000) 2.601 (0.000) Dependence

Pesaran et al. (2008) 2.406 (0.016) 2.742 (0.006) Dependence

Therefore, to test for cross-sectional dependence, the Lagrange tests proposed by
(Breusch and Pagan, 1980; Frees, 1995; Friedman, 1937; Pesaran et al., 2008) are used.
These tests were essential to discover the frequent occurrence of shocks in the cross-
sectional aspect of the longitudinal data set. The results of Table 6 denotes a collapse to
reject the null hypothesis of cross-sectional independence.

4.2 PMG-ARDL Results

With regard to Eq. 5 and Eq. 6 above, Table 7 shows the short-term estimation, the recall
power of the ECMmodel as well as the series of diagnoses relating to the validity of the
two models at the time of the ARDL approach.

With regards to the results of the short-term in M1 shown by ARDL(1,1,0,1,0,3,3,1)
with unrestricted constant and unrestricted trend, the error correction term ECTit−1,
is statistically significant and negative, and this proves the presence of a cointegrating
relationship between the variables of the short-term model. In particular, the estimated
value of ECTit−1 is equal to −0.760, which means that the speed of adjustment of the
long-term equilibrium in response to the imbalance caused by the short- term shocks of
the previous period is trimmed to 76%. In other words, this coefficient associated with
the strength of the recall allows us to conclude that the shocks on economic growth in the
MENA region are adjusted to 76%, which entails that the imbalance between the desired
level and the actual level of economic growth is resolved by 76%. This implies that a
shock to economic growth is fully absorbed after 1 year 3months and 24 days.While, the
second panel (M2) clarifies the effects of the variables of digital financial inclusion on
GDPC. Indeed, the most appropriate model is represented by an ARDL(2,1,0,0,0,0,5,1)
with unrestricted constant and without trend In the short term, we see the positive and
significant effect of all variables on economic growth but the CPI variable has the inverse
impact. In addition, the result of the error correction model is statistically significant and
negative, either 34%, which proves that there is an integration relationship between the
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Table 7. Short-term ARDL estimation

Variables M1 M2

ARDL(1,1,0,1,0,3,3,1) ARDL(2,1,0,0,0,0,5,1)

Constant 1.671 (0.003) −8.632* (1.890)

LnGDPCit−1 −0.449***(−5.011) −0.497***(4.998)

LnPOPit−1 0.326**(2.615) 0.241* (1.810)

LnGFCFit−1 0.161**(2.150) 0.101**(2.085)

LnTradeit−1 0.112**(2.608) 0.098**(2.006)

LnCPIit−1 −0.129 (−0.627) −0.410 (−0.208)

LnFDIit−1 0.411** (2.338) 0.315**(2.108)

LnATMit−1 0.247***(4.118) -

LnCRit−1 0.061**(2.274) -

LnIUit−1 - 0.262**(2.520)

LnMSit−1 - 0.482* (1.686)

�LnGDPCit−1 0.272***(4.835) 0.148**(2.290)

�LnGDPCit−2 - 0.202***(3.191)

�LnPOPit −0.0004 (−1.848) −0.0002 (0.735)

�LnPOPit−1 −0.0004 (−1.610) −0.0001 (−0.522)

�LnGFCFit −0.596***(−2.925) −0.558***(2.581)

�LnTradeit 0.356***(4.249) 0.423***(4.590)

�LnTradeit−1 −0.274*** (7.293) -

�LnCPIit −2.724 (−0.948) −0.262 (−0.855)

�LnFDIit 0.388 (0.931) 0.521 (1.082)

�LnFDIit−1 0.387 (0.976) -

�LnFDIit−2 0.386 (0.963) -

�LnFDIit−3 0.574 (1.549) -

�LnATMit 0.346 (1.280) -

�LnATMit−1 −0.044 (−0.162) -

�LnATMit−2 −1.039***(−3.546) -

�LnATMit−3 −0.627*(−1.940) -

�LnCRit −0.409***(−2.824) -

�LnCRit−1 0.173 (1.158) -

�LnIUit - −0.197 (−0.912)

�LnIUit−1 - −0.201 (−0.906)

(continued)
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Table 7. (continued)

Variables M1 M2

ARDL(1,1,0,1,0,3,3,1) ARDL(2,1,0,0,0,0,5,1)

�LnIUit−2 - −0.845 (−0.361)

�LnIUit−3 - −0.290 (−1.178)

�LnIUit−4 - 0.384 (1.466)

�LnIUit−5 - 0.575* (1.910)

�LnMSit - 0.126 (1.627)

�LnMSit−1 - −0.715 (−0.986)

Trend −0.589***(−2.606) -

ECTit−1 −0.760***(−5.716) −0.342**(−2.141)

ARCH Test 2.934 [0.710] 6.829 [0.233]

LM test 4.876 [0.090] 1.115 [0.291]

Ramsey RESET test 2.624 [0.106] 2.346 |0.126]

Notes: *, ** and *** significant at 10%, 5% and 1%, respectively. LM test = the Lagrange
Multiplier test (Breusch–Godfrey serial correlation). ARCH = the autoregressive conditional
heteroscedasticity test. RESET = Ramsey Regression Equation Specification Error Test. (ECT

it−1) is the error correction term that shows the speed of adjustment towards long-term equilibrium
(this term must be significantly negative in order to guarantee the existence of the long-term
relationship). t_statistic in parentheses. P-value in square brackets.

variables of the model. This implies that a shock to economic growth is fully absorbed
after almost 3 years.

Likewise, the diagnostic tests results are illustrated above. It was validated that the
error terms of the short-run model are free of heteroscedasticity, and have neither serial
correlation nor a specification error. The results used to shorten the determination of
long-term estimates are shown in Table 8 for the M1 and M2.

This table above presents the long-term ARDL estimation of the first model. Thus,
the results prove that the variables LnPOPit, LnGFCFit, LnTradeit, LnFDIit, LnATMit
and LnCRit has a positive and significant effect on LnGDPCit. In other words, any
increase of 1% of these variables increase GDP per capital by 0.72%, 0.35%, 0.25%,
0.91%,0.55% and 0.13%, respectively.

In fact, financial inclusion as a driver of the economic growth in the long-term (Ali
et al., 2021). Moreover, Sahay et al. (2015) argued that better access of corporations
and households to different banking services, along with increasing women users of
these facilities, has a robust positive impact on economic development. Also, financial
inclusion promotes economic development through value creation of small businesses
with progressive spillover effects on human development indicators such as health,
decrease in inequality, education and reduction in poverty (Agnello et al., 2012; Park
and Mercado, 2015; Nanda and Kaur, 2016).
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Table 8. Long-term ARDL estimation

Variables M1 M2

Coefficient t-statistic Coefficient t-statistic

Constant 3.720 0.003 −17.366* −1.950

LnPOPit 0.724** 2.263 0.486* 1.707

LnGFCFit 0.358** 2.150 0.203*** 2.085

LnTradeit 0.249*** 3.135 0.197** 2.262

LnCPIit −0.287 −0.635 −0.824 −0.209

LnFDIit 0.915*** 2.419 0.634** 2.107

LnATMit 0.551*** 4.434 - -

LnCRit 0.136*** 2.290 - -

LnIUit - - 0.527** 2.504

LnMSit - - 0.970* 1.669

Note: *, ** and *** significant at 10%, 5% and 1%, respectively.

The second model explains the effect of digital financial inclusion on GDPC. The
results of this research show that all coefficient of variables has a positive and significant
impact on economic growth except CPI variable have a negative and non-significant
effect. In fact, the coefficients of internet users and mobile subscription have a positive
and significant effects on economic growth. That is mean that these two variables con-
sidered a driver of digital financial inclusion and consequently economic growth (Khera
et al., 2021; Al-Smadi, 2022).

4.3 GMM-System Results

After the estimation of the two-model (M1 andM2), we can conclude that there are some
limitations to using the ARDLmodel. However, The ARDL approach assumes that there
is a co- integration relationship between the variables, and if this assumption is not met,
the results of the model may not be reliable. Indeed, the ARDL model is commonly
used to model the cointegration relationship between variables, while the GMM-System
is often used to model dynamic relationships between variables. Both approaches are
well-suited for analyzing long-term relationships in data.

This implication we allow to use the GMM-System method of Arellano and Bover
(1995) andBlundell andBond (1998). In fact, the results usedGMM-System to the deter-
mination of long-term estimates are shown in Table 9 for the two-models. According to
the table below, our consequences of the M1 and M2 presents the positive and signif-
icant effects of LnGFCFit, LnTradeit, LnFDIit, LnATMit, LnCRit, LnIUit and LnMSit
on economic growth, and the negative and non-significant effect of the CPI variable on
economic growth. These results are the same as the estimate by the ARDL model. For
LnPOPit, its impact is negative in the first model and positive in the second model.

The results of the diagnostic tests of the GMM-System method presented in Table 9
above. In fact, the Arellano and Bond (1991) test for serial autocorrelation of order 1 and
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2 are insignificant, which confirms the conditions of application of the GMM estimator.
Moreover, the Hansen (1982) test shows that the instruments are over-identified.

Table 9. Two-step GMM-System estimation

Variables M1 M2

LnGDPCit−1 0.841 (0.000) 0.904 (0.000)

LnPOPit −0.081 (0.124) 0.067 (0.007)

LnGFCFit 0.115 (0.012) 0.193 (0.042)

LnTradeit 0.211 (0.040) 0.099 (0.050)

LnCPIit −0.066 (0.292) −0.093 (0.202)

LnFDIit 0.122 (0.000) 0.019 (0.020)

LnATMit 0.116 (0.083) -

LnCRit 0.142 (0.042) -

LnIUit - 0.217 (0.001)

LnMSit - 0.031 (0.027)

Constant 2.544 (0.094) 3.031 (0.057)

Hansen test 6.03 (1.000) 5.09 (1.000)

AR(1) test −1.27 (0.204) −1.40 (0.160)

AR(2) test 1.06 (0.291) 0.89 (0.376)

Note: values in brackets represent the p-values

Furthermore, our findings of both approaches reveals that the development of human
capital has a significant andpositive effect on economicgrowth.This positive relationship
is due to the capacity benefits associated with funding initiatives designed to build the
force of citizens to include in the mainstream economy. Indeed, the results also reveal a
positive and significant relationship between economic growth and foreign and domestic
investment in the MENA region, an indication of the importance of capital commitment
to activities, which promote finance inclusion and real capital accumulation. Therefore,
the need for investment increase across economic sectors in the region and consequently
economic growth and development.

The MENA region has seen significant growth in digital financial inclusion in recent
years, with many initiatives aimed at increasing access to financial services for individ-
uals and small businesses. Here are some statistics illustrating this trend: It is estimated
that by 2020, mobile banking penetration in the MENA region will reach around 50%.
The number of mobile wallet users in the MENA region is estimated to exceed 100
million in 2020, a significant increase from a few years ago. According to the World
Bank (2021), the number of people in the MENA region who have access to formal
financial services has increased from the covid-19 pandemic, reaching around 65% in
2020. The use of digital payment methods such as mobile payments and e-wallets is
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growing rapidly in the MENA region, with more and more merchants accepting these
payment methods.

According to the results reported in Table 10 using the causality test of Dumitrescu
and Hurlin (2012), there is bidirectional causality between ATM and GDP per capita,
CR and GDP per capita, IU and GDP per capita and MS and GDP per capita. In fact,
ATM induces a statistically significant positive effect on economic growth.

The ATMs can contribute to economic growth by improving the efficiency and con-
venience of banking services, which in turn can stimulate economic activity. ATMs can
facilitate and streamline the financial activities of businesses and individuals by pro-
viding 24/7 access to cash and allowing customers to make deposits and withdrawals
without a physical bank branch. This can reduce transaction costs, increase productivity
and promote economic growth. On the other hand, economic growth can also encourage
the adoption and expansion of ATMs. Increased economic activity is often accompanied
by increased demand for banking services, and banks can meet this demand by investing
in new ATM infrastructure. In addition, economic growth can also provide the financial
resources to develop and maintain ATMs and technical innovations to improve their
security and ease of use.

The Credit can be a key driver of economic growth because it provides individuals
and businesses with the money they need to invest, grow and innovate. By borrowing
money, businesses can invest in new equipment, hire additional labor and develop new
products or services. It helps increase productivity, boost output and create economic
growth. Similarly, individuals can use loans to finance education, housing or business,
which can also stimulate economic activity. On the other hand, economic growth can
also stimulate demand for credit as businesses and individuals attempt to take advantage
of new opportunities and expand their operations. As economic activity increases, banks
and other financial institutions may respond by increasing the supply of credit, which
can further stimulate economic growth.

The Internet users can foster economic growth by providing access to new mar-
kets and expanding trade and commerce opportunities. With the help of the Internet,
businesses can reach customers in new and distant locations, remove barriers to mar-
ket entry, and expand their customer base. This can increase competition, innovation
and growth throughout the economy. In addition, the Internet can also facilitate the
exchange of information and ideas, increasing collaboration and information sharing,
which can increase innovation and productivity. On the other hand, economic growth
can also encourage Internet adoption and expansion. As an economy grows, the demand
for connections and access to information often increases, which can lead to investments
in Internet infrastructure and the development of new technologies. This, in turn, can
increase the use of the Internet as more people access it and more businesses use it to
expand their operations.

TheMobile phone subscriptions can stimulate economic growth by providing access
to new markets and expanding trade and commerce opportunities. With mobile phones,
businesses can reach customers in new and remote locations, eliminate barriers tomarket
entry and expand their customer base. This can increase competition, innovation and
growth throughout the economy. Mobile phones can also facilitate financial transactions
such as mobile banking and mobile money transfers, which can help increase financial
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inclusion and spur economic growth. On the other hand, economic growth can also
encourage the adoption and expansion of cell phone subscriptions. As economies grow,
the demand for connectivity and access to information often increases, which can spur
investment in mobile infrastructure and the development of new technologies. This, in
turn, can lead to an increase in the use of cell phones as more and more people acquire
them and businesses use them to expand their operations.

The results of this research is online with the findings of Jima and Makoni (2023).
In addition, this effect is justified not only by ATM but also by the MS in the form of IU
and CR.

Table 10. Causality test

H0: no causality W-bar Z-bar Z-bar tilde Z-bar p-value Z-bar tilde
p-value

Causality

ATM → GDPC 4.494 9.244 7.190 0.000 0.000 Yes

GDPC → ATM 3.634 6.970 5.356 0.000 0.000 Yes

CR → GDPC 2.990 5.264 3.980 0.000 0.000 Yes

GDPC → CR 2.996 5.280 3.993 0.000 0.000 Yes

IU → GDPC 3.469 6.531 5.002 0.000 0.000 Yes

GDPC → IU 1.995 2.634 1.858 0.008 0.063 Yes

MS → GDPC 3.442 6.460 4.944 0.000 0.000 Yes

GDPC → MS 3.996 7.927 6.127 0.000 0.000 Yes

The growth of digital financial services in the MENA region is driven by several
factors, including increased use of smartphones and the internet, government initiatives
to promote financial inclusion, and efforts by financial institutions to provide digital
financial services to underserved populations. These statistics highlight the significant
progress the MENA region has made in increasing digital financial inclusion, but much
remains to be done to ensure that all individuals and businesses in the region have access
to the financial services they need to succeed.

After conducting our analysis, we can assert that our research hypothesis, which
posits that Digital financial inclusion positively affects economic growth in MENA
countries, has been verified. In particular, we discovered proof that supports the existence
of a favorable and stable correlation between digital financial inclusion and economic
growth in MENA countries.

Digital financial inclusion, which refers to providing individuals and businesses with
access to affordable and convenient financial services through digital channels, has the
potential to positively impact economic growth in the Middle East and North Africa
(MENA) region.

One of the main benefits of digital financial inclusion is that it can help to increase
financial access and usage, particularly among those who are underserved or excluded
from traditional financial services. This can lead to increased savings, investment, and
entrepreneurship, which can contribute to economic growth.
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In addition, digital financial inclusion can improve financial stability and efficiency
by reducing transaction costs, enhancing transparency and accountability, and promoting
financial sector development. These factors can attract more investment and contribute
to overall economic growth.

Furthermore, digital financial inclusion can also lead to greater financial literacy and
empowerment,which can help individuals and businessesmake better financial decisions
and improve their economic outcomes.

However, it is important to note that the impact of digital financial inclusion on
economic growth may depend on a range of factors, including the regulatory environ-
ment, infrastructure, and the availability of digital payment systems. Governments and
financial institutions in the MENA region must work together to create an enabling
environment that fosters digital financial inclusion and supports sustainable economic
growth.

5 Conclusion and Policy Implications

This research aims to analyze the effects of traditional and digital financial inclusion on
economic growth for 14 MENA countries between 2000 and 2021 using PMG-ARDL
andGMM- sys. The results indicate that digital financial inclusion has a significant effect
on economic growth in this region, compared to traditional financial inclusion. In the
path to digitalization, MENA countries need to engage in a process of digital financial
inclusion to promote economic growth.

Thus, the need for widespread digital infrastructure, and the need to ensure that
digital financial services are accessible and affordable for all segments of the population
and so digital financial inclusion is a key driver of economic growth in the MENA
region, and policymakers can play a critical role in promoting digital financial inclusion
by addressing challenges and fostering a supportive environment for digital financial
services.

Digital financial services require a robust and reliable digital infrastructure, including
access to the internet, mobile phones, and other digital devices. Thus, policymakers can
incentivize the development of digital infrastructure, such as through tax incentives for
companies that invest in digital infrastructure, to increase access to digital financial
services.

Also, financial literacy and education are critical to promoting digital financial
inclusion by supporting financial education initiatives, such as providing educational
resources and tools, to help people understand the benefits and risks of digital finan-
cial services. Moreover, to ensure that digital financial services are accessible, secure,
and affordable for all, policymakers can establish regulations and standards for digi-
tal financial service providers regarding data protection, cybersecurity, and consumer
protection.

Additionally, competition among digital financial service providers can drive inno-
vation and increase access to digital financial services by creating a level playing field
for digital financial service providers and removing barriers to entry for new entrants
and digital financial inclusion can help to increase digital financial inclusion by bringing
together the expertise and resources of government, the private sector, and civil society.
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Policymakers can encourage public-private partnerships by providing funding, technical
support, and other resources to support digital financial inclusion initiatives.

The work carried out finally has the ambition to lead to new results which are
distinguish, in part, from those obtained in other regions of the world.
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Abstract. This study aims to explore the antecedents and outcomes of brand hate,
especially in the case of the anti-brand community. Brand hate is an emerging con-
cept in brand-consumer relationships. Qualitative research has been conducted on
brand hate from both the consumer and brand perspectives. A netnographic study
has been applied to understand the antecedents and consequences of brand hate
from the consumer perspective. This study specifically aims to examine the phe-
nomenon of brand hate in the context of air travel. Moreover, a retrospective inter-
view has been conducted with the brand manager from the brand perspective. As
a first result, our qualitative studies reveal that negative past experiences, brand
unfairness, corporate social irresponsibility, and poor management of the com-
pany workforce are antecedents of brand hate. As a second result, the outcomes
explored in our research were brand avoidance, negative word-of-mouth, brand
retaliation, anti-brand community creation, and consumer distrust. The paper pro-
vides a deeper understanding of the feeling of hate from both the customer and
brand perspectives. Furthermore, this work enables brand managers to investigate
brand hate in the context of an anti-brand community.

Keywords: Brand hate · Anti-brand community · Consumer emotions ·
Consumer- brand relationship

1 Introduction

Every company aspires to have a positive relationship with its customers. However,
some brands have failed to keep their customers satisfied. In 2012, United Airlines lost
180 million dollars because of one passenger’s dissatisfaction. This incident has taught
several companies that consumer emotions toward a brand can be devastating and should
not be ignored. Hate is one of the most powerful emotions [25].

With the development of the internet, brand hate has gained attention. Scholars have
investigated several antecedents of brand hate, such as negative past experiences [1,
46], ideological incompatibility [1, 2, 45], brand embarrassment [19], corporate so- cial
irresponsibility [1, 24]; offensive advertising [33]. Additionally, several academics have
discussed the negative consequences of brand hate, such as brand avoidance (18), Neg-
ative word of mouth [18, 25], and brand retaliation [25]. However, hate becomes more
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visible with the presence of an anti-brand community. The anti-brand community is one
of the spaces that gathers all consumers who have negative feelings toward a specific
brand. To the best of our knowledge, few researchers have studied brand hate in negative
communities (Rodrigues et al., 2021). The work of Rodrigues et al. (2021) was con-
ducted on two anti-brand communities in the technology sector. However, other sectors
such as the airline industry were not mentioned. Our paper will discuss the feeling of
hate in this context. The research question is: What are the antecedents and outcomes of
hate regarding a brand in the case of an anti-brand community? Therefore, our research
provides a response to the call for more studies on negative brand relationships by
focusing on brand hate and presents a taxonomy of the antecedents and consequences
of this concept. The first contribution of our paper is to provide a more comprehensive
understanding of the antecedents and consequences of this negative feeling from two
perspectives, namely, from the consumer and brand’s point of view. The second contri-
bution is to raise awareness among brand managers, allowing companies to implement
appropriate management strategies.

The rest of the paper is organized as follows: We begin by examining relevant liter-
ature on brand hate, anti-brand community, antecedents, and outcomes. After that, we
will discuss the methodology used to achieve our research goals. Following that, we will
present the findings. Finally, we will address the theoretical and practical implications
of our results and offer diverse recommendations for future research.

2 Literature Review

2.1 Brand Hate

Hate is a destructive emotion that can ruin a relationship between two individuals. Due
to culture and religion, people are often hesitant to express their feelings of hate towards
others (Ben-Ze’ev, 2001), an emotion [32, 42, 43], or a motivation [41]. This emotion
has negative consequences such as avoidance or retreat [32], separation [41], destruction
or diminution [37].

Hate is not limited to people; it can also affect objects. Inmarketing literature,Romani
et al. (2012) explored hate as a secondary emotion of detestation for the first time. The
researchers proposed six factors: dislike, sadness, dissatisfaction, anger, inquisitiveness,
and embarrassment. The study concluded that these factors play a significant role in
consumer-brand relationships. According to Stenberg’s theory, Kucuk (2019b) defined
the concept as follows: “consumers’ detachment from a brand and its associations as a
result of consumers’ intense and deeply held negative emotions such as disgust, anger,
contempt, devaluation, and diminution…” (p. 19). Kucuk (2019b) identified several
emotions thatmake up themain concept, including contempt, disgust, anger, devaluation,
and diminution. Another point of view is Zarantonello et al.’s (2016) identification of
hate as a collection of negative emotions, examining its components such as anger,
contempt, disgust, fear, disappointment, shame, and dehumanization. However, some
academics have overlooked these feelings in their own definitions [8, 9, 18, 24].
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2.2 Anti-brand Community

With the proliferation of the internet, customers nowhave a greater voice and can redefine
the relationship between consumers and businesses [25]. The virtual community has
become a platform for customers to express negative emotions towards brands, such
as hate. Complaints about product or service failures are now easier to broadcast than
ever before. Kucuk (2007) was the first academic to suggest the concept of the anti-
brand community, which he defined as “groupings of people who have negative feelings
towards a brand and self-select to join together to voice their antipathy to the brand”
[referring to Dessart et al. (2020)]. The primary goals of these communities are to
diminish the brand value and seek vengeance [Grégoire et al., 2009; Cooper et al., 2019].
Anti-brand communities can serve as a valuable source of knowledge for businesses
seeking to gain a better understanding of brand hate [23].

2.3 Antecedents of Brand Hate

Negative Past Experience. Some companies fail to provide good service or products to
their consumers, and such failures cannot be recovered within the consumer’s tolerance
period, resulting in dissatisfaction that can turn into hate [25]. Bad experiences can be
influenced by a multitude of factors, including product failures, disappointing offerings,
or other negative associations. Expectations are compared to actual performance after
using the products and services, and consumers discover whether their level of expec-
tations was satisfied at this stage or not (Halstead, 1989; Oliver, 1980). Consumers are
content when their expectations are met during the consumption process; but if expec-
tations are not met, dissatisfaction reigns supreme, resulting in a negative experience
[34].

Kucuk (2019a) found that 37% of customers identified service failure as the second
most common reason for brand hate. In the context of luxury brands, Bryson et al. (2013)
found that consumer dissatisfaction is the strongest predictor of brand hate. In their study,
Zarantonello et al. (2016) identified “expectation violation” as a crucial factor leading
to hate. In contrast, Abid and Khattak (2017) used “unmet expectations” as a synonym
for negative experience. According to several studies, negative experience is one of the
motivators of brand hate, among other antecedents [16, 18].

Price Unfairness. The monetary value refers to the transaction between the seller and
the customer (McMahon-Beattie, 2002). The difference between the value obtained and
the value sacrificed during the purchase of a product is known as product monetary value
perception [41, 44]. The lack of fairness in this evaluation is considered an unjust act
[4]. According to Adam’s (1965) theory of equity, price unfairness is the customer’s
perception of a difference between the price and the quality offered by other competitors
[22]. Nowadays, with the development of the Internet, customers can easily discover
what other customers are paying online through various means such as chat, blogs,
Facebook, and Instagram.

Some companies offer products or services at high prices, which can lead customers
to stop using the brand if they feel that the quality of the offering is not commensuratewith
the price. Ali et al. (2020) have coined the term “Perceived Price Unfairness (PPUN)” to
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describe this phenomenon, which reinforces consumer dissatisfaction and can ultimately
lead to brand hate.

Corporate Social Irresponsibility. Corporate social responsibility is an important fac-
tor in determining brand perception among consumers. Companies that act irresponsibly
with their customers are likely to generate anger, which can eventually turn into hate.
Kucuk’s (2019) study found that 29% of customers confirmed that corporate social irre-
sponsibility is a source of consumer hate regarding the brand.Kucuk (2018) further stated
that customersmay dislike a brand if there is a low level of corporate social responsibility
and a high level of product and service failure, leading to consumer dissatisfaction and
rage. However, Bryson et al. (2013) found that consumer perceptions of corporate social
performance are not seen as a significant antecedent of brand hate.

2.4 Outcomes of Brand Hate

Brand Avoidance. Brand avoidance is the act of consumers avoiding a brand without
having purchased it in the past. It is a form of anti-consumption that occurs when con-
sumers reject certain brands because they may bring undesired meanings to their lives
[2, 45]. In fact, brand avoidance is a phenomenon in which customers choose freely to
detach themselves from or reject a brand after a negative experience. Previous studies
have shown that brand avoidance is a result of brand hate [12, 18]. According to Baner-
jee and Goel (2020), brand hate can also have a significant impact on political brand
avoidance.

Negative EWOM. Negative brand relationships, particularly brand hate, are believed
to drive negative word of mouth (WOM) and impact avoidance activity [46]. Consumers
who have a bad purchase experience often use negative WOM to alert others about the
failure of a brand [18, 25]. Negative WOM can be categorized into two types: “private
complaining,” which involves talking negatively about a brand to friends or family, and
“public complaining,” which involves making online posts on blogs, websites, or social
media. Previous studies have shown that brand hate has a significant effect on both private
and public complaining. Additionally, bad feelings toward a brand can lead consumers
to speak poorly about the company both offline and online, and ultimately refuse tomake
a repeat purchase.

Brand Retaliation. Retaliation refers to actions taken by consumers to restore a sense
of fairness after a negative experience with a brand, rather than to damage the brand
itself, based on the equity theory (Kahr et al., 2016). Hegner et al. (2017) confirmed that
brand hate can lead to direct “punishment” behavior towards the brand, such as com-
plaining to the company’s employees, stealing from the brand, or harming its property
[18]. According to Zhang et al. (2020), the severity of the failure experienced by the
consumer influences their negative feelings towards the brand, which in turn affects their
intention to retaliate. Noor et al. (2021) found that a consumer’s attitude towards offen-
sive advertising has a favorable impact on their level of brand hate and their likelihood
of retaliating. Overall, negative consumer-brand relationships often result in brand retal-
iation, which is mostly based on brand hate and arises when customers harbor negative
feelings towards a specific brand (Noor et al., 2021) [36].
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3 Methodology

In the methodology part, we opted for the triangulation of data by trying to collate the
results via 2 qualitative studies, namely in-depth interviews and netnography, in order
to aspire to a better robustness of our results. This study specifically aims to examine
the phenomenon of brand hate in the context of air travel.

3.1 Study 1

In this research, we aim to understand the antecedents of hate and the negative conse-
quences of this issue in the relationship between customers and brands. The netnography
approach is useful in obtaining information on sensitive subjects, such as the ones pre-
sented in our study. In fact, customers can express their feelings honestly through an
anti-brand community, which is difficult to attain using traditional quantitative meth-
ods. To obtain rich data, we used Facebook, which offers a high level of interactivity
and many communicators and heterogeneous participants [28]. In Tunisain case, and
according to “Digital Discovery Tunisia” statistics from 2022, there were 7,737,80011

“Facebook” accounts.
As per “Digital Discovery Tunisia” statistics from 2022, where there were 7,737,811

Facebook accounts in Tunisia. Drawing on Kozinets (2002), the netnography method is
composed of five steps. First, we started with the entry step, with the goal of understand-
ing the antecedents and outcomes of brand hate in the anti-brand community. Therefore,
we selected three negative communities that align with Bernard’s (2004) guidelines
and meet our research objectives in terms of the volume of traffic, number of partici-
pants, and descriptive richness of data as shown in Appendix 2. To understand consumer
behavior and rituals, we logged into Facebook and participated in the selected com-
munities. Second, following Bernard (2004), the netnography process is categorized by
non-participating and participating observation. In the non-participating observation, we
acquired 150 comments from the three communities. In the participating observation, we
started an online discussion group and invited individuals to join the discussion. Using
the focus group technique, we reached out to 36 passengers from multiple nationali-
ties and from three anti-brand communities. However, only 10 members signed up for
the focus group. Considering the low response rate, we decided to invite 16 additional
passengers to participate in individual interviews. The characteristics of our sample are
detailed in Appendix 1. In the third step, we used open coding (inductive coding applied
on first reading) to ensure data analysis and interpretation, following the guidelines of
Decrop and Degroote (2015, p. 7). We then used the software “Nvivo 11” to classify
the themes in a theme grid and extract the necessary themes from the verbatim of each
participant. In the fourth step, we obtained permission from members to post their mes-
sages and comments. Finally, as noted by Bernard (2004), this step allowed us to obtain
additional and more specific elements on the meanings of consumers.

1 https://www.digital-discovery.tn/.

https://www.digital-discovery.tn/
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3.2 Findings 1

Antecedent of Brand Hate. He results indicate the following percentage: nega-
tive experience (22.22%), price unfairness (30.33%), corporate social irresponsibility
(14.12%), and poor workforce management (33.33%).

Most passengers have negative experiences with brand selected. We quote the next
verbatim” This was my first trip with this company. It was a terrible experience. The
cancellation of flights necessitates notifying passengers, aswell as delays, which resulted
in my spending two days at the airport. Respectful statement” (Female, 29). Similarly,
to the literature, negative past experiences have significant impact on brand hate [1, 18,
46]. Moreover, members noted that some brands are so expensive when we compare
their quality. We revealed the next verbatim” At the very least, one may understand
why their tickets are so expensive! They have done it by themselves to remunerate
the 7800 employees, which is deplorable...” (Female, 50). Confirmed with Ali et al.
(2020), dissatisfaction and complaint behavior may be influenced by perceived brand
price unfairness [7, 21, 37]. The results indicate the following percentages: negative
past experience (22.22%), price unfairness (30.33%), corporate social irresponsibility
(14.12%), and poor workforce management (33.33%). Most passengers reported having
negative experiences with the selected brand. One participant stated, “This was my
first trip with this company. It was a terrible experience. The cancellation of flights
necessitates notifying passengers, as well as delays, which resulted in my spending
two days at the airport. Respectful statement” (Female, 29). Similarly, to the literature,
negative past experiences have a significant impact on brand hate (Kucuk, 2018; Abbasi
et al., 2022).

In addition, participants noted instances of price unfairness and corporate social irre-
sponsibility by Tunisair. One participant reported, “Due to a lack of professionalism on
the side of Tunisair, I canceled my flight on June 22nd, and despite numerous phone
calls and emails, I have yet to receive compensation” (Female, 30). Kucuk (2018) and
Abbasi et al. (2022) have demonstrated that extreme anger and brand hate are basic con-
sumer reactions to corporate social irresponsible brands. In such cases, the company’s
excellent complaint handling is critical in resolving consumer misunderstandings and
recovering consumer trust and satisfaction. Furthermore, participants mentioned that
poor workforce management is an antecedent that can lead customers to hate a brand.
One participant stated, “Customer dissatisfaction on all levels: absolute overcharging,
impolite and unpleasant staff, expensive equipment fees, systematic delays, no inter-
action with customers, flight cancellations and reports without indication” (Female,
37). Effective planning and management of work-in-progress within businesses, which
includes recruiting, developing, and dispatching employees to the right places at the
right time, is crucial in achieving organizational and individual goals (Henderson et al.,
2007).

Consequences of Brand Hate. Our netnography study demonstrated that 12.22% of
members have avoided the brand, while 30.33% of passengers have applied negative
WOM to promote a negative impression of the brand. Similarly, 12.22% of customers
have disclosed instances of brand retaliation, consumer distrust (35.23%), and anti-brand
community creation (10%).
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Some passengers avoid the brand and encourage other customers to do the same,
as illustrated in the following verbatim: “TUNISAIR is the most rotten company, they
are not professional, they never think of their passengers, their delays have become
unbearable...my parents slept yesterday at the airport, they are old, and they spent 4
pm on the floor...there were other old people with them. It was the 10 pm flight to the
medina...it gives zero respect to these people, it is not given reasons for the delay. I have
never taken this company and I will never take it, and I will advise everyone not to take
it” (Male, 34). Consumers who are triggered by brand hate engage in brand avoidance
by moving to a rival or refusing to consume the brand [18]. Due to the general negative
effects of intimacy and hate, individuals avoid them by switching to other [34].

In addition, our netnography study found that most Tunisair passengers resorted
to negative eWOM in the virtual community to express their hate for the brand. One
member stated, “Avoid flying with Tunisian airlines and instead fly with other airlines
that provide better prices and services...” (Male, 42). Previous research has confirmed
that negative WOM reinforces brand hate [18]. On the other hand, some passengers
were more active in their expression of dissatisfaction and participated in anti-branding
activities. One member reported, “This airline company does not adhere to international
agreements, does not reimburse travel expenses for long-term delays, and does not
communicate with attorneys or judges. For the time being, the situation is such that
we will file an EXECUTION against the company” (Male, 55). Zhang et al. (2020)
found that failure severity increases negative feelings (brand hate), which in turn affects
consumer retaliation intention.

Additionally, our study is the first to investigate the creation of an anti-brand com-
munity because of brand hate. Certain passengers chose to form an anti-brand group to
express their dissatisfaction with the brand and inform other customers. The creator of
one such community stated, “I created this community for many reasons... Since every
time I take a Tunisair flight there is a problem, I could name hundreds. I specify that I
travel a lot and that I takemany other companies and it is the worst” (Male, 42). Our find-
ings shed light on the creation of an anti-brand community as an outcome of brand hate.
These communities can fulfill the brand hater’s desire for brand-related knowledge that
has been re-conditioned and modified to convey a humorous meaning and consumers’
personal opinions [10].

3.3 Study 2

To gain a broader perspective on brand hate, we conducted a retrospective interview
with a marketing manager of “Tunisair”. Our main objective is to understand brand hate
from the airline company part.

The interview is used to get a greater understanding of participants’ opin ions, values,
and motives [15]. The Thiétart (2007) noticed that the interview is a “technique intended
to collect, in the perspective of their analysis, discursive data reflecting in particular
the conscious or unconscious mental universe of individuals’ (p.274). We prepared our
guide interview that included three topics: Brand hate, Antecedents, and outcomes. The
participant spanned a median about one hour. To examine the results of our qualita-
tive research, the interview was recorded and transcribed. We used Nvivo 11 software
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to analyze manager interview. The data analysis procedure followed Wolcott’s (1994)
guidelines, which included the threemajor phases of description (which relied heavily on
verbatim quotes from respondents), analysis (which identified key factors, themes, and
relation- ships), and interpretation (which made sense of meanings in the perspective).

3.4 Findings 2

The objective of the semi structured interview was to understand the awareness of brand
managers about antecedents and consequences of brand hate.

The interviewee demonstrated that the media display a role to destroy the brand
image. In this perspective, the brand manager noted that:” The reasons for this are false
information spread through the media and social media, which frequently distribute
videos or articles about another company and claim it is Tunisair… for customers,
the degree of satisfaction depends on the customer personality” (Male, 50). According
to the literature, Ali et al. (2020) discovered that customers who do not see a match
between their own personality and that of the brand, and that this mismatch leads to neg-
ative feeling. The participant was aware about severity and hate emotion. The manager
demonstrated that: “It’s possible to have a negative impact on businesses, particularly
service businesses that rely on consumer trust...Also, the financial sidewill result in addi-
tional charges on one hand, and on the other hand, it will harm our brand image” (Male,
50). Similar to Molm et al. (2000), customer trust is considered a principal element of
enduring long-term relationships with a company.

In order to investigate brand hate in the case of the anti-brand community. We asked
interviewees about anti-Tunisair communities. His responsewas as follows:” It is a series
of blunders that have the goal of creating a sense of distrust in our national company…If
you do a search on these pages, you’ll find that the creators of the page are paid by private
companies competing with Tunisian Airlines. I had an experience with someone who
always talks about “TunisianAirlines” and howbad their service is, andwhen I asked him
where he had problems, he said he’d never been on an airplane” (Male, 50). Consistent
with Kucuk (2019), a true hater, a troll, a review farm, or a competitor-affiliated source
such as a paid-blogger can all be examples of customer hater.

4 Discussion

4.1 Theoretical and Managerial Implication

For scholars, the study of brand hate has several theoretical implications. The primary
notion behind analyzing brand hate is that it can have significant financial costs for both
businesses and customerswhen customers lose trust and switch to a different brand. Thus,
our study provides an opportunity for authors to better understand the concept of brand
hate, as detailed in appendix 3. It is important to note that hate towards a brand may not
always be directed at the brand itself, but rather towards its employees.We have identified
poor workforce management as a precursor to brand hate. Additionally, our research has
investigated the creation of anti-brand communities and brand distrust as consequences
of brand hate. Many businesses have overlooked the anti-brand community, which can
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influence customers to boycott a brand to avoid negatively affecting other customers.
Following the footsteps of Kucuk (2019a) regarding the management of brand hate,
this study has placed a new milestone by extending the current qualitative work into
exploratory research in digital context. Our study contributes to the literature on anti-
brand communities and the antecedents for hate towards a brand. Thus, the present work
enriches the literature on anti-brand movements, anti-consumption, the brand-consumer
relationship, and customer complaints, providing a comprehensive understanding of the
causes behind consumer hate for academics.

For managerial implications, our study enables companies to understand the mech-
anisms of brand hate in anti-brand communities, as well as the primary factors that
may cause brand hate and its consequences. In the past, negative feelings disappeared
and forged because there was no effective way to communicate and express hate toward
brands.With the advancement of the Internet, particularly, the brand’s virtual community
has made it easier for angry customers to express their dissatisfaction and seek solutions
to their complaints. We revealed that the anti-brand community is a good place to detect
hate and also listen, engage and negotiate with haters [30]. Companies must have a fully
working customer support center to address any issues that customers may have with
their products or services. The current research noticed that brand hate antecedents and
outcomes may differ from one country culture to another. In fact, customers may be in
each country due to cultural differences, such as fashion trends, attitudes toward certain
materials or styles, or even political or historical factors.

To address brand haters, companies can analyze the comments and posts of con-
sumers in anti-brand communities to understand the causes of their dissatisfaction and
develop effective management strategies. It is important to recognize that hate may not
be directed towards the brand itself, but towards its employees, and companies must have
a thorough understanding of the underlying causes of consumer hate. Additionally, our
study highlights the importance of corporate social responsibility in satisfying consumer
desires and reducing negative sentiment towards a brand. As an example, we encourage
companies to engage in cause-related marketing. Partner with nonprofit organizations
or social causes that resonate with the target audience, and donate a portion of sales to
support those causes. Furthermore, our research indicates that hate can sometimes arise
from employees who work for competitors, suggesting the need for marketers to imple-
ment listening technologies to differentiate between genuine complaints and malicious
intent. In fact, we advise marketers to activate monitor social media and review sites
for feedback. Set up alerts and dashboards that allow managers to quickly identify and
respond to negative feedback, as well as track sentiment over time.

5 Limitations of the Study and Future Research

The current research has some limitations. The first of this study’s limitations is inherent
in its qualitative methodology. In fact, our research has led to a netnographic study that
aims to investigate the phenomenon of brand hate. In this perspective, Komis et al. (2013)
point out that qualitative research is part of a non-positivist epistemological paradigm.
These data are recorded observations or interactions that are complicated and contextual,
and they cannot be reduced or transformed into numbers immediately [27]. This allows
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us to proceed to a quantitative approach, which allows us to confirm the findings. The
second limitation consists of longitudinal research. A longitudinal and comprehensive
study will be required to track the evolution of this dissatisfaction among members and,
as a result, to providemanagement strategies (Fournier and Lee, 2009). Third, the current
investigation has not confirmed the source of customer hate. Occasionally, the customer
is dissatisfied with the company’s employees rather than the company itself. A future
research path aims to pinpoint the different sources. Fourth, the current study investigated
the antecedent and consequences of brand hate without considering the degree of hate.
According to Kucuk (2019), this feeling might range from mild to severe. As a result, it
will be interesting to discuss how to measure the intensity of customer hate.

Appendix 1. Sample Characteristics

Age Gender

Number Frequency% Number Frequency %

Between 20 and 25 1 3.85% Female 7 26.92%

Between 26 and 30 9 34.62% Male 19 73.07%

More than 30 16 61.53%

Profession

Student 7 26.92%

Employee 19 73.07%

Appendix 2. Anti-Brand Community Characteristics

Anti-brand community Number of memberships Period

“Boycottons Tunisair et ses tarifs
indécents”

4000 participants September 2021 to September
2022

“Scandale Tunisair” 6900 participants September 2021 to September
2022

“Réclamations Tunisiar” 845 participants September 2021 to December
2022
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Appendix 3. Theoretical Model
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Abstract. The evolution of digital technologies and connectivity has led to amas-
sive increase in data generation by organizations, reassessing the effectiveness of
the traditional approaches to customer relationship management (CRM) systems.
Businesses need to adopt more advanced approaches to CRM systems, that would
leverage big data analytics, machine learning tools, and artificial intelligence, to
provide a more personalized and seamless customer experience. Several previ-
ous research attempted to integrate Data Analytics Capabilities DAC dimension
as a new CSF for modern CRM implementation. However, they are still in the
exploratory phase, mainly using qualitative methodologies that focused on one
or more critical success factors separately. This paper aims to (1) extend theory
further through a systematic literature review (SLR) that explores the relation-
ship linking ‘People’, ‘Process’, ‘Technology’ and ‘Data Analytics Capabilities’;
(2) shed the light on the transversal role of DAC with other CSFs for CRM sys-
tems to ensure intrinsic and extrinsic performance. Findings are consolidated in
a novel theoretical framework showing the transversal role of ‘Data Analytics
Capabilities’ as key factors in ensuring the CRM system’s effective marketing
decisions, customer satisfaction and business profitability. Moreover, this paper
provides essential material to empirically test the framework on hand through
future quantitative research.

Keywords: Critical Success Factors · Customer Relationship Management ·
Data Analytics Capabilities · Systematic Literature Review

1 Introduction

Hargreaves et al. (2018) define Customer Relationship Management (CRM) as “a tool
and strategy for managing customers’ interaction using technology to automate busi-
ness processes”. CRM has emerged as one of the fastest-growing business management
technology solutions in recent years, making it a critical tool for businesses seeking
sustainability (Gil-Gomez et al., 2020). This led to a significant increase in data gen-
eration by organizations, as businesses collect data from various sources such as social
media, customer interactions, online transactions, and sensor data from Internet ofThings
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(IoT) devices (Lokuge et al., 2020). CRM systems capture vast amounts of customer
data, including customer contact information, purchase history, website behavior, social
media activity, and more. This data provides valuable marketing insights, enabling busi-
nesses to make data-driven decisions and improve their overall performance (Chatterjee
et al., 2020).

The past few years have witnessed significant advancements in computing and e-
commerce technologies, including the widespread adoption of artificial intelligence (AI)
based technologies such as cloud computing, big data analytics, datamining andmachine
learning (Singh & Anuradha, 2022; Bach Tobji et al., 2018; 2020). These technological
advancements have transformed the way businesses interact with customers and manage
their marketing decisions (Jallouli & Kaabi, 2022). One critical aspect of CRM is the
ability to analyze the vast amount of data generated by the system to gain insights into
customer behavior, preferences, and needs (Hamida et al., 2022).

The challenge of analyzing CRMdata lies in the limitations of traditional data analy-
sis tools. Indeed, traditional tools are not designed to handle the volume and complexity
of CRM data (Lokuge et al., 2020). These tools also lack the ability to perform advanced
analytics such as predictive modeling and machine learning, which are critical for gain-
ing insights into customer behavior and preferences (De Mauro et al., 2022). Previous
research has emphasized on the importance of data mining tools and techniques used
in the context of CRM functional solutions (Chapman, 2019; Mahafzah et al., 2020).
Data analytics were yet to be effectively used to form responses to real time shifts in
customers’ actions and behavior (Mahafzah et al., 2020; Maulana & Napitpulu, 2022).
It requires sophisticated data collection, storage, and analysis techniques by specialized
skills and expertise to manage the massive amounts of data generated by CRM systems
(De Mauro et al., 2022). Furthermore, the data must be analyzed using advanced data
analytics tools and capabilities to interpret the data correctly for the improvement of
business operations (Chapman, 2019; Mikalef & Krogstie, 2020; Shahbaz et al., 2020;
Akter et al., 2020; Song & Liang, 2021, Jabado & Jallouli, 2021, Benslama & Jallouli,
2022).

Data analytics capabilities (DAC) came as a response to the identified gap: it would
help, through data mining tools and techniques, transforming this wealth of information
collected through CRM systems into effective marketing decisions that would boost
businesses’ overall performance (Gupta & Chandra, 2020; Kaabi & Jallouli, 2019).

To bridge this gap, businesses need to integrate DAC as a critical success factor
for CRM systems, and this by investing in advanced data analysis tools, hiring special-
ized professionals, and developing a data-driven culture that values and prioritizes data
analysis (Wang et Dong, 2022).

According to Shahbaz et al. (2020), the integration of Big Data Analytics (BDA)
with CRM capabilities has the potential to significantly enhance perceived sales perfor-
mance and dynamic capabilities within organizations, enabling them to respond quickly
to changes in customer needs and preferences, leading to increased agility and adaptabil-
ity in the market. Moreover, previous studies have acknowledged the importance of Data
AnalyticsCapabilities (DAC) as one of the key success factors for E-commerce technolo-
gies in general, and more specifically for CRM systems (Chapman, 2019; Akter et al.,
2020; Mikalef & Krogstie, 2020; Shahbaz et al., 2020; Song & Liang, 2021). However,
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previous research presented theoretical frameworks integrating DAC with other critical
success factors for CRM systems that focused mainly on the operational function of
CRM and have mainly examined its Information Systems (IS) dimension. Thus, there
is a need for further exploration of the collaborative and analytical functions of CRM,
specifically in the context of new technologies and data analysis related to marketing
decisions.

The purpose of this study is to: (1) build on existing research by conducting litera-
ture review investigating the critical success factors of CRM systems; (2) highlight the
transversal role of DAC in ensuring effective performance of CRM systems in organi-
zations; (3) conduct a Systematic literature review (SLR) of variables related to DAC as
a key success factor of CRM systems in the domains of marketing, management, and
information systems. (4) propose a novel theoretical framework, for future quantitative
research, highlighting the transversal role of DAC with other identified CSFs for CRM
implementation in firms.

The first part of this paper will go through the existing literature review about CRM:
Definitions, approaches, CSFs and outcomes. Based on previous research, six core ele-
ments were identified as a baseline that will guide the SLR, namely: technology, people,
process, DAC, intrinsic outcomes and net benefits.

Then, the second part will discuss the methodology adopted: The study opted for
a SLR approach. This part includes the research sources, keywords, inclusion, and
exclusion criteria along with data extraction techniques.

Furthermore, the third part will present the findings of the SLR: This involves a
detailed description of the sixmain concepts, while emphasizing on themajor transversal
role of DAC for the implementation of CRM in firms. Subsequently, a theoretical frame-
work is proposed for empirical validation in future quantitative research and includes the
sub-dimensions and measurement scales identified as relevant for the empirical studies
of successful CRM implementation.

Finally, the last part of this research will include the main conclusions and
recommendations for future research.

2 CRMApproaches, Critical Success Factors (CSFs) andOutcomes

CRM systems are important for any organization seeking sustainability and survival on
the long run (Gil-Gomez et al., 2020).

2.1 CRM Approaches

CRMapproach is comprehensive in nature, and it integrates technology and business fea-
tures. CRM also challenges organizations to handle broader issues such as social respon-
sibility, sustainability, and human-resource practices that go beyond profit maximization
(Gil-Gomez et al., 2020; Guerola-Navarro et al., 2020; Meyliana et al., 2016).
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Furthermore, CRM architecture includes three major areas: operational CRM, col-
laborative CRM, and analytical CRM (Almohaimmeed, 2021; Hasan, 2021; Silva et al.,
2021; Teo et al., 2006). Any interaction between customers and points of sales is man-
aged by operational CRM. A collaborative CRM method, on the other hand, allows for
the integration and synchronized sharing of all customer interaction data throughout
a company, with the goal of increasing customer satisfaction, loyalty, and retention.
Finally, analytical CRM entails the study and assessment of all data gathered through
business intelligence services (Chalmeta, 2006).

2.2 A Traditional Approach to CSFs for CRM: the People, Process,
and Technology (PPT) Framework

One of themost common definitions for ‘success factor’ related to ‘CRM’ is for Pan et al.
(2007): “the success factors could be defined as the generic ingredient that has to be
the essential part of any successful CRM implementation”. CRM systems play a major
role for the success or failure of modern enterprises, as they help establish long-term
relationships between organizations and customers. Iriarte and Bayona (2020) indicate
that there is no clear definition of CSFs for CRM systems: existing literature offers a
“vast and overlapped list of factors”. Moreover, a holistic approach is necessary due to
fast technological changes. Different methods have been applied to establish CSFs in
previous research studies, and each organization has its own critical arguments for vali-
dating CSFs. The implementation and linkage of these factors into existing management
processes are crucial for a successful CRM implementation (Da Silva & Rahimi, 2007;
Mendoza et al. 2007; King & Burgess, 2008; Pan et al., 2007; Shatat and Udin, 2013).

Previous research emphasize that the success of implementing information technol-
ogy relies on the dimensions of people, process, and technology (Ali & Alshawi, 2003;
Almotairi, 2009; Arab et al., 2010; Askool & Nakata, 2010; Chen & Popovich, 2003;
Mendoza et al., 2007). Indeed, the CRM implementation model proposed by Chen &
Popovich (2003) integrates people, process, and technology within a customer-driven,
technology-integrated, and cross-functional organization. Additionally, Payne & Frow
(2004; 2005) argue that CRM implementation is a strategic approach that integrates peo-
ple, process, and technology to understand customers, increase stakeholder value, and
build profitable and long-lasting customer relationships (Almotairi, 2009). Therefore, a
closer look at each dimension was necessary:

Technology. The importance of technology in managing and establishing long-term
customer relationships is highlighted by Kumar & Mokha (2022), who note that CRM
systems and data mining technology are crucial for the sustainability and profitability
of companies. A centralized CRM system accessible to all stakeholders can optimize
CRM efficiency and decision-making process (Ayyagari, 2019).

People. The human element is also important, as people must be able to effectively use
the available technology (Song & Liang, 2021). The use of automated systems is neces-
sary as humans struggle to analyze vast amounts of consumer data in a fast and accurate
manner (Chatterjee & Chaudhuri, 2022). As well, new data mining technology requires
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firms to upgrade people’s technical capabilities to use the available CRM system effec-
tively (Song & Liang, 2021), firms should also consider environmental transformations
that affect people’s commitment, including changes in the social environment, which
can influence all stakeholders’ internal and external commitment (Kumar, 2018).

Process. CRM processes are efficient when technology is aligned with a company’s
strategy and supports management in developing new services and products (Tsou,
2022). A customer-centric approach is also required to improve the workflow and collab-
oration between the front and back offices and enhance customer relationship efficiency
(Hargreaves et al., 2018; Rahimi, 2022).Nowadays, businesses are facing a challenge
in analyzing massive, varied, and volatile consumer data collected from e-commerce
platforms. Therefore, a dependable holistic data architecture is required to accurately
process consumer insights for future marketing decisions (Harvard Business Review
Analytical Services, 2018).

2.3 A Novel Approach to CSFs for CRM: The Transversal Role of Data Analytics
Capabilities with the PPT Framework

Businesses use CRM systems to access important customer data for effective market-
ing strategies (Dixit, 2022), but the main challenge lies in using the data effectively
and selecting the appropriate data analytics techniques (Chapman, 2019). Learning new
skills is necessary to analyze larger amounts of customer data (Robert et al., 2014),
and companies should carefully analyze the data analytics tools to integrate into CRM
systems (Gončarovs, 2017). Based on the Harvard Business Review Analytical Services
(2018) survey on real-time analytics, CRM-based DAC can be divided into three corre-
lated sectors with the goal of improving consumer experience, decisions and strategies:
(1) capability to unify customer data platforms collected in-stores or via onlinemediums,
(2) proactive analytics capability by incorporating customers’ awareness and marketing
tasks with the help of Artificial Intelligence (AI), (3) contextual analytics capability
by incorporating “real time insights” of customers’ online and in-store experiences for
enhanced Marketing strategies.

The complexity and scale of data mining techniques may act as a repelling agent
to new technology adoption, and strategic process integration may be time-consuming
and costly. Consequently, CRM and data analytics tools are valuable direct marketing
techniques that can help discover focused and potential customers who are responding
to new product offerings and provide a higher return on investment (Al-Alawi et al.,
2020).
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However, the traditional approach to CRM systems that focus on the PPT framework
as CSFs is not designed to handle the vast amounts of data generated today, which is
often stored in multiple databases and data warehouses, making it challenging to access
and analyze. The use of a modern approach that includes advanced data analysis tools
and capabilities can bridge this gap, enabling businesses to gain insights into customer
behavior, preferences, and needs.

2.4 Intrinsic and Extrinsic Outcomes of Successful CRM Implementation

CRM systems are effective not just in terms of their operational capabilities, but also in
terms of their cultural and innovative capabilities combined with CRM and Data Ana-
lytics. Results could be intrinsic, improving the effectiveness of marketing decisions,
or extrinsic, thus increasing business net benefits (Chapman, 2019; Dixit, 2022). The
integration of DAC with CRM capabilities has the potential to significantly enhance
perceived sales performance and dynamic capabilities within organizations, leading to
increased agility and adaptability in the market (Shahbaz et al, 2020). By investing in
advanced data analysis tools, hiring specialized professionals, and developing a data-
driven culture, businesses can shift from a product-centric to a customer-centric approach
(Gončarovs & Grabis, 2017; Maulana & Nalitupulu, 2022), leading to improved cus-
tomer satisfaction and loyalty (Maulana & Nalitupulu, 2022). For example, clustering
techniques positively influence supply chain management and E-commerce competitive
strategies (Benslama & Jallouli, 2020). Thus, data analytics capabilities must be contin-
ually updated to keep up with market changes, technology skills and expertise, as well
as customers’ expectations ( Kumar, 2018, 2021).

2.5 The Theoretical Framework for CSFs of CRM Systems Integrating DAC

Based on the previously discussed available literature, this study proposes a theoretical
framework (as shown inFig. 1 that includes the identifiedCSFs forCRMimplementation,
while highlighting the transversal role of DAC, the intrinsic and extrinsic outcomes. The
framework will be used to summarize the findings of the literature review (SLR).
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1. TECHNOLOGY

Integration of 
 ERP System with 

 CRM Functionality 

2. PEOPLE

Internal  
Commitment  

(Human Skills) 

3. PROCESS

3.1 Process Holistic  
Approach 

3.2 Marketing Channel 
Strategies 

(Traditional and online)

4.1  DAC TECHNOLOGY 

Unified Customer Data Platforms 

4.2 DAC PEOPLE 

Proactive Analytics 

4.3 DAC PROCESS 

Contextual Analytics 

4. DATA 
ANALYTICS 

CAPABILITIES ((DAC) 

5. INTRINSIC OUTCOMES
5.1 Effective Marketing  

Decisions 
5.2 Customer Satisfaction

6. NET BENEFITS

Business Profitability

CRM
CRITICAL SUCCESS  

FACTORS

Fig. 1. Theoretical framework of CSFs dimensions for CRM implementation integrating DAC
(based on previous literature)

3 Methodology: A Systematic Literature Review (SLR)

The literature review identified the ‘CRM critical success factors’ for improved ‘mar-
keting decisions’ as an ‘intrinsic outcome’ and ‘net Benefit’ as an extrinsic outcome.
Results were presented in Fig. 1 through a ‘Theoretical Framework for Successful CRM
Implementation’. The reliability and validity of the framework are yet to be verified.
Therefore, a SLR approach was conducted to ensure the proper operationalization of the
variables for the proposed framework. It aims to make a synthesis of previous research
dealing with main concepts involved in the framework of CSFs of CRM systems inte-
grating DAC dimension. Based on Weerakkody et al. (2013) and Taha et al. (2013), this
SLR follows 5 steps: (1) defining research question that was stated in the introduction, (2)
determining research sources, (3) accomplishing the finding process by using keywords,
(4) extracting data, and (5) analyzing the findings to answer research questions.

The review of the available literature started in August 2020 and ended in March
2021.A search across various databases over a 20-year period from2000 to 2020 resulted
in 237 articles. To ensure precision, control, and detailed bibliographic records, the
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SCOPUS database was utilized. The inclusion and exclusion criteria were meticulously
applied to extract relevant and high-quality data. Ultimately, out of the 237 initially
identified articles, only 42 were retained for the study. The following sections will
describe the five steps of the SLR.

3.1 Defining the SLR Research Question

The following question highlights the motivations behind conducting the SLR approach:
How the CSFs for CRM systems, as identified through the theoretical review could be
measured?

Table 1. Summary of Concepts Based on Literature Review

CONCEPTUAL LEVELS

# Dimension N# Sub-Dimension

1
TECHNOLOGY

'Integration of ERP System _
with CRM Functionality'

PEOPLE 'Internal Commitment'
(Human skills) _

3 PROCESS
3.1 Process Holistic Approach

3.2 Marketing Channel Strategies (traditional and
online)

DAC - Technology 4.1
Unified Customers data platforms (Online and

offline channels)

4 DAC - People 4.2 Proactive Analytics Capabilities

DAC - Process 4.3 Contextual Analytics

5.1 Effective Marketing Decisions
5 INTRINSIC OUTCOMES

5.2 Customer Satisfaction

EXTRINSIC OUTCOMES
'Net Benefits ' (Business Profitability) _

D
A

TA
A

N
A

LY
TI

C
S

C
A

PA
BI

LI
TI

ES

2

6

The literature review identifies the conceptual levels that are presented in Table 1,
including six dimensions with their sub-dimensions.

This step of providing the related variables for a successful CRM implementation in
firms is essential. Therefore, the SLR applied in the fields ofmarketing, management and
information systems is adopted to capture themain variables that contribute to answering
this question.
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3.2 SLR Research Sources

Once the SLR research question was defined, it was crucial to conduct the SLR through
reliable sources such as digital libraries and databases. The 42 retained articles related
CSFs of CRM systems were identified and SCOPUS indexing was utilized as one of the
most extensive databases containing abstracts and citations for peer-reviewed literature.
The six sources that constituted the SLR are classified in Fig. 2:

Fig. 2. Classification of articles by database

The retained articles’ publication date range between 2007 and 2020. Amain empha-
sis is placed on the most recent articles published in 2018, 2019, 2020 to ensure the
collection of the most recent data regarding CSFs of CRM systems and DAC (as shown
in Fig. 3).

Fig. 3. Classification of articles by year of publication

This SLR uses Scopus for the selection of retained papers.
Due to the vast amount of data available in the literature the retained articles focused

on the main disciplines related to the study on hand to ensure that specific information is
collected: Marketing (11 articles), Information Systems Management (23 articles), and
Business andManagement (8 articles). For example, studies related to medicine are very
rich with CSFs of CRM systems’ information. Nevertheless, they were not retained due
to the irrelevance of the results for the study on hand.

Details of the Scopus report for 2021 related to selected papers are summarized in
Table 2:
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Table 2. Scopus Report: CiteScore, SNIP and SJR Values

Source title
SCOPUS
CiteScore

Highest 
percen-

tile

2018-
21 Ci-
tations

2018-
21

Docu-
ments

% Cited 
(citations 

/ docu-
ments)

SNIP SJR Publisher

Applied Computing and 

Informatics
24.3 99.0%

4/747
1678 69 87 3.512 1.589

Emerald 

Publishing

Journal of Management 

Information Systems
13.9 97.0%

3/120
2316 167 76 3.54 4.365

Taylor & 

Francis

Technological Forecast-

ing and Social Change
13.7 97.0%

12/423
25247 1843 85 3.097 2.336 Elsevier

Information and Man-

agement
13.1 97.0%

4/120
5151 392 83 3.092 2.558 Elsevier

Journal of Business Re-

search
11.2 94.0%

12/195
30303 2707 85 3.089 2.316 Elsevier

Information Processing 

and Management
11 97.0%

2/62
7899 718 86 3.01 1.854 Elsevier

Business and Infor-

mation Systems Engi-

neering
8.9 88.0%

40/353
1349 151 84 2.239 1.279

Springer 

Nature

Industrial Management 

and Data Systems
7.3 92.0%

5/57
3018 412 84 1.411 1.006

Emerald 

Publishing

PLoS ONE 5.6 87.0%

15/120
365216 65549 75 1.368 0.852

Public 

Library of 

Science

Journal of Open Innova-

tion: Technology, Mar-

ket, and Complexity
5.1 95.0%

12/260
3066 603 81 1.414 0.588 MDPI

Sustainability 5 86.0%

99/747
181699 36485 73 1.31 0.664 MDPI

Information (Switzer-

land)
4.2 64.0%

125/353
7540 1807 70 1.133 0.624 MDPI

Journal of Relationship 

Marketing
3.9 60.0%

77/195
232 59 75 1.179 0.591

Taylor & 

Francis

Entrepreneurial Business 

and Economics Review
3.7 90.0%

60/608
703 191 80 0.83 0.473

Cracow 

University of 

Economics

Complexity 3.5 79.0%

25/120
15481 4404 62 0.766 0.463 Hindawi

Journal of Marketing 

Analytics
3.4 79.0%

39/189
251 74 62 1.41 0.535

Springer 

Nature

International Journal of 

Business Information 

Systems
1.8 41.0%

78/132
560 309 50 0.787 0.381

Inderscience 

Publishers

Lecture Notes in Busi-

ness Information Pro-

cessing
1.8 44.0%

235/423
4586 2546 53 0.469 0.303

Springer 

Nature

EAI/Springer Innova-

tions in Communication 

and Computing
1.3 25.0%

267/359
1421 1108 38 0.303 0.178

Springer 

Nature

International Journal of 

Modern Education and 

Computer Science
1.1

36.0%

900/1406

Educa-

tion

72 68 41 0.866 0.374

Modern Edu-

cation and 

Computer 

Science Press

Journal of Applied Busi-

ness Research
1 35.0%

253/394
285 280 43 0.362 0.166

Western 

Academic 

Publishers

Journal of Applied Busi-

ness Research
copus 20.0%

335/423
76 87 30 0.363 0.136

Western 

Academic 

Publishers

Journal of Physics: Con-

ference Series
0.8 18.0%

195/240
74925 96702 30 0.395 0.21

IOP Publish-

ing Ltd

(continued)
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Table 2. (continued)

Source title
SCOPUS
CiteScore

Highest 
percen-

tile

2018-
21 Ci-
tations

2018-
21

Docu-
ments

% Cited 
(citations 

/ docu-
ments)

SNIP SJR Publisher

Journal of Global Busi-

ness and Technology
0.4 11.0%

173/195
9 24 29 0.456 0.11

Global 

Business and 

Technology 

Association

Journal of Xi'an Univer-

sity of Architecture & 

Technology

0.4 39.0%

90/149
193 487 25 0.368 0.172 Science Press

International Journal of 

Simulation: Systems, 

Science and Technology
N/A N/A N/A N/A N/A 0.291 N/A Discontinued

Asian Social Science N/A N/A N/A N/A N/A N/A N/A Discontinued
International Journal of 

Scientific and Technol-

ogy Research

N/A N/A N/A N/A N/A 0.421 N/A Discontinued

3.3 The Use of Keywords in the SLR Finding Process

The use of keywords was applied to find papers that are connected to the study on hand.
Popular Boolean operators such as “AND, OR, NOT” were used in the library databases
to focus the search on the related topics of interest for each author. Thus, the keywords
applied are: ‘big data analytics’, ‘critical success factors’, ‘CSFs’ “customer relationship
management’, ‘CRM’, ‘data analytics capabilities’, ‘CRManalytics’, ‘literature review’,
‘marketing’, ‘measurement scales’, and ‘metrics’.

3.4 Data Extraction through the SLR

In order tomanage the large volume of available articles, a set of criteria was employed to
determine which papers would be included in the research. The following considerations
were taken into account:

• The publication year of the article (between 2000 and 2020).
• Articles from reliable journals and conference proceedings with SCOPUS impact.
• Articles with a focus on the disciplines of Marketing, Management Information

Systems, Business and Management.
• Relevant abstracts, keywords, and results.

Exclusion criteria were also used to ensure the quality and relevance of the selected
articles. Specifically, articles were excluded if:

• The abstracts were irrelevant.
• The measurement scales used were outdated.
• Duplicates of the same article through a different source.
• The results were not relevant, or the articles did not fall within the relevant disciplines.

Additionally, books, theses, and unpublished works were also excluded.
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3.5 Findings and Discussion: Main Concepts and Measurement Scales of CSFs
for CRM Systems Integrating DAC

Based on the findings from the available literature, there is a large number of CSFs
scattered throughout the applied literature. Inspired by the mapping process applied by
Meyliana et al. (2016), and to facilitate comprehension, all CSFs have been categorized
and mapped according to the six dimensions previously identified through the LR, as
summarized inTable 1:Technology, People, Process,DataAnalyticsCapabilities (DAC),
Intrinsic Outcomes, and Net Benefits. This mapping was informed by the research of
Farhan et al. (2018), Khlif and Jallouli (2014), Meyliana et al. (2016), and Mikalef et al.
(2020) that investigated the CSFs for CRM systems and the effect of DAC on CRM
systems. The SLR resulted in the identification of 24 variables that measure the relevant
dimensions of the theoretical framework on hand. A more detailed presentation of the
mapped CSFs is illustrated as follows:

Technology Dimension – Integration of ERP System with CRMFunctionality. The
available literature highlighted the importance of unified data platforms by integrating
theERP systemwithCRMfunctionality, such as theOmni-channels and suppliers’ portal
(Chen & Popovich, 2003; Chen et al, 2016; 2020; Krasnikov et al., 2009; Kitchens et al.,
2018; Mendoza et al., 2007). It provides organizations with the necessary tools to stay
competitive in today’s market. By leveraging the insights gained from this integration,
businesses can improve customer service, better track their customer relationships, and
optimize their operations.The SLR results have identified the following sub-dimensions
and measurement scales for ‘Technology’ dimension, as shown in Table 3:

Table 3. “Technology” dimension of CRM successful implementation: dimensions, sub-
dimensions, and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES

Sources Description
# Dimension N#

Sub-
Dimension

Title
N#

Retained
Variables
from SLR 

Results

1

TECHNOLOGY
'Integration of 

ERP System with 
CRM

Functionality'

_

1.1.1
System

Quality

Guimaraes, 

Staples and 

McKeen (2007), 

DeLone and 

McLean (2003).

System Quality measures the 

desired characteristics of an e-

commerce system (Usability, 

availability, reliability, 

adaptability, and response time).

1.1.2
Knowledge

Stock

Kulkarni et al. 

(2006); Pitt et al. 

(1995)

The degree of relevance, 

comprehensiveness, reliability, 

and accuracy of the codified 

knowledge in the IT system.

The SLR results focus on the importance of the system’s quality and knowledge
stock in the implementation of CRM and its impact on organizational performance. It
also highlights their impact on organizational performance (Chen & Popovich, 2003;
Chen et al, 2016; 2020; Krasnikov et al., 2009; Kitchens et al., 2018; Mendoza et al.,
2007).System quality is critical for successful CRM implementation as it ensures that
the CRM system meets users’ needs and expectations, leading to improved efficiency,
effectiveness, customer satisfaction, and loyalty (Rana et al., 2021).The knowledge stock
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of an organization is also essential in effective CRM implementation, including both
tacit and explicit knowledge (Chen et al., 2020). Investing in employee training and
development and creating a culture of knowledge-sharing and continuous learning can
improveknowledge stock (Mehdiabadi et al., 2022).IntegratingCRMandERPsystems is
vital for modern business operations (Chen et al., 2016; 2020), but requires experienced
personnel, specialized software, and consideration of costs related to implementation
and maintenance (Mehdiabadi et al., 2022).

People Dimension – Internal Commitment ‘HUMAN SKILLS’ The available liter-
ature highlighted the importance of ‘Internal Commitment’ in term of ‘Human Skills’
as a major sub-dimension for ‘People’: it would help organizations manage customer
interactions effectively (Chen & Popovich, 2003; Mendoza et al., 2007; Kumar, 2018).
The SLR results have identified the following sub-dimensions and measurement scales
for ‘People’ dimension, as shown in Table 4:

Table 4. “People” dimension of CRM successful Implementation: dimensions, sub-dimensions
and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES

Sources Description
# Dimension N#

Sub-
Dimension

Title
N#

Retained
Variables
from SLR 

Results

2

PEOPLE       
'Internal 

Commitment' 
(Human
skills)

_

2.1.1

Customer

interaction 

management 

capability 

Jayachandran et 

al. (2005); Feng 

and Wang 

(2008); Feng and 

Wang (2012); 

Alshura (2018)

Refers to the skills that firms use to 

identify, acquire and retain profitable 

customers (e.g., customer

identification, customer acquisition

and customer retention).

2.1.2
Customer

Orientation

Feng and Wang 

(2012);

Jayachandran et 

al. (2005); 

Deshpande´ et al. 

(1993); Day and 

Van den Bulte 

(2002)

Reflects the values, behavioral 

norms, the shared mental modes that 

enables a firm to put customers’ 

interest first

2.1.3
Customers’ 

Involvement

NIkzad et al, 

(2015); Farhan et 

al. (2018)

Refers to the state of mind that 

motivates a consumer to make a 

purchase, or the importance a 

consumer places on a product or 

service. The engagement level 

between employees and customers 

can have an influence in the 

decision-making process.

The success of CRM is not only measured by technology factors, it is essential to
consider several key human factors, including employee commitment, customer inter-
action management capability (CIMC), customer orientation, and customer involve-
ment.According to Hamida et al. (2021), employee commitment can be fostered by pro-
viding training and development opportunities, recognizing and rewarding contributions
to CRM, and establishing a culture of customer service. Firms with high CIMC, as high-
lighted by Shahbaz et al. (2020), can better understand customer needs and preferences,
leading to increased customer satisfaction and loyalty. Improving CIMC can be achieved
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by investing in technology, process improvements, and employee training. Customer ori-
entation, as emphasized by Hamida et al. (2022) and Kumar et al. (2021), is critical for
tailoring products and services to customer needs and preferences. Technologies such
AI, IoT and Blockchain have contributed to automate personalization of products and
services in order to influence customer behaviors (Khemiri & Jallouli, 2022). Further-
more, organizations can develop a customer-oriented culture by prioritizing customer
needs, involving them in product development, offering incentives for participation and
continuously gathering feedback to improve satisfaction. Lastly, customer involvement,
as noted by Shokouhyar et al. (2021), has a positive impact on customer satisfaction and
loyalty.

Process Dimension – ‘Process Holistic Approach and Marketing Channel Strate-
gies’. Concerning the ‘Process’ dimension, two sub-dimensions were identified in liter-
ature (Aljawarneh et al., 2020; Rund, 2018): (1) Process holistic approach and (2) Mar-
keting channel strategies for traditional stores and online shopping. The SLR results have
identified the following sub-dimensions and measurement scales, as shown in Table 5.
“Process” dimension of CRM successful implementation: dimensions, sub-dimensions
and measurement scales (SLR results):The SLR results highlight the importance of
organizational structures, effective CRM processes, sales automation, customer win-
back capabilities, and marketing automation as essential factors of the ‘process’ dimen-
sion that contribute to the measurement of CRM success (Khanh et al., 2021; Alalwan
et al., 2019; Eriksson et al., 2021; Onyike & Orga, 2022; Chatterjee et al., 2019; Singh
et al., 2021).A customer-centric organizational structure that promotes collaboration
and decision-making positively impacts CRM success (Khanh et al., 2021), and effec-
tive CRM processes lead to improved customer satisfaction, loyalty, and organizational
performance (Alalwan et al., 2019). Sales automation andmarketing automation are also
critical components for process’ efficiency (Chatterjee et al. 2019; Eriksson et al., 2021),
and require investments in technology and employee training for output maximization.
Lastly, having customer win-back capabilities through feedback systems, surveys, and
data analytics positively affects customer satisfaction and loyalty (Singh et al., 2021).

Data Analytics Capabilities Dimension The available literature revealed 3 sub-
dimensions for DAC: (1) Unified customers’ data platforms, (2) Proactive analytics
capabilities and (3) Contextual analytics (Robert et al., 2014; Payne et al., 2017; Har-
vard Business Review Analytical Services, 2018; Chapman, 2019). The identified sub-
dimensions and measurement scales, through the SLR results, are shown in Table 6:The
SLR results identify seven DAC measurement scales for a successful CRM implemen-
tation. They are grouped into three sub-dimensions for the purpose of highlighting the
transversal role of DAC with technology, people and process.

Unified Customers’ Data Platforms: The Transversal Role of DAC with Technology.
To improve customer experience, organizations need to adopt Knowledge Management
Systems (KMS) and advanced analytics. KMS helps in capturing, storing, and sharing
knowledge, while advanced analytics uses statistical methods, algorithms, and machine
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Table 5. “Process” dimension of CRM successful implementation: dimensions, sub-dimensions
and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES

Sources Description
# Dimension N#

Sub-
Dimension

Title
N#

Retained
Variables
from SLR 

Results

3 PROCESS

3.1

Process 

Holistic

Approach

3.1.1
Organizational

Structure

Rahimi et al 

(2001); Esteves et 

al (2001), Daniel et 

al (2002); Ahearne 

et al (2012); Fidler 

et al (2012); 

Almotairi (2008) 

How the organization is 

structured and different 

departments communicate 

together.

3.1.2

Customer-

centric

organizational

system

Srivastava et al. 

(1999); Day 

(2003); Boulding 

et al. (2005); 

Jayachandran et al. 

(2005)

Refers to the effectiveness 

of CRM activities that 

depends on how CRM is 

integrated with the firm’s 

existing processes and 

structures

3.1.3
Sales

Automation

Kotelu et al. (2012)

; Kim et al. (2007)

Sales automation is the 

mechanization of manual, 

time-consuming sales tasks 

using software, artificial 

intelligence (AI), and other 

digital tools. 

3.2

Marketing

Channel

Strategies 

(traditional 

and online)

3.2.1

Customer

win-back

capabilities 

Jayachandran et al. 

(2005); Reichheld 

and Sasser (1999); 

Feng and Wang 

(2008); Feng and 

Wang (2012); 

Alshura (2018)

The skills firms use to re-

establish the relationship 

with lost or inactive but 

profitable customers since 

loss of those customers will 

have a huge negative 

impact on firm 

performance in the long 

run.

3.2.2
Marketing

Automation

Kotelu et al. (2012)

; Kim et al. (2007)

Marketing automation is 

technology that manages

marketing processes and 

multifunctional campaigns, 

across multiple channels, 

automatically.

learning to analyze data and identify patterns (Chaithanapat & Rakthin, 2020).For effec-
tive integration of CRM with KMS, organizations need to focus on their IT and big data
analytics capabilities. According toMikalef et al. (2020), successful integration requires
investment in technology, data management, and analytics capabili ties. Additionally,
Suoniemi et al. (2021) emphasized the importance of DAC, which enhance an organiza-
tion’s ability to adopt new technologies and processes to achieve its goals. These steps
will help organizations effectively integrate strategic and operational CRM, leading to
an exceptional customer experience and reinforcing the transversal role of DAC with
technology (Chaithanapat & Rakthin, 2020; Mikalef et al., 2020; Suoniemi et al., 2021).
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Table 6. “Data Analytics Capabilities” dimension of CRM successful implementation: dimen-
sions, sub-dimensions and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES

Sources Description
# Dimension N#

Sub-
Dimension

Title
N#

Retained
Variables
from SLR 

Results

DA
TA

 A
NA

LY
TI

CS
 C

AP
AB

IL
IT

IE
S

4

DAC
(Technology)

4.1

Unified

Customers

Data

Platforms

(online and 

offline

channels)

4.1.1

Knowledge

Management

Systems

Kulkarni et al. 

(2006); Pitt et 

al. (1995)

The degree of availability, 

accessibility, ease of use, 

stability, and responsive time 

provided by the IT 

infrastructure.

4.1.2
Advanced

analytics 

Akter et al. 

(2017);

Raguseo et al, 

(2018)

The extent to which the 

employees of the 

organizations perceive that 

DAC will provide the 

information regarding 

customers by using advanced 

and latest tools of analyzing 

data.

4.1.3
IT

Capability

Gold et al. 

(2001);

Tanriverdi

(2005)

The degree of sharing 

existing information, finding 

information sources, creating 

data, and executing IT-based

tasks within a firm

DAC
(People)

4.2

Proactive 

Analytics

Capabilities

4.2.1

Big Data 

Analytics

Capabilities 

(Human

Skills and 

Intangible)

Gupta and 

George 

(2016); Kiron 

et al. (2014); 

Wamba et al. 

(2017)

Big Data Analytics Capability 

(BDAC) is defined as the 

ability of the firm to capture 

and analyze data toward the 

generation of insights, by 

effectively deploying its data, 

technology, and talent 

through firm-wide processes, 

roles and structures

4.2.2

Improved

relation

knowledge

Akter et al. 

(2016) ; Jiang

et al. (2003);

Kim et al. 

(2012)

The degree to which the 

organization’s employees 

perceive that outcomes 

provided by DAC will 

improve their knowledge 

regarding the improvement of 

relations with the Customers.

DAC
(Process)

4.3
Contextual 

Analytics

4.3.1

Big Data 

Analytics

Capability 

(Data and 

Technology)

Reinartz et al. 

(2004); Gupta 

and George 

(2016); Kiron 

et al. (2014);

Wamba et al. 

(2017)

Big Data Analytics Capability 

(BDAC) is defined as the 

ability of the firm to capture 

and analyze data toward the 

generation of insights, by 

effectively deploying its data, 

technology, and talent 

through firm-wide processes, 

roles and structures.

4.3.2

Customer

relationship 

upgrading

capabilities 

Jayachandran 

et al. (2005); 

Feng and 

Wang (2008); 

Feng and 

Wang (2012); 

Alshura

(2018)

Refers to the skills that firms 

use for up-selling (sell more 

expensive items,

upgrades) and cross-selling

(sell additional products or 

service) to existing customers 

based on scientific customer 

data analysis.

Proactive Analytics Capabilities: The Transversal Role of DAC with ‘PEOPLE’.
According to Chatterjee et al. (2022), the ability to effectively analyze and interpret
large volumes of data extracted from CRM systems depends on an organization’s big
data analytics capabilities,which involve both human skills and technology.Furthermore,
Al-Suraihi et al. (2020) explain that improved relation knowledge is vital for an orga-
nization’s ability to leverage data to gain a deeper understanding of customer needs,
preferences, and behaviors. Therefore, CRM success depends on the organizations’
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human capability in using data analytics to segment customers, personalize marketing
and sales activities, and enhance the overall customer experience.

Contextual Analytics: The Transversal Role of DAC with ‘PROCESS’. Big Data Analyt-
ics Capability (Data and Technology) and customer relationship upgrading capabilities
are important factors for measuring CRM success (Kumar & Mokha, 2021; Shahbaz
et al., 2021). Organizations can enhance customer relationships over time by utiliz-
ing data analytics to identify opportunities for personalized services, loyalty programs,
and improved customer experiences (Shahbaz et al., 2021).Moreover, Cao et al. (2021)
stressed the importance of contextual analytics in marketing analytics and its favorable
impact on various aspects of organizational performance, including marketing planning,
implementation, brand management, customer relationship management, and product
development management. Thus, the transversal role of DAC with an organization’s
process can be enhanced by prioritizing these key factors for better customer-centric
capabilities and organizational performance.

Intrinsic Outcomes Dimension – ‘Effective Marketing Decisions and Customer Satisfac-
tion’. The available literature highlighted two sub-dimensions for ‘Intrinsic Outcomes’
(Krishna & Schwarz, 2014; MacInnis & Folkes, 2017; Parker et al., 2016; Stone &
O’Shea, 2019): (1) Effective marketing decisions and (2) Customer satisfaction. The
SLR results are summarized in Table 7 and list the identified sub-dimensions and mea-
surement scales.This section explores the relationship between CRM intrinsic outcomes
and the identified key success factors. A successful implementation of CRM systems
can lead to better marketing capabilities, such as lead generation, customer segmenta-
tion, and campaign management (Cao et al., 2021). Dynamic capabilities, such as the
ability to adapt to changing customer needs, are essential for organizations seeking to
achieve CRM intrinsic outcomes (Chatterjee et al., 2022). Perceived customer services,
including responsiveness, empathy, and reliability, are positively related to customer
satisfaction and loyalty (Kumar & Mokha, 2021). Personalization can enhance cus-
tomer experiences and improve customer loyalty (Wang & Dong, 2022). Improving
customer interactions can increase customer satisfaction and loyalty (Kumar & Mokha,
2021). Over-all, investing in CRM systems, developing dynamic capabilities, improving
customer services, providing personalized experiences, and increasing customer satis-
faction and loyalty can lead to better business performance and a competitive advantage
in today’s market.
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Table 7. “Intrinsic Outcomes” dimension of CRM successful implementation: dimensions,
subdimensions and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES Sources Description

# Dimension N#
Sub-

Dimension
Title

N#

Retained
Variables
from SLR 

Results

5 INTRINSIC
OUTCOMES

5.1

Effective

Marketing

Decisions

5.1.1
Marketing

Capabilities

Spanos and 

Lioukas

(2001); Wilden 

and Gudergan 

(2015);

Morgan et al. 

(2004); Day 

and Van den 

Bulte (2002); 

Day (200)3

Marketing capabilities are defined 

as the ability of the firm to serve 

certain customers based on the 

collective knowledge, skills, and 

resources related to market needs. 

(Example:  brand

management capabilities, 

customer-relating capabilities)

5.1.2
Dynamic

Capabilities

Teece (2007); 

Teece et al. 

(1997); Hunt 

and Morgan 

(1995)

Dynamic capabilities are defined 

as the capacity of the firm to (a) 

sense and shape opportunities and 

threats, (b) seize opportunities, and 

(c) maintain competitiveness 

through enhancing, combining, 

protecting, and, when necessary, 

reconfiguring the business 

enterprise’s intangible and tangible 

assets.

5.1.3

Better

Customer

Services 

(Perceived)

Doll and 

Torkzadeh

(1998), 

Trivellas and 

Santouridis 

(2013)

The degree to which the employees

perceive the information as an 

output provided by DAC would 

help provide better services to 

customers

5.1.4
Personalization 

Parasuraman et 

al. (2005) ; Xu 

et al. (2009)

The degree to which the 

organization’s employees perceive 

that DAC will provide customized 

information as an output regarding 

the customers

5.2
Customer

Satisfaction 
5.2.1

Customer

Satisfaction & 

Loyalty

Roh and al 

(2005);

Anderson et al. 

(2004); Oliver 

(1999); Kotler 

(1997); Fornell

(1992)

Satisfaction is "a person’s feeling 

of pleasure or disappointed

resulting from comparing a

product’s perceived performance

(or outcome) in relation to his or 

her expectations”. Loyalty is "a 

deeply held psychological

commitment to rebuy or

repatronize a preferred

product/service consistently in the 

future, thereby causing repetitive

same-brand or same brand-set

purchasing, despite situational 

influences and marketing efforts 

having the potential to cause 

switching behavior". 

Net Benefits Dimension. The available literature highlighted ‘business profitability’
as a major sub-dimension of ‘Extrinsic Outcomes’, also referred to as ‘Net Benefits’
(Delone & McLean, 2003; Petter et al., 2013; Shahbaz et al., 2020). The SLR results
have identified two measurement scales (as shown in Table 8).
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Table 8. “Net Benefits” dimension of CRM successful implementation: dimensions, sub-
dimensions and measurement scales (SLR results)

CONCEPTUAL LEVELS VARIABLES Sources Description

# Dimension N#

Sub-
Dimension

Title
N#

Retained
Variables
from SLR 

Results

6

EXTRINSIC
OUTCOMES  
'Net Benefits '                

( Business 

Profitability)

_

6.1.1

Perceived 

Sales

Performance 

Behrman et al. 

(1982); Hunter et 

al. (2006); Ryals 

(2005); Shahbaz 

(2020)

Perceived sales value refers to 

employees'' evaluation about 

analytical and operational sales 

processes in a firm.

6.1.2 Competitive 

Performance

Barney (1991, 

2001); Peteraf 

(1993); Rai and 

Tang (2010); Roh 

and al. (2005), 

Ngobo and 

Ramaroson 

(2005)

Competitive performance is 

defined as the degree to which a 

firm attains its objectives in 

relation to its main competitors

SLR results show that the net benefits of CRM have been explored in the litera-
ture, highlighting its ability to measure the firm performance and customer satisfaction
(Rana et al., 2021). Perceived sales performance and competitive performance are criti-
cal components in understanding the net benefits of CRM. Sawal et al. (2022) found that
perceived sales performance leads to higher levels of customer satisfaction, resulting in
improved competitive advantage. Implementing a CRM system can result in various net
benefits for an organization, including increased efficiency, improved customer satisfac-
tion and loyalty, better customer insights, optimized processes, and increased revenue
(Gil-Gomez et al., 2020).

3.6 Enriched Theoretical Framework: Measurement Scales for CRM Successful
implementation

Based on the findings through the SLR, Fig. 4 presents an enriched theoretical frame-
work that synthesizes all dimensions of CSFs for CRM successful implementation. It
includes the main dimensions, sub-dimensions along with the relevant variables that
measure a successful CRM implementation. Moreover, it highlights the transversal role
of DAC with technology, people and process; along with the intrinsic outcomes and net
benefits.
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Fig. 4. Enriched theoretical framework of Critical Success Factors for CRM implementation
(SLR results).

4 Conclusion, Implications and Recommendations for the Future

Aneffective implementation ofCRMsystems helps companies in achieving a sustainable
competitive advantage towards a greater business profitability (Dixit, 2022). Businesses
should stay up to date with frequent changes in market trends and new E-commerce
tools and techniques. Previous related studies have acknowledged the growing role of
DAC for successful CRM implementation, leading companies towards a new set of
skills that are yet to be measured. The objective of this study is to providing companies
with measurement scales for testing the integration of DAC dimension with other CSFs
of CRM systems. Hence, this paper uses the SLR approach in an attempt to identify
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the available CSFs dimensions, sub-dimensions and measurement scales for successful
CRM implementation, while integrating the DAC dimension.

TheSLR results have identified six dimensions forCSFs that contribute to the success
of CRM systems: (1) technology, where CRM functions should become an integral
part of the enterprise resources’ planning (ERP) system (2) people, highlighting the
importance of internal commitment in organizations (3) process, with an emphasis on
the holistic approach and online/in-store marketing strategies (4) DAC “as a transversal
and integrative dimension that provides addedvalue to otherCSFs” (5) intrinsic outcomes
in terms of effective marketing strategies and customer satisfaction, and (6) net benefits
for both firms and customers.

The SLR results were illustrated in an enriched theoretical framework, as shown
in Fig. 4, including of the key CSFs for CRM systems. These results are expected to
contribute to extending research further. Indeed, the current study facilitates the quan-
titative empirical validation of the theoretical framework on hand in different contexts
and fields.

Finally, the SLR results were limited to literature of peer-reviewed journals.
Future studies can benefit from additional sources such as other databases, books and
conferences’ proceedings that can provide a more complete analysis .
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Abstract. Augmented reality (AR) applications are regarded as effective experi-
entialmarketing practices that can help companies promote their products/services
in an interactive manner and deliver exceptional consumer experiences. The pur-
pose of the present study is to evaluate a wine-label AR mobile application by
examining its impact on consumer experience dimensions, satisfaction, and re-
usage intentions towards the application, as well as attitude and purchase inten-
tions towards thewineproduct.Moreover, to test the effect of product-consumption
related factors (consumption frequency, amount of spending, wine expertise, and
attention to wine labels) and technology-related factors (consumers’ familiarity
with smartphone applications, number ofAR applications used in smartphone, and
extent of information search for wine-related information through smartphones)
on the experiential dimensions of entertainment, flow, escapism, and education.
Towards this end, a wine AR label application was developed and evaluated using
a quantitative survey. In total, 306 respondents answered a self-administered ques-
tionnaire after interacting with the application. Results indicate that the AR appli-
cation induced the entertainment and educational dimensions of consumer expe-
rience. The AR experience was also able to increase respondents’ satisfaction
with the application and in turn help them form positive attitudes and purchase
intentions for the wine. Moreover, the present study revealed that respondents’
expertise for wine, attention to wine label, familiarity with smartphone applica-
tions, and information search for wine-related information through smartphones
are important factors that have an impact on the experience lived by consumers
when using the AR label application.

Keywords: Augmented reality · wine labels · consumer experience · flow ·
entertainment · escapism · education · evaluation · antecedents · Digital
Marketing · Digital Transformation

1 Introduction

Augmented reality (AR) technologies have been used as a viable marketing strategy for
promoting in an innovative way products and services and are characterized as effective
alternative means for delivering valuable experiences to consumers [1]. AR technologies
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can support marketing and promotional activities of companies and in turn foster the
relationships of consumerswith the brands [2].Marketers are utilizing these technologies
to provide augmented and immersive content for a product/service using a physical
background [3]. These applications can be used across the customer journey affecting
pre-consumption (attitude formation), consumption (core experiences and emotions) and
post-consumption experiences (satisfaction and re-purchase intentions [4].

AR technologies can offer exceptional experiences to consumers since they aim
at enhancing consumers’ interactions with the product/service [5]. Herein, consumer
experience is a multidimensional construct [6] that encapsulates various dimensions
such as hedonism-entertainment, flow, escapism, learning, challenge, socialization, and
communitas [7]. AR applications used for marketing purposes can enhance consumers
cognitive, emotional, esthetic, and social experience with the product/service [8] and
can also lead users to a state of flow where consumers are absorbed and immersed in an
activity such as using their mobile phones to scan a product and interact with augmented
reality information [9]. Thus, special attention is paid to AR applications for mobile
phones and to the integration of AR technology in e-commerce stores [10]. Today, con-
sumers can easily download relevant applications on their mobile phones, discovering
more information about the products of their interest. However, AR technologies adop-
tion remains limited by commercial enterprises, although the market is growing over
the years. Some studies show that companies consider these technologies complicated,
expensive, and less efficient, thus remaining reluctant to adopt them [11].

Research interest in AR ads has increased in recent years regarding advertising
effectiveness in this new technological environment. Studies show that through AR
technology, consumers meet better the quality characteristics of the products they buy
online, thus reducing the likelihood of being dissatisfied with a purchase [12, 13]. At
the same time, consumers consider AR ads more enjoyable, innovative, attractive, more
informative, and less intrusive/annoying compared to traditional ads [14, 15]. In this
way, AR ads have positive effects on brand recall, positive attitudes toward the brand
and advertise products, and intention to purchase the advertised products [4].

Consumers’ experience from an AR product-related application can have a vary-
ing impact on consumers depending on a number of factors. Until now the majority of
studies that test the antecedents of consumers’ evaluation of AR product-related appli-
cations have mainly utilized the TAM framework [16]. The present study enhances
the literature on antecedents of consumers’ experience from AR mobile applications by
examining the impact of consumers’ product consumption and technology related factors
on four experience dimensions namely, entertainment, flow, escapism, and education.
Thus, the aim of the study is three-fold. First, to evaluate a wine-label AR mobile appli-
cation by examining its impact on consumer experience dimensions, satisfaction and
re-usage intentions towards the application, as well as attitude and purchase intentions
towards the wine product. Second, to test the effect of product consumption-related fac-
tors (consumption frequency, amount of spending, wine expertise, and attention to wine
labels) on the four experiential dimensions. Third, to decipher the impact of technology-
related factors such as consumers’ familiarity with smartphone applications, number of
AR applications used in smartphone, and extent of information search for wine-related
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information through smartphones on the experiential dimensions of entertainment, flow,
escapism, and education.

2 Augmented Reality Wine Label Application

Wine companies nowadays are increasingly utilizing AR technologies to promote their
products. With the help of augmented-reality technology, wineries are able to provide
rich digital content to their customers through videos, 2D/3D animations, photos, and
text to enhance their experience [17]. Specifically, consumers can download an AR
application on their smartphones and then scan the label to interact with the product.

To test the objectives of the present study, anARwine label applicationwasdeveloped
using Unity 2018.4.31f1 and Vuforia Engine 10.2 platforms. The underlying application
was implemented for Android mobile devices.

Upon launch of the wine “live” label application to the user mobile device, users are
prompt to target their mobile camera to the front bottle label. Once the camera recognizes
the target image, the AR application generates the augmented multimedia content which
is then shown on the users’ smartphone. Specifically, the AR content of the application
includes:

• Videos of the winery’s production procedures such as harvesting and crushing grapes,
fermenting, maturing, and bottling.

• Interactive and 360° videos of the infrastructure of the winery.
• Videos and animation narratives about wine products.
• Information about the wine ingredients and calories in text format and short animated

clips.

The user can interact with the AR content by selecting the proper action from the
application menu and the corresponding information pops up. Furthermore, once the
user presses the info button that is located on the bottom right side of the application, a
2D animation character appears on the screen providing additional information in both
text and audio form such as wine ingredients, calories, and storage temperature.

Furthermore, one important feature of the wine “live” label application is the way the
front image label interacts with the user. Once the image target is recognized by the AR
application, a virtual augmented front image label appears to open as a “virtual door”.
This feature reveals hidden information to the user in the form of a short intro animation
video. The intro video plays for a few seconds and the “virtual door” automatically closes
so the user can navigate freely inside the application. Also, a short 3D animation appears
to the screen that depicts vine branches that progressively start to grow around the bottle.
Figure 1 shows some indicative screenshots of the wine “live” label application.

A help section is also displayed at the bottom left of the screen of the mobile device
that explains how to use the application or provides additional information about it. The
video menu that surrounds the target image label also contains important information
about the application. The user may select a video which is then displayed in full screen.
After watching the previous video, the user can switch to the next one by pressing the
“Next” button.

In addition, an assessment of the user’s knowledge of the wine label is carried out
through a short quiz game incorporated into the “live” label application. Users are asked



266 A. Triantafillidou et al.

Fig. 1. Indicative screenshots of the AR wine label application

questions about the wine product via a small multiple-choice survey during this phase.
While choosing between four possible answers, the user is provided with feedback
regarding his/her success or failure. Finally, following the completion of all questions,
a summary of correct and incorrect answers is displayed to the user.

3 Method

To evaluate the AR application and test the study’s objectives, a survey was conducted
with a self-administered questionnaire through a convenience sampling approach. More
specifically, the questionnaires were delivered during the Hotelia exhibition in Thessa-
loniki, Greece (November 18–20, 2023) that was directed to professionals in the field
of hotel equipment, as well as catering and coffee services. Seven university students
approached attendees of the exhibition and asked them to participate in the survey. Partic-
ipants that agreed to take part in the survey, were first shown the application by scanning
the label of the wine bottle. Then, they completed the questionnaire. In total, 325 ques-
tionnaires were completed. However, only 306 were used in subsequent analysis due to
incomplete data.

The questionnaire was comprised of five sections. The first section included ques-
tions about the wine consumption frequency, consumer’s wine expertise, money spend-
ing on wine, attention to wine labels, and factors affecting the choice of wine. The
second section asked participants to indicate their level of familiarity with new tech-
nologies (e.g., smartphones, smartphone applications), the number of AR applications
used in their smartphones, and the degree to which they search information about wines
through their smartphones. The third section included questions about the application’s
experience. Specifically, the experience was measured through four dimensions and 12
items, namely: entertainment, flow, escapism, and knowledge. The items that comprised
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each dimension were derived from the consumption experience scale of [7]. All items
were rated on a five-point likert scale ranging from 1: strongly disagree to 5: strongly
agree. The fourth section asked participants to evaluate their satisfaction with the appli-
cation and re-usage intentions concerning the AR application (Kim, Kang, Song, and
Lee, 2020). Moreover, the questionnaire included questions about respondents’ attitude
towards the wine and their intentions to consume the wine in the future (Graham and
Wilder, 2020). Satisfaction and re-usage intentions itemsweremeasured using five-point
scale ranging from 1: not at all to 5: very much. The last section of the questionnaire
was comprised of the demographic characteristics of the sample (gender, age, income).

4 Results

4.1 Sample

In total 306 respondents participated in the survey. Table 1 shows the demographic
characteristics of the sample. Most of them were males (52.3%) and had a bachelor’s
degree. 28.1% of respondents aged between 18 to 25 years old and 27.1% between 26
to 35 years old. Moreover, most respondents had a monthly income ranging from 801
to 1500 euros (45.2%).

Table 1. Demographic Characteristics of the Sample

Gender Percent Age Percent

Males 52.3% 18–25 28.1%

Females 46.1% 26–35 27.1%

Other 1.6% 36–45 15.4%

46–55 19.3%

56–65 8.8%

66 + 1.3%

Education Monthly Income

Primary Education 0.3% Up to 800 euros 27.2%

Secondary Education 18.5% 801–1500 euros 45.2%

Bachelor 52.8% 1501–2000 euros 12.0%

Master 27.1% More than 2001 euros 15.3%

Ph D 1.3%

Regarding respondents’ wine consumption, 26.5% were characterized by low con-
sumption levels (up to 1 time per month), 42.2% by medium consumption (2 to 3 times
a month), and 31.4% by high consumption levels. Moreover, 27.1% of the respondents
were low wine product spenders (up to 20 euro), 59.8% were moderate spenders (21 to
40 euros), and 13.1% were characterized as high spenders (more than 41 euros).
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Figure 2 shows the mean scores of the factors that affect respondents when making
decisions about wine purchases. Based on the findings, respondents rated as the most
important factors when choosing wine, the grape variety (M = 3.78), the color of the
wine (M = 3.70), and the brand name (M = 3.67). Regarding respondents’ expertise in
wine, the majority of them were characterized by low (68.6%) and moderate experience
(24.5%).

Fig. 2. Factors affecting wine choice

In addition, 75.8% of respondents evaluated themselves as high in familiarity with
using applications on their smartphones, and 59.5% of the sample had more than one
application on their smartphones.Moreover, 57.7% of respondents indicated that they do
not search frequently via their smartphones for information about wine, 22.6% of them
search in a moderate frequency, and 19.6% of the sample search extensively through
their smartphone for wine related information.

4.2 Experience with AR Application

Next, four scales were created by summing the items that comprised each of the four
experience dimensions and substracting themwith the number of items. All scales exhib-
ited satisfactory internal reliability as the value of Cronbach’s alpha exhibited the 0.70
threshold (entertainment: 0.884, flow: 0.844, escapism: 0.860, educational experience:
0.817). Figure 3 shows the mean scores for each experience dimension concerning the
AR wine label application. Based on the results, respondents rated the AR experience as
highly educational (M= 3.82) and entertaining experience (M= 3.68). Flow was expe-
rienced in a moderate level by participants (M= 3.37) while escapism was experienced
to a lesser extent (M = 2.80).
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Fig. 3. Mean scores of experience dimensions with AR application

4.3 Satisfaction, Attitude, and Re-Usage Intentions

Again, four new scales were developed regarding respondents’ satisfaction with the
application and their re-usage intentions as well as their attitudes towards the wine
and their intentions to buy the wine in the future. All scales had Cronbach’s values
above the 0.70 cut off criterion (satisfactionwith application: 0.893, application re-usage
intentions: 0.897, wine attitude: 0.744, intentions to buy thewine: 0.879). Figure 4 shows
the mean scores of the four scales.

Fig. 4. Mean scores of respondents’ satisfaction, attitude, and intentions

As Fig. 4 illustrates, participants showed a positive attitude for the wine (M= 4.06)
and high intentions to buy the wine (M = 3.97). Moreover, they were highly satisfied
with the application (M = 3.95) and exhibited moderate to high intentions to re-use the
application (M = 3.75).
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4.4 Antecedents of AR Wine Label Experience

To test whether certain factors shown in Fig. 5 have an impact on the the four experiential
dimensions, Pearson rho product moment correlation tests and analyses of variance
(ANOVA) were conducted.

AR wine label experience 
Entertainment 

Flow 

Escapism 

Education 

Wine consumption-related factors 
- Consumption frequency 

- Amount of money spend 

- Degree of expertise in wine 

- Attention on wine label 

Technology-related factors 
- Familiarity with smartphone 

apps 

- Number of AR apps on 

smartphone 

- Search for information about 

wine via smartphone

Fig. 5. Conceptual model

4.4.1 Wine Consumption Related Factors

To test the impact of wine consumption frequency, money spend, and wine expertise on
AR experience one-way analyses of variance were conducted. Results suggest that the
frequency of wine consumption did not have a significant (p< 0.05) effect on entertain-
ment (F= 0.478, sig= 0.621), flow (F= 0.061, sig= 0.941), escapism (F= 0.289, sig
= 0.750), and educational experience (F = 0.571, sig = 0.561) associated with the AR
application. In a similar vein, no significant differences were found across the different
types of wine spenders (low, moderate, high) in the mean scores of the entertainment
dimension (F = 1.495, sig = 0.226), flow (F = 0.850, sig = 0.428), escapism (F =
2.290, sig = 0.103), and educational experience (F = 1.212, sig = 0.299).

Regarding, the degree of expertise in wine, results of analysis of variance show only
a marginal significant effect on (p< 0.1) on the escapism dimension of AR application.
More specifically, those characterized as wine experts exhibited higher mean scores on
escapism (M = 3.28) compared to the respondents with moderate (M = 2.85), and low
(M = 2.72) levels of wine expertise. No other differences were found across for the
experience dimensions of entertainment (F = 1.411, sig = 0.246), flow (F = 1.438, sig
= 0.239), and education (F = 1.699, sig = 0.185).

To examine the interaction between wine label reading frequency and the four-
experience dimension, Pearson’s correlation coefficient was calculated. Based on the
results wine label reading frequency was marginally correlated (p< 0.1) with the enter-
tainment dimension (r= 0.109, sig= 0.056) and significantly correlated at the 0.05 level
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with the educational dimension of the AR experience (r = 0.121, sig = 0.034). These
correlations were low in strength. No significant correlations were found between wine
label reading frequency, flow (r = 0.079, sig = 0.168) and escapism (r = 0.040, sig =
0.489).

4.4.2 Technology-Related Factors

Analysis of variance was conducted to test whether respondents’ familiarity with smart-
phone applications and the number of smartphone applications had an impact on the
four experience dimensions. Based on the findings, significant differences were found
across familiarity segments in themean scores of the escapism dimension (F= 3.075, sig
= 0.391). Specifically, respondents with low familiarity (M = 3.14) experience higher
levels of escapism by the AR application compared to respondents with moderate (M=
3.02) and high (M = 2.71) levels of familiarity with smartphone applications. No other
differenceswere found between the familiarity levels in themean scores of entertainment
(F = 0.797, sig = 0.452), flow (F = 1.007, sig = 0.366), and educational experience (F
= 0.941, sig = 0.391).

No significant differenceswere found in themean scores of entertainment (F= 0.919,
sig = 0.400), flow (F = 1.469, sig = 0.232), escapism (F = 0.957, sig = 0.385), and
educational experience (F= 0.707, sig= 0.494) based on the number of AR applications
that respondents use in their smartphones. Next, Pearson rho was calculated to test the
relationship between the extent of smartphone information search for wine issues and the
four dimensions. Results indicate that low positive and significant (p< 0.05) correlations
were found between the extent of information search through smartphones for wine-
related issues and the dimensions of entertainment (r = 0.142, sig = 0.013), flow (r =
0.199, sig= 0.001), escapism (r= 0.148, sig= 0.009), and education (r= 0.196, sig=
0.001).

4.5 Conclusions

The purpose of the present study was to examine the impact of Augmented Reality
smartphone applications embedded in wine labels on consumers’ experience and their
subsequent perceptions and intentions. Moreover, this paper aims to test the effect of a
number of wine consumption and technology-related factors on consumers’ experience
with the AR application.

Findings indicate that the AR wine label application induced the entertainment and
educational dimensions of consumer experience while feelings of flow and escapism
were triggered by the AR application to a lesser extent to respondents. Thus, positive
feelings and new knowledge can be generated through wine AR label applications. The
AR experience was also able to increase respondents’ satisfaction with the application
and in turn enable them to form positive attitudes and purchase intentions for the wine.
Hence, AR wine label applications can have a positive effect on consumers’ perceptions
and behavioral intentions towards the wine product, thus making them an effective
marketing tool for the wine industry.

Moreover, the present study revealed that respondents’ expertise for wine, wine label
reading frequency, familiarity with smartphone applications, and information search
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for wine issues through smartphones are important factors that have an impact on the
experience lived by consumers when using the AR label application. More specifically,
consumers’ who are self-perceived as wine experts felt higher feelings of escapism
compared to non-experts. Thus, wine experts were able to escape from reality through
the AR application. Escapism was also related to respondents who were not familiar
with smartphone applications. Moreover, respondents who pay attention to wine labels
were more inclined to feel positive emotions and gain knowledge about the wine product
compared to the other consumers. In addition, all experience dimensions were positively
influenced by the extent to which respondents search wine information through their
smartphones. Thus, a holistic experience is lived for consumers who active seekers of
wine information through their smartphones.

Important practical implications could be derived from the findings of the present
study. First, an AR application in the labels of wine bottles is an effective experiential
marketing practice. Moreover, wine marketers can introduce this type of application
to consumers that are regarded as wine experts and like to search for wine related
information through their smartphones. In addition, these applications could target to
consumers with low familiarity in smartphone applications.

Future research could test the moderating effect of several variables on the re-
lationships found. For example, fruitful findings could be derived by testing themoderat-
ing effect of wine expertise on the antecedents of AR application experience. Moreover,
the study’s findings could be confirmed by using structural equation model to test the
causal effect of the examined variables on users’ experience.
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Abstract. Currently, with the percentage of active users on social networks
increasing, it becomes almost mandatory for brands to have a communication
strategy using social networks. Digital agencies come to fill the need for brands
to communicate with their customers through these channels, but it is possible
to see that not all social networks are used by digital agencies for this strategy.
The present investigation focuses on understanding the factors that leadPortuguese
digital agencies to adopt a certain social network as a communication tool for their
clients. Was followed a qualitative methodology, using semi-structured interviews
with digital agencies in Portugal. It was possible to verify that digital agencies in
Portugal do not look for specific characteristics in social networks, but rather
functionalities such as the possibility of integrating third-party applications. This
investigation was the first to study the relationship between Portuguese Digital
Agencies and Social Networks, a topic that until then had no references. In this
way, for future investigations, this study leaves many paths to explore to expand
knowledge on the subject.

Keywords: Digital marketing · Social networks · Digital Agencies

1 Introduction

Currently social networks are one of the most used forms of social communication on
the Internet, where individuals or groups of individuals interact with each other [1]. As
technology advances, the variety of social networks has increased as well as the number
of users. According to data from theDatareportal report 2023 [2], the percentage of active
users of social media in Portugal is 8.05 million people, which is equivalent to 78,5% of
the Portuguese population. In this way we can say that most Portuguese consumers are
present in social networks, leading to the emergence of brands in these digital platforms.

To address the need for communication with the consumer, taking into account the
constant change and emergence of new social networks, digital agencies are increas-
ingly specializing in delivering value to their customers. But not all social networks
are currently being the target of the work of Portuguese digital agencies which led
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the researchers to ask why and to try to understand how Portuguese digital agencies
determine the potential of a social network as a communication tool.

Also less is known about the way, in a reality, Portugal, where most companies
are small and medium enterprises 99,9% [3], agencies are working and how are the
relationships with their clients.

The overall objective of this research is to understand the factors that lead digital
agencies inPortugal to adopt a particular social network.To achieve this goal, five specific
objectives have been set. First to identify the social networks most used by Portuguese
digital agencies, second to understand what was the path of these in the adoption of
social networks, thirdly understand what the main characteristics sought by Portuguese
digital agencies in a social network, fourthly realize that potential emerging networks
may be used by agencies and why, and, finally, in fifth place, identify the functionalities
sought by Portuguese digital agencies in new social networks.

2 Literature Review

2.1 Digital Marketing and Social Media

With the constant advance of technologies, the world has become increasingly digitized,
being difficult to talk about marketing without considering the digital component [4].
Considering the popularization of the Internet, digital marketing emerged as a response
to strengthen the relationship between customers and companies [5]. The definition of
the term digital marketing has evolved over time, according to the American Marketing
Association [6], digital marketing is “the use of digital or social channels to promote
a brand or reach consumers. This kind of marketing can be executed on the internet,
social media, search engines, mobile devices and other channels. It requires new ways
of marketing to consumers and understanding the impact of their behaviour”.

Despite the undeniable advantages that digital marketing offers, from the point of
view of Ryan and Jones [7], before start is necessary to formulate a strategy, not only
to make informed decisions, but also to ensure that all resources are focused on the
elements, tools and channels of digital marketing that are most relevant to the business.
For Chaffey and Chadwick [8] the interaction and integration between online and offline
is a key part of developing a strategy. According to these authors there are some factors
that characterize an effective digital marketing strategy, such as being aligned with the
company’s business and overall marketing strategy; defined clear objectives; consistency
with the types of customers of the various channels; defining a differentiated value
proposition; the use of tools both online and in the offline; an adequate monitoring of
the customer’s purchasing process, as well as manage their life cycle.

Specifically in relation to marketing means, for many years they were based on
traditional media such as television, newspapers, radio, and mail, today, most current
marketing campaigns use digital channels. Social media is now fundamental in this
context. According to Ryan and Jones [7] the oncept of social media is based on a general
term that presupposes web-based software and services that allow users to share, discuss,
communicate, and participate as a form of social interaction. Completing this thought,
Filo et al. [9], define social media as new technologies that facilitate interactivity and
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co-creation in the development and sharing of user content between organizations and
individuals.

In 2010, Kaplan and Haenlein [10], due to the so comprehensive definition of social
media, distinguished them into six groups: Blogs, Social networking sites (e.g. Face-
book), Virtual social worlds (e.g., Second Life. The now popularized metaverse); Col-
laborative projects (sites that allow the creation of content by all users as a form of
information and knowledge, such as Wikipedia), Content communities: sites that allow
the sharing of content between users, such as Youtube and Virtual game worlds (plat-
forms that allow the user to appear with various avatars and characters and interact with
other users such as World of Warcraft). This classification was obtained based on two
dimensions, social presence and degree of self-revelation. Of social presence, the authors
presuppose a concept of media richness that varies between low, medium and high, and
is related to the effectiveness and power of the social communication of each group, and,
of a degree of self-revelation that differs between low and high, the authors refer to the
ability to reveal more sentimental aspects by the author that allow a closer connection
with the user.

Meanwhile, Chaffey and Chadwick [8] considered ten types of social presence, these
being Social Networks (social platforms of interaction for consumer audiences, com-
panies or for both. Example of Facebook, LinkedIn, and Twitter respectively), Social
Publishing and news (newspapers and magazines with possibility of participation with
comments on articles, blogs and communities), Social commenting in blogs (explore
the blog as a form of social communication strategy), Social niche communities (com-
munities and independent forums), Social customer service (customer support sites and
forums), Social knowledge (sites and forums for answers and knowledge. Example of
Yahoo), Social bookmarking (lucky game sites online), Social Streaming (streaming
sites of photos, videos and podcasting. Example of.

Youtube), Social search (search engines with ability to tag, comment and vote on
search results), Social commerce (reviews and product ratings and sharing coupons on
details).

From the combination of the concepts of marketing and social media, arises the
concept of social mediamarketing that for Tuten and Solomon [11], is summarized in the
use of technologies and channels as away of exchanging value offers between individuals
and organizations. In this order of thought, Dwivedi et al. [12] had a parallel approach to
the concept, arguing that social media marketing consists of frequent dialogue between
stakeholders with the aim of promoting some promotional information. Finally, in a
more complete aspect, Chaffey and Chadwick [8] consider that social media marketing
is an important area of digital marketing that stimulates communication with customers
through the most diverse digital media, from website, social networks and blogs. This
communication, according to the authors, may be related to products, promotions or
customer services allowing you to learn more about your customers and consequently
generate more value around the brand. As a way of presenting the use of marketing
on social media, Charlesworth [13] recreated a four-dimensional matrix, adapted from
Zhu and Chen’s [14] social media matrix. This matrix allows to have an insight of the
marketing practiced in the media based on two important characteristics of social media:
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the nature of the connection (focused on the profile and focused on the content) and the
level of personalization of the message (standard message and personalized message).

In terms of the nature of the connection, Zhu and Chen [14] define the “profile-
focused” connection as centered on individual people, where the nature of the informa-
tion is related to the person and themain objective is for users to create interactions based
on the interest, they have for the user behind the social network profile. On the opposite
side we have the connections “focused on content”, which the authors define as totally
related to the content posted on social networks, being the interactions, discussions and
comments generated only because the user likes the content of the profile. In terms of
message customization level, according to the authors, the “custom message” is defined
as a malicious message for a specific person or a small audience, and the “standard
message” is a general message directed at all interested audiences.

As a way of trying to understand the connection between social media and human
needs, Zhu and Chen [14] conducted a study where they proved that there are four com-
mon activities in the media that contribute to a sense of relationship and need satisfied in
the human being. These activities are to communicate about personally relevant subjects,
participate in shared activities, feel understood and appreciated, and finally participate
in fun activities. Realizing then the relationship between social media and the human
being, what will be the benefits and risks associated with marketing in digital channels?
For [1] there are five great benefits such as ease and immediacy in customer contact,
the variety of tools and ease in managing the brand’s reputation, allows you to find the
target audience more specifically and accurately, has low cost and easy-to-use tools, as
well as allows to increase the notoriety and stimulates the promotion of the brand and
products. As risks this author refers to the need for time for continued management and
the results may not be visible instantly, a misinterpreted error or comment can go viral
and affect the reputation of the brand, there is no complete control over WOM, a bad
strategy lead to spending time and resources and the audience may ignore it.

In 2014, Dahnil et al. [15] conducted a study that aimed to understand the factors that
influenced SMEs to adopt marketing on social media. The authors reviewed all academic
literature related to the topic including studies on the barriers of SMEs in adopting tech-
nology, and the emerging concept of marketing on social media and factors related to its
adoption. With this study it was possible to conclude that regarding the barriers of SMEs
in adopting technology, many of the problems go through: limited capacity of resources,
lack of capital, associated risk, lack of people, existence of complex procedures and cus-
tomer service. In terms of factors that lead to the adoption of marketing on social media,
the authors reveal that there are five main factors, namely end users( the insufficiency or
lack of technical knowledge on the part of technology users in SMEs can be one of the
major barriers to adoptingmarketing on socialmedia); organizational characteristics (the
fact that team heads in organizations are aware of technologies and comfortable in using
them combined with the existence of experiences and innovations positively influences
adoption); technology itself (the costs of technologies, their credibility and associated
problems such as language and spam, can be determining factors that influence adop-
tion); management (leaders who are well informed about the technologies can positively
influence team leaders to consider using them); and the business environment (many
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SMEs see technology as a tool to maintain competitiveness by positively influencing its
adoption).

Almost in the same and with similar conclusions, in 2015, Siamagka et al. [16]
conducted a study with the objective of understanding the potential of social media as a
marketing tool, focusing on the factors that determine its adoption in B2B organizations.
The variables that are part of this study were the perception of utility, the perception
of ease of use, organizational innovation, barriers to technology such as compatibility,
privacy and security, image, that is, the perception of the organization’s employees about
the image they pass when using a specific technology. The results of this study reveal
that utility perception and organizational innovation are the main factors that lead B2B
organizations to adopt social media. The most insignificant factor for this adoption is the
perception of ease of use. This study also allowed us to conclude that utility perception
is negatively affected by perceived barriers and positively affected by the image.

2.2 Social Media Networks

It is important to realize that the concepts of social media and social networks do not
represent the same because, despite being related, they are two distinct concepts. As
mentioned, previous, social networks are types of digital presence within social media.
For Miller [17], these are a large part of the internet that welcomes a community, facili-
tates communication between users and allows the sharing of experiences and opinions.
Similarly, [1] define social networks as one of the most used forms of social commu-
nication on the Internet, where individuals or groups of individuals interact with each
other, sharing content from text, images, videos, links, among other media.

But what drives people to use social networks? For these authors there are nine
main reasons: socializing among users, having access to news and news by the minute,
keeping in touch with friends and family, planning events, sharing content, using apps
and games,meeting newpeople, increasing business awareness or because everyone uses
it. According to datareportal world statistics [18] in the top five reasons to use social
networks are in descending order: be aware of news (37%), consume interesting content
and entertainment (35%), fill free time (34%), socialize, and keep in touch with friends
(33%) and finally share photos and videos with other users (28%). In this way makes
perfect sense and it becomes very important the presence of brands on social networks,
both to engage with consumers, as well as to have access to specific analyses because
consumers are online [7] With the characteristics of social networks, it is easy to find,
talk and convert the market, being essential to have three components when marketing
on social networks: advertising, building brand presence and Word of mouth (WOM)
[1].

Over the years there were many social networks that appeared, some stayed, others
disappeared. There is a huge variety distinguished through their purpose and functional-
ity. There are social networks more focused on people in general like Friendster, Hi5 and
Facebook and others focused more on the professional area like Linkedin. On the other
hand, we have social networks focused on sharing photos and videos such as MySpace,
Youtube and Flickr, social networks more inclined to news like Reddit, Digg and Deli-
cious and finally, we also have social networks in the form ofmicroblog like Twitter [19].
According to data from the Datareportal [18] report, there are 4.20 billion active social
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media users, which is equivalent to about 54% of the world’s population. In the case
of Portugal, this percentage is 77%, which means that more than 3/4 of the Portuguese
population are active users of social networks. With regard to age and gender, there is
a greater focus on social media consumption between 18–34 years and male incidence.
In Portugal, according to Marktest’s studies of 27 October 2020, it was possible to find
that there are no differences between the two genders in the profile of users of social
networks, however in terms of age the results show that younger people (15–24 years
old) spend about more than an hour a day on social networks than older ones.

According toMarktest [20] in terms of social networks where Portuguese users have
an account, Facebook leads with 92%, followed by Whatsapp with about 80%, in 3rd
place is Instagramwith about 73%, 4th FacebookMessengerwith almost 72%and finally
in 5th place Youtube with 53%. For the most widely used social networks, Facebook
retains 1st place for older audiences, however, for the youngest audience of 15–25 years
of age, Instagram is in the lead with 57% for Facebook’s 16%.

On the adoption of different social networks by brands, one study on the engagement
behaviour on social media in luxury brand sector [21] identify trends and the amount of
time the platform exist and the consequence reliability of it to the general audience, as
the main factors that could explain brand’s first choice to adopt a certain social network,
because of the perception to be a safer option.

2.3 Agencies

Over the yearswith the interconnection of communicationwith technological innovation,
new social behaviors and new forms of relationship between people and companies took
place. With the emergence of digital media, particularly social networks, brands, and
companies have seen these platforms as a newway to connect with their online audience.
In view of this new market need, the first communication agencies with digital-targeted
services that were later expanding and diversifying into differentiated segments began
to emerge [5].

According to the article of the blog Media on target [22], over these years, with
the emergence of new technologies, marketing strategies and ways of making advertis-
ing, the market of agencies in the sector of communication, advertising and marketing
has increased and has been divided into different models. Currently, considering the
objectives of the agencies, these can be divided into 14 types: Advertising Agencies,
Communication Agencies, Full Service Agencies, In-house agencies, Public relations
agencies, Digital Marketing Agencies, also called digital agencies, Content agencies,
Design Agencies, Social Media Agencies, Web development agencies, Live marketing
agencies, Branding agencies, Endomarketing agencies, Out-Of-Home agencies.

More specifically about Digital Agencies, these are responsible for everything that
involves a company’s digital marketing strategy, from the creative, technical, and analyt-
ical. They offer services for website development, Google Ads campaign management,
social networks, SEO and others [22]. According to Sant’Anna [23], digital agencies
are companies specialized in delivering services related to the entire digital environment
with the aim of increasing brand awareness among online consumers. Ryan and Jones
[7] share the same view, reinforcing that agency specializing in digital marketing offer
marketing and creative advertising services by creating targeted online campaigns and
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strategies.According to Santos et al. [24] the Internet is ameans that undergoes numerous
modifications and the emergence of new platforms adapted to each reality is constant,
forcing agencies to innovate and adapt information to meet the needs of customers.
Conde et al. [5] shares the same idea, saying that in view of this constant evolution,
agencies face new challenges in relation to relationships with the target audience of
brands, proving to be an opportunity to adjust to the new demands of the market.

3 Research Methodology

The results of this investigation were obtained through qualitative data collected through
semi-structured interviews. The qualitative methodology is advantageous for small sam-
ples chosen based on a set of predefined criteria. This methodology allows direct contact
between the researcher and the study participants for data collection, allowing the explo-
ration of emerging issues. When there are no investigations related to the area of study,
the investigation refers to the type of exploratory descriptive study to characterize and
describe the object of study and thus increase knowledge [25]. This investigation fits into
the situation identified by the authors. Exploratory, therefore, this study aims to explore
the relationship between Portuguese digital agencies and social networks, an area of
which there is a gap in terms of scientific knowledge in Portugal. Descriptive, analysis,
registration, and interpretation of the opinion of the agencies is made without interfer-
ence from the interviewer’s opinion. Regarding the research method, this is qualitative
because the object of study will be interpreted in terms of its meaning through textual
data and is also observational because an analysis of the opinions of the sample of this
investigation is made based on a semi-structured interview.

In this research, the Universe of study are the digital agencies in Portugal, so, in the
impossibility of studying the entire population due to factors such as time, the sample
was reduced to nine Portuguese digital agencies. This sample was randomly chosen
by searching the Google search engine by the keyword “digital agencies in Portugal”.
Initially it was planned to conduct twelve interviews, but with its course and as the arrival
at the ninth interview it was already possible to trace a pattern in the results obtained,
according to the saturation principle, it was decided to finish the interviews and the
sample was reduced to nine Portuguese digital agencies. According to Thiry-Cherques
[26], data collection is given as saturatedwhen no new information is extracted,making it
unnecessary to continue adding new elements, without compromising the understanding
of the phenomenon investigated. This criterion allows you to establish the validity of a
dataset. For sampling methods, given that this research will be to fill a knowledge gap
about social networks within portuguese digital agencies, the sampling technique used
in this study is non-probabilistic by judgment [27]. The sample was selected because it
has two previously defined characteristics: to be a 100% Portuguese digital agency and
provide services related to social networks. Within each agency, the criteria applied to
the interviewee focused on, having a position of leadership or management within the
company, having knowledge of the history of the social networks used in the agency and
thirdly that has decision-making power within the organization. With the knowledge
of the professionals of the nine Portuguese digital agencies it was possible to collect
relevant data and information to answer the research question and achieve the objectives
proposed in this study.
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In this study, the data collection technique chosen was the semi-structured interview
because it is the most effective way to collect the opinion of the various agencies. In the
case of the present study the interviews were conducted by guidelines, and a structured
script with open and closed questions was created for this purpose. According to Júnior
and Júnior [28], the interviews by guidelines present a certain degree of structuring
based on points of interest explored by the researcher during the interview. In this type
of interview, the interviewer asks few direct questions, letting the interviewee speak
freely, while reporting to the marked agendas.

The nine Portuguese digital agencies were all first contacted via email and due to
the lack of response were contacted by telephone for the appointment of the interview.
Considering the pandemic and the distance of some agencies, the nine interviews were
conducted online via Google Meet, through a link created to the situation. All intervie-
wees were informed about the guarantee of confidentiality, privacy, and anonymity in the
treatment of information, and all accepted the full recording of the audio of the interview
for transcription purposes. All interviews were transcribed in full using the recording
so that no information was lost. The script created for this purpose was structured with
26 questions divided into 4 parts: data on respondents, information about the agency
and its customers, history of social networks of the agency and opportunity regarding
new social networks. The various open and closed questions allow the interviewee to
reveal details related to the theme of the interview that are social networks. The ques-
tions chosen for the interviews were duly chosen to address the research question and
the proposed objectives.

4 Presentation and Analysis of Results

From June 1st to 29, 2021, nine interviewswere conducted,with an approximate duration
of 22 min, to nine digital agencies spread throughout Portugal. The interviewed subjects
are identified fromA1 to A9 in order to preserve their true names and the agencies where
they work for ethical reasons, in order to enable the publication of the results of this
investigation.

71% of the interviewees are male and 22% female, where the average age is around
42 years and the youngest person interviewed was 32 years old and the oldest person
66 years old. In terms of position at the agency, 89% of respondents are General Direc-
tors/CEO and 11% are members of the agency. Regarding the number of years of work
in the organization on average, the interviewees have 12 years of work, with a minimum
of 5 years and a maximum of 32 years. About years of experience in social media man-
agement on average the sample has 11 years of experience with a minimum of 5 years
and a maximum of 17 years of experience.

Data on the agencies interviewed and their clients where we can observe that 2
agencies are from the North, 1 in central Portugal, 3 in the Lisbon Metropolitan Area, 1
inAlentejo and2 in theAlgarve. The9branches are 100%Portuguesewith an average age
of 12 yearswhere the youngest agency is 5 years old and the oldest agency has 32 years of
existence. Most of the agencies interviewed are considered micro-enterprises and other
small enterprises. Regarding the target sectors of the agencies, all stated that they do not
have amain target sector, assuming toworkwith all sectors. TheA4 interviewee assumed:
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We have clients from various areas, that is, we do not have a specific target sector, we
have some clients of real estate, credit and the financial information part. But we both
have clients who have a goldsmith’s shop and we have from a computer agency. A little
bit of everything. (A4, 2021) In terms of businessmodelmost of the agencies interviewed
are Business-to-Business (B2B) and the rest are Business-to-Consumer (B2C). All of
them provide services that involve Social Networks, and in addition to this, the 4 most
provided services are SEO, website development and design work. More than half of
the agencies interviewed (56%) say their main types of customers are small businesses,
22% claim to be big brands and the remaining 22% of agencies claim to be a mix of
startups, small businesses, and big brands. The 4main sectors where the agencies’ clients
are inserted are Fashion and Beauty (67%), the Hospitality and Catering sector (44%),
Health (44%) and the Services sector (44%).

The portfolio of social networks that the agencies have as a tool for customers,
go through Facebook, Instagram, LinkedIn, Twittter, Pinterest, Youtube, Tiktok and
Clubhouse. Of the 3 most used by the agencies are Facebook, Instagram and LinkedIn
with 100% agreement of the sample. “We use Facebook, Instagram and LinkedIn more.
Twitter in Portugal does not have the necessary footprint for our type of customers. It is
used more at the institutional and political level. But yes who has an international aspect,
Twitter is important. We focus more on Facebook, Instagram and LinkedIn, I say this
actively, we have accounts in all of them, but actively with a strategy and the creation of
linked content.” (A6, 2021) The A7 interviewee completes saying that he uses more the
“Facebook, Instagram and LinkedIn. Which are the most prevalent in Europe. (2021)”.

Regarding the route of agencies through the world of social networks, each had its
own route, but in agreement with the majority the 1st social network used was Facebook,
then in 2nd place is Instagram, in 3rd place LinkedIn, moving to 4th place is Twitter and
Pinterest on an equal footing and last in 5th place Tiktok and Clubhouse, these being
the last social networks where the agencies entered. The factor that led to this transition
between social networkswas trendswith 100% agreement of the sample. “Somethingwe
are always aware of is market trends and digital trends and this is a determining factor for
our activity. Digital Marketing is an activity that is constantly updating and varies a lot
and we are very attentive to trends and adapt our business and suggest to our customers
in the face of these market trends” (A9, 2021) The A6 full interviewee say that: “It is
to follow trends, we are in the area, we follow trends and if it is social networks will
always appear new, then it has to do with doing a job well done it is necessary to have a
dedicated effort for this and also internal capacity to be able to meet this need. Therefore,
social networks are appearing, we always analyze their trends and what kind of content
we can make there, the effort that this entails and the result that can come (A6, 2021). As
regards the question of whether there was any social network that the agencies stopped
using, the answers were almost equally distributed between no and yes. On the one hand,
we have opinions like that of the interviewee A1 who says that “in professional terms I
did not stop using anything, I consider the hypotheses all, like or do not like, think good
or not, if the target audience is on the social network we have to be there” (2021) and on
the other hand we have the opposite opinion as that of the A6 interviewee who says that:
“We have accounts open on all networks, now use is a little different from having open
accounts. We actually have on Pinterest, but we do not use, does not add value, Twitter
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is another equal network we also think that for now never added value. So eventually
had an initial maintenance effort, but then we stopped using it.” (A6, 2021). Regarding
the reasons that led agencies to stop using some social networks, the A6 interviewee
clarifies “We came to use Pinterest and Twitter in customers, but we did not get results
from it, so we stopped using” (2021), and the A8 interviewee completes with another
reason “Google Plus, it was also a social network that we used with some customers,
but then we stopped using because it ceased to exist” (2021). Making clear the two main
reasons for this abandonment: the lack of results and the disappearance of certain social
networks.

The question of the possibility of agencies betting on new emerging social networks
could be seen as an almost perfect division between no and yes. On the one hand, we have
opinions like that of the interviewee A2 who says: “I am very sincere, I think not, at this
stage no, from the point of view that fortunately we do not need. I haven’t quite figured
out what targets Tiktok can achieve, although we all think it’s a younger audience, but
there hasn’t been a request yet. That is, I think we can do something in Tiktok when
customers start ordering Tiktok, it’s a bit out there. “(A2, 2021) On the other hand, we
have the opposite opinion as that of the A8 interviewee who states that he intends to bet
on:

“Tiktok and Clubhouse, none more. Poparazzi we know, but no.” (A8, 2021) Of the
4 agencies that said they wanted to bet on new social networks, 2 said they wanted to bet
on TikTok, 1 agency talked about betting on the Clubhouse and another says that it would
be willing to bet on both TikTok and Clubhouse. Regarding the characteristics sought in
a new social network, most agencies, do not look for any specific characteristics as the
interviewee A1 concludes: “I do not see things that way, I do not look for anything on
the social network, I look for what the social network has to give to my clients, I start to
go there. I work with a social network at a professional level, I don’t care if the social
network is good, if it’s bad, if it’s easy to move, has this or that feature. I always ask
and put my strategy, how can this benefit the client, always, and I go there. So, if it can
benefit the customer, if the customer makes sales or earns in his image or somehow gets
to benefit from the use of the social network, then I use it in what the tool allows, but there
are things that I like in some social networks, there are things that I like more and less.”
(A1, 2021) With regard to tools or features that would look for in a new social network
the answers are varied. Interviewee A3 states that they would look for the ability of the
social network to offer advertising: “It would always be the advertising part, understand
how it works, how events are created, pixels, how they become sales, if it only generates
awareness, etc.” (2021). From another perspective we have the A6 interviewee who
states that he would look for the possibility of the social network integrating third-party
applications: “It is important that these platforms make api calls available and then be
integrated into these platforms of automation of publications and also the analysis of
metrics and results. It is very important in agencies because when working multiple
accounts, it is a clear difference between a day or a few hours. So there this, resource
optimization and the result is also always different and in a way it is also important
that the third platforms update themselves and be able to have these integrations.” (A6,
2021). Still in this approach the interviewee A5 has a contrary opinion, stating that he
seeks a complete network without needing to integrate third-party applications. For the
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agencies interviewed, the advantages of betting on new social networks are to be aware
of the current/Innovation/Technology (89%), new markets (22%), more supply (33%)
andmore billing (11%). On the other hand, the advantages that agencies see in customers
who bet on new social networks are reachingmore audiences/new customers/more points
of communication (78%), notoriety/brand image/visibility (56%) and being aware of the
current (11%).

5 Discussion of Results

Regarding the specific objectives, with the results obtained it was possible to identify that
the social networks most used by Portuguese digital agencies are Facebook, Instagram
and LinkedIn which coincides, in the case of Facebook in 1st place and Instagram in 3rd
place, with applications where the Portuguese most have account according to the data
of Marktest (2020, October 27).

With regard to the path of Portuguese digital agencies in the adoption of social
networks it was possible to realize that the first social network used by the agencies
was Facebook, then in 2nd place is Instagram, in 3rd place LinkedIn, moving to 4th
place is Twitter and Pinterest on an equal footing and last in 5th place TikTok and
Clubhouse.With this result, it was also possible to understand that this transition between
social networks is fuelled by the trend factor, not going according to the timeline of the
appearance of social networks, which goes in line with Iryna et al. study [21]. The
results obtained in this investigation also indicate that most Portuguese digital agencies
do not have a checklist of features that they would look for in a new social network,
agencies choose to observe what the network has to offer and then decide whether to
bet considering the objective of the social network and whether it makes sense for the
client portfolio that the agency has.

When it comes to tools or features sought in a new social network, most agencies
ask for the possibility of integrating third-party applications to facilitate work within the
agency. From this research it was also possible to identify that the potential emerging
networks that may be used by Portuguese digital agencies are Tiktok and Clubhouse
because they are social networks that are currently trending in Portugal. Crossing the
results obtained from this investigation with the conclusions drawn from the study by
Siamagka et al. [16] previouslymentioned, it is possible to notice that there is a similarity
between the factors that lead B2B organizations to adopt social media and Portuguese
digital agencies to adopt social networks. In the study of these authors, it was revealed
that “perception of use” and “organizational innovation” are the main factors that lead
to this adoption. Looking at the results of interviews with Portuguese digital agencies,
it is possible to see that most agencies claim to benefit from the adoption of new social
networks for their portfolio of services not only in terms of current but also notoriety
and, in terms of innovation, are entirely open to new social networks that may arise.

Another conclusion that is based on the study of these authors is the insignificance of
the factor “perception of ease of use” in the adoption of socialmedia. Comparingwith the
results of the interviews it is visible that if it is necessary to adopt a new social network the
agencies do not look at their difficulty of use, if the client wants to be present in the social
network, the agencies move forward with their use without looking at the means. Finally,



Portuguese Digital Agencies and Their Clients’ Social Networks 285

the last conclusion drawn from the study by Siamagka et al. [16] is that “perception of
use” is negatively affected by “barriers” and positively affected by “image”. By crossing
the answers of the interviews it is possible to understand that barriers such as the lack
of results can lead Portuguese digital agencies to abandon social networks and, in terms
of image, if an agency works with Facebook (social network where the Portuguese have
more account, according to data from Marktest, 2020, October 27), will only add value
to the factor “perception of use”.

6 Conclusions

The general objective of this work was to understand the factors that lead Portuguese
digital agencies to adopt a certain social network as a tool for their customers. With
the empirical study carried out it was possible to realize that most Portuguese digital
agencies do not look for specific characteristics in a social network but look for features
such as the possibility of integrating third-party applications.

As limitations of this study, we can mention the scarcity of resources on the subject,
not allowing comparison with more studies related to the area. Another limitation is the
impossibility of ensuring that the opinionof the 9Portuguese digital agencies interviewed
convey the overall opinion of all digital agencies in Portugal.

For future investigations, a comparative study between countries is recommended
to deepen the knowledge about the relationship between digital agencies and social
networks, as it is an area that is still little explored. It would be an interesting topic
because each country is different and the perception about the use of social networks
also differs which would certainly lead to relevant conclusions about the differences and
patterns between countries. In addition to comparing with other countries, it would also
be relevant to respond to the following hypotheses that emerged from the conclusions of
this study. H1: Agencies that structure the characteristics they seek in a social network,
achieve their objectives and strategies more quickly H2: The portfolio of social networks
that agencies work is a determining factor to be chosen by customers.
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Abstract. Without standardized roadmap, firms in the healthcare sectors have
found it challenging to adopt digital transformation. This study, based on sig-
naling theory, alleviated the issue by applying automated information extraction
to retrieve such demanding knowledge from firms’ information disclosure while
avoiding a tedious and time-consuming task of manually extracting information
from huge text documents. The main objectives of this study were 1) to extract
evolving business activities relating to digital healthcare transformation and 2)
to identify whether extracted business activities align with a particular digital
maturity model. The samples were firms listed in the healthcare sector of the
Stock Exchange of Thailand. The data was obtained from firms’ annual reports
covered period 2017–2021. To extract business activities, this study employed
phrase extraction technique based onwords’ parts of speech tagging. The extracted
phrases then were filtered using custom-made dictionary. The findings indicated
that while investing in key infrastructure and leveraging digital technology to
improve business processes made up the majority of a company’s early period
business activities, later timeframe business activities were more focused on value
generation activities and newbusinessmodels creation. The changes of activities in
different periods also suggested that some business activitiesmight require prereq-
uisite activities. Assigning extracted business activities into relevant dimensions
of the specific maturity model further proved that the extracted business activities
adhere to the elements of chosen digital maturity model. The elements carried out
by firms expressed the nature of the sector as well as how highly they prioritize
digital transformation.

Keywords: Healthcare · Digital Transformation · Business Activities ·
Information Extraction

1 Introduction

Almost every industry has witnessed a fundamental transformation in how businesses
operate because of the advent of digital technology. Healthcare is one sector where
digital disruption is becoming mainstream. Companies in this sector are under pressure
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to embrace digital transformation to improve consumer value. TheCOVID-19 pandemic,
in which virtual visits were deemed a more effective infection prevention tool than
traditional face-to-face medical practices, has also spurred the implementation of digital
healthcare [1].

Digital transformation is defined as theuseof digital technologies to enhancebusiness
operations, customer relationships, and business models [2]. Possible applications of
using digital technology in the healthcare sector include maintaining and managing
electronic healthcare data with blockchain technology [3], analyzing big data to enable
early detection and prevention of disease [4], connecting via online channels to consult
with physicians [5], adding a revenue channel by providing telehealth [6], etc.

Most digital initiatives, 70 percent or more, were reported as not having the desired
outcomes [7]. Additionally, some businesses are finding it difficult to determine where
to begin to create new development prospects or to confirm that existing transformative
programs are on the correct track [8]. The high failure rate of digital transformation
may be attributed to several reasons, including its complexity. The transformation is
considered a continuing process consisting of three consecutive phases: digitization,
digitalization, and digital transformation. Each phase has its own set of key elements,
and when the first two incremental phases are in place, firms can now move to the most
pervasive phase, digital transformation [9]. Implementing certain elements usually leads
to a profound change in several firms’ business activities [10].

Firms’ digital journeysmay also follow a certain path referred to as a “digitalmaturity
model,” which consists of two components: maturity levels and dimensions. To create a
roadmap for future growth, both components indicate what tasks must be completed as
well as what level firms currently belong to. Currently, there are at least eighteen digital
maturity models available, suggesting that the lack of a standard guideline for digital
transformation is a critical problem for practitioners [11]. The same issue is also evident
in the healthcare sector. There is still a lack of consensus over which factors should be
assessed. Additionally, the stages of digital maturity have largely been ignored [12].

According to signaling theory, it is possible to gainmore understanding on the digital
transformation practices by learning from firm’s voluntary disclosure. Companies tend
to disclose themarket withmore and better information as theywant to signal their future
prospects to investors. As a result, firms are able to attract more capital at cheaper costs
[13]. One of the most important channels that publicly listed firms provide information
to potential investors is often through their annual reports. However, it is a tedious and
time-consuming task to manually extract such information from huge amounts of text
data. Weighing upon these concerns, this article raises two research questions 1) what
are the main business activities of digital healthcare transformation and how do they
change over time? and 2) Does the digital transformation of firms in the healthcare
sector adhere to a specific roadmap? Our objectives were to extract evolving business
activities relating to digital transformation and to identify whether extracted business
activities follow a digital maturity model. Examining the problem from the perspective
of business activities will provide academics as well as practitioners a less abstract way
of depicting required dimensions for digital transformation and indicators that can be
used to measure them.
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This article is structured as follows. The key literature is summarized in the next
section, which is then followed by the research methodology, presentation of the results,
discussion, and conclusion.

2 Literature Review

2.1 Digital Healthcare Transformation

Digital technology has fundamentally changed how businesses operate across almost all
sectors, including healthcare. An adoption of digital healthcare is also accelerated by
COVID-19 pandemic, in which digital technologies have been applied in many different
contexts in order to curb the spread of coronavirus. For instance, internet-based medical
material support and scheduling platform was established to track the manufacturing
capacity, output, inventory, and transportation of various materials [14]. Digital health-
care transformation can take many different forms. It includes collecting and analyzing
personal healthcare data for preventing possible disease [15], creating virtual environ-
ment for digital education like simulated medical and surgical education [16], providing
a wide range of healthcare services in form of telemedicine [6], etc.

There are challenges in implementing digital technologies in the healthcare sector.
Data fragmentation is one of the common issues caused by the enormous variety and
amount of medical data, which makes data collection difficult [14]. Collecting and ana-
lyzing customer’ health data also raise privacy issues [17]. Security is another problem
that is growing up since there are more entry points for attackers to perform illegal
actions due to the vast number of connected devices [18].

2.2 Business Activities

Business activities cover all the economic activities performed by a company to meet
its primary objective of making profit [19]. In this study, we attempted to find potential
business activities that represent firms’ digital transformation rather than categorizing
firms according to the performed business activities. Common business activities include
“launch new product”, “provide after sale services”, “advertise through social media”,
“invest in new plant”, etc.

Business activity plays an important role in adding value to inputs and turning them
into desirable products in the eyes of end customers. Based on sectors of industry per-
spectives, all productions may be divided into three broad types of business activity:
primary sector, secondary sector, and tertiary sector. Primary sector relates with any
activities concerning an exploitation or extraction of natural resources. Its output can be
viewed as raw materials that will be processed by companies in the secondary sector.
For the third sector, key business activities are those conducted by firms that provide
services to consumers and other businesses [20].

The business value chain framework makes it clear how business activity contributes
to resource value added and user appealing. The concept is defined as a series of actions
taken in order to create a finished product, from its idea to its delivery to a consumer.
Value chain consists of four supporting activities and five primary activities [21]. With



290 S. Promsa-ad and N. Kittiphattanabawon

the rise of digital technology, it is worth noting that some activities once performed
by humans may be replaced by machine. For bank’s housing loan review service, for
instance, activities like checking submitted documents and determining loan amounts
can be executed by artificial intelligence service system [22].

2.3 Digital Maturity Model

Digital transformation is assumed to follow some particular roadmap referred to as dig-
ital maturity model. The model is described as a point of reference to direct businesses’
improvement efforts and an indicator of the level of maturity or key phases of spe-
cific dimensions of a company in the process of achieving digital transformation [23].
Currently, there are several digital maturity models available. As a result, businesses
undergoing digital transformation are unsure of whether the model they have chosen
was built in the most comprehensive and systematic way [11].

The problem is also one of the most debated issues in healthcare sector. Based on the
survey conductedby [12],most healthcare digitalmaturitymodels are inadequate, and the
dimensions to be assessed are unclear. The decomposition of digital maturity into stages
has also been neglected. The same study suggests that the comprehensive model should
consist of 7 dimensions: strategy; information technology capability; interoperability;
governance and management; patient-centered care; people, skills, and behavior; and
data analytics. According to [24], the health sector may also need domain-specific mod-
els because the delivery of healthcare services differs greatly from offering traditional
services or from manufacturing sector activities.

2.4 Information Extraction

Information extraction from text, such as frombusiness news, firmdisclosures, and social
media, is an efficient method for discovering knowledge concealed in economic text
[25]. Its main task is to locate a predetermined set of concepts in a given domain while
rejecting other irrelevant data [26]. There are several tasks of information extraction.
One of the most popular applications of information extraction technology is Named
Entity Recognition (NER). Themethod is used to identify various kinds of proper names,
including those of people and companies, aswell as occasionally unique kinds of entities,
including dates and times, which may be quickly recognized using surface-level textual
patterns [25].

Automate key phrase extraction is another useful method to identify the key phrases
that classify a text’s subject or domain in unstructured text [27]. Despite its ease of use,
the technique is considered to be an effective one for obtaining crucial information from
unstructured data. One technique for phrase extraction is phrase extraction based on parts
of speech (POS) tags [28]. The term “part of speech” refers to the category of words
that are determined by the many functions that they may serve. Nouns, verbs, adjec-
tives, adverbs, etc. are typical examples of POS. Currently, there are natural language
processing (NLP) algorithms that can identify word types in text, making information
extraction based on text POS convenient [29].
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3 Research Methodology

3.1 Population and Sample

The Stock Exchange of Thailand (SET), which lists twenty-three companies in the
healthcare sector, served as the study’s population. To be included as samples, firms
must provide their English version’s annual reports and those reports should be easily
converted into text forms. Unfortunately, there were only nine firms that fit the require-
ments. Then, we chose five firms that, taken individually, may be representative of big,
medium-sized, and small businesses. From 2017 to 2021, these companies made their
English annual reports available for public access. The websites of the Securities and
Exchange Commission and the websites of the respective organizations provided annual
reports. In total, this study used twenty-five reports.

Table 1. Characteristics of firms in the samples

Company Age # Hospital Total asset
(Mill. THB)

Market Cap
(Mill. THB)

BDMS 52 53 128,453.62 365,516.04

BH 46 2 20,856.80 112,036.58

PRINC 21 12 17,415.35 18,052.62

VIH 34 4 3,639.28 6,391.45

THG 45 12 23,798.73 31,628.23

Source: Firms’ website and www.set.or.th

According Table 1, the names of the companies were represented by the correspond-
ing stock market tickers. Age was the number of years from founding date to year-end
2021. The hospital column displayed the total number of hospitals operating within the
company’s network. Market capitalization and total assets were used to measure a firm’s
size. Note that all numbers were as of year-end 2021.

3.2 Data Preparation

The data used in this study were obtained from the annual reports of the firms in the
samples. Texts from the nature of business and market and competition sections were
used, as firms usually revealed their digital transformation practices in these parts of the
reports. The annual reports in PDF format were converted into textual forms. In order
to get meaningful and interpretable phrases, original text patterns were preserved as
much as possible. Therefore, only stop-words removal was performed in the step of text
preprocessing.

To obtain only business activities relating to digital transformation, extracted phrases
were filtered using domain-specific keywords. Therefore, a dictionary of digital trans-
formation in the healthcare sector was constructed. It began with collecting relevant
key terms from relevant sources, including three online dictionaries and four published

http://www.set.or.th
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research articles, as detailed in Table 2. After removing redundant words, the final
dictionary consisted of 2,216 key terms.

Table 2. List of sources used for constructing dictionary of healthcare digital transformation

Source #Category # Key terms

Techopedia [30] 11 547

Techterms [31] 7 1,544

Digital health terminology guide [32] 9 127

The Effects of Digital Transformation on Firm Performance:
Evidence from China’s Manufacturing Sector [33]

3 49

Impact of the Digital Transformation of Small- and Medium-Sized
Listed Companies on Performance: Based on a Cost-Benefit
Analysis Framework [34]

3 21

Digital Maturity and Corporate Performance: The Case of the
Baltic States [35]

6 49

A literature review of digital transformation in healthcare [36] 4 26

Total 2,363

3.3 Extracting Business Activities

As this study aimed to extract business activities, natural language processing techniques
were utilized to extract information from raw texts. Specifically, thePython syntax library
was used to detect word types in text referred to as words’ parts of speech. Then, relevant
phrases based on these words’ functions were extracted, containing contents indicating
firms’ digital transformation-related business activities. In this study, several patterns
from English’s sentences, verb phrases, and noun phrases were extracted. In English,
the parts of a sentence involve the subject, verb, object, complement, and adverbial.
They can be arranged to form various sentence structures [37].

Under these structures, verb complementation is required to follow verbs of dif-
ferent types to fully convey their meaning. The objects or complements can be noun
phrases, adjectives, prepositional phrases, or whole clauses [38]. In this study, 25 verb
patterns proposed by [39] were employed. Although Hornby’s verb patterns have been
critiqued for their complexity and have been simplified by later language experts, they
are nonetheless valuable, particularly for the issue at hand, as the extent of a pattern’s
coverage is more important than how interesting and simple it is to understand (Fig. 1).
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Fig. 1. Proposed framework

For simplicity, we excluded the objects of the verb that are in the form of a that-clause
or dependent clause. For each remaining verb pattern, at least three different sub-patterns
were created in order to minimize any deviations. In addition, we supplemented nouns in
the patterns with varying forms of noun phrases as suggested in [40], and [41]. Then we
extracted these verb patterns with difference type of subjects including noun, pronoun,
and proper noun. We also extracted these verb patterns with subject omitted. With some
experiments, we found that the extraction using noun phrases can deliver the relevant
outputs. Thus, we included them in the extraction process.

3.4 Matching Business Activities with Digital Maturity Model

After the filtering stage, not all extracted phrases were interpretable. Therefore, ambigu-
ous phrases without a clear meaning were omitted. The remaining phrases were ones
that could indicate digital transformation-related business activities. Most of business
activities were directly deduced from extracted phrases whereas some were slightly
rewritten. Then, these activities were linked to the digital maturity model proposed by
[12]. We chose this model because it is the most recent and comprehensive model that
was synthesized from key existing maturity models. In this stage, each business activi-
ties has been assigned into relevant dimension year on year to see whether the obtained
business activities alignedwith dimensions perceived as necessary ingredients for digital
transformation journey and how they changed over the course of the study period.
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4 Results

4.1 Descriptive Statistics of Extracted Phrases and Business Activities

Based on specified phrase patterns and our digital transformation dictionary, the results
of the information extraction stage were illustrated in Table 3. For each firm, we showed
the number of extracted phrases based on specified patterns, and the number of extracted
phrases containing desired keywords. Phrases with specified keywords then were sub-
sequently translated into business activities. For instance, one of the phrases that was
extracted was “impress customers with digital experiences direct”. As this phrase also
had pre-specified keywords, it was counted once for both extracted phrases and phrases
with keywords. To make it more understandable, the phrase was then rewritten into
“impress customers with digital experience” and recorded once for business activities.

Table 3. Descriptive statistics of extracted phrases and business activities

Firms Count 2017 2018 2019 2020 2021

BDMS Extracted phrases 1,148 840 1,121 1,881 2,088

Phrases with keywords 233 155 192 294 306

Business activities 20 18 26 38 23

BH Extracted phrases 313 343 612 591 879

Phrases with keywords 36 42 89 67 169

Business activities 2 9 6 2 18

PRINC Extracted phrases 1,511 1,863 1,266 1,455 1,039

Phrases with keywords 279 348 192 219 102

Business activities 12 20 20 22 11

VIH Extracted phrases 835 840 904 996 1,053

Phrases with keywords 72 78 85 97 108

Business activities 6 7 8 8 9

THG Extracted phrases 687 587 683 835 1,587

Phrases with keywords 99 103 123 132 201

Business activities 6 6 9 11 12

According to Table 3, all of the sample firms conducted activities related to dig-
ital transformation. Among these companies, the top two firms that had the greatest
number of extracted business activities are BDMS and PRINC. They also had simi-
lar business activity patterns in that their peak years coincided with the global pan-
demic of the COVID-19 in 2020. Although having the fewest activities overall, BH
was the only company that showed a drastically increased in the most recent time.
The activities carried out by VIH and THG gradually increased during the study period.
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4.2 Characteristics of Obtained Business Activities

In total, there were 306 obtained business activities. Example of extracted business
activities of all firms in year 2021 were illustrated in Fig. 2. Selected samples of business
activities occurred in each period were also depicted in Fig. 3 in order to show how
these activities evolve from the early study period to the later time frame. According
to Fig. 3, the majority of the business’s activities in the early period entailed utilizing
digital technologies to improve business processes and investing on key infrastructures.
Example of key activities of this period included “communicate via digital media &
online channel”, “sell via internet”, “employ electronic medical record”, etc.

Fig. 2. Example of business activities of all sample firms in year 2021

Business activities during the later time frame, on the other hand, indicated the shift
to ones that oriented toward firms’ value creation. Specifically, the unique activities
observed in the later period included “impress customers with digital experiences”,
“develop mobile application”, “recruit startups”, “offer digital loyalty card”, “consult
physician via online treatment system”, “launch virtual hospital application”, etc. These
actions reflect the new business model, which enables companies to add value or develop
new revenue streams. Emerging activities in the recent period also indicated the rising
trends of artificial intelligence, open innovation, and cybersecurity.

The finding also indicated the relationship between obtained business activities and
firms’ characteristics. Specifically, the top two firms with the most extracted business
activities were also the top two businesses with the greatest number of hospitals in their
network. Moreover, the firms with the highest number of extracted business activities
were the biggest firm regardless of whichmetric used. The type of activity a firm engaged
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in may also have been influenced by its size as the larger firms tended to pursue the more
genuine digital transformation. Particularly, the largest firm made use of digital tech-
nologies to improve businesses’ operations on a larger scale. For instance, it employed
digital technology to improve business processes as illustrated by phrases like “train
clinical skill with simulation network system”, “employ healthy bot”, “conduct virtual
meeting”, “convert analog data into electronic book”, etc. It also brought technologies
to create new business model as shown in phrases like “consult physician via online
treatment system”. On the contrary, one small company limited its business activities
at the digitalization stage as its main business activities were illustrated in phrases like
“employ digital marketing” and “use computer system in inventory management”.

Fig. 3. Evolving business activities of digital transformation of sampled firms

4.3 Relation Between Obtained Business Activities and Digital Maturity Model

In the final experiment, we linked firms’ obtained business activities with dimensions
required in digital maturity model proposed by [12]. Using the model’s description
and indicators, we classified each company’s business activities into the appropriate
dimensions year on year. For example, “develop telesimulation network system” was
assigned to the information technology capability dimension. It should be noted that
some activities could show many dimensions. For instance, the phrase “offer digital
loyalty card” suggested the use of data as well as patient-driven treatment.

The evolution of dimensions of each firmwas shown in Fig. 4. The list of dimensions
for a particular firm displayed in each period were all dimensions accumulated from the
beginning up to that point. In the last period, the missing dimensions were marked in
the bold letters. The results showed that every company in the sample had performed
elements considered to be important for digital transformation. In the second timeframe
of the study period, PRINC was the company that fully implemented those aspects first,
followed by BDMS and BH a year later. VIH, the smallest firms in the sample, had the
most missing key elements. It should be noted that while building IT capability was
common for all businesses, some important elements particularly those that were related
to business human resources and data usage tended to be employed more recently.
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Where: 

1 = Strategy  

2 = IT capability 

3 = Interoperability 

4 = Governance &  

      Management 

5 = Patient-centric 

6 = People 

7 = Data 

Complete = All  

dimensions are  

implemented 

Fig. 4. The evolution of dimensions required in digital maturity model for each firm

5 Conclusion and Discussion

The focus of this study was to extract evolving business activities relating to digital
healthcare transformation and to identify the alignment between extracted business activ-
ities and a particular digital maturity model. Using phrase extraction technique based
on words’ parts of speech, the findings indicated that all samples’ companies engaged
in digital transformation-related activities during the study period. While investing in
key infrastructure and leveraging technology to improve business processes made up
the majority of a company’s early activities, later activities were more focused on new
businessmodels. The results also showed that the larger firms conducted a greater variety
of business activities covering all three stages of the digital journey.

The results further proved that the extracted business activities adhere to the dimen-
sions specified in the chosen digital maturity model. According to Fig. 4, extracted
business activities can be classified into any dimensions of the chosen digital maturity
model. However, some firms had not implemented all necessary elements for digital
transformation. Additionally, some aspects have been implemented more recently than
others especially the development of human resources and the utilization of data for
improved decision-making.

By looking from the perspective of business activities, we gained a clearer picture
of the transformation of digital healthcare. First, in line with other industries, larger
healthcare companies engaged more in digital transformation than smaller ones, both in
terms of depth and coverage. Second, the business activities relating to IT capabilities,
interoperability, governance & management, and patient-driven care dimensions were
conducted by all companies regardless of firms’ characteristics. The existence of a gov-
ernance and management element was not surprising given that healthcare procedures
involve a variety of risks that have the potential to cause catastrophic injury or even
death to patients [42]. Giving top priority to the business activities about the interoper-
ability element was also anticipated provided that their operations involve several key
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stakeholders and systems such as patients, pharmaceutical firms, clinical organizations,
regulators, insurance companies, etc. [43].

Third, from time series perspective, it was also worth noting that some business
activitiesmight require prerequisite activities. In order to perform activity “launch virtual
hospital application” or “use of telemedicine, for instance, firm should establish required
activities like “launch hospital information system”, “employ electronicmedical record”,
or “launchmobile application”. In this sense, business activities could be used as a tool to
evaluate the dynamics of a necessary dimension at each stage of the digital transformation
process.

This research had some restrictions. It is possible that our phrase extraction app-
roach may not adequately return all relevant phrases. The problem may be attributed
to several factors, such as the usage of a limited dictionary or verb phrase patterns. In
our future works, therefore, we intend to seek more effective extraction approach and
its evaluation method which in turn will enable us to obtain more comprehensive list of
business activities. Another drawback was the lack of clarity around the business activ-
ity patterns that lead to effective digital transformation and may be used as a roadmap
for the process. Therefore, a promising field of research was to relate business activity
patterns of organizations to their firm financial performance.
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Abstract. Although technological innovation’s impact on society is well-known,
the stylized facts of financing decisions in the technology sector are yet to be
established. The present paper contributes towards bridging this knowledge gap.
The study investigates the combined effect of stock market activity and verti-
cal integration of upstream-downstream innovation on financing decisions of the
technology industry. The study applies an econometrics-validated random effects
model and a carefully screened panel dataset of 11 stock exchange-listed firms
over twenty years. The study results are enlightening for this emerging market
technology sector of South Africa. First, variation in vertical integration affects
changes in leverage. Second, stock market activity affects leverage, but upstream-
downstream innovation does matter. This study’s outcomes will benefit innova-
tion industrialists, policymakers, and technology-oriented investors interested in
emerging markets.

Keywords: Capital structure · Debt · Equity · Financing decisions · Innovation ·
Leverage · Technology

1 Introduction

The financing decisions of a firm generally manifest through the resultant capital struc-
ture. The phrases firm financing and capital structure typically mean the same thing and
will be used interchangeably in this paper. For a business to exist and operate, it may
be financed through loans (commonly known as debt, D) or listing on the stock market
(equity financing, E). Other financing instruments exist, but D and E are considered
representative enough in the literature. Therefore, a firm’s capital structure is defined as

proportions of debt and equity known as the debt-equity ratio,
(

D
D+E

)
or leverage.

Capital structure is one of the critical areas in corporate finance (Dao & Ta, 2020)
because of its significant influence on financial stability and business profitability. The
literature on capital structure has historically worried about the question: what is the
optimal capital structure of a firm, and how is it determined? In response, pioneering aca-
demic research proposed several answerswhichwere further refined over time, including
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irrelevance theory (Modigliani &Miller, 1958, 1963), trade-off theory (Kraus & Litzen-
berger, 1973), agency theory (Jensen & Meckling, 1976), and pecking order theory
(Myers, 1984) to mention the main ones. The literature assumed static capital struc-
ture for a long time, but this has since adapted to the reality of changing business and
economic environment. Consequently, a dynamic capital structure emerged. Studies of
dynamic capital structure tend to ask whether firms rebalance (Welch, 2004) their capi-
tal structures over time, and if so, what is the speed of adjustment (Fischer et al., 1989;
Flannery & Rangan, 2006; Ozkan, 2001). Whether static or dynamic, empirical studies
are by and large structured in a similar manner, to investigate the determinants of capital
structure, and this is evident in literature reviews (Harris & Raviv, 1991; Iqbal et al.,
2012; Kumar et al., 2017; Miglo, 2011).

While the typical research of capital structure determinants focuses on a firm’s finan-
cial characteristics, another streamof literature examines capital structure by questioning
the role of prevailing business environments. Such business factors include non-financial
stakeholders (Istaitieh & Rodríguez-Fernández, 2006), suppliers-customer characteris-
tics (Kalea & Shahrurb, 2007), supplier chain management (Son & Kim, 2022), and
corporate strategy (Barton & Gordon, 1988; Cappa et al., 2020; Kochhar & Hitt, 1998).
The current study contributes to the latter sub-group, and it warrants a close interroga-
tion because research on the “impact of corporate strategy decisions on capital structure”
often culminates in “mixed and inconclusive results” (Cappa et al., 2020, p.379).

The current study askswhether integration (upstream-downstream) in the technology
industry affects firm financing decisions. In this regard, the present study is closest to the
literature dimension examining the business environment, especially corporate strategy
but differs in one important respect. The similarity is that vertical integration or industry
structure is a common consideration in both the present study and the aforesaid literature
stream. The distinguishing factor is that business environment studies of capital structure
evolve around the renowned issue of relationship-specific investment. This is the idea
that the value of the investment is maximised within a continued relationship more
than without. For example, the relationship may “involve an upstream supplier who
makes investments to customize her product for the needs of the downstream purchaser”
(Strieborny, 2016, p.1488). In contrast, the present inquiry zooms into whether there is
a common effect of equity activity and upstream-downstream innovation in financing
decisions of the technology industry.

The current study adds value to the literature in several ways. First, we correct
the imbalance in the literature. A recent systematic review (Bajaj et al., 2021, p.173)
of capital structure studies found that most studies tend to stack firms from different
industries into the same sample“…whereas the focus on a particular industrial sectorwas
meagre.” Second, since the dynamics of technology sectors in “emerging and developing
markets” differ fromdeveloped economies (Kedzior et al., 2020) it is crucial to spread the
knowledge horizon to enrich future stylised facts that emerge fromglobal research. Third,
and more importantly, the technology transfer or innovation upstream and downstream
has the potential to have different financing decisions since they effectively have different
business models even though they are operating within the same industry. In our view,
the above factors necessitate the current research initiative.
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The rest of the paper is organised as follows: Sect. 2 lays the background of the
study by explaining the technology sector, innovation, and the South African experience.
Section 3 introduces the econometric model, empirical design, model validation proce-
dures, and data characteristics. Section 4 presents and interprets the results. Section 5
discusses the results, while Sect. 6 concludes the study.

2 Technology, Innovation, and the South African Experience

The technology sector is involved in inter- and intra-industry innovation, diffusion,
and digitalisation (Gopane, 2020; Rasiah & Gopane, 2004). Business activities of tech-
nology firms include manufacturing electronics, building computer hardware, produc-
ing computer software, and marketing end-user products and services in information
technology and data analytics, among others. Technological advancement continues to
introduce innovation in business operations and improve the quality of life for ordinary
citizens. For example, the convergence of mobile, Internet technologies, and the Internet
of Things is causing a significant socioeconomic change in many economies, including
South Africa. For instance, there is growing evidence that broadband directly promotes
economic performance, including job creation, the expansion of educational opportuni-
ties, improved public service delivery, and rural development, among others. However,
to optimise beneficiation, all these technological innovations require critical mass in
modern computerised hardware and software capabilities such as broadband networks
and infrastructure (Roller & Waverman, 2001).

It is now accepted wisdom (Khalil & Kenny, 2008) that investments in information
technology, telecommunications, andmobile telecommunications significantly influence
economic growth or gross domestic product (GDP) in developed and developing nations.
In this regard, the information communication technology (ICT) sector has played an
important role in South Africa since the fourth industrial revolution (4IR) commenced.
Private and public sector organisations that promote the ICT sector in South Africa
include the Department of Communications and Digital Technologies (DCDT), State
Information Technology Agency, Computer Society South Africa, Tech Central, Fitch
Connect, Internet Service Providers Association (ISPA), Information Technology Asso-
ciation (ITA), and the South African Communications Forum (SACF). As a reflection
of some of its value-add, the ICT sector has drastically decreased transaction costs and
boosted productivity over time, providing instant connectivity in terms of voice, data,
and visuals leading to enhanced efficiency, accuracy, and transparency in business pro-
cesses. Further, the ICT sector has facilitated the increase in software and hardware by
providing access to previously unavailable goods and services. Also, the ICT sector has
expanded the outlook of different markets and business operations through technology
diffusion and equipping the workforce with critical technical vocational skills.

In their study, Rosin et al. (2020) concur that firms that have adopted digital technolo-
gies have improved value andmaximised growth. Further, business decisions and actions
can be streamlined when companies, for instance, digitalise information-intensive pro-
cedures to replace manual stages. Digitalisation promotes cost-effectiveness by helping
businesses automate data collection, performance analysis, supply-chain management,
and business expansion (Ladeira et al., 2019). The value of technological progress and
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digitalisation in domestic and global economies is indisputable. A dedicated dimension
of combative research that seeks to understand the intricacies of capital structure in the
technology industry is missing, particularly in the emerging market of South Africa. The
current study contributes towards this goal.

3 Methodology

3.1 Econometric Model

The panel data specification’s random effects model (REM) is appropriate for this study.
We follow the usual modeling selection process to arrive at the appropriate version of
the panel data model, the REM specification. First, the panel data setup is ideal for
ameliorating data constraints in which we have 11 firms that satisfy the selection criteria
over 20 years (2000 to 2019). Therefore, pooling the data allows us to maximise the
sample size to 220 (=11 x 20). Second,we use theChowTest (Chow, 1960), andHausman
test (Hausman, 1978) to guide the decision against pooled ordinary least square (POLS)
and fixed effects model (FEM), respectively, in favour of REM presented in Eq. (1).
Although we use a different econometric model, the empirical framework is similar to
Welch (2004)

�Levit = α + β1(�Equity)it + β2Intgrateit + β3Upwardit + β4Downit + δContrlit + εit (1)

where,

ADRt = Dt

Dt + Et
(2)

IDRt = Dt

Dt + Et(1+ rt+1)
(3)

rt = Ln(Pt) − Ln(Pt−1) (4)

�Levt = (ADRt+1 − ADRt) = Dt+1

Dt+1 + Et+1
− Dt

Dt + Et
(5)

(�Equity)t =
Dt

Dt + Et(1+ rt+1)
− Dt

Dt + Et
(6)

Intgrte = Sales− Purchases

Sales
(7)

In the equations above, the subscript i is an index of firms (i = 1, 2, 3 . . . 11),
and t is time in years (t = 1, 2, 3 . . . 20). The dependent variable, leverage (�Levit),
is computed from Eq. (5), and it is the change in actual debt-equity ratio (ADR, see
Eq. (2). In debt-equity ratio, D is proxied with the firm’s total debt, and E is the product
of the firm’s market price and the total number of issued shares. The first covariate,
�Equity, , is the change in equity which manifests in the implied debt ratio (IDR, see
Eq. 3) being a debt ratio net of variation in equity, as per Eq. (6). The variable, r, is the



Stock Market Activity and Financing Decisions in the Technology Industry 307

return on equity calculated from Eq. (4). The variable, Integrate, measures the degree
of integration (Cappa et al., 2020), and it is computed from Eq. (7). This valued-added
variable is bound between 0 and 1. The variable uses the intuition that as the cost of
purchases decreases, this indicates reliance on internal inputs for the firm’s operations.
That is vertical integration. The variables, Upward and Down are dummy variables for
upstream and downstream integration, respectively. The last variable,Contrl, , represents
a list of control variables namely, firm’s number of years in existence (age), a measure of
firm size (size), book-to-market ratio (bkratio), and a proxy for market risk (risk). These
variables have been used in the literature in one form or another (see review, Kumar
et al., 2017)The parameters, β1, β2, β3, β4, δ are estimated in the model while ε is the
regression error term, and it is assumed to follow a normal distribution.

3.2 Study Objective and Analytical Approach

We have some indication from previous studies (Welch, 2004) that changes in equity
affect capital structure which we set out to confirm in the current study. Next, we extend
this result by inquiring whether these changes differ according to the upstream and
downstream integration in the technology industry. Applying econometrics rationale,
we can measure these joint effects with two sets of three-way interaction of the vari-
ables �Equity, Intgrte, and Hdware. In the second three-way interaction, we substitute
hardware with software. So, to proceed with the analysis, in Eq. (1), we recall that
the variables, upward, and downward are equivalent to (�Equity × Intgrte × Hdware),
and (�Equity × Intgrte × Sware), respectively. With this in mind, we take the partial
derivatives of Eq. (1) and report the answer in Eq. (8).We disregard subscripts for clarity.

∂(�Lev)

∂(�Equity)
= β1 + β3(Intgrte × Hdware) + β4(Intgrte × Sware) (8)

Equation (8) says that the slope (β1) of leverage (�Lev) with respect to change in
equity (�Equity), is affected by integration (Intgrte), a dummy for upstream (upward)
proxied by hardware firms (Hware), and a dummy for downstream proxied by software
firms (Sware). We quantify Eq. (8) for numerical analysis with regression results from
Eq. (1). The numerical solution will inform us whether changes in equity affect leverage
differently for upstream and downstream innovation.

3.3 Data Characteristics

This study is based on technology firms listed on Johannesburg Stock Exchange (JSE)
in South Africa. The dataset is obtained from financial statements sourced from the Iress
online database (Iress, n.d). The study uses annual data from 2000 to 2019. The database
lists 63 technology firms which we subject to a relevant selection criterion. Firms with
unique capital structures, such as parastatals, banking, and insurance companies, are
excluded. All the firms that have insufficient data are excluded. The total firms that
satisfied the selection process resulted in a balanced panel of 11 firms over 20 year-
period which aggregates to 220 observations. Due to the necessary screening and data
constraints, sample sizes of this magnitude are common in the literature. For instance,
Choua et al. (2021) estimated a panel data model with 14 firms over 11 years (1999 to
2009), resulting in 140 observations.



308 T. Gandanhamo and T. J. Gopane

3.4 Model Validation

It is essential to conduct and report the outcome of model validation before interpreting
the results. First, we have the assurance that pre-modelling validation is satisfactory after
conducting the REM panel data specification test (Hausman, 1978). Second, in Table 2
(Appendix), we note the absence ofmulticollinearity among themodel covariates. Third,
the post-estimation validation corroborates pre-estimation tests. All covariates are indi-
vidually significant, and the overall model fit is adequate, judging by the statistical sig-
nificance of the F-test. Fourth, the inspection of normality in Fig. 2 shows that residuals
reasonably satisfy the assumption of normal distribution for error terms in Eq. (1). Lastly,
in order to control for the potential problem of heteroscedasticity and serial correlation,
we apply White’s (1980) robust cluster standard errors in REM estimation. Overall, the
model validation is satisfactory, allowing for a reliable results interpretation.

4 Empirical Results

The results of the study are presented in Table 1. Our empirical objective is to exam-
ine whether changes in equity affect leverage differently in upstream and downstream
technology firms. In this regard, Table 1 shows that the variables of interest, �Equity,
Integrate, Down, Upward, and Down are positive and significant, indicating that changes
in equity affect leverage differently for upstream and downstream firms. Also, judging
by the coefficient magnitudes, it is evident that changes in equity for the upstream firms
affect leverage more than the downstream firms. In Eq. (8), if we substitute for the vari-
able, Integrate with its average, 0.4713 and use the values of coefficients (β1, β3, β4)
from Table 1, we find that the change in leverage with respect to change in equity is
0.31 for the upstream firms (hardware), and 0.18 for the downstream firms. Thus far, the
results may be construed as saying changes in equity do affect leverage in the technology
sector. It does so more in the upstream firms (with an intensity of 30%) compared to
downstream firms (with an intensity of around 20%) on average.

To have a graphical view of the above interpretation, we repeat the calculations for
Eq. (8), but this time rather than use average, we compute for a range of values for
Integrate between 0 and unity when hardware = 1 and for software = 0.We reverse the
values of the dummy variables and then repeat the computations. The results are plotted
in Fig. 1. The vertical axis shows the linear predictions for leverage changes while
the horizontal axis labels the proxies for integration which is value-added calculated
in Eq. (7). The dots are a scatter plot of changes in leverage against integration. The
straight lines are the focus of this interpretation and are a graphical representation of
Eq. (8). The upper straight line says that the change in leverage with respect to changes
in equity as integration varies from 0 to 1 has a steeper slope for upstream firms and
a gentle slope for downstream firms. This means that changes in equity affect leverage
more in the upstream firms of technology innovation than downstream.
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Table 1. Results of Panel Data Model (from Eq. 2)

Variable Short
Name

Coefficient Std
Error

Prob

Intercept Intercept 0.3180 0.2245 0.1871

Change in Equity �Equity 0.1439 0.0306 0.0008***

Integration Integrate 0.1583 0.0475 0.0076**

Integration upstream Upward 0.3444 0.0768 0.0012***

Integration downstream Down 0.0702 0.0260 0.0222**

Log of firm age Logage −0.1654 0.0712 0.0426**

Size Logsales 0.0127 0.0049 0.0283**

Book-to-market ratio bkratio 0.9608 0.4859 0.0762*

Market risk Risk −0.0114 0.0035 0.0091***

Observations 220

R-Squared 0.1939

F-Statistic 6.3448 0.0000***

Legend: Statistical significance, ***1%, **5%, *10%
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Fig. 1. Linear predictions of leverage changes in response to equity changes are affected by
integration upstream and downstream in the technology industry. Integration is proxied by the
value-added ratio in Eq. (7), while proxies for upstream and downstream are dummies for hardware
and software firms. Source: Authors’ own graphics.
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In Table 1, the rest of the regression output relates to control variables namely,
firm age, sales (proxy for size), book-to-market ratio, and market risk which are all
statistically significant with economically intuitive signs. Firm age and market risk are
each negatively correlated with changes in leverage. The negative sign on firm age or
number of years in existence is consistent with the pecking order theory (Myers, 1984)
that old and established firms prefer to utilise internal funding as a priority rather than
use debt financing. This finding is similar to that of (Huynh & Petrunia, 2010). Book to
market ratio is positive as expected because it is a proxy for profitability indicating that
profitable firms can take onmore debt. This result is similar to the finding of (Flannery &
Rangan, 2006). The negative association between leverage and market risk reflects the
intuition that banks are less likely to approve debt for high-risk firms (Barton & Gordon,
1988). In tandem with the study of Al-Najjar & Hussainey (2011), these results reflect
the idea that high-risk firms imply high risk of default in debt financing. The positive
sign on firm size is in line with the rationale that large firms are more entrenched with a
lower likelihood of debt default so that they can acquire more debt successfully (Rajan&
Zingales, 1995).

5 Discussion of Results

This study aims to confirm whether changes in equity affect leverage and whether such
changes differ in upstream firms compared to downstream firms in the technology indus-
try. Our results confirm prior studies (Baker &Wurgler, 2002;Welch, 2004) that changes
in equity affect leverage. Further, the results reveal that the impact of equity changes
on leverage differ according to the mapping of vertical integration for technology firms,
affecting the upstream firms more than the downstream firms. That is, leverage is pos-
itively correlated with vertical integration. These results contradict the related study of
(Cappa et al., 2020), who found a negative association. They interpret their results as
implying that vertically integrated firms are more entrenched, stable and with reasonable
control over their value chains. As such, they prefer their adequate internal resources
to debt financing. This reasoning is intuitive especially for non-technology industries
which seems to be consistent with the aggregated sample of the listed firms that (Cappa
et al., 2020) examined. On the contrary, technology firms’ unique capital structure envi-
ronment is characterized by the limited availability of physical assets. Technology firms
are known to be endowed more with intangible assets such as intellectual property and
skilled human resource capital. Since vertical integration is known to increase economic
power, we conjecture that integration should be seen as capacitating technology firms
to take more debt financing as needed. Consequently, the given explanation highlights
the uniqueness of technology firms in capital structure matters and explains why the
positive association with integration is possible and intuitive.

The results of this study are important for several reasons. First, this study highlights
the uniqueness and importance of technology considerations in financing decisions. It
is consistent with Lederer & Singhal’s (1994, p.333) advice that “financing and tech-
nology choice is long-term strategic decisions that should be made jointly.” Second,
the literature on the relationship between capital structure and product markets (Miao,
2005, p.2621) makes an important observation that, “there is substantial inter- and intra-
industry variation in leverage.” Through their empirical inquiry, Aghion et al. (2004,
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p.284) investigated the inter-industry difference relating to technology firms and con-
cluded that: “Our results suggest that the financial behavior of more innovative firms
… differs from the financial behavior of less innovative firms”. The current study com-
pletes the picture and confirms that there is variation in the intra-industry behaviour of the
technology sector’s financing decisions. Therefore, this study concludes that upstream
and downstream innovation matters in the technology industry’s financing decisions.
Regarding capital structure studies, the above insight makes the wisdom of aggregating
technology firms with other industries into one sample questionable.

Fig. 2. Kernel Density estimate for the model residuals. The normal density graph shows the true
shape of the normal distribution, while the Kernel density graph shows a reasonable estimation of
the true graph. Source: Authors’ own graphics.

6 Conclusion

This study has examined the question of whether upstream-downstream innovation mat-
ters in financing decisions of the technology industry. In particular, the investigation has
empirically confirmed that changes in equity affect capital structure and has extended
these results to show that the effect of equity changes affects leverage differently in the
upstream and downstream firms of the technology industry. The literature has already
demonstrated that “equity financing is the optimal strategy for innovating firms, which
can use their financial structure as a signalling device to attract outside investors”
(Santarelli, 1991, p.279). The discovery from the current study is important because
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it reveals that the mentioned equity signalling is likely to vary based on the degree of
vertical integration upstream and downstream in the technology industry. Although the
sample size in the current study satisfies econometric analysis, a re-examination with
generous data availability is desirable. Further, the present study looked at two polar
relationships of upstream and downstream innovation. Further study is recommended to
evaluate the same problem under vertical integration within different phases of product
development, such as new product design, manufacturing process, inventory manage-
ment, and distribution chains. Overall, the observations from prior studies, coupled
with wisdom emerging from the current study, allow us to conclude that the financing
decisions of technology firms vary within and from other industries.

Appendix

Table 2: Cross-correlation matrix of explanatory variables

Variable Short Name �Equity Intgrte Age Sales BkRatio Risk

Change in equity �Equity 1

Integration Intgrte -0.2396 1

Firm age Age 0.2708 –0.3848 1

Sales Sales 0.0334 0.3466 –0.1251 1

Book-to-market
ratio

Bkratio 0.1996 –0.3394 0.1589 –0.0743 1

Market risk Risk 0.0009 –0.0194 0.0010 –0.0873 –0.1026 1
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Abstract. This study tries to answer whether the relationship between digital-
ization, measured by information and communication technologies (ICT) imports
and economic growth, is symmetric or asymmetric by applying Pooled Mean
Group Autoregressive Distributed Lag (PMG-ARDL) and Pooled Mean Group
Non-linear Autoregressive Distributed Lag (PMG-NARDL) models in 45 African
countries from 2000 to 2021. Using the PMG-ARDL model, the results reveal
that the ICT imports have a significant and positive impact on economic growth
evaluated at 0.13%. On the other hand, the results of PMG-NARDL model show
that a positive shock of ICT imports affects economic growth significantly and
positively by 0.15%. However, a negative shock of this variable does not affect
economic growth significantly. The results also prove that eight countries in the
sample have an asymmetric ICT-Growth link which confirms the asymmetry of
the relationship. Thus, digitalization is important to ensure sustainable and self-
reliant economic growth. Therefore, African countries need to focus on improving
their ICT infrastructure in various economic sectors and achieve better efficiency
and productivity.

Keywords: Economic Growth · ICT imports · PMG-ARDL · PMG-NARDL ·
Africa
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1 Introduction

Digital is not just part of the economy – it has become the economy (Anderson and
Wladawsky-Berger, 2016). The digital economy can be defined as an ‘economic activity
that results from billions of everyday online connections between people, businesses,
devices, data and processes’ (Deloitte, 2012). In addition, it includes all industries that
work with communications and networks compatible with the Internet protocol, regard-
less of their sector of activity and relies on enhanced network connectivity and interop-
erability of digital platforms across all sectors of the economy and society to deliver con-
vergent services (UNDP, 2017). Furthermore, digital economy is defined as one that “can
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provide a high quality of information and communication technologies (ICT) infrastruc-
ture and harness the power of ICTs to benefit consumers, businesses and governments”
(World Bank, 2016).

In fact, the digital economy as a phenomenon introduced by Tapscott (1996) marks
the beginning of a new era, not only in terms of economic relations, but rather in terms of
human communication infrastructure in general whichmakes a clear distinction between
the Fourth Industrial Revolution, which carries forward a revolution of the mind and
therefore of a worldview driven by advanced technology and a rapidly developing infor-
mation economy, and the First, Second and Third Industrial Revolutions which depend
on tools or means of production (Safronchuck and Sargeeva, 2019).

Ben Youssef et al. (2021) report that digital technologies, including the Internet,
smartphones and other applications, enable one to gather, store, treat and share informa-
tion and play a transformational role in the worldwide economy. In this regard, they have
enormously facilitated the creation of new entrepreneurship processes, jobs, products,
market channels and marketing strategies.

In the world, internet usage has passed the 50% mark (51.4% globally at the end of
2019) and 75%of the total global population has an activemobile broadband subscription
and the Fixed broadband subscription had increased to just over 15% and over 57%
of households have home internet access. In addition, with the high demand for data
frombandwidth-intensive services, average international bandwidth grew at a compound
annual growth rate (CAGR) of 36% between 2017 and 2020, compared to 26% between
2017 and 2019 (ITU, 2021).

However, urban areas of the world are covered by mobile broadband networks and
there are still many gaps in rural areas and the gender gap remains a reality as women still
benefit less than men from internet use which shows the existence of a digital divide due
to the unequal distribution of technology and internet access among different groups
of people, leading to disparities in education, employment and social and economic
opportunities. As most countries in the world grapple with the consequences of the
COVID-19 pandemic, the role of ICT and digital services and the digital infrastructure
has become critical in promoting economic and social activity and mitigating the effects
of the pandemic (ITU, 2021).

The use of ICT in recent decades has transformed the world into a genuine infor-
mation community. In fact, landlines, mobile phones, internet and broadband networks
have enabled individuals, businesses and governments to access information and knowl-
edge in greater quantity, volume and speed. ICT infrastructure plays an important role to
promote growth and the emergence of digital economies by reducing transaction costs
and enriching market information (Prahalad, 2006; Christensen et al., 2008; Vu, 2011),
improving the dissemination of knowledge and the quality of decision-making (Andri-
anaivo andKpodar, 2011) and productivity (Palvia et al., 2018; Andrianaivo andKpodar,
2011; Lehr and Lichtenberg, 1999).

The deployment of ICT infrastructure influences revenue generation through taxation
on goods and services, income, value added tax, social amenities, public infrastructure,
and service revenue related to ICT, which also contributes toGDP. In addition, cell phone
penetration, fixed and mobile broadband can increase connectivity that positively affects
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financial depth and inclusion, resulting in economic growth (Shamim, 2007;Andrianaivo
and Kpodar, 2011).

Moreover, through optical fiber cables, satellite communications, wireless applica-
tions and e-commerce, ICT technologies can reduce costs and management issues in
their supply chain (Steinmueller, 2001), which directly affects the manufacturing sector
implicitly or explicitly by generating various positive Spillovers and leads to large expen-
ditures while generating new jobs (Datta and Agarwal, 2004) and therefore increases
growth (Nadiri et al., 2018; Kolko, 2012; Bose and Haque, 2005).

With regard to Africa, the continent became the world’s third-fastest growing region
after its post- 2000 economic enhancement (UNDP, 2017) and this growth was largely
attributable to the increase in domestic investment in the services sector largely influ-
enced by better ICT usage and efficiencies (Asongu and Le Roux, 2017; Baro and
Endouware, 2013). More particularly in rural African regions, the usage of ICT services
has contributed to the positive transformation of lives and livelihoods evidenced by job-
creation, increased income, cost minimization, reduction in uncertainty and risk, and
familial bonding, to mention a few (Baro and Endouware, 2013; Batuo, 2015; World
Bank, 2017).

Thus, Africa can use ICT to “leapfrog” development stages particularly through
mobile subscriptions, which directly allows to create new jobs, promote e-commerce,
improve human capital development, promote information diffusion, and network exter-
nalities (Adeleye and Eboagu, 2019) and indirectly accelerates growth by promoting
economic freedom, social and political stability, network externalities, and productive
efficiency (Thompson and Garbacz, 2011). According to Tan et al. (2018), technology
leapfrogging is defined as the implementation of a new and up-to-date technology in an
application area in which at least the previous version of that technology has not been
deployed (Davison et al., 2000), is one of the most cost efficient and effective ways for
developing countries to attain an advanced state of ICT development and connectivity
(Liu et al., 2015).

For his part, Niebel (2018) stated that if the leapfrogging hypothesis is confirmed,
the influence of ICT on economic growth should be greater in developing and emerging
economies as compared to developed economies. However, the success of the leapfrog-
ging impact depends on the absorptive capacity or the ability of workers as well as their
managers to implement the new technology of these developing countries (Henry et al.,
2009; Keller, 2004).

Between 2017 and 2020, the region witnessed continued, albeit slow growth in most
areas of ICT infrastructure, access and use in Africa where 88.4% of the population
lives within reach of a mobile cellular signal, 77% of the population is now within
reach of a 3G signal, and 44.3% is within reach of a long-term evolution (LTE) mobile
broadband signal. In addition, the percentage of individuals using the Internet increased
from 24.8% in 2017 to 28.6% by the end of 2019, with households that have Internet
access at home increasing by 0.1 percentage points from 14.2% in 2017 to 14.3% by the
end of 2019. Furthermore, both fixed and mobile broadband markets have shown some
growth between 2017 and 2020, with active mobile broadband subscriptions outpacing
fixed broadband subscriptions (ITU, 2021).
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Internet access in Africa is expensive, limited and dependent on mobile technology
provided and maintained by private sector companies in the most profitable urban areas.
However, many African countries still depend on 3G communication networks which
are slow, expensive and inefficient, while the availability of faster 4G networks is very
limited except for South Africa where the authorities are still in the process of licensing
5G networks, which will be faster than previous generations and capable of transmitting
more information like Big Data and will reduce communication costs (Viviers et al.,
2021). In January 2022, the 5G network was installed in Nigeria and in this sense
presents a structural challenge for the economies and industries of sub-Saharan Africa.
This technology is invested by telecom operators who are trying to expand their service
offering.

Statistically, the number of broadband connections in Africa passed the 400 mil-
lion in 2018 mark (nearly twenty times 2010 levels), the regional average broadband
penetration-including 3G and 4G connections-is only 25% in 2018. Mobile broadband
coverage in Africa is still at 70% of the population. Even in North Africa, there is ample
room for growth with 4G networks covering only about 60% of the population. Addi-
tional challenges, such as the lack of access to reliable and affordable electricity, make
accelerating Africa’s digital transformation journey even more difficult (Gallegos et al.,
2020).

The impact of ICT on economic growth has been an important research topic in these
recent years. ICThave the potential to accelerate economic growthby improvingbusiness
efficiency and productivity, promoting innovation, increasing competitiveness, creating
new jobs and increasing consumer demand. However, despite numerous studies on this
topic, there is still a lack of research that fully reflects the impact of ICT on economic
growth, mainly due to the dynamics of ICT sub-sectors in developing countries. It is
important to note that the COVID-19 pandemic has accelerated the adoption of ICTs
in many economic sectors, which has significantly affected business operations and
communication with consumers. This rapid development makes it even more important
to understand the impact of ICT on economic growth in order to better understand how
businesses can use these technologies to improve their performance and competitiveness.

With the outbreak of theCOVID-19 pandemic and despite all the economic and social
devastation it has caused, this crisis presents African countries with an opportunity to
innovate and to go to the digitalization. Indeed, ICT activities are spreading across the
continent and young Africans are responding with digital technology to the challenges
posed by this crisis. In addition, African countries are accelerating digitalization through
market consolidation and regional cooperation and creating significant newopportunities
through the promotion of local industry, the formalization of small businesses and the
upgrading of urban infrastructure.

Through the use of digital technology, African countries have benefited from the
opportunity to shift away from dependence on natural resources to diversify their
economies, helping to alleviate the financial constraints faced by entrepreneurs, includ-
ing the need for funding start-ups. For example,Nigeria andKenya have becomefinancial
technology (FinTech) epicenters on the continent. Both countries are using low-cost and
affordable technologies to engage consumers with innovative tools, including digital
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loans (M-Shwari in Kenya) as well as savings and investment platforms (PiggyVest and
Cowrywise in Nigeria) (World Bank, 2021a, 2021b).

Moreover, the intensity of the use of digital technologies was higher in financial
services as well as in large and formal enterprises particularly notable for e-commerce.
For example, the African platform “Jumia” saw an increase of more than 50%, from 3.1
million to 4.7 million, in transaction volume in the first six months of 2020, compared
to the same period in 2019 (World Bank, 2021a, 2021b).

Furthermore, the COVID-19 crisis reinforced the potential of digitalization through
accelerating the productive transformation of the African economy and proliferated the
number of vibrant start-up ecosystems especially with the mobile payments’ revolution
which has reached 300 million of mobile payment accounts in Africa. Indeed, these
digital ecosystems have already begun to transform labor markets through the creation
of direct and indirect jobs, modernize the banking sector, develop financial services for
underserved populations, and foster innovative business models (OECD, 2021).

Within this strategy, African authorities have used many digital solutions to combat
the COVID-19 pandemic at the local, national, regional and continental levels. For
instance, Ministries of Education in 27 African countries were able to set up effective
E-learning platforms for students as early as May 2020 (UNESCO, 2020).

In summary, and based on the panoply of work and issues cited above, digital
technologies will offer the potential to diversify African economies away from natural
resources, helping to alleviate the financial constraints faced by entrepreneurs, particu-
larly the capital requirements for start-ups. To this end, this paper seeks to answer the
following main question: How can digitalization improve economic growth in African
countries in the presence of several financial and social barriers?

For this purpose, this study contributes the effect of ICT (asmeasuredby ICT imports)
on economic growth (measured byGDPGrowth) using a balanced panel dataset covering
45 African countries for the period between 2000 and 2021. In addition, it highlights the
symmetrical and asymmetrical effects of digitalization on growth. Therefore, to study
this relationship, we use two econometric models, namely the ARDL model proposed
by Pesaran et al. (2001) and the nonlinear ARDL model proposed by Shin et al. (2014).

Hence, in order to achieve all the objectives described above, this article consists
of five sections apart from the introduction. Section 2 deals with the theoretical and
empirical literature reviews as well as development hypothesis. Section 3 represents
the methodologies applied in the empirical assessment. Section 4 shows the empirical
results. Finally, Sect. 5 contains the conclusion and policy implications of the study.

2 Literature Review and Hypothesis Development

2.1 Theoretical Framework

Technological change is generally revolutionary in nature, which means that it is disrup-
tive, continuous and sometimes abrupt, bringing about profound and long-term changes
in the socio- economic status quo and constituting the main engine for the growth and
development of savings (Landes, 2003) and represents a key factor in the economic
growth (Fagerberg and Verspagen, 2002).
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In theory, Veblen (1915) is the first author who examined the role of technological
change in economic development and the process of catching up. He argued that due
to technology transfers between different countries, poor countries inevitably have to
embark on a path of sustainable growth and catch up with developed economies. More-
over, the neo-Schumpeterian approach (Schumpeter, 1934; Pyka and Andersen 2012)
and neoclassical growth which explains the technological change by the Solow (1956)
residual, have established an important positive relationship between ICT and economic
growth.

Therefore, according to the neo-Schumpeterian and exogenous theories, ICT is an
important input into the economic supply in the formof capital and leads to improvements
in the production process by deepening capital and promoting technology and the quality
of the workforce. Therefore, ICTs create value added at the firm level and at the sectoral
level and thus improve the total factor productivity and economic growth of a country
(Quah, 2002; Aghaei and Rezagholizadeh, 2017).

In contrast, the endogenous theory provides an explanation of technological progress
which represents an endogenous factor that has a role in sustaining long-term economic
growth. This theory models the generation and distribution of ideas and information as a
key driver of economic growth (Lucas, 1988; Romer, 1990; Aghion and Howitt, 1998).
Therefore, the dissemination of information at lower cost can facilitate the adoption of
new technologies designed by others, which again promotes economic growth (Nelson
and Phelps, 1966; Benhabib and Spiegel, 2005).

The rapid growth in the ICT sector is bringing digital opportunities tomany countries,
yet the general impact of increased ICT spending on a nation’s development is difficult
to assess. The term ICT was born in the era of the Internet revolution, and encompasses
telecommunications, computer networks, the Internet, radio and television (ITU, 2007).
Moreover, ICT tools, such as the Internet, significantly lower the cost of obtaining
information and therefore represent an important driver for economic development (Li,
2011).

Moreover, ICTs are used by people to seek information and to communicate it to
those who appreciate its value. This becomes knowledge which is of great value to
human development – the technology serves as a channel to disseminate the knowledge
(UNDP, 2003) and represents a means of disseminating information through a combi-
nation of complementary technologies (UNDP, 2003; ITU, 2007). As a result, ICT use
has led to enormous changes in economic systems, as well as in social structure and
organizations, and the economic sectors have recently started to include a larger share
of ICT (Schumpeter, 1942; Nelson, 1959; Griliches, 1991; Brynjolfsson and McAfee,
2014).

2.2 Empirical Literature

In the empirical side, the impact of ICT on economic growth has been the subject of
extensive research in recent years. Tripathi and Inani (2016) examined the short- and
long-term relationships between GDP per capita and Internet use for 42 sub-Saharan
African countries for the period 1998 to 2014 using ARDL model. The results reveal
that GDP per capita and Internet usage are cointegrated, and that there is a two-way
causality between these variables which plays a positive and significant role in the
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economic growth of Sub-Saharan African countries. Similarly, the increase in GDP per
capita is also responsible for the increase in internet usage.

Using the GMM technique, Albiman and Sulong (2016) examined the long-term
impact of ICTs on economic growth over the period 1990 and 2014 in 45 countries in
the Sub-Saharan Africa (SSA) region. The authors found that the mobile phone and
the Internet triggered economic growth, but for the analysis of the non-linear effect,
the massive penetration of ICT seems to slow down economic growth with a threshold
penetration rate of 4.5% for mobile phone and internet, and 5% for landline before
economic growth is triggered. Furthermore, the authors found that except for financial
development, human capital, quality of institutions and domestic investment are themain
transmission channels of ICT use in the economy that promote growth.

Further, Niebel (2018) analyzed the impact of ICT on economic growth in 59 devel-
oping, emerging and developed countries over the period 1995–2010. The results confirm
that the relationship between ICT capital and GDP growth is positive. Furthermore, the
estimated elasticity of ICT output is greater than the share of ICT factor compensa-
tion, suggesting excessive returns to ICT capital. The regressions for the sub-samples
of developing, emerging and developed countries do not reveal statistically significant
differences in the elasticity of ICT production between these three groups of countries.
Thus, the results indicate that developing and emerging countries do not derive more
benefits from ICT investments than developed economies.

Based on a sample of 54 African countries, Adeleye and Ebaogu (2019) assessed
the impact of Information and Communication Technology (ICT) on economic growth
in Africa between 2005 and 2015 which is further divided into five sub-regions using
pooled ordinary least squares, random and fixed effects and the System-GMM method
and three ICT indicators (Internet users, mobile subscribers and landline telephone sub-
scribers). The authors reveal that the development of ICT positively and significantly
affects economic growth and that the production elasticities of the three ICT indicators
are significantly different. Furthermore, the leapfrogging hypothesis is valid and mobile
subscription has the highest elasticity of production across specifications and has the
greatest potential to enable Africa to “leapfrog” traditional development stages. More-
over, the regressions for the sub-samples show statistically significant differences in the
elasticity of production of ICT indicators.

Using GMMmethod, Asongu et al. (2020) studied the improvement of ICT on value
addition in all sectors of 25 sub-Saharan African countries using data for the period
1980–2014 and the GMM method. Their results show that improving mobile phone
and Internet penetration has net negative effects on the value added of the agricultural
and manufacturing sectors and has extremely positive net effects on the value added
of the services sector. In addition, ICT improvement in agriculture and manufacturing
sectors is expected to exceed certain value-added thresholds of 114.375 mobile phone
penetrations per 100 people for value added in the agriculture sector and 22.625 internet
penetrations per 100 people for value added in the manufacturing sector.

In a recent study, Abdulqadir and Asongu (2021) studied the asymmetric effect of
Internet access on economic growth in 42 countries in Sub-Saharan Africa (SSA) over
the period 2008–2018 through the application of the PSTR model. The results revealed
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a significant threshold effect of Internet access equal to 3.55%. Furthermore, the short-
term linear effect of Internet access on economic growth while controlling for the effects
of credit to the private sector and trade openness are negative.

More recently, Kouam and Asongu (2022) examined the non-linear relationship
between fixed broadband and economic growth for 33 African countries for the period
2010 to 2020 by the PSTR regression. The authors showed that the proportion of the
population with access to electricity above and below which the relationship between
fixed broadband and economic growth changes sign is around 60%and below this thresh-
old, each 1% increase in fixed broadband subscriptions induces a decline in economic
growth of around 2.58%. Above this threshold, economic growth would increase by
2.43% when fixed broadband subscriptions increase by 1%. These results are robust by
the sensitivity analysis and the estimation by GMM method.

2.3 Hypothesis Development Relying ICT to Economic Growth

The relationship between ICT and economic growth is characterized by its complexity
andmultidimensionality. In fact, ICT technologies leads to timely and extensive informa-
tion transfer and contributes to economic growth by increasing firm productivity (Dutta,
2001;Consoli, 2012;Bartel et al., 2007;Brynjolfsson andHitt, 2000&2003), by increas-
ing the capacity for innovation and the competitiveness of firms (Mehmood and Siddiqui,
2013; Tranos, 2012; Ongori and Migiro, 2010; Yoo and Kwak, 2004) and by reducing
the costs associated with compilations, conversions, transmissions and data systemati-
zations (Brynjolfsson and Hitt, 2000). Nevertheless, the relationship between ICT and
economic growth can be affected by external factors such as literacy, telecommunica-
tions infrastructure, andgovernment policies. Thus,with inadequate telecommunications
infrastructure, ICT adoption may be limited and impede economic growth.

In Africa, the use of mobile phones has increased and some barriers have been over-
come. As a result, they have become an important means of communication and access
to information. In addition, mobile banking, payment applications, and money trans-
fer services have grown rapidly in Africa, providing innovative solutions for banks and
businesses in areas where traditional banking services are underdeveloped. According
to the Mobile Money Regulatory Index scores, Sub-Saharan African countries with a
few exceptions have broadly enacted enabling regulatory frameworks based on their
higher country index scores ranging between 70 and 100, which is an indication of more
enabling regulation for widespread mobile money adoption (GSMA, 2019). In brief,
ICT in Africa offer challenges, but also great opportunities to promote economic growth
and social development on the continent.

However, ICT adoption in Africa remains relatively low compared to other regions
of the world, mainly due to poor telecommunications infrastructure in some parts of the
continent. The high cost and poor quality of the Internet and lack of access to electricity
also hinder ICT adoption in many parts of Africa. In addition, the use of ICT in Africa
is often limited to specific activities such as communication, access to information, and
entertainment, rather than more productive activities such as innovation and business
processes. As a result, ICT are still largely underutilized for their potential to promote
economic growth and social development. For all these reasons, our work attempts
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to verify the following research hypothesis (H1): The relationship between ICT and
economic growth is asymmetric.

Regarding the hypothesis that the relationship between ICT and economic growth
is asymmetric, it is possible that some factors may affect the relationship differently in
different contexts. For example, the availability of infrastructure and human capital in
Africa, as well as the level of competition in the market, may influence how much ICT
can contribute to economic growth. Additionally, the way in which ICT is used can also
affect its impact on economic growth.

3 Empirical Methodology

3.1 Sample Data and Variables Descriptions

The study aims to explore the relationship between the import of information and commu-
nication technologies and economic growth for a Panel of 45 Sub-Saharan African coun-
tries, namely, Algeria, Angola, Benin, Botswana, Burkina Faso, Burundi, Cameroon,
Cape Verde, Central African Republic, Comoros, Congo, DR Congo, Egypt, Eswa-
tini, Ethiopia, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Ivory Coast, Kenya,
Lesotho, Libya, Madagascar, Malawi, Mali, Mauritania, Mauritius, Morocco, Mozam-
bique, Namibia, Niger, Nigeria, Rwanda, Senegal, Sierra Leone, South Africa, Sudan,
Tanzania, Togo, Tunisia, Uganda, Zambia and Zimbabwe between the period from 2000
to 2021 and all the variables considered for this study are extracted from the World
Bank. Thus, with reference to Abdelkafi et al. (2022), we will consider the following
specification:

GDPGit = β0 + β1Activityit + β2GFCFit + β3Tradeit + β4FDIit + β5ICT_IMPit + εit

The coefficients of β1, β2, β3, β4, β5 express the long-run relationship between
variables, and εit denoted for error correction term in the equation. The variables used
in this study are presented as follows:

– GDPG (endogenous variable): indicates the growth rate of GDP in percentage. In
fact, economic growth is the sustained increase over one or more long periods of a
dimensional indicator for a nation, the net aggregate product in real terms (Perroux,
1961). The concept of economic growth is important for achieving economic and
social development, which is a major national objective (Dahmani et al., 2022). In
theory, economic growth is explained neither by the increase in the active population
nor by that of fixed capital, but rather by a residual that he attributes to the efficiency of
the factors of production (Solow, 1956). In contrast, according to endogenous growth
theories, economic growth is a self-sustaining phenomenon, due to increasing returns
and positive externalities of certain factors of production such as human capital,
infrastructure, knowledge, technical progress, etc. (Romer, 1986 & 1990; Lucas,
1988; Barro, 1990; Aghion and Howitt, 1992).

– Activity: it represents the ratio of the labor force to the working age population
(15 years and over). This variable represents a key of the production factor in devel-
oping countries for which technical skills and education are acquired to improve labor
productivity while achieving a high level of growth (Adeleye and Eboagu, 2019).
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– GFCF (percentage of GDP): this variable is represented as the investment rate which
is measured by the ratio of gross fixed capital formation as a percentage of GDP. It
includes the net increase in physical assets over the measurement period that does
not take into account the consumption (depreciation) of fixed capital and does not
include land purchases. This indicator captures the absorption capacity to produce,
which in turn affects economic growth.

– Trade (percentage of GDP): the ratio of the sum of exports and imports divided by
GDP. This variable shows the extent of integration between countries on the continent
andwith the rest of theworld and it is expected that increased tradewill have a positive
impact on growth (Adeleye and Ebaogu, 2019).

– FDI (percentage of GDP): refers to total foreign direct investment, net inflows (per-
centage of GDP). This variable corresponds to investments in a subsidiary located in
a country other than the head office of the investing company which transfers vari-
ous production resources such as capital, equipment, raw materials, knowledge, and
capacity organization. In addition, the investing company controls the subsidiary cre-
ated by direct investment, owning a certain percentage of the capital and influences
the decision-making process and the selection criteria for technology, raw materials,
etc. (Apostolopoulos et al., 2020). Using the PMG-ARDL model for 22 sub-Saharan
African countries from 1988 to 2019, Ayenew (2022) examined the short- and long-
term effects of foreign direct investment on economic growth and showed that in
the long-term, foreign direct investment has a favorable and significant effect, but
it is statistically insignificant in the short term. Therefore, foreign direct investment
boosts long-term economic growth and Sub-Saharan African countries should focus
on attracting kind of investment.

– ICT_IMP (percentage of total goods imports): any country can import ICT goods
from other countries. In particular, developing countries, including African nations,
are the largest importers of these technologies. These ICTgoods imports are part of the
total goods imports for each African country. ICT goods Imports including telecom-
munications, audio, video, computers and related equipment, electronic components
and other ICT goods, namely software (World Bank Definition). This variable was
included in a model built by Naanaa and Sellaouti (2017) to study the effect of tech-
nology diffusion on economic growth in the Tunisian manufacturing sector. Their
results show that ICT imports have a positive effect on TFP growth, which shows that
ICTs are essential for growth and necessary not only to develop a country’s produc-
tive capacity in all sectors of the economy, but also to connect a country to the global
economy and ensure competitiveness.

Moreover, Sassi and Goaied (2013) examined the relationship between ICT (using
ICT goods imports in percentage of total goods imports) and economic growth by using
GMM-System method between 1960 and 2009. Their results reveal a positive and sig-
nificant direct effect of ICT proxies on economic growth. This implies that MENA
countries need to reinforce their ICT policies and improve using of new Information
and Communication Technology. In our study, African countries are nations that import
technologies, as well as the MENA region and 5 North African countries belong African
continent. Therefore, we have the possibility to use this variable in the estimation of the
model.
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The distribution of ICT imports across the 45 selected African countries appears
to be highly heterogeneous, with no clear pattern of distribution. In some cases, the
distribution is skewed to the right, while in others it is skewed to the left. This suggests
that these countries have not yet achieved significant growth in terms of ICT imports
compared to developed countries.

There could be a variety of reasons for this, including limited infrastructure for ICT
development, lack of access to capital, inadequate education and training programs,
political instability, and other socio-economic factors. It is important for these countries
to prioritize the development of ICT infrastructure and skills in order to compete in the
global economy and benefit from the opportunities provided by digital technologies.

3.2 Technique Estimations

In the analysis between economic variables, it is important to emphasize the importance
of econometric modelling because it allows for the analysis of the effect of the inde-
pendent variables on the dependent variable while controlling for the effects of other
explanatory variables. Both Autoregressive Distributed Lag (ARDL) model of Pesaran
et al. (2001) and Non-linear Autoregressive Distributed Lag (NARDL) model of Shin
et al. (2014) are econometric methods frequently used to analyze short- and long-term
relationships between economic variables, taking into account lagged effects and lin-
ear or non-linear relationships. These models are particularly useful in macroeconomic
analysis and are widely used in empirical research. Indeed, this subsection describes in
detail the ARDL and NARDL models and their applications in econometric analysis.

We begin with the presentation of the methodology of the ARDL approach. This
technique was proposed by Pesaran et al. (2001) in order to overcome the limitations
related to the methods of Engle and Granger (1987) and Johansen (1991). This model
has the advantage that it is applicable for pure cointegration regressors I(0), pure I(1) or
mixed. It therefore avoids the potential biases associated with unit root and cointegration
tests.

Moreover, this approach is better suited for samples of smaller sizes in contrast to
the cointegration technique of Johansen (1988) which requires a large sample to give an
unbiased result. This ARDL approach requires a simple reduced form of the equation
but in other techniques, a system of equations is necessary. In addition, it allows for
the use of different delays for recorders as opposed to cointegration VAR models where
mixed delays for variables are not allowed (Pesaran et al., 2001). The ARDL short-term
equation will be as follows:

ΔGDPGit = δ0 + δ1GDPGit−1 + δ2Activityit−1 + δ3GFCFit−1 + δ4Tradeit−1 + δ5FDIit−1

+δ6ICT_IMPit−1 +
p∑

i=1

α1iΔGDPGit−i +
q1∑

i=0

α2iΔActivityit−i +
q2∑

i=0

α3iΔGFCFit−i

+
q3∑

i=0

α4iΔTradeit−i +
q4∑

i=0

α5iΔFDIit−i +
q5∑

i=0

α6iΔICT_IMPit−i + εit

Alternatively, an error-corrected dynamic model (ECM) may be drawn, whose error
correction term ρ must be negative and significant in order to give an indication of the
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adjustment speed, the time required variables to return to long-term equilibrium. Thus,
the ECM model can be represented by the following equation:

ΔGDPGit = ρ0 + ρε̂it−1 +
p∑

i=1

α1iΔGDPGit−i +
q1∑

i=0

α2iΔActivityit−i +
q2∑

i=0

α3iΔGCFit−i

+
q3∑

i=0

α4iΔTradeit−i +
q4∑

i=0

α5iΔFDlit−i +
q5∑

i=0

α6iΔICT_IMPit−i + μit

where ε̂it−1 is the lagged residual term of the short-term equation above.
For the asymmetric NARDLmodel, this model has significant advantages over exist-

ing methodological approaches as it offers joint modeling of cointegrating asymmetries
and dynamics and efficiently detecting cointegrating relationships in small samples. In
addition, thismodel does not require the integration of recorders of the same order, which
makes it possible to include the chronological processes I(0) and I(1) (but not I(2)) in
the equilibrium relation long term. This version commonly known as asymmetric panel
investigation incorporates positive and negative shocks of the explanatory variables in
the equation. In other words, positive and negative shocks might not produce the same
sign in coefficients of both positive and negative shock. Thus, the NARDL model of
Shin et al. (2014) takes into account the asymmetry by decomposing ICT_IMPt into its
positive (ICT_IMP+

t ) and negative (ICT_IMP−
t ) parts as follows:

ICT_IMP+
t =

t∑

i=1

�ICT_IMP+
i =

t∑

i=1

max(�ICT_IMP, 0)

ICT_IMP−
t =

t∑

i=1

�ICT_IMP−
i =

t∑

i=1

min(�ICT_IMP, 0)

Then the asymmetric long-term equilibrium relationship can be given by:

GDPGit = β0 + β1Activityit + β2GFCFit + β3Tradeit + β4FDIit + β+
5 ICT_IMP+

it

+β−
5 ICt_IMP−

it + ut

where β+
5 and β−

5 are long-term asymmetric coefficients corresponding to positive and
negative changes in ICT_IMP+

it and ICT_IMP−
it , respectively. According to Shin et al.

(2014), the long-term asymmetric relationship associated with the linear ARDL model
(Pesaran et al., 2001) results in the following NARDL model:

ΔGDPGit = δ0 + δ1GDPGit−1 + δ2Activityit−1 + δ3GFCFit−1 + δ4Tradeit−1 + δ5FDIit−1

+δ+
6 ICT_IMP+

it−1 + δ−
6 ICt_IMP−

it−1 +
p∑

i=1

α1iΔGDPGit−i +
q1∑

i=0

α2iΔActivityit−i

+
q2∑

i=0

α3iΔGFCFit−i +
q3∑

i=0

α4iΔTradeit−i +
q4∑

i=0

α5iΔFDIit−1

+
q5∑

i=0

α+
6iΔICT_IMP+

it−i +
q6∑

i=0

α−
6iΔICT_IMP−

it−i + vit

In addition, it is possible to derive a dynamic error correction (ECM) model whose error
correction term ρ is negative and significant because it indicates the adjustment speed,
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that is, the time required variables to return to long-term equilibrium. Thus, the ECM
model can be represented by the following equation:

ΔGDPGit = ρ0 + ρv̂it−1 +
p∑

i=1

α1iΔGDPGit−i +
q1∑

i=0

α2iΔActivityit−i +
q2∑

i=0

α3iΔGFCFit−i

+
q3∑

i=0

α4iΔTradeit−i +
q4∑

i=0

α5iΔFDIit−i +
q5∑

i=0

α+
6iΔICT_IMP+

it−i

+
q6∑

i=0

α−
6iΔICT_IMP−

it−1 + ϕit

The next step is to examine long- and short-term symmetries using standardWald tests. In
particular, the positive and negative coefficients are 
+ = −δ+

6 /δ1 and 
− = −δ−
6 /δ1

and the null and alternative hypothesis of this test is:

{
H0 : θ+ = θ−
H1 : θ+ �= θ−

Then, the asymmetric cumulative dynamic multiplier effects of m+
h and m−

h per change
unit ICT_IMP+ and ICT_IMP− are obtained using the NARDL model. In particular,
the above-mentioned multiplier effects are given by:

m+
h =

∑h

i=0

∂GDPGt+j

∂ICT_IMP+
t

and m−
h =

∑h

i=0

∂GDPGt+j

∂ICt_IMP−
t

which h → ∞;m+
h → θ+ and m−

h → θ−

From the estimated multipliers, it is possible to determine both the trajectory of the
old towards the new equilibrium after a positive or negative shock and the equivalent
duration of the temporary imbalances.

4 Empirical Results and Discussions

We begin firstly by the descriptive analysis of the variables. In fact, the Panel considered
in this study includes 45 African countries, namely, Algeria, Angola, Benin, Botswana,
Burkina Faso, Burundi, Cameroon, Cape Verde, Central African Republic, Comoros,
Congo, DR Congo, Egypt, Eswatini, Ethiopia, Gabon, Gambia, Ghana, Guinea, Guinea-
Bissau, Ivory Coast, Kenya, Lesotho, Libya, Madagascar, Malawi, Mali, Mauritania,
Mauritius, Morocco, Mozambique, Namibia, Niger, Nigeria, Rwanda, Senegal, Sierra
Leone, South Africa, Sudan, Tanzania, Togo, Tunisia, Uganda, Zambia and Zimbabwe
between 2000 and 2021, that is to say 22 observations per country.

4.1 Univariate Analysis of the Variables

According to the Table 1, GDP growth rates differ according to the economic conditions
of the countries in the sample. This variable has an overall average of 3.929, a median
of 4.260 and a standard deviation of 5.729. In addition, the minimum and maximum of
this variable are respectively −50.339 and 86.827 with positive Skewness and Kurtosis.
For the ICT_IMP variable, the trend at the country level is characterized by volatility
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for most countries, these variables experienced upward and downward trends between
2000 and 2021. In addition, it has an overall mean of 3.871, a median of 3.582 and
a standard deviation of 2.003. In addition, the minimum and maximum distribution is
between 0.006 and 12.774 with positive Skewness and Kurtosis. The two series was
characterized by non-normality and no autocorrelation.

Table 1. Overall descriptive analysis of variables

Designation GDPG Activity GFCF Trade FDI ICT_IMP

Observations 990 990 990 990 990 990

Mean 3.929 64.604 21.923 66.336 3.415 3.871

Median 4.260 65.237 20.68 58.964 2.175 3.582

Standard Error 5.729 13.092 8.963 29.654 5.040 2.003

Minimum −50.339 39.874 1.097 0.785 −12.675 0.006

Maximum 86.827 88.35 81.021 175.798 47.273 12.774

Skewness 1.508 −0.047 1.193 0.960 3.705 1.133

Kurtosis 59.884 1.820 7.004 3.979 23.878 4.814

Jarque-Bera (JB)
statistics

1.3e + 05 57.75 896.2 191.5 2.0e + 04 347.5

JB Probability 0.000 2.9e−13 3.e−195 2.6e−42 0.000 3.5e−76

Born-Breitung (BB)
statistics

5.18 52.48 33.75 34.44 8.50 57.76

BB Probability 0.075 0.000 0.000 0.000 0.014 0.000

Coefficient of
Variation

1.458 0.202 0.409 0.447 1.476 0.517

Note: BB refers to Born and Breitung (2016) serial autocorrelation test; JB refers to Jarque and
Bera (1987) normality test

We begin firstly by testing the cross-section dependence test which is important
before examining the relationship between ICT and economic growth. This test allows
us to test the null hypothesis of cross-sectional independence. De Hoyos and Sarafidis
(2006) highlight the necessity and the importance of the cross-sectional dependence
test in dynamic panel data. Specifically, Sarafidis and Robertson (2006) point out that
the absence of cross-sectional dependence in the data can lead to inconsistency in all
estimation procedures. In other words, ignoring Cross-Dependence tests in panel data
can lead to biased outcomes since some unit-root, Cointegration, and long-run estimation
techniques (Can and Ahmed, 2023).

In 1937, Friedman proposed a cross-section dependence test based on averaging
Spearman’s rank correlation coefficient to assess the robustness of an analysis. This
test was improved upon by Frees in 1995, who introduced a new test procedure based
on the summation of the squared rank order of correlations on the residual (Shahzad
et al., 2023). Pesaran (2004, 2006, 2015) and Pesaran et al. (2008) have emphasized
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the importance of testing for cross-sectional dependence in panel data analyses. They
argue that cross-sectional dependence may arise from unobserved differences between
individual units or exogenous shocks that affectmultiple units simultaneously. Therefore,
it is essential to account for cross-sectional dependence to obtain unbiased estimates and
accurate inferences in panel data analysis.

Table 2. Cross-section Dependence tests

Tests Value Probability Decision

Friedman (1937) 140.534 0.000 Dependence

Breusch-Pagan (1980) 1653 0.000 Dependence

Frees (2004) 1.094 0.000 Dependence

Pesaran (2004) 21.75 0.000 Dependence

Pesaran (2006) 18.395 0.000 Dependence

Pesaran et al. (2008) 18.19 0.000 Dependence

Pesaran (2015) 22.427 0.000 Dependence

According to this table, the p-values associated with different cross-dependence
tests are below 1%, suggesting that the augmentation with current and lagged cross-
sectional averages adequately account for cross-sectional dependence (see Table 2).
This requires the use of second-generation panel unit root tests techniques to obtain
robust and reliable empirical estimates and policy suggestions (Akadiri et al., 2020).
There are several second-generation unit root tests that can be applied to panel data
analysis such as Pesaran (2003) and Pesaran (2007). These tests have been developed
to asymptotically eliminate the problem of dependence between series and have the
property of being robust. Thus, to control the order of integration, second generation
panel root tests have been performed.

The results of second-generation panel unit root tests presented in Table 3 below
established amixed order of integration, which is implying that variables GDPG, FDI are
stationary in level while the variables Activity, GFCF, Trade and ICT_IMP are stationary
in first difference in Pesaran (2003) test while variables GDPG, FDI and ICT_IMP are
stationary in level while the variables Activity, GFCF, Trade and are stationary in first
difference in Pesaran (2007).

In addition, we will use the unit root test with break of Karavias and Tzavalis (2014)
to confirm the possibility of the application of a non-linear model. According to Table 4
of the unit root with break test above, we can conclude that the series are stationary
in level or in first difference and that there is no integrated variable of order [I(2)].
The mixed order of variables integration allows investigating long-run relationship by
applying NARDL model proposed by Shin et al. (2014). Thus, after applying cross-
sectional dependence test and second-generation unit root tests, it is necessary to verify
the existence of a cointegration relationship between the variables of the model.

Based on the results of Table 5, which presents the various Cointegration tests such
as theKao (1999), Pedroni (2004),Westerlund (2007) and Persyn andWesterlund (2008)



330 H. Becha et al.

Ta
bl
e
3.

Se
co
nd
-g
en
er
at
io
n
un
it
ro
ot

te
st
s

Pe
sa
ra
n
(2
00
3)

te
st

V
ar
ia
bl
es

G
D
PG

A
ct
iv
ity

G
FC

F
T
ra
de

FD
I

IC
T
_I
M
P

Pa
ne
lA

:I
n
le
ve
l

C
on
st
an
t

−2
.7
57

**
*

−1
.1
28

−1
.5
47

−1
.5
55

−2
.1
06

**
*

−2
.2
20

**
*

T
re
nd

−3
.1
88

**
*

−0
.9
21

−2
.2
49

−2
.6
08

**
−2

.5
64

**
−2

.4
84

D
ec
is
io
n

S
N
S

N
S

N
S

S
N
S

Pa
ne
lB

:I
n
fir
st
di
ff
er
en
ce

C
on
st
an
t

−4
.6
00

**
*

−3
.2
22

**
*

−3
.1
93

**
*

−3
.1
74

**
*

−3
.4
67

**
*

−3
.7
06

**
*

T
re
nd

−4
.5
19

**
*

−3
.8
37

**
*

−3
.3
14

**
*

−3
.1
56

**
*

−3
.4
16

**
*

−3
.7
59

**
*

D
ec
is
io
n

S
S

S
S

S
S

Pe
sa
ra
n
(2
00
7)

te
st

V
ar
ia
bl
es

G
D
PG

A
ct
iv
ity

G
FC

F
T
ra
de

FD
I

IC
T
_I
M
P

Pa
ne
lA

:I
n
le
ve
l

C
on
st
an
t

−3
.8
28

**
*

−1
.1
59

−1
.7
58

−1
.7
23

−2
.9
85

**
*

−2
.7
84

**
*

T
re
nd

−4
.1
79

**
*

−0
.9
06

−2
.2
49

−2
.6
83

**
−3

.5
22

**
*

−3
.1
30

**
*

D
ec
is
io
n

S
N
S

N
S

N
S

S
S

Pa
ne
lB

:I
n
fir
st
di
ff
er
en
ce

C
on
st
an
t

−5
.6
10

**
*

−3
.1
03

**
*

−4
.2
57

**
*

−4
.2
00

**
*

−5
.3
20

**
*

−5
.4
32

**
*

T
re
nd

−5
.6
19

**
*

−3
.5
44

**
*

−4
.4
03

**
*

−4
.2
28

**
*

−5
.3
96

**
*

−3
.5
41

**
*

D
ec
is
io
n

S
S

S
S

S
S

N
ot
es
:*

,*
*
,*

**
re
pr
es
en
ts
ig
ni
fic
an
ce

at
10
%
,5

%
,1

%
,r
es
pe
ct
iv
el
y.
S
de
no
te
s
st
at
io
na
ry
;N

S
de
no
te
s
no
n-
st
at
io
na
ry
.



The Symmetric and Asymmetric Effects of Digitalization on Economic Growth 331

Table 4. Un it root test with break

Variables In level In first difference

GDPG −44.290*** (2001) −59.288*** (2019)

Activity −10.219*** (2001) −34.752*** (2001)

GFCF −11.069*** (2020) −38.379*** (2019)

Trade −7.466*** (2010) −40.590*** (2001)

FDI −17.724*** (2020) −53.338*** (2019)

ICT_IMP −19.201*** (2020) −47.781*** (2001)

Notes: Value between brackets represents break date. *** represents significance at 1%.

Table 5. Cointegration tests

Tests Statistics Probability Decision

Kao (1999) −10.939 0.000 Cointegration

Pedroni (2004) −15.582 0.000 Cointegration

Westerlund (2007) −4.047 0.000 Cointegration

Persyn and Westerlund (2008)

Gt −3.077 0.002 Cointegration

Ga −1.302 1.000 No Cointegration

Pt −16.504 0.493 No Cointegration

Pa −0.968 1.000 No Cointegration

tests, all tests have a probability below the 5% threshold. Therefore, we can say that there
is at least one cointegration relationship for all the variables in our model. However, the
three statistics of Persyn and Westerlund (2008), Ga, Pt and Pa suggest the acceptance
of the null hypothesis of no cointegration between variable models. Nevertheless, Gt
statistics show the rejection of the null hypothesis of no cointegration. In total, there is
at least one cointegration relationship between the variables of the model.

4.2 PMG-ARDL Results

The next step after examining the Cointegration test consists of the estimation of the
models considered to analyze the relationship between ICT and Economic Growth. We
begin firstly by analyzing this relationship using Pooled Mean Group ARDL (PMG-
ARDL). The model results are presented below in Table 6.

In the short-term model results, the error correction term, ECTit−1, is statistically
significant and negative, proving that there is a cointegration relationship between the
short-term model variables. More precisely, the estimated value ECTit−1 is equal to −
0.818, implying that the adjustment speed of the long-term equilibrium in response to
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the imbalance caused by the short-term shocks of the previous period is adjusted to
81.8%. In other words, this coefficient combined with the strength of the recall allows
us to conclude that the shocks on economic growth in the African region are corrected
to 81.8%, This means that we manage to settle 81.8% of the imbalance between the
desired level and the effective level of economic growth and that a shock on economic
growth is fully absorbed after 1 year 2 months and 20 days. In addition, the constant is
highly significant, indicating that there are no variables omitted in our estimated model.

In the long-term estimation, an increase of 1% increase in activity rate leads to a
0.15% increase in economic growth. In Africa, the activity rate is high and the labor
force has increased massively between 2000 and 2021, which positively affects labor
productivity and therefore economic growth is increasing. In addition, youth and the
increasing level of qualifications of theAfrican population are another factor accelerating
the continent’s digital transformation especially where the number of Africans aged
between 15 and 29. From 2010 to 2020, the number of students in upper secondary
education rose from 47 million to 77 million. This increase is particularly notable in
NorthAfrica,where 47%of youngpeople have at least a level of education corresponding
to upper secondary education. It is also a very important factor in the positive impact of
labor force participation in economic growth (OECD, 2021).

However, Gross Fixed Capital Formation represents a negative and significant effect.
Indeed, any increase of 1% of this variable leads to a decrease of 0.038% in economic
growth. This is due to two main factors which are tax pressure and corruption. Within
the framework of the Ramsey (1928) Standard Optimal Growth Model, Cass (1965)
and Koopmans (1965) demonstrated that capital taxation has strong negative effects on
capital accumulation and leads to a lower level of capital and production (Djankov et al.,
2010). Moreover, Chamley (1986) and Judd (1985) showed that any positive tax rate
on capital will distort the intertemporal allocation of resources between consumption
and saving, discourage saving and leading to less capital accumulation. In addition,
corruption and bad governance negatively affect investment and thus economic growth
which can records low rates (De Paulo et al., 2022).

Trade has a positive and significant effect on economic growth. Indeed, any 1%
increase of openness leads to a 0.023% increase in economic growth. Among the factors
contributing to this positive effect, African countries have created zones of integration
between themselves and have helped countries to facilitate multilateral exports and
imports, which has benefited the whole region. In addition, long-term growth gains can
be achieved through improvements in factor productivity that can occur through various
channels such as technology diffusion and innovation (Kim and Lin, 2009).

The variable FDI represents a positive and significant effect on economic growth.
Indeed, any 1% increase in economic growth leads to a 0.3% increase in the long term. In
fact, any net inflow of FDI to African countries helps multinational firms to settle in this
region due to incentives from tax regulations and therefore facilitates the inflowof capital.
Indeed, FDI inflows generate positive externalities more than domestic investment for
the host countries and thus contribute to the improvement of trade openness, job creation
and therefore economic growth (Borensztein et al., 1998; Kalai and Zghidi, 2019; Ben
Abdallah, 2023).



The Symmetric and Asymmetric Effects of Digitalization on Economic Growth 333

Table 6. Pooled Mean Group ARDL model estimation

Variables Coefficient Standard Error t-statistic Probability

Short-term estimation: dependent variable �GDPGit: ARDL (1,0,0,1,0,0)

Constant −6.053 0.458 −12.48 0.000

Activityit−1 2.214 0.473 4.68 0.000

GFCFit−1 0.181 0.077 2.34 0.019

Tradeit−1 −0.036 0.050 −0.73 0.467

FDIit−1 0.155 0.140 1.10 0.269

ICT_IMPit−1 −0.385 0.242 −1.59 0.112

ECTit−1 −0.818 0.048 −16.98 0.000

Long-term estimation: dependent variable GDPGit

Activityit 0.149 0.040 3.69 0.000

GFCFit −0.038 0.019 −2.04 0.041

Tradeit 0.023 0.009 2.28 0.010

FDIit 0.298 0.049 6.07 0.000

ICT_IMPit 0.129 0.059 2.19 0.029

Hausman test (1) 3.16 (0.675)

Hausman test (2) 3.01 (0.698)

Observations 990

For ICT_IMP, any 1% increase in economic growth leads to a 0.13% increase in the
long-term. In Africa, the expansion of ICT imports has been amajor driver of growth and
production as it is strongly linked to African industries, agriculture and financial sectors.
The adoption of these technologies, particularly in developing countries, transforms their
economies initially based on natural resources into a digital economy and allows them
to accentuate their productivity gains and embark on a trajectory to the benefits of new
technologies.

Therefore, ICT imports can affect the economy, production and industrial pro-
duction through direct and indirect channels. The direct channel refers to the indus-
trial or manufacturing sector that purchases infrastructure services needed or used as
inputs in the production process although indirect channels exist at various levels by
increasing profits through well-functioning infrastructure, improving access of produc-
tive resources to local, national, regional and international markets and attracting foreign
direct investment, good education and better health outcomes that serve sectors.

4.3 PMG-NARDL Results

In the NARDL model, like the ARDL, the PMG is the right estimator for this model in
presence of high dependence, because its Hausman probability is greater than 5% and
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therefore it is more favored than the other two MG and DFE estimators. In the short-
term model results, the error correction term, ECTit−1, is statistically significant and
negative, proving that there is a cointegration relationship between the short-term model
variables. More precisely, the estimated value ECTit−1 is equal to−0.809, implying that
the adjustment speed of the long-term equilibrium in response to the imbalance caused
by the short-term shocks of the previous period is adjusted to 80.9%. In other words, this
coefficient combined with the strength of the recall allows us to conclude that shocks to
economic growth in the African region are corrected to 80.9%. This means that a shock
on economic growth is fully absorbed after 1 year 2 months and 25 days. In addition,
the constant is highly significant, indicating that there are no variables omitted in our
estimated model (see Table 7).

Table 7. Pooled Mean Group NARDL model estimation

Variables Coefficient Standard Error t-statistic Probability

Short-term estimation: dependent variable �GDPGit: ARDL (1,0,0,1,0,0,0)

Constant −4.114 0.378 −10.89 0.000

Activityit−1 2.063 0.410 5.04 0.000

GFCFit−1 0.180 0.083 2.17 0.030

Tradeit−1 −0.023 0.049 −0.47 0.641

FDIit−1 0.458 0.189 2.42 0.016

ICT_IMP_posit−1 −0.479 0.381 −1.26 0.209

ICT_IMP_negit−1 −0.545 0.471 −1.16 0.248

ECTit−1 −0.809 0.047 −17.11 0.000

Long-term estimation: dependent variable GDPGit

Activityit 0.120 0.039 3.13 0.002

GFCFit −0.042 0.019 −2.04 0.028

Tradeit 0.015 0.009 1.74 0.082

FDIit 0.317 0.048 6.61 0.000

ICT_IMP_posit 0.150 0.069 2.18 0.029

ICT_IMP_negit 0.114 0.071 1.60 0.109

Hausman test (1) 2.77 (0.838)

Hausman test (2) 6.29 (0.392)

Observations 990

In long-term analysis, the activity rate represents a positive and significant effect on
economic growth. Indeed, every 1% increase in economic growth leads to an increase
of 0.12% in the long-term. In Africa, economic growth in the region has been high
and the labor market has been influenced by the availability and demand for labor of
enterprises by the increase of IT contractors and turning to working from home, remote
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work and virtual collaboration. In addition, a young and growing population is generally
considered to provide a “demographic dividend” to GDP growth and GDP per capita
growth through labor supply (AfDB, OECD and UNDP, 2016).

Moreover, boosting human capital in African countries is crucial to enable broader
participation of all segments of the population in the digital economy that will entail sup-
porting a critical mass of inventors and entrepreneurs in developing and scaling digital
technologies to boost the productivity of low-skilled workers and should complement
increased investments in early childhood education and health care service delivery and
therefore develop resilience to possible future pandemics (Choi et al., 2020). In addi-
tion, research and development activities play an important role in creating knowledge
and promoting learning and absorptive capacity and consequently positively affect the
efficiency of workers and promote economic growth (Aghion and Howitt, 1998; Griffith
et al., 2004).

Nevertheless, Gross Fixed Capital Formation represents a negative and significant
effect on economic growth. Indeed, any 1% increase in economic growth leads to a
decrease of 0.042% in the long term. This is justified by the low national savings rate as
a reason for the low level of investment in African countries, which leads to a scarcity of
capital invested in the continent and therefore in economic growth. The assumption that
financial liberalization in the form of an appropriate rate of return on real cash balances
is a means of promoting economic growth. This hypothesis states that a low or negative
interest rate will discourage saving, which reduces the amount of lending funds given by
banks to investors and consequently reduces economic growth (McKinnon, 1973; Shaw,
1973). Therefore, the banks in terms of a financial intermediary can no longer mobilize
their main function which is the granting of loans.

In this model, Trade represents a positive and significant effect on long-term eco-
nomic growth. Indeed, every 1% increase in economic growth leads to an increase of
0.015% in the long-term. This positive effect has been justified by the creation of African
integration zones to help countries facilitate trade between them, which has a positive
effect on the entire region. Moreover, the countries of the African region have put in
place well-targeted structural trade policies, which encourage the national companies of
each country to increase its production and export it to other countries to acquire more
foreign exchange and increase its Total Factor Productivity and hence economic growth.
Thus, trade openness increases the productivity, efficiency and innovation capacity of
domestic producers and allows domestic producers to benefit from high quality inter-
mediate products and to exploit the ideas generated by imports of innovative products,
including ICT (Huchet-Bourdon et al., 2018).

In addition, the FDI variable represents a positive and significant effect on economic
growth. Indeed, any 1% increase in economic growth leads to an increase of 0.32% in
the long term. In this case, any net inflow of FDI to African countries helps multina-
tional firms to settle in this region due to the incentives of regulations concerning these
firms to encourage the creation of wealth jobs and thus economic growth. Furthermore,
these flows promote economic development through structural transformation and rapid
economic growth in developing host countries (Ozawa, 1992; Ozturk, 2007) and are
recognized as providers of technology, management expertise, financing and connection
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to the global market, as well as increased job opportunities (Aitken and Harrison, 1999;
Caves, 1982; Haddad and Harrison, 1993; Helleiner, 1989; Ozawa, 1992).

ICT_IMP+ represents a positive and significant effect on economic growth. Indeed,
an increase of a positive shock of this variable of 1% leads to an increase of 0.15% of
long-term economic growth. In Africa, investment has shifted to the sector for greater
impacts on economic growth and efforts have focused on harnessing the benefits of
using ICTs. This can reduce the increase in costs attributable to the use of commu-
nication technology facilities and therefore policy measures need to be put in place to
strengthen the ICT infrastructure in order to reduce the cost and develop the productivity
of the sectors. However, ICT_IMP− represents a positive but an insignificant effect on
economic growth. This implies that a negative shock on ICT imports no longer has an
influence on growth because in the region. It is true that there is a greater digitalization
but it has been concentrated and used in productive economic sectors that increase the
productivity and therefore economic growth and not used for non-productive activities.

After conducting our analysis, we can say that our research hypothesis, postulating
an asymmetry in the relationship between ICT and economic growth within African
countries, has been confirmed. Indeed, although ICT can play an important role in pro-
moting economic growth and development, its influence on economic growth in African
countries has been limited due to several factors such digital divide. In many African
countries, access to ICT infrastructure, such as high-speed internet andmobile networks,
remains limited, especially in rural areas. This limits the potential for ICT to contribute
to economic growth by reducing transaction costs, increasing market efficiency, and
enabling innovation and productivity gains.

Also, African Countries suffered to the lack of skilled human capital, which is essen-
tial for leveraging the benefits of ICT sector, which limits their ability to develop and
implement advanced ICT solutions and this shortage is partly due to inadequate invest-
ment in education and training programs in ICT- related fields. Moreover, African coun-
tries are also vulnerable to external shocks, such as changes in global commodity prices
and geopolitical instability, which can adversely affect their economic growth. These
shocks can also have a negative impact on ICT investment and adoption, which can
further limit the potential for ICT to contribute to economic growth.

5 Conclusion and Policy Implications

The purpose of this article is to show the nature of the relationship between the import of
Information andCommunication Technologies and EconomicGrowth through an empir-
ical methodology of the PMG-ARDL and PMG-NARDL models. Indeed, the results,
using the PMG- ARDL model, show that an increase of ICT imports by 1% have a
significant and positive impact on economic growth by 0.13%. From the PMG-NARDL
model, the results show that a positive shock of 1% increases of ICT imports has a pos-
itive and a significant impact on economic growth of 0.15%. However, a negative shock
of this variable has no significant impact on growth economic. The results also prove
that eight countries in the sample have an asymmetric ICT-Growth link which confirms
the asymmetry of the relationship in some countries. From these results, digitalization
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is important to ensure sustainable and self-reliant economic growth, and African coun-
tries need to focus on improving their ICT infrastructure in various economic sectors to
achieve a greater efficiency and productivity.

The digitalization increases the competitiveness of manufacturing in Africa and
so African countries need to pursue a range of different active industrial policies to
strengthen the manufacturing sectors. These policies include developing and building
ICT backbone infrastructure including optical fiber and submarine cables, developing
appropriate technical skills, securing better funding for digitization by attracting invest-
ment in the sector and complementing them through the use of public funds, taxes and
incentives, business capacity building, development of national innovation systems and
related ICT infrastructure and facilitating the integration of digital service providers in
global value chains Banga and te Velde (2018, 2020).

Moreover, digital economy allows countries to benefit from the opportunities offered
by prioritizing investments in R&D, science and technology and implementing projects
to encourage innovation and positively affect economic sectors. In addition, ICTs help
companies to create new jobs in different economic sectors and generate revenue for the
state coffers through the mechanism of direct and indirect tax regimes, taxes on the sale
of ICT goods and services, taxes on the income of employees of ICT companies and
corporate taxes (Ojo, 2020).

In addition, Africa needs to remove barriers to digital technology adoption and inno-
vation to enable small and medium enterprises to grow and compete in the digital age
when accelerated coordination at continental and regional level is essential to com-
plement national strategies. In particular, the adaptation of the African Continental Free
Trade Area (AfCFTA) to the digital age requires greater cooperation to improve commu-
nication infrastructure, roaming services, data regulations aswell as security, and only 28
African countries have comprehensive personal data protection legislation, while only
11 countries have adopted substantive legal rules to combat cybercrime (OECD, 2021).
Thus, using digitalization to reduce non-tariff barriers to international trade is expected
to boost intra- African trade in manufactured goods and the full implementation of the
African Continental Free Trade Area should itself have significant positive impacts on
the industrialization of the continent (ECA and Union, 2017).

Also, policymakers in African countries should develop a specific policy approach
for the co- development of digital technology infrastructure and economic prosperity in
these countries by applying adequate actions to benefit from the positive role of digital-
ization in stimulating sustainable economic growth by strengthening human capital and
adopting sound government policies in all sectors of the economy and structural policies
to facilitate trade and financial openness between these countries. Furthermore, African
governments should strengthen and expand social protection systems to help workers
manage risks in the formal and informal economy in a changing world of work which
affects both to mobilize revenue from domestic sources and to improve the efficiency of
current social expenditures (Choi et al., 2020).

Moreover, E-government policies have to be based on the achievement of more
efficient and effective government, allowing greater public access to information, and
offering consumer-oriented services. As well, E-administration solutions need to be
developed in order to meet the needs of the customers. In order for the state to benefit
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from the resources offered by the internet and digitalization, efforts should be focused
on the adaptation and customization of existing technologies (Ben Youssef, 2021).

In Africa, industries are moving into the digital age, offering an opportunity for
sustainable growth and this continent with the emergence of the Fourth Industrial Revo-
lution has a renewed and unique opportunity to address the problem of unemployment on
its territory. This will be achieved by adopting education models that act as catalysts for
innovation and enhance the needs of the next generation for digital transformation in the
fourth industrial revolution. Thus, African governments have made the decision to invest
in education and develop retraining programs that provide technological complements,
rather than replacing the workforce with strong collaboration and alignment between
government, universities, science councils, business, and the labor sector (Enaifoghe,
2021).

While African governments may face different sets of policy choices, there is a sur-
plus of policy opportunities readily available to government in a variety of sectors, from
health to education to more regionalized models of manufacturing and forward-looking
development of technology-enhanced service delivery. Governments may be able to
manage the effect of the digitization of the economy through technological advance-
ment and adaptation, while focusing primarily on traditional development pathways,
unambiguously on the manufacturing sector (Enaifoghe, 2021).
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Abstract. TheCOVID-19 crisis has raised significant concerns for the entire edu-
cation community: policymakers, educators, and learners. School and university
closures around the world have disrupted the learning and lives of a generation of
students. Despite efforts to maintain educational provision through distance and
online learning, unprecedented ‘institutional’ de- schooling has partly taken place,
with an impact on learning. How to prevent this risk and mitigate its impact on
learning inequalities and lifelong learning trajectories has become a major pol-
icy issue. This research aims to provide a conceptual framework for e-learning
by adopting a complex societal approach that illustrates the profound changes
brought about by the adoption of this education mode in society. From a theoreti-
cal foundation and based on our empirical explorations on one of the University
of Manouba (UMA) institutions that chose to pursue this E-learning approach,
this research identified the economic and social factors of E-learning analyzed
through the complex societal approach developed by DeTombe (2008) in order to
propose a redefinition of this mode of education. We show in this research how
the different learning acquired as a result of the COVID-19 crisis constitutes a real
societal issue and leads not only to a transformation of learning techniques but
also to profound societal mutations in the different groups affected by this change
process.

Keywords: Societal complexity approach · Impact · Crisis · Transformation ·
Developing Countries · Post COVID

1 Introduction

The E-learning experience following the COVID-19 crisis in Tunisia has started with
an official ministerial initiative to implement a hybrid mode of teaching via learning
platforms. The efforts of the State were directed towards supporting the technological
infrastructure of universities and providing free connection to the moodle platform for
students. Thus, the crisis has allowed the different actors of higher education (teachers,
ministry, universities, students, and unions) to become aware of the relevance of E-
learning as a complementary learning mode.
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Most university institutions are trying to develop relevant mechanisms in order to
deliver knowledge in an equitable manner and eliminate the geographical, linguistic and
social barriers.

It is worth to be reminded that Tunisia has been committed to E-learning since
2002 with the launch of the Tunisian Virtual University (UVT). This commitment has
been realized by the decision to increase the distance courses to 20% of the volume of
the classroom program in universities in 2011. The field has been prepared by training
students in the use of Information and Communication Technologies (ICTs). Tunisia
ranks 5th among the African countries in the use of ICTs according to the NRI (Network
Readiness Index) of the World Economic Forum, and it benefits from a fairly developed
infrastructure. The digital sector in Tunisia contributes to 4.3% of the Tunisian GDP
(INS, 2021). Moreover, 17.2% of students in Tunisia are enrolled in ICT courses. The
Internet access rate is estimated at 64% in 2020 for a number of subscribers amounting
to 7.55 million.

For all these reasons, several Tunisian institutions have opted for the perpetuation of
E-learning in view of its advantages, thus taking advantage of the State support in the
framework of its digitalization strategy (e-government project).

However, the sudden shift to e-learning induced by the Covid-19 crisis has disrupted
the educational system in the Tunisian universities and prompted a reconsideration of
the active teaching pedagogy, the technological and administrative infrastructure, and
the valorization of the active learner’s role in the learning process.

Based on an exploratory study analyzed through the complex societal approach
developed by DeTombe (2008), we will show how the various learning approaches
acquired as a result of the covid 19 crisis constitute a real challenge for society and
lead not only to a transformation of learning techniques but also to profound societal
mutations in the different groups affected by this change.

For the rest of the study, we proceed as follows. Part 2 is a review of the factors
contributing to the effectiveness of E-learning and it emphasizes the complex societal
aspect of this learning. Part 3 describes the methodology adopted in the study, while
the results and interpretation of the complex societal process related to the adoption of
E-learning are detailed in Part 4. Finally, we conclude in the fifth and last part.

2 Factors of E-learning Efficiency: Towards a Complex Societal
Approach

The e-learning is considered as a privileged learning mode drawing on technological
innovations covering all learning formulas, assisted by computer, designed to be used
on internet, intranet or extranet (Sousa and Rocha, 2019; Al-Fraihat et al., 2020, Dick
et al., 2020, Wijekumar, 2021).

The choice of using this learning mode at the level of the Tunisian universities is
explained by the acquired advantages in terms of saving time and effort. It is assimilated
to a particular teaching mode based on the availability of students of teaching content
via an electronic medium. Therefore, it allows a permanent learning, customized to
the student’s needs, independent of spatial and temporal constraints (Sousa and Rocha,
2019).
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TheEquity, essentially opportunity equity, is oneof themajor concerns of the political
authorities. It is an integral part of the notion of quality in higher education. In this paper,
we identify three key factors in the implementation and sustainability of e- learning:

2.1 Frustration Related to the Structural Transformation of the Teaching
Method

E-learning is one of the new emerging technologies replacing or complementing the tra-
ditional pedagogical approaches. This practice is distinguished by certain particularities
insofar as it implements new pedagogical approaches (Ben Zammel et al., 2016; Dick
et al., 2020).

Subjected to technological and social pressures, following the COVID crisis, public
universities have not ceased to be adaptive in order to respond to the request of the
Ministry of University Education to ensure pedagogical continuity. They have embarked
onE-learning project crisis concretized by the evolution of platforms, technological tools
of teaching modes and students belonging to Z generation.

However, the implementation of e-learning project crisis has led to a profound change
in learning methods, generating resistance on the part of the involved actors (Dick
et al., 2020). Indeed, the requirement to go beyond the universities and its actors in
the covid context has resulted in a change in learning pedagogies and provoked a change
management approach.

The learning process is seen as a collaborative relationship that supports knowledge
construction, rather than as a simple process of transmitting knowledge. Knowledge is a
collaborative construction: the learner must be placed in a context that allows him or her
to construct knowledge, and the teacher must change roles and help students to acquire
knowledge (Dick et al., 2020). The adoption of such approach to learning is legitimized
by the idea that knowledge can only be obtained if the learner takes an active part in the
learning process (Ben Zammel and Najar, 2021).

2.2 The Technological Infrastructure

Unlike traditional teaching, e-learning efficiency is mainly determined by the technolog-
ical aspect (Sousa andRocha, 2019, BenZammel et al., 2018). Indeed,many studies have
shown that technology in different forms has positive effects on learning (Parasuraman
et al., 2005; Al-Fraihat et al., 2020).

Lack of funds is one of the main obstacles to the development of distance education
in public universities. This new education method is hindered by the lack of resources,
accessibility of technological infrastructure and the importance of social factors mainly
in the developing countries (Al-Fraihat et al., 2020).

Experience shows that the technological challenges can cause frustration and dropout
(Parasuraman et al., 2005; Al-Fraihat et al., 2020,Malik et Al-Toubi, 2018). Hence, char-
acterized by the physical separation of the teacher and the student during the teachings,
e-learning can be considered as a source of de-motivation.
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2.3 Change Management for a Sustainable E- Learning Experience

The efficiency of e-learning depends on the change management of the adopted
pedagogical approach, but also remains among the involved actors.

University teachers are particularly at the center of this change. This transformation
goes from the simple introduction of some tools (platform, EAD, meetings, trainings,
etc.) to the redesign of the whole teaching process.

Similarly, the student is invited to actively participate in the learning process. In this
way, the motivation to learn or teach emerges as an essential condition for learning.
Effectively managing this change depends on several elements such as:

The first factor is Individual efficiency, it is reflected in the beliefs and convictions of
people in their abilities to achieve behaviours through the use of technologies (Artino,
2007, Wijekumar, 2021). It means an individual’s belief in his or her ability to success-
fully perform a given task which plays an important role in motivation to learn. Training
is essential to support these changes by developing new skills needed to perform their
jobs.

Also, the beliefs of the individual in relation to the achievement of a behaviour are
strongly influenced by the opinion of people or reference groups (Wijekumar, 2021),
Hislop, 2013). This means that when teachers encourage the use of e-learning, students
will therefore perceive its usefulness.

On the other hand, learning alone at a distance can lead to student demotivation.
For this reason, it is recommended to encourage social interaction through knowledge
sharing. Thus, the integration of e-learning as a teaching mode based on technologies
evokes a socialization process revealing the interaction between technology and its users.
Indeed, e-learning technologies promote resources sharing in the form of texts, images,
videos allowing an interactive communication through different tools such as wikis,
forums, chat and peer-to-peer activities (Sousa and Rocha, 2019, Wijekumar, 2021).

3 Methodology

Realizing that there was no specific analysis that directly addresses complex societal
problems related to E-learning adoption, we have first used themethodological approach
of storytelling which for us constituted an empirical asset, then we defined the thematic
content analysis based on a post-covid context onwhich storytelling has been conducted,
and finally we assessed the economic and social factors of E-learning and explained how
its adoption constitutes a real complex societal problem.

3.1 Storytelling as an Empirical Research Methodology

In this research, we have mobilized the methodological approach of storytelling, which
is a method used to investigate the organizational practices and discourses. This method
has become increasingly popular with the rise of new technologies, digital storytelling
and new management practices, leading us to storytelling management. The diversity
of the actors and objects involved in our study and the nature of the available data, have
led us to adopt this methodology for data qualitative analysis. The storytelling analysis
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method best fits our research since it constitutes a way of accessing deep realities by
exploring the “conveyed symbolism” (Chautard and Collin-Lachaud, 2019, P.33). This
methodological approach aims at exploring the experiences and reality, which presents
itself to us as an empirical asset, in order to organize and transmit the experiences of
e-learning in knowledge perspective to others. Indeed, our research aims to explore how
the university institutions have evolved by introducing e-learning in periods of crisis and
pushes us to question the collective and organizational dynamics that have influenced
individuals and markets by putting their transformations into stories.

3.2 The Study Context

Our analysis based on storytelling has been conducted over the selected qualitativemate-
rials in the context of a case study (Yin, 2003, Chautard and Collin-Lachaud, 2019) in
this particular case of the Higher Institute of Accounting and Business Administration
(ISCAE), University of Manouba (UMA) and has proceeded to a triangulation of data
collection tools (Yin, 2003). It should be highlighted that two phases of data collection
have been conducted: A first phase taking place during the adoption E-learning during
the covid-19 crisis and a second phase of collection conducted during the implementa-
tion of hybrid E-learning in the same institution. For this purpose, we have resorted to
documents shared by the institution (emails, reports, minutes, etc.). Furthermore, our
status as intervening researcher has allowed us to participate in the different meetings
organized with the different project actors. In this same way, we have followed and have
witnessed the E-learning experience in this institution as a participant (crisis E-learning)
and coordinator (hybrid E-learning). Finally, twelve semi-structured interviews have
been conducted with the teachers who participated in crisis E- learning and a focus
group has been conducted with the teachers who have adopted the hybrid mode as their
preferred teaching mode post-covid.

4 Results and Discussion: Towards a Societal Transformation
in Adopting E-Learning Approach

The results of a thematic content analysis based on a post-covid allow us to assess the
economic and social factors of E-learning and to show that its adoption constitutes a real
complex societal problem (DeTombe, 2008), and leads us to a renewal of the definition
of E-learning that includes the complex societal aspect.

4.1 The E-learning Approach: A Process of Societal Transformation

We have mobilized DeTombe’s approach (2008, 2013, 2015) to prove the existence of a
complex societal problem related to the institutionalization of E-learning as a teaching
mode in the Tunisian university after the Covid period.

According to DeTombes (2015); “When a person or group of people becomes aware
of a complex social problem they can address the problem inmore detail through reading,
discussion, and observation. This process transforms the vague concept of awareness.
The problem into a clearer problem .The problem can be a challenge or a threat, a
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challenge in terms of obtaining new and interesting opportunities; a threat because it
causes or will harm a certain group of people. By thinking about the problem, they can
decide whether the problem should be dealt with politically or non-politically.”

Amore precise definition of a complex social problem is given byDeTombes (2013):
“A complex social problem is a real problem that has a large and often different impact
on different social groups. The problem often affects all levels of society, micro, meso
and macro. Often the problem seems to “go away”. The problem is dynamic; it changes
during its development. The future development of the problem is uncertain. Awareness
of the problem and putting it on the political agenda is often difficult. It is difficult to
understand and deal with the problem. Only changes are possible, not “solutions”. The
problem contains information, power and emotional components. The problem consists
of many phenomena that are intricately intertwined. Information is often missing; the
information is incomplete, uncertain or contradictory. The problem is multidisciplinary
and requires theories from different fields to explain what is happening. There are many
parties. Each party has a different vision, a different definition, and different goals and
desires. Often the parties have different “solutions” to the problem. Different parties
have different influence on the problem. A problem often creates a lot of emotion in
society.”

In short, social complexity theory focuses on the entire spectrum of the problem-
handling process, from problem awareness (step 1) to assessing the dynamics of the
problem (step 2), focusing on the problem; how difficult it is (step 3), identifying dif-
ferent and interrelated interventions (step 4), assessing the interdisciplinary nature of
the problem (step 5), identifying many parties (step 6), and concluding that the problem
often generates many emotions in society (step 7), (see Fig. 1).

Step 1: The Problem Has Different Impacts on Different Groups of Society and is
a Real Problem in Life
The content analysis identified the impact and importance of adopting e-learning on
the different involved actors. The results emphasize the consideration of this practice
especially in times of covid 19 crisis at the time of the confinement “distance courses are
the unique means to stay in touch with our students” (teacher 3, crisis e- learning), “it is
essential to ensure a pedagogical continuity to succeed in the academic year” (teacher
1, crisis e-learning). Furthermore, during the post- covid period, this teaching mode has
given students a certain flexibility to organize their time and allow them to continue their
university studies regardless of social and geographical constraints: “e-learning allows
students who are far from the institution or who work to access a master’s degree and
to continue their studies without worrying about problems related to class attendance”
(Head of the Virtual Department, hybrid e-learning). This not only saves time for the
student, but also financial savings related to travel, accommodation, etc. This learning
mode thus contributes to reducing social inequalities by allowing everyone access to
quality education, as targeted in ODD 41. From a structural point of view, it allows,
among other things, to solve the problems related to the lack of classrooms “hybrid
teaching has made it possible to overcome the problem of classrooms and to arrange a

1 ODD4: Quality education: Ensuring equitable access to quality education for all and promoting
lifelong learning opportunities.
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better schedule for students” (minutes of the scientific council) as well as that related to
the costs of teaching which weigh heavily on the state budget. Therefore, focusing only
on the education quality without considering the socio-economic elements can hinder
its implementation and can generate various problems and conflicts.

Step 2: The Problem is Dynamic
The unions reject the use of E-learning, explaining that it reduces the equality of oppor-
tunities for access to education because of the unequal allocation of financial and tech-
nological resources to students. "To implement E learning, it is necessary to give the
means to poor students to be able to adopt it and especially not to accuse them of being
lazy wrongly, because they have no money to equip themselves" (Teacher unionist, crisis
e- learning). They specify that Tunisian universities suffer from a recurrent shortage
of computer hardware and software which makes the adoption of this teaching mode
precarious. Challenges of confidentiality, data security, Internet connection speed, virus
attacks hinder any attempt of digitalization. We can see that generalizing E- Learning
to at all education levels would be difficult, unless we take into account these dynamic
constraints to succeed in driving change related to E-Learning adoption, operation and
sustainability.

Step 3: It is Difficult to Handle the Problem
E-learning is a solution, but because of its inadequate implementation, it can lead to
societal problems. During the crisis education, the adopted approach was related to a
desire for educational continuity that did not respect the proper method of E-learning.
It is a sharing of unscripted course resources (pdf, video...) accompanied by online
meetings. We have noted several criticisms in the teachers’ observations about the ethics
of its adoption "It is a disappointment to see some colleagues who are happy to finish
their course with a PDF file of which thousands are available on the internet and a
chat of which hundreds of forums are accessible and people from all over the world can
answer questions" (Teacher 2, crisis E-learning).

Several actions have been recently implemented as a project of awareness, support
and monitoring has been implemented for the benefit of teachers since April 2020,
mandatory training and technical sessions, the use of a unique platform namely the
platform designed by the virtual university of Tunis UVT in order to avoid all the
loopholes related to data security, administrative control (compliance with the charter)
and design a pilot project for master students to adopt the hybrid mode (small number
of students and equipped with the necessary tools and resources).

Step 4: The Problem Consists of Many Interlinked Elements
As we have indicated, the E-learning project involves several actors: the learner, the
tutor, the administration, the university, the E-learning unit, and the union. The diversity
of these actors does not make the problem of adopting and sustaining E- learning easy,
since it involves several complicated and interrelated elements.

On the part of the E-learning unit, colleagues need to undergo training: "colleagues
need to launch the courses; however we can’t start without training" (obs 1 post
covid). The administration plays a role in adjusting schedules and fixing the timetables
established for this purpose in order to satisfy the teachers and the students.
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“there are teachers who have in the timetable in the same day both courses for the
Masters’ Degree and courses for the Licenses Degree (which does not benefit from the
hybrid mode) and therefore when they come to teach they will have off hours because at
the time of the E learning course, they will not teach but they will have to wait for the
face-to-face course for license students” (Teacher 7; hybrid E- learning).

Step 5: The Problem is Interdisciplinary and Requires Background Theories
from Many Fields to Understand What is Going on
In order to properly initiate E-learning and move towards the digitalization of higher
education in the country, all the participants must be committed to this revolution-
ary approach from the political, economic, social, technological and legal (PESTEL)
perspective.

Several data that take into consideration the social aspect of E-learning are necessary
to carry out the learning digitalization project which is among the priorities of the e-
government project of Tunisia. This strategic orientation will enable us to meet the
expectations of the new generation (generation Z) and to guarantee knowledge transfer
(access to information) but above all the newapproach to education (transparency, equity)
by promoting digital inclusion and improving the individuals’ life quality (disabled
people, economically disadvantaged people). In order to respond to the ecological issues,
E-learning offers several advantages: zero waste, minimizing transport and therefore
polluting emissions, reducing energy costs, etc.

It is the role of the university to establish a regulatory framework and an adequate
technological infrastructure for E-learning planning. The university has also established
an EAD unit that accompanies and coordinates the various activities related to this
system.

Step 6: Numerous Parties Are Implicated and Each Has a Different Influence
on the Solution
We can say that several parties are involved in E- learning and each one differently
impacts its implementation and sustainability. The importance of the actors’ role and
their interdisciplinarity (students, tutors, unions, and administration), have an impact
in the outcome and each has a different influence. As we have highlighted, following
the covid crisis, the University of Manouba (UMA) has decided to organize hybrid
courses, alternating face- to-face and e-learning, which concerns only the master’s stu-
dents, responding to the financial constraint and the availability of students’ equipment
revealed in this research. This decision is supported by connectivity difficulties, com-
puter equipment purchase, and timetables programming on the part of the administra-
tion, accentuated by the refusal of union representatives to accept this learning mode
(the principle of equal opportunity). In addition, several teachers offered to provide dis-
tance learning courses. These teachers were optimistic about using this teaching method
because it enables them to use different techniques of teaching tools offered by the
platform improving the learning level "having the possibility to put video capsules and
that’s where it would be interesting. Especially for subjects like finance or math where
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we record ourselves and make video sequences with slides and send them as a capsule
to the students".

Step 7: The Problem Frequently Leads to Much Emotion in the Society
E-learning is an efficient solution to avoid infrastructure expenses for the State and a
solution for students who cannot travel for different reasons (disability, high cost of stud-
ies, etc.) and makes possible equal opportunities between learners. This education mode
can contribute to fight against school dropout and women marginalization, especially
in rural areas. This paradigm change is certainly a source of deep emotion in society.
The students were enthusiastic, motivated, involved, focused and attentive. They repeat-
edly intervened either to ask questions or to give illustrative examples. "I truly believe
that the basic ingredient for success in E-learning is empathy and caring on our part,
and motivation and overcoming the fear of the unknown (E-learning) on the part of the
students. This is certainly not to minimize the logistical problems and lack of resources
among some of our students, but I can see that the university is doing what it has to do
to help them."

Fig. 1. Is e-learning approach a complex process of societal transformations?

5 Conclusion

E-learning has shown its importance especially during the COVID crisis as an
unavoidable solution to any kind of crisis, not only health crisis.

Social science knowledge is an indispensable part of the global scientific, policy and
social mobilization effort required. It can also perform the role of being a co-designer
of relevant and effective solution strategies to succeed the generalization of e- learning,
namely in the developing countries. Adopting some new educational policies for SDG4
thatmay lead to co-benefits between education quality andother sustainable development
goals, have gained increasing attention in recent years. Initially, our analysis reveals a
paradigm shift in society with respect to the adoption of e-learning.
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Positive effects of technology on learning would be noticed (Sousa and Rocha,
2019). The effectiveness of teaching has become essentially technology- determined
(Sousa and Rocha, 2019) and the availability of technological resources is a major
condition for e-learning implementation. Thus, the availability of a technology platform
is needed to use web-based technologies, the basis for e-learning. That’s why giving
learners a practice session on the computer in advance of the training would be helpful
in improving attitudes, especially feelings of self- efficiency (Ho, 2009; Ho and Kuo,
2010; Ho et al., 2010).

E-learning creates new challenges for the global society. Adopting this new approach
of learning is a complexprocess of societal transformations that should be studied as such.
The contribution of the social sciences is crucial to the understanding of these change
processes. The growing body of knowledge on E learning techniques, its determinants
and consequences is not matched by an equivalent understanding of the societal changes
it poses.

Despite the growing scientific evidence, the consequences of e-learning and its effi-
ciency remain contested by different groups in society and are associated with different
perceptions of uncertainty, risks and urgency.

Responses to pandemic crises challenges are not only a matter of infrastructural
adjustments or technical innovations. They also include fundamental changes in our
way of educating, individual effectiveness of using technology, group influence and
social image, knowledge sharing and learner reflexivity.

As such, e-learning challenges are also societal changes. Thus, it is fair to say
that effective response to pandemic or other crises perturbing classical approaches to
education involve complex processes of societal transformations that should be studied.
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Abstract. E-governance is accepted as an effective tool for the achievement of
good governance in developed countries and developing countries such as Tunisia.
Several authors have shown the positive effect of e-governance on good gover-
nance, nevertheless, few writings have shown the mediating role of public trust in
strengthening this relationship. Drawing upon stakeholder theory we developed
and tested a model on how public trust allows the strengthening of the relation-
ship between e-governance and good governance. We hypothesized a positive
relationship on each side of the triangular configuration through mixed research
methods (qualitative and quantitative). We use a structural equation model to test
the hypotheses with 217 observations from questionnaire survey data collected at
a government institution in Tunisia. The results of this research indicate that e-
governance positively influences good governance, and public trust acts positively
and significantly on the relationship between e-governance and good governance.
Especially, the study offers theoretical insights into the role of public trust as a
mediator in the relationship between e-governance and good governance. In addi-
tion to the theoretical implications, the results of this study also provide important
insight for policymakers in general and in Tunisia particularly.

Keywords: E-governance · good governance · public trust

1 Introduction

Theuse of Information andCommunicationTechnologies (ICTs) in the delivery of public
services seems to be one of the main reforms of public administration and is becoming
one of the primary objectives of governments. This reform constitutes “a real opportunity
to strengthen the effectiveness and efficiency of public services” (Boulesnane et al., 2019,
p17), which influences and facilitates good governance and ensures user satisfactionwith
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the services provided online. For Heeks (2001a, 2001b, p1), the use of ICT simplifies
the administrative process and facilitates performance more effectively and efficiently
is guaranteed by e-governance. This one is the use of Information and Communication
Technologies (ICTs) in government in ways that either: (1) alter governance structures
or processes in ways that are not feasible without ICT and/or (2) create new governance
structures or processes that were heretofore not possible without ICT and/or (3) reify
heretofore theoretical ideas or issues in normative governance (Bannister and Connolly,
2012).

Olamide Samson (2022, p3) sees e-governance as “a new coordination process based
on the advancement of Information and Communication Technologies (ICTs) towards
Governance. It means using ICTs as servants to the master of good governance. ICTs
are no longer seen as an end in themselves and they are seen to work only as part of
a wider systemic ‘package’. Overall, then, e-Governance is the ICT-enabled route to
achieving good governance (Kalsi et al., 2009). However, to ensure good governance,
public trust is a sine qua non. This is becoming increasingly evident in a framework
marked by the decline in public trust in local governments, the evolution of ICT, and
the importance of its influence on society and governments. In this sense, Doullah and
Uddin, (2020) show through their study that e-governance and trust foster each other’s: e-
governance promotes trust, and vice-versa. Other ways, the promotion of e-government
can be away to increase the citizen trust in government and improve citizen evaluations of
government. The study shows that e-government initiatives can enhance public trust by
improving interactions and responsiveness and encouraging participatory mechanisms.
E-Governance serves as an effective tool for restoring public trust which helps to improve
transparency, effectiveness, and efficiency, and foster participation in decision-making.
These indicators reflect the principles of good governance which present a form of public
administration reforms, as proven by Polat and Alkan, (2020, p1). According to these
authors, “good governance acts in the public administration according to a consensual,
transparent, accountable and efficient management approach”.

Thus, the successful implementation of an e-governance system can positively
impact the public trust and therefore strengthen good governance, reduce corruption,
and improve service delivery. Governments should then focus on implementing an e-
governance system that will build public trust to ensure the strengthening of good gov-
ernance within government institutions. In terms of e-governance, several authors have
shown the positive effect of e-governance on good governance (Hartanto et al., 2021;
Bala and Verma, 2018; Kals and Kiran, 2015; Saxena, 2005a, 2005b; Sarfaraz, 2007a,
2007b; Zhang, 2006a, 2006b; Barthwal, 2003; Sapru, 2014, and Alaaraj et al. 2016).
However, few writings have shown the mediating role of public trust in strengthening
this relationship.

Based on these reflections, we suggest in this article study the role of e-governance
in strengthening good governance through public trust by referring to the stakeholder
theory.

Consequently, this study aims to explore the strengthening effect of public trust in
this relationship. It consists in contributing to research work linking good governance
practices and e-governance. Through both theoretical and empirical studies in the context
of Tunisian government institutions, we will try to identify and analyze the intermediate
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effect of public trust in the e-governance/good governance relationship. The study offers
theoretical insights into the role of the public trust as a mediator in the relationship
between e-governance and good governance. Moreover, to our knowledge, this is a
unique study in the field of governance that deals with this issue. Indeed, in the literature,
few works combine these different concepts in a single theoretical framework. On the
practical level, the particularity of this research consists of the empirical study carried
out in the framework of Tunisian government institutions. The specificity of the Tunisian
context is essential, especially concerning the change that the country is undergoing in
the context of a post-revolutionary democratic transition.

The remainder of the paper is structured as follows: Sect. 2 presents a synthesis of
the literature concerning the basic concepts of our research, namely e-governance, good
governance, and public trust, and the theorymobilized, Sect. 3 describe the context of our
research, Sect. 4 develops the causal links between the three concepts, Sect. 5 presents
the researchmethodology, Sect. 6 analyses and interprets the results of our research, both
quantitative and qualitative, Sect. 7 discusses the research findings and contributions and
finally a conclusion, limits of the research and future work are presented.

2 Literature Review

In this section we will first try to study, through a review of the literature, the basic
concepts of our research, namely: E-governance, good governance, and public trust and
to develop the theory mobilized in this theoretical framework.

2.1 The Basic Concepts of the Research

In the literature there is often confusion regarding the use of concepts associated with
e-governance, namely “e-administration” and “e-government”. However, these con-
cepts are different,e-administration or digital administration, “refers to one of many
mechanisms that transform paper processes in a traditional office into electronic pro-
cesses, in order to create a paperless office” (Pólkowski and Radu, 2014, p 20).As for
e-government, it refers to “the set of roles and activities of the administration that relies
on the use of Information and Communication Technologies (ICTs)” (Brown, 2005,
p2). E-government therefore, implies the automation or computerization of existing
non-computerized procedures.

Regarding e-governance, it refers to the use of Information and Communication
Technologies by the public sector, e-governance seeks to improve service delivery,
encourage citizen participation in decision-making, andmake governmentmore account-
able, transparent, and effective (Palvia and Sharma, 2007). In the same vein, Khan (2018,
p137) defines “e-governance as a new form of administrative management through the
practical use of communication methods such as the Internet or other virtual spaces”.
Accordingly, e-governance refers to the way of directing, managing, and administering
the practices of a government online, allowing it, through the use of ICTs, to improve
transparency, define responsibilities, provide information quickly to all, make the admin-
istration efficient, and improve services. This is confirmed by Palvia and Sharma in 2007
(p3), “the application of e-governance has become an important mechanism in the public
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administration system to enhance citizen participation in decision making, monitor and
evaluate government projects, ensure accountability and transparency of the government
as well as the transfer of information from one sector to another and of course, ensure the
effectiveness and efficiency of this system”, hence the notion of good governance. This
is “recognized as a process where yesterday’s ‘best practices’ become today’s standard
practices” (O’Connell and Ward, 2020, p1).

As for good governance, there is no single definition. The idea of good governance
has been introduced and widely used by the World Bank since the early 1990s, where
we find the most common definition: “how power is exercised in the management of
a country’s economic and social resources for development. According to Herasymiuk
et al. (2020, p547) “good governance implies the participation of citizens in public
administration”. Also, for Sitompul et al. (2020, p245), “good governance is a regula-
tory principle of governance that allows for effective public services, a reliable judicial
system, and its responsibility is accountable to the public”. However, for Jameel et al.
(2019a, 2019b, p 301) “good governance is not only a procedure but also a structure that
directs socio-economic and political relations and it ensures characteristics or elements
such as participation, transparency, accountability and voice, responsiveness and rule of
law”. So, we can note that good governance is a way of exercising power, managing an
organization’s resources, and involving citizens and public servants in decision making
which requires transparency of information, responsibility, and accountability. The most
cited definition has come from the United Nations itself, which deems it to have eight
major characteristics. According to this definition, good governance is participatory,
consensus oriented, accountable, transparent, responsive, effective and efficient, equi-
table and inclusive, and follows the rule of law (UNDP, 2016). Furthermore, it seeks
to ensure that corruption is minimized, the views of minorities are taken into account,
and that the voices of the most vulnerable in society are heard in decision-making. It is
also responsive both to the present and future needs of society. (UNESC for Asia and
Pacific).

In this article, we refer to six dimensions: accountability, transparency, efficiency,
reactivity, the primacy of law, and participation. We note that accountability means the
responsibility perceived by organizations or government departments toward the mutual
arrangement between stakeholders or between bodies of equal standing to provide public
services (Almquist et al., 2013).

As far as public trust is concerned, it is at the origin of the reforms of Public insti-
tutions in a New Public Management perspective as well as in a new governance and
Post-New Public Management perspective, this is confirmed by Eun and Pupion (2019,
p 23). It is a source of major change in the relationship between the institution and users
but also between government institutions and its various stakeholders, especially in times
of crisis. In the literature, public trust has been defined in different ways. According to
Poppo et al. (2010, p126), “public trust is the extent to which a group of stakeholders, has
a collective trust orientation towards an organization”. Trust is built through legitimate
institutions. Trust in government “ is also necessary for the fair and effective functioning
of democratic public institutions, it is one of the key factors that determine the competi-
tiveness of government…Public trust in government is important because it reflects the
quality of the relationship that exists between citizens and their government.” (Beshi and
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Kaur, 2020, p340). Thus, we can conclude that public trust in government helps shape
the sustainability and quality of the relationship of citizens with their government and
will therefore allow for the legitimacy of institutions. Based on previous research such as
McEvily and Tortoriello (2011), McKnight et al. (2002), and Mayer et al. (1995) about
trust organizational, we can conceptualize public trust as a composite of three dimen-
sions (Grimmelikhuijsen and Kneis, 2017, p6): 1) competence or ability: “ the extent
to which a citizen sees a government organization as capable, effective, competent, and
professional”, 2) benevolence: “the extent to which a citizen sees a government organi-
zation as concerned with the public welfare and motivated to act in the public interest,”
and 3) integrity: “the extent to which a citizen perceives a government organization as
sincere, truthful, and delivering on its promises”.

2.2 Theory Mobilized

Given that the objective of our research is to study the strengthening of good governance
through the use of e-governance, Stakeholder Theory seems to be the most mobilized
theory because as a theory of organizations, it contributes to the foundation of a relational
model of the organization/individuals.Several researches show that the Stakeholder The-
ory allows the realization of the principles of Good Governance on the one hand, and
forms a theoretical foundation for e-governance on the other hand. In this respect, we
note the work of Pesqueux (2020, p9), Freitas Langrafe et al (2020, p4), Franklin (2020,
p2) and Panday and Chowdhury, 2020, p5).As for the relationship of the Stakeholder
theory with e-governance, Flak and Rose (2005, p644), note that this theory seems to
be the most appropriate as a theoretical foundation for e-governance for three raisons:
1) government can be conceptualized as the management of the relationships and inter-
ests of society’s stakeholders which explains why all democratic political models are
committed to balancing the legitimate competing interests of society, 2) e-Governance
focuses on the management of successful technological innovation in a complex stake-
holder environment. Stakeholder theory may be able to provide a theoretical basis for
tools and techniques that help in the realization of these tasks and 3) government agencies
are faced with “increasing demands to run government like a business” and normally
optimize their budgets in relation to their various customers (or stakeholders) rather
than maximizing their profits in relation to shareholders. Stakeholder theory therefore
represents a type of organizational theory better suited to the governmental context than
conventional profit-maximizing management theories.

Before studying the existing relations between the three basic concepts previously
defined we consider in what follows the study of the context of our research.

3 The E-Governance and the Good Governance in the Tunisian
Context

Since the 1990s, the government has initiated a program to upgrade theTunisian adminis-
tration and has established a communicating administration through severalmanagement
systems such as the Management System of Administrative Affairs of State Personnel
(INSAF), the Budget Decision Support System (ADEB), the Information System of
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Automatic Customs Clearance (SINDA)…. These actions were carried out following an
awareness of the need to establish good governance based on democracy.

However, after the revolution, the Tunisian government began a series of efforts to
improve the quality of governance, advance administrative reforms, fight against corrup-
tion, increase social inclusion and reduce regional disparities. Or, In the development of
electronic and open government and as part of an overall strategy of reform and modern-
ization of the administration a program “Smart Gov 2020” has also been implemented.
The mission of this program is based on four major axes: (according to the portal of the
Tunisian government): 1) “Centering” the administration and public services around the
needs of its users, 2) “integrate” the administration via interoperability and mutualiza-
tion of infrastructure and state systems and electronic data exchange and 3) “open” the
administration via a framework of transparency, 4) citizen participation and co-creation
of value. All this through “Digital Ownership” by securing the digital transformation
of the administration, the generalization of digital use, and the establishment of digital
trust within the administration and with its users.

In addition, according to Gueldich (2017), In Africa, Tunisia ranks fourth after South
Africa (65), Mauritius (75), and Seychelles (85) and first in North Africa ahead of
Morocco (101), Egypt (103) and Algeria (112) (according to the report Tunisia Tribune,
E-Governance, October 2022). The development of ICT will thus have an impact on
most of the mandatory and optional competencies in the administration. To ensure good
governance, the Tunisian government is called upon to develop strategies and invest
more in digital transformation projects.

After the presentation of the context of our research, we will attempt in what follows
to study the direct effect of e-governance on good governance and the indirect effect of
this relationship through the mediating variable of public trust. This will allow us to see
the reinforcing role of the latter and the important role played by the three dimensions
in the relationship between e-governance and good governance. For more precision,
we note that one-way e-governance is included in the current study’s design. We are
interested in the service provided by the government to citizens and the trust that people
bestow on a government.

4 The Conceptual Framework: Causal and Mediating Links

4.1 The E-Governance/Public Trust Relationship

E-governance also enhances process-based Trust by improving people’s interactions
and perceptions of responsiveness (Alaaraj and Ibrahim, 2014, p96).In this sense, Hong
(2013) showed that e-governance could increase process-based trust by improving cit-
izen interactions and perceptions of responsiveness” and that e-governance has been
proposed as a way to increase citizen trust in government and improve citizen evalua-
tions of government. At this point in the evidence of our research problem, it is widely
accepted that e-governance has the potential to improve the transparency, availability,
accessibility, and responsiveness of government. The significant and positive impact of
Internet use on external political trust and effectiveness has also been raised by Jameel
et al. (2019a, 2019b, p 4). Through the Information Technology revolution, we could
help the government get closer to the people, a result that could increase the citizens’
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trust in the government (Gordon et al., 2019, p460). E-governance can thus provide a
way for citizens to express their anger or opinion. This confirmation allows us to test the
expected relationship between e-governance and public trust, hence the 1st hypothesis
of our research:

H1: E-governance is positively related to public trust.

4.2 Relationship Between Public Trust and Good Governance

Godé-Sanchez, (2003, p10) sees that “the production of Public Trust can be considered
a new tool of public management; it plays a fundamental role in the governance of pub-
lic actions”. Indeed, a higher level of Public Trust in government institutions leads to
good governance and effective execution of public policies (Hasan, 2018). Beshi and
Kaur (2020, p342) also consider that Public Trust is a key element of good governance
and can be enhanced by strong policies that promote the safety and security of people
and can be an outcome of good governance. We note that the trust that people bestow
on a government and its officials, state institutions, and executives, differs significantly
from the interpersonal trust because of the multi-faceted nature and complexities of the
system (Newton 2001:201–204). Political trust is founded on good governance that is
based on the existence of ethical codes and accountability mechanisms in all spheres of
human life. Such an understanding implies that citizens expect good and ethical gover-
nance at all levels of society. This reality pinpoints the fact that politicians and public
administrators are obligated and expected to adhere to the principles of accountability,
transparency, and integrity, which are the cornerstones of anti-corruption measures such
as detection, prevention, and deterrence (Woods and Mantzaris 2012:121; Gisselquist
2012a, 2012b:10).

In this framework, several works have also proven the existence of positive relation-
ships between governance principles and public trust. We mention as an example, the
positive relationship between participation, transparency, and public trust demonstrated
by Alaaraj and Hassan (2016).Thus, when the principles of good governance are applied
and practiced by the government, the government provides quality service to the pub-
lic, gives appropriate information about the service, etc., which in turn increases the
trust of citizens in the government (Yousaf et al., 2016, p202). Consequently, a positive
relationship between participation transparency and public trust has been demonstrated
by Alaaraj and Hassan (2016). Through the exploration of causal relationships between
expected good governance, corruption, and citizen trust that affected citizen actions,
Pillay (2017a, 2017b) showed that corruption in all its forms leads to citizen distrust and
actions in a wide variety of societal terrains and locations such as the two regions Brazil
and South Africa. The positive effect of e-governance has also been demonstrated by
Heeks (2001a, 2001b). This author studied the effect of new information and communi-
cation technologies and how they can make a significant contribution to the achievement
of good governance goals. The paper elaborates on information systems (IS) and claimed
E-governance is the ICT-enabled route to achieving good governance. Saxena (2005a,
2005b) argued that e-governance initiatives in most countries promise a more citizen-
centric government and reduce operational costs. Unfortunately, most of these initiatives
have not been able to achieve the benefits claimed. e-governance requires the initiative to
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be effectiveness-driven and not merely efficiency-driven. This will require the initiative
to be led by good governance.We can therefore consider public trust as a precondition for
and an outcome of good governance. Governments can therefore improve public trust by
making the processes of their institutions more efficient, transparent, and accountable.
It turns out, therefore, that public trust and good governance are positively interrelated.
Hasan, (2018, p4) argues that a higher level of public trust in public organizations estab-
lishes good governance and effective execution of public policies. Therefore, to promote
good governance in any democratic government, public trust is considered one of the
essential elements, which allows us to propose the 2nd hypothesis:

H2: Public trust has a positive influence on good governance.

4.3 Relationship Between E-Governance and Good Governance

E-governance is not intended only for hosting or exploring high-tech tools, it primarily
attempts to bring out a revolution in approach and work culture to assimilate govern-
ment processes and functions to assist the nation’s progress (Al-Hossienie and Barua,
2018; Sadashivam, 2010). E-governance is not intended only for hosting or exploring
high-tech tools, it primarily attempts to bring out a revolution in approach and work
culture to assimilate government processes and functions to assist the nation’s progress
(Al-Hossienie and Barua, 2018; Sadashivam, 2010). The emergence of e-governance has
been one of the most prominent expansions of the web. Global shifts towards increased
deployment of Information Technology. Today, the development of any nation depends
on the use of e-governance and its permeation (Qian, 2011; Dawes, 2008; Ndou, 2004;
West, 2004). Many states are in transition for development and emphasize their ICT
capacity in development work, including the concept of e-governance. However, techni-
cal aspects are just one side of the issue. E-governance can and should be a tool for good
governance -not just governance. Transitioning to e-services, public or private, should
not be an end in itself but a way to make a needed and desired service more accessible,
efficient, and attractive. Thus, Olamide Samson, (2022, p1) expresses that e-governance
is an important tool to improve transparency and accountability in public service deliv-
ery. He adds in the same article that “e-governance aims to build services based on
citizen choice; make government more accessible; facilitate social inclusion; provide
information responsibly; use government resources efficiently; reduce public expendi-
ture; provide online services; and involve citizens in the process of good governance”.
This means that any e-governance application must have common goals such as trans-
parency, accountability, efficiency, equity, speed, mobile site services, public-private
partnership, and cost savings. Vaidya (2020, p4) states that “e-governance has been
implemented by developed as well as developing countries to be a catalyst for speeding
up processes, providing a higher level of service to citizens and businesses, increasing
transparency and accountability while reducing costs.”Therefore, through e-governance,
government services are accessible to citizens in a convenient, efficient, and transparent
manner. In the same vein, Saikia and Gogoi, 2020, p1) adds that the use of Information
and Communication Technologies ICTs in e-governance. These reflections consolidate
Wong et al. (2007, p928) ideas: “the concept of e-governance is incorporated into public
administration to ensure the realization of the principles of good governance as well as
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its strengthening at four different levels:1) transforming the business of government, 2)
increasing participation, openness, transparency, and communication, 3) transforming
the interactions between government and its internal and external customers, classified as
government-citizen (G2C), government-business (G2B), government-internal business
(G2E), government-other-government (G2G) and citizen-citizen (C2C) and, 4) trans-
forming society through the emergence of electronic societies, which include networks
of relationships such as citizen-to-citizen and non-governmental organization (NGO)
relationships.”

Based on the work of Olamide Samson, (2022, p1), Bindu et al., 2019, p1), Vaidya,
(2020, p4), Saikia and Gogoi, 2020, p1), and Wong (2007, p928), we will try in the fol-
lowing table to present the role of e-governance in the strengthening of good governance
in the public sector (see Table 1):

Table 1. Promoting good governance through e-governance

Good governance Principles Role of e-governance in strengthening good governance

Accountability and transparency - Ubiquitous access to timely, complete, relevant, high-
quality, and reliable information about government
operations
- Active disclosure of governance information leads to
accountability and transparency

Participation - Enable all stakeholders to participate in policy
development and implementation, e-participation, and
e-feedback

Reactivity - Enabling services to be provided to citizens responsively
- Creating a government-citizen platform

Effectiveness and Efficiency - Speed up the service delivery process by eliminating
unwanted delays and resource dissipation

Equity Ensure in-depth equity and fairness in the delivery of
public services
- Citizens enjoy the benefits of e-services, e-administration
regardless of social level, race, religion and gender

Consensus building - Create a relationship between government and the public
for access and exchange of information
- This type of connection results in a consensus between
“who governs” and “who is governed”
- Contribute to the development of an atmosphere of
invisible electronic dialogue between the government and
the citizen

According to Giri, et al (2018, p3), e-governance is increasingly being promoted as
a means for governments to strengthen good governance. Hence the third hypothesis of
our research:

H3: e-governance is positively linked to good governance.
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E-governance, therefore, plays an important role in achieving good governance in
government institutions. It allows the principles of good governance to be achieved and
even contributes to the strengthening of good governance. At this level, an important
question arises: can this reinforcement be accentuated and even consolidated if there is
“public trust confidence” in the existing relationship between e-governance and good
governance? To answer this question, it is necessary to present the relationship between
public trust, good governance, and e-governance.

4.4 The Role of Public Trust in Promoting the E-Governance/Good Governance
Relationship

Moti, (2009, p16) states that “trust is an essential ingredient in building a competent
state that strives to promote and maintain what can be called a culture of trust. A culture
of trust is one in which citizens feel that they have a more or less equal and potential
chance to make a difference in decision-making. This is where good governance comes
in as an indispensable consequence of a culture of trust. Janssen, Rana, Slade, and
Dwivedi, (2018, p650), suggest that the dimensions of public trust namely benevolence,
integrity and competence are relevant to e-governance, and they also add in the same
context (onpage662), “Although e-governancehas the potential to improve transparency,
responsiveness, and government responsibility, electronic services will only be adopted
if citizens find them trustworthy”. This means as already proven in the theory, that e-
governance acts positively on the achievement of good governance and this will be more
confirmed when there is trust in the government and the use of the internet.

Similarly, Giri, (2019, p270) expresses that good governance services from e-
governance lead to the success ofGovernment toCitizen (G2C),Government toBusiness
(G2B), Government to Employee (G2E), and Government to Government (G2G) appli-
cations thatwould integrate all levels of government functions and the public trust granted
by ICT applications lead to better delivery of public services. He also adds that the adop-
tion of a technology-based administration could make service delivery easy and quick
and foster persistent trust. Furthermore, Praveena, (2020, p8) adds that “public trust con-
tributes to the perception of the relationship between the Public Administration and its
citizens. E-governance initiatives should be more citizen-centric. The process design of
these initiatives must ensure that citizens are comfortable using these applications. This
can lead to improved trust and promotion of transparency in services, making it more
effective in service relationships.”Dwivedi et al, (2020, p7) also prove that governments
can also play a vital role in accelerating the ICT infrastructure, especially in developing
countries, which enables the digital transformation of businesses, including facilitat-
ing employees to work from home and online education… This has a positive effect
on public trust which will strengthen good governance. Thus, we can confirm that e-
governance, good governance, and public trust seem to be interdependent. We have tried
to show theoretically the existing relationship between the three concepts. To empirically
demonstrate the importance of these relationships and to specify the direct and indirect
relationships between these variables, the mediating effect of public trust is highlighted.
This relationship is weakly studied in the literature, as some researchers have examined
the mediating role of good governance between e-governance and public trust such as
Alaaraj et al. (2016) in an Arab context (Lebanon). In our research, we will study the
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mediating role of public trust in the relationship between e-governance and good gover-
nance. Therefore, this research presents the theoretical model that conceptualizes public
trust as the mechanism by which e-governance influences good governance.

4.5 The Conceptual Model of the Research

The conceptual model we will try to develop for this research study is based on a
conceptual and theoretical analysis presented in the literature review. Themodel presents
e-governance as ameans to achieve good governance through public trust. To summarize
the relationships between the variables in our model, we present the following diagram
(see Fig. 1):

E-governance 

Usefulness

Reliability 

Efficiency 

Public trust 

Kindness

Integrity 

Good 

governance  

Efficiency

H1 H2

H3

Competence

Responsibility

Transparency 

Reactivity

Primacy of law

Participation

Content 

Insurance 

Fig. 1. Conceptual Model

Therefore, the public trust allows the relationship between e-governance and good
governance to be reinforced. This relationship will be verified empirically in the
following parts of our article.

5 Research Methodology

5.1 Epistemological Positioning and Target Population

In the framework of our research, our problem is explanatory and causal in the fact that
we want to explain the role of e-governance in the reinforcement of good governance
via public trust. We, therefore, adopt a positivist position adapted to be able to present
an objective view of the existing relationship between the concepts.

To answer our research problem and to verify it in the Tunisian field, we selected
a population of the Tunisian public sector that uses Information and Communication
Technologies (ICT) in the provision of services and that has a direct impact on the
achievement of good governance in government institutions. In our population, our unit
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of analysis is composed of the state officials who have a direct impact on the realization
of good governance, namely the administrators of the Ministry of Higher Education
and Scientific Research who are the providers of administrative services (administrative
managers in the rectorates and all the university institutions as well as administrative
agents). We have constituted our sample according to the criterion of homogeneity
of the public sector concerning our problem as already mentioned (Law No. 83–112 of
December 12, 1983, on the general status of state personnel, local authorities, and public
establishments of an administrative nature).

The Tunisian higher education sector has made considerable efforts to install new
methods of distance learning within universities that include new ways of learning.
With the abrupt shift to e-learning, without prior pedagogical and technical preparation,
accelerated experimentation of new learning practices is imposed inTunisian universities
which have been challenged to adjust to this new context.

All efforts have been directed towards supporting the digital infrastructure of the
sector by doubling the number of servers made available to universities, a task that was
entrusted to the Virtual University of Tunis (UVT), with an increase in the speed of
internet flow in academic institutions, the Ministry of Higher Education and Scientific
Research has coordinated with theMinistry of Finance to invest in this process. All these
measures have not only overcome the difficulties associated with the spread of Covid-19
in Tunisia, but they have also enabled the Tunisian University to be in tune with modern
technological changes, on theway to strengthening the process of “intelligent university”
in the country.

5.2 Data Collection and Analysis Procedures

According to Thiétart and Coll (1999, P101): “It is possible to associate the qualitative
and the quantitative using triangulation, the idea is to attack a formalized problem from
two complementary angles”. We have opted for a qualitative approach to be able to
examine managers’ conception of e-governance and its impact on the realization of
the principles of good governance in the Tunisian government institution and, to find
out whether these institution values their human capital and integrates it into its good
governance process by seeking to ensure public trust.

To collect the data we conducted individual semi-directive interviews with state
employees located at the top of the hierarchical pyramid in the Tunisian university
rectorates and the universities. We conducted semi-structured interviews with the gen-
eral secretaries of the universities and the managers of the rectorates. We were able to
conduct ten interviews with appointments (administrative managers, deputy directors,
administrative agents, university teachers, students, and their representatives).

Our questionnaire is composed of closed-ended questions to study the behaviors of
people interviewed by confronting them with our hypotheses. This questionnaire was
appropriated from published articles in the literature namely the article by Gupta et al
(2008) and the article by Amuche (2019). A five-point Likert scale was used to measure
the variables in the study.

To measure the dependent variable of good governance, we referred to the mea-
surement scales used by Jameel et al. (2019a, 2019b, p307), these authors adapted the
measures of good governance using thirty items from Salminen and Ikola-Norrbacka
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(2010) revealing sufficient reliability (α > 0.70). We mobilize this measurement scale
because it is used in an Arab context similar to the Tunisian context (Lebanon and Jor-
dan). We use six items: responsibility, transparency, efficiency, reactivity, the primacy
of law, and participation. For the independent variable e-governance, we used the mea-
surement scales proposed by the EGOSQ tool with five variables adopted by Welch
and Hinnant (2003) with adequate reliability (α > 0.70), reliability, efficiency, content,
usefulness, and, insurance. To assess the mediating variable, the public trust, we used
three items from the study by Salminen and Ikola-Norrbacka (2010) reported in the arti-
cle by Jameel et al. (2019a, 2019b, p307), Cronbach’s alpha for public trust was 0.93,
indicating good reliability (α > 0.70), kindness, competence, and integrity.

Regarding the method of qualitative data analysis, we opted for a grid according to
which we prepared the questions of our interview guide. It seems to be the most appro-
priate to obtain, on the one hand, the managers’ conception of the role of e-governance
in the strengthening of good governance through public trust, and on the other hand,
to obtain new avenues of research, not provided by the theoretical analysis phase (see
Table 2).

Table 2. Descriptive coding of verbatims

Theme number Identification of themes

1 Confidence in online services

2 Definition of e-governance

3 Definition of good governance

4 Definition of public trust

5 E-governance and public trust relationship

6 Relationship between e-governance and good governance

7 Relationship between good governance and public trust

8 The role of public trust in strengthening good governance through
e-governance

For our questionnaire, we developed a pre-test based on a population of twenty
people. The feedback from the respondents consisted mainly in translating the questions
into Arabic to understand the items. For this reason, we proceeded in a second phase to
the translation in Arabic of the questions presented in the questionnaire. Two hundred
and seventeen (217) interviewed replied to our questionnaire… In our research, we opted
for the modeling by the structural equation of partial least squares by the PLS approach.
The importance of this method lies in its ability to simultaneously test the existence of
causal relationships between several latent variables including the mediating variable.
It is of great interest to test the structural model of our research because according to
Sosik et al (2009, p. 17): “The method PLS works better in practice because the field
data used in modeling are never perfect, and are often highly correlated. Selecting the
best linear combination to predict the dependent variables, provides more meaningful
structural coefficients.
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In our analysis, our estimation and validation procedure consists of two parts: first,
the validation of the measurement model, and second, the validation of the structural
model. In this context, we used the SmartPLS version 3 software for data processing and
hypothesis testing. The following figure shows our research model with its indicators as
presented by the PLS method (see Fig. 2):

Fig. 2. Research model presented in Smart PLS 3

6 Analysis and Interpretation of Results

6.1 Results of the Qualitative Study

In the following, we will show the results according to the themes presented in the
thematic grid (see Table 3):

So, from the above, we can conclude that managers who present at the top of the
hierarchical pyramid see that the practice of e-governance has a direct effect on the
achievement of good governance. Similarly, public trust has a significant effect on the
relationship between e-governance and good governance in the Tunisian government
institution, which allows us to conclude that public trust allows the strengthening of
good governance. Therefore, the managers’ conception of the relevance of the existing
relationship between e-governance and good governance through Trust is quite obvious
and will have a direct effect on the behavior of other stakeholders. Indeed, this concep-
tion will be transmitted to the administrative agents who present the service requesting
party and consequently to the service providers. We note that this qualitative research
is preliminary to our quantitative study. Its interest consists in determining the position
of managers regarding the introduction of e-governance and good governance in the
government institution and seeing their conception of the relationship between the three
concepts.
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Table 3. Results of the qualitative analysis

1- Trust in online services
All respondents express confidence in the services offered online, which can be reflected in the confidence of 
other stakeholders in these services.
In the Tunisian government institution, all stakeholders have confidence in the use of ICT in the provision of 
online services.

2- Definition of e-governance
For managers, e-governance is a system of service delivery using ICTs in government institutions; for other 
interviewees, e-governance is the digitization of the administration, it is e-administration, and it is digital 
bureaucracy.
Confirmation of the confusion examined in the literature review.
This confusion is reflected in the conception of the other stakeholders, namely administrators, university 
teachers, and students, who see, according to the pre-test, that e-governance is digital administration.

3- Definition of good governance
Good Governance is about transparency, effectiveness, efficiency, and timeliness. For others respondents, good 
governance is the management of human resources.
These definitions have an impact on the conception of the different stakeholders about the definition of good 
governance in a government institution.

4- Definition of public trust
Public trust reflects the trust of the public in the administration on the one hand and the trust of the employee or 
agent in the government institution on the other. 
According to the respondents, this is only guaranteed if there is the security of personal data online if there are 
rules established by the government that allows the organization of work in both directions: the citizen is 
satisfied with the quality of the service requested and the administrator has all the opportunities to work in 
favorable conditions, this is also linked to the availability of information at any time and to all stakeholders.

5- E-governance/public trust relationship
E-governance is directly related to public trust because according to the respondents and as already mentioned 
in the definition of public trust:
E-governance ensures the personal data of stakeholders, and facilitates access to information at any time and 
from any place 24/7. 
E-governance acts directly and significantly on public trust.

6- Relationship between e-governance and good governance
For managers, e-governance is essential to achieve good governance as e-governance ensures speed, efficiency, 
quality of service, control, and organization of work.
E-governance has a direct effect on good governance because it ensures the realization of the principles of good 
governance.

7- Relationship between good governance and public trust
Public trust ensures the participation of the different stakeholders in the decision-making process. It also 
ensures accountability of those stakeholders, with everyone being responsible for their decisions and work. 
Public trust affects good governance and ensures the realization of the principles of good governance.

8- Role of public trust in strengthening good governance through e-governance
E-governance ensures the speed of online service delivery which consequently ensures the realization of the 
principles of good governance.
E-governance shares the same principles of good governance, namely transparency, efficiency, and security, 
which guarantees the trust of stakeholders in the government institution.
This is confirmed in the literature review where Praveena (2020, p8) expresses that "e-governance initiatives 
should be more focused on needs of citizens. The process design of these initiatives must ensure that citizens 
are comfortable using these applications. This can lead to improved trust and the promotion of transparency in 
services, making it more effective in service relationships.
Trust plays an important role in strengthening good governance through e-governance.
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6.2 Results of the Quantitative Study

The validation approach according toHair et al (2017, p125) consist of two parts namely:
first, the validation of themeasurementmodel, and second, the validation of the structural
model.

Validation of the Measurement Model
This validation refers to the identification and estimation of latent variables from the
indicators. This first part of the validation of our quantitative analysis is made up of two
parts which are respectively convergent validity and discriminant validity.

-Convergent Validity
Our basic model contains 32 items. After measuring the convergent validity by applying
the PLS approach, we found that 11 items have values lower than 0.7, which leads us
to delete them and retain just 18 items. Therefore, we can present the items retained for
each variable in the following three tables (see Tables 4, 5 and 6):

Table 4. Convergent validity measures for e-governance (source: Smart PLS 3)

E-governance 

Reliability Efficiency Content Usefulness Insurance

EGOVFBT 2 0.759 - - - -

EGOVEFF1
EGOVEFF2

-

-

0.716

0.743

-

-

-

-

-

-

EGOVCT1
EGOVCT2

-

-

-

-

0.800

0.709

-

-

-

-

EGOVUTE1
EGOVUTE2

-

-

-

-

-

-

0.708

0.759

-

-

EGOVASS2 - - - - 0.722

This is summarized in the following figure (see Fig. 3):
We propose in the following to present the reliability of the measurement scales

which is evaluated by the two indicators as already indicated: the Composite Reliability
(CR)whichmust be greater than 0.7, which shows that themeasurementmodel is of good
quality (or Cronbach’s Alpha which must be greater than 0.6) and the Average Variance
Extracted (AVE) which must be greater than 0.5, which indicates that the latent variable
shares at least 50% of its variance with its measurement indicators (see Table 7):

Analysis of this table shows that the three variables have Composite Reliability (CR)
> 0.7 and Composite Reliability (CR) above the thresholds for E-Governance and Good
Governance > 0.5, while for Public Confidence it is < 0.5:

– AVE for e-governance = 0.521
– AVE of good governance = 0.511
– The value of both variables> 0.50 this indicates that on average, the variable explains

more than half of the variance of its indicators.
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Table 5. Convergent Validity Measures of good governance (source: Smart PLS 3)

Participation Primacy of the law Reactivity Responsibility Transparency

Good governance

BGPART1
BGPART2

0.704
0.702

-
-

-
-

-
-

-
-

BGPM1
BGPM2

-
-

0.827
0.757

-
-

-
-

-
-

BGRECT1
BGRECT2

-
-

-
-

0.739
0.790

-
-

-
-

BGRESP1 - - - 0.722 -

BGTRNP2 - - - - 0.7.00

Table 6. Convergent Validity Measures of public trust (Source: Smart PLS 3)

Integrity

Public trust

CPINGTE1
CPINGTE2

0.802
0.794

Fig. 3. Estimation of the model items by the PLS approach (Source: Smart PLS 3)

– AVE of public trust = 0.490
– The value of Public trust< 0.5 which indicates that on average, there is more variance

left in the error of the items than in the variance explained by the variable and this is
what explains the removal of the eight items from the variable.
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Table 7. The correlation of CF, AVE and cronbach’s alpha (Source: Smart PLS 3)

Matrix Cronbach’s Alpha Composite Reliability
(CR)

Average variance
extracted (AVE)

E-Governance 0.898 0.916 0.521

Public Trust 0.824 0.869 0.490

Good Governance 0.912 0.926 0.511

Discriminant Validity
“This is the extent to which such a variable is truly distinct from other variables by
empirical standards. Thus, establishing discriminant validity implies that a variable is
unique and captures phenomena not represented by other variables in the model” (Hair
et al., 2017, p138).

We present in the following table, the correlation of the variables in our research (see
Table 8):

Table 8. The HTMT Index: Correlation of variables (Source: Smart PLS)

Good governance Public trust E-governance

Good governance

Public trust 0.862

E-governance 0.408 0.403

To assess the discriminant validity, the PLS approach allows us to use the HTMT
index. In our research, we find a strong correlation between the variables given that the
HTMT indices found are < 0.9.

In conclusion, the results reveal a good quality measure: the measures are reliable
and show an acceptable convergent validity. It is therefore possible to conclude that the
scale has discriminant validity. After having verified the quality of our measurement
model, we will proceed to the test of the structural model.

Structural validity of the model
To validate the structural model according to the PLS method, we can group the results
of the different indices obtained from Smart PLS in the following table (see Table 9):

Table 9. The validation indices of the structural model

R2 F2 Q2 GOF

Good governance 0.598 0.041 0.290 0.55
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As shown in the table above, the value of the coefficient of determination exceeds
the minimum threshold presented in the literature (Croutsche, 2002), which is set at 0.1
(R2 > 0.1),

=> Good Governance is 60% explained by e-governance.

Similarly, for the predictive validity of our model, the redundancy coefficient is positive:
Q2 = 0.290 > 0.

The goodness of fit of our search model in the PLS model is tested by the GOF index
which must be greater than 0.36 to be satisfactory, it is calculated according to Hair et al
(2017, p235) by:

√
(R2xAVE).

The R2 index for the good governance variable is 0.598 and the average AVE index
of the model variables is 0.507. Our model, therefore, has a GOF index of 0.550.

=>Our model presents a satisfactory quality of fit.

For the structural validation of our model, we will try to verify the hypotheses of our
research. The validation of the hypotheses depends on the importance and significance
of the structural relations. To do this, thanks to the calculation by the method of Boot-
strapping and the PLS Algorithm of the software Smart PLS, we will be able to test the
hypotheses of our model. We present the results obtained through the PLS software by
the Bootstrapping method in the table (see Table 10):

Table 10. Results of hypothesis validation tests (total effect): T-Student and Path coefficient
(source: Smart PLS)

Hypothesis Relationship Original
sample
(O)

Sample
average
(M)

Standard
deviation
(STDEV)

T-Value
(O/STDEV)

P-Value Decision

H2 Public trust->good
governance

0.709 0.710 0.065 10.971 0.000 Checked

H3 E-governance->good
governance

0.138 0.141 0.068 2.031 0.043 Checked

H1 E-governance->public
trust

0.349 0.358 0.068 5.134 0.000 Checked

By examining the results obtained, we find that the p-values that measure the rela-
tionships between the variables must have an error rate of (-) 5%, and this is the case
for the three hypotheses: H1, H2 and H3 which are significant at the 5% threshold. The
same is true for the T-Student values, which must exceed 1.96 for the three relationships,
so we can confirm the three hypotheses:

– Therefore, the analysis of the results showed us that public trust has a positive effect
on good governance (T = 10.971) (Hypothesis 2).

– E-governance also has a positive effect on good governance (T= 2.031) (Hypothesis
3).

– E-governance has a positive effect on public trust with (T = 5.134) (Hypothesis 1).
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Fig. 4. Measurement model and structural model after the application of the Bootstrapping
method (source: Smart PLS)

To verify the existence of a mediating effect of the public trust variable on the
link between the independent variable e-governance and the dependent variable good
governance, we use the approach proposed by Preacher and Hayes (2008) in two steps
to assert the existence of mediation:

1. Bootstrapping the indirect effect: the relationship between the independent variable
and the dependent variable via the mediating variable must be significant the p-value
tends to zero and the T-value (T-student) > 1.96. This is confirmed by the following
figure (see Fig. 4):

The results obtained lead us to conclude that the relationship between e-
governance and good governance via the public trust is significant: T = 4.42 and
p-value = 0000.

2. Estimation by bootstrapping of the 95% confidence interval (Lower and upper level):
The only condition for the existence of a significant indirect effect is a bootstrap
test with a confidence interval that excludes zero. Therefore, we need a model for the
mediation calculation in Excel to determine the limits of the 95% confidence interval.
To derive these results, we refer to the work of Preacher and Hayes (2008, p880). To
do this, we present the model for the mediation calculation based on Table 11 which
shows the total effects:

For the analysis of the above table, wemust first give an identification of the different
table cells:

To verify the existence of mediation, we need to examine the result of the 95%
confidence interval in Table 12.

According to the research of Preacher and Hayes (2008, p881), the mediation effect
seems to be significant since the confidence interval excludes zero [0.124; 0.371].
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Table 11. The mediation calculation (Source excel)

E-governance->public
trust

Public
trust->good
Governance

Automatic
calculation

Standard
deviation

Automatic
calculation

Bootstrapped
Confidence
Interval

Path a Path b indirect
effect

SE T-Value 95%LL 95%UL

Mediation 0,349 0,709 0,247 0,063 3,928 0,124 0,371

We can therefore conclude that there is a mediation effect of public trust in the rela-
tionship between e-governance and good governance and therefore we can conclude that
public trust acts positively and significantly on the relationship between e-governance
and good governance.

We summarize our results in the following table:

Table 12. Testing the research hypotheses

The number of the hypothesis The meaning of the research
hypothesis

Confirmation of Hypotheses

H1 E-governance is positively
linked to public trust

Confirmed

H2 Public trust has a significant and
positive influence on good
governance

Confirmed

H3 E-governance is positively
linked to good governance

Confirmed

7 Discussion of the Results and Contributions of the Research

The interviews with the managers of the university administrations reveal that the rela-
tionships between the variables of our research, namely e-governance, public trust, and
good governance, are quite relevant. Furthermore, e-governance affects strengthening
good governance via public trust, there is also a significant relationship between e-
governance, good governance, and public trust. Similarly, our empirical study of a qual-
itative nature confirms our choice of organizational theory namely the stakeholder theory
seen that according to managers, e-governance allows the participation of stakeholders
in decision-making, this is confirmed in the literature review by Dicarlo, 2020, p10): “it
is necessary to take into consideration the needs of all stakeholders”, also for Damak
Ayadi and Pesqueux (2003, p7): “Stakeholders are partners in decision making” and
“The theory is interested in managerial decision making”. The results of our qualitative
study are confirmed by our quantitative study.
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The purpose of this study was to highlight the links between e-governance and good
governance on the one hand and to show the mediating effect of public trust on the
strengthening of good governance through e-governance on the other hand. The results
of our research confirm the reliability and validity of the conceptualmodel of our research
and demonstrate that in the Tunisian government institution e-governance is positively
linked to public trust and that the latter positively influence good governance. In the
same vein, we note the existence of a relationship between good governance and e-
governance via public trust. Hence, we can conclude that e-governance is necessary for
the achievement of good governance through public trust. This shows the indirect effect
of e-governance on good governance through public trust in the Tunisian government
institution.

Our research presents both theoretical and empirical contributions. At the theoret-
ical level, our results present a confirmatory dimension to the literature. E-governance
increases the effectiveness and efficiency of services provided online to the public
because it facilitates the transfer of information between departments in a simple man-
ner. It allows for the rapid processing of administrative tasks and procedures on time.
Within the government, institution e-governance improves productivity because admin-
istrative agents work faster through the automation of tasks. It allows the realization
of the principles of good governance, which makes it possible to sensitize government
policymakers to give more importance to ICT in the public sector. Thus, Tunisian gov-
ernment policymakers need to prioritize ICT in their development strategies, especially
since service seekers want the facilitation of services and a faster flow of information
while ensuring the security of personal data, which will increase their trust in the govern-
ment. This is equivalent to the research of Olamide Samson, (2022, p1) who expresses
that e-governance is an important tool to improve transparency and accountability in
public service delivery. Similarly, the work of (Çakir, 2019), Subramanian, (2012), and
Bolbull, (2018) shows that e-governance acts positively on good governance.

For the public trust, also we confirm the work of Jameel et al. (2019a, 2019b) who
asserts the existing relationship between good governance and public trust. We also
confirm the work of Janssen et al, (2018) who suggest that the dimensions of public trust
namely benevolence, integrity, and competence are relevant to e-governance, and that e-
governance has the potential to improve transparency, responsiveness, and accountability
of government, e-services will only be adopted if citizens find them trustworthy.

Empirically, we have provided results on a little-studied field, namely e-governance
for good governance through public trust in the Tunisian context. We have dealt with a
problem verified in Asian countries such as India, China, and Bangladesh and in some
Middle Eastern countries such as Lebanon and Jordan. The structural approach is little
used in management research and more precisely in the theme of “good governance”.
We have found that e-governance helps to achieve good governance and that public trust
helps to strengthen good governance.

8 Conclusion

We started with the following observations: the government institution suffers from rigid
bureaucracy, too much waste of paper, the long circuit of information passage, and the
lack of speed in the treatment of the service applicants. We also started with research
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conducted and validated in Asian countries and the Middle East. We wanted to verify
this research on the Tunisian field.

Our research problem is thus presented as follows: Does Public Trust allow the
strengthening of the relationship between e-governance and good governance?

Our research comes to enrich the works dealing with the theme of governance, trying
to bring a new vision of the concept of “good governance” of government institutions and
this by verifying the existing relationship between e-governance and good governance.
Jameel et al. (2019a, 2019b, 2014, 2015) verified themediation relations of e-governance
between public trust and good governance in Lebanon and Jordan. Bhuiyan (2011) also
showed that the modernization of government institutions is provided by e-governance
in Bangladesh.

Bringing together the efforts in our literature review aswell as our empirical research,
we find originality in verifying the effect of public trust in the existing relationship
between e-governance and good governance in the Tunisian field. The mobilization of
the Stakeholder Theory helped us to understand the behavior and the conception of the
different stakeholders towards the introduction of e-governance and good governance in
the government institution. The definition we have chosen for good governance is that of
Jameel et al. (2019a, 2019b, p 301): “good governance is not only a procedure but also a
structure that directs socio-economic and political relations and ensures characteristics or
elements such as participation, transparency, accountability and voice, responsiveness,
and rule of law”. For e-governance, we have retained the definition of Palvia and Sharma,
(2007, p3): “e-governance is the use of Information andCommunicationTechnologies by
the public sector to improve service delivery, encourage citizen participation in decision-
making, and make government more accountable, transparent, and effective”. Similarly
for public trust, we have retained Poppo’s et al. definition, (2010, p126) “public trust is
the extent to which a group of stakeholders, has a collective trust orientation towards an
organization. Trust is built through legitimate institutions.

The confirmationof the hypotheses of our research consolidates the objectives thatwe
have set, namely:1) demonstrate that there is a positive interaction between e-governance
and good governance and, 2) demonstrate that public trust has a positive and significant
effect on the relationship between e-governance and good governance and enables the
strengthening of good governance.

Thus, the contributions of our research can be seen as follows:1) E-governance is
essential for public administration reform, 2) it ensures the realization of the principles
of good governance and 3) public trust is an essential element in strengthening good
governance.

Our research enriches previous research by proposing a model that has not, to our
knowledge, been the subject of previous research and that measures the mediating effect
of public trust between e-governance and good governance. It also enriches previous
research from an empirical point of view, as, to our knowledge, all previous research
has conducted quantitative research using SPSS software, whereas we conducted pre-
liminary qualitative research to determine the position of managers regarding the idea
of introducing e-governance and good governance in the government institution and to
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see their conception towards the relationship between the three concepts. Then a quan-
titative study was conducted through a questionnaire to generalize our first results using
structural modeling by the SmartPLS-3 software.

However, our research has limitations that relate to the small size of the sample on
the one hand and the other hand, to the health situation in the world and in Tunisia,
which has hindered us to move to expand our sample. Another limitation could relate to
the lack of Tunisian research on our problem.

Finally, this study opens the way to new avenues of research by making links with
the findings of our research and the new concepts that we identified during the semi-
structured interviews: broaden the target population by looking at other ministries in
Tunisia, test the relationship between e-governance and good governance by considering
moderating variables such as: “Resistance to change”, “gender”… And, test the rela-
tionship between e-governance and good governance by consideringmediating variables
such as: “human capital”…
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Abstract. In recent years the growth of social media use all over the world,
has had a big impact on the proliferation of misleading information and fake
news on the social web. The possibility of sharing any content that is given to
users, has emphasized this issue and made the automatic detection of fake news
a crucial need. In this work, we focus on the Tunisian social web and address the
issue of automatically detecting fake news in the Tunisian social media platforms.
We propose a hybrid detection approach, combining content-based and social-
based features, and using an RNN-based model. For implementing the proposed
approach, we conduct an exploratory study of several variants of RNNs, which
are Simple LSTM, Bi-LSTM, Deep LSTM and Deep Bi-LSTM combination.
The obtained results are also compared with experiments we conducted, using an
SVM-based model.
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Language Processing · Text Mining

1 Introduction

Fake news (FN) is not a new phenomenon and already has a long history dating back
to the 18th century [1], but it is clear that it has taken on greatly increasing importance
over the past few years. The term Fake News, being very widely used in the 2016 US
presidential elections, was selected as the international word of that year.

As simple and self-explanatory as it may seem, there has been no universal definition
for Fake News which is indeed, usually connected to several related terms and concepts
such as maliciously false news, false news, satire news, disinformation, misinformation,
rumor [2]. Still according to Zhou and Zafarani [2], Fake News can be defined broadly,
as false news focusing on the news authenticity regardless it’s intention, or can have
a narrower definition that considers Fake News as news that are intentionally false,
intended to mislead readers.

Over the last few years, the interest around the Fake News phenomenon has consid-
erably increased. This is mainly due to themassive use of the Internet andmore precisely
the social networks. These applications are allowing users, to freely share and spread
any content. However, as user’s intentions aren’t monitored, this liberty has made these
sites, growingly, a source of misinformation and fake news [3]. Troude-Chastened in
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[4], distinguishes between three web source categories issuing fake news: satire web-
sites whose objective is humor; conspiratorial sites which sometimes take the form of
clickbait sites, aiming to generate advertising revenue; and Fake News Websites which
disseminate rumors and hoaxes of all kinds.

Since humans are considered as “poor lie detectors” [5] and considering the big
amount of news, generated on the web and spread over social networks, the automatic
Fake News detection has become a crucial need and an inspiring research field. Many
analysis and detection approaches have been proposed for Fake News, including among
others, fact-checking and various classification techniques.

In this work, we are mainly concerned with the case of the Tunisian social web.
According to the latest stats given in [6], the number of social media users in Tunisia,
reached 8.2 million in January 2021, which corresponds to 69% of the Tunisian pop-
ulation, among which 68.8% are active Facebook users. As a result, social networks
and Facebook in particular, have become a very popular source of news information for
Tunisian people. However, this has also led to the proliferation of fake accounts, fake
pages and fake news on the Tunisian social web. In particular, political false informa-
tion spreads very quickly and increasingly, becomes a means of discrediting opponents,
spreading unfounded rumors or diverting information. As a result, some initiatives are
beginning to emerge to fight against fake news on the Tunisian social web. They essen-
tially consist of the emergence of a few fact-checking platforms, among which we can
cite “Birrasmi.tn”1, “BN Check”2, “Tunisia Checknews”3, etc. However, there is no to
date, a vigorous study about the audience perception of fact-checking in the Tunisian
context [7] and actions token against Fake News in the Tunisian Social web, remain still
limited.

As for the automatic detection of Fake News and to our knowledge, there is not yet
published works tackling the case of Tunisian social media, especially since the speci-
ficities of the latter make the FN automatic detection, a quite complex and challenging
task. Indeed, the user-generated and shared content over the social media in Tunisia is
informal, multilingual, may use both the Latin and the Arabic script for writing Arabic
and dialectal content, and often, include code-switching [8].

We propose in this work, a deep learning-based approach for detecting Fake news
on the Tunisian social web, using Recurrent Neural Network (RNN) models. It takes
into consideration the Tunisian social web content specificities and explores different
features combinations: content-based features (news title and text) and social-based
features (users’ comments and reactions). For implementing the proposed approach, we
conducted an exploratory study of several variants of RNNs, which are Simple Long
Short-Term Memory Network (LSTM), Bi-LSTM, Deep LSTM and Deep Bi-LSTM
combination. The obtained results are also compared with experiments we conducted,
using an SVM-based model.

The work carried out is described in this paper, which is organized as follows: in
Sect. 2, we provide a brief literature review, related to the issue of the automatic FN
detection, focusing in particular, on the related work dealing with the Arabic language.

1 http://birrasmi.tn/ (accessed on 29 April 2022)
2 http://ar.businessnews.com.tn/bncheck (accessed on 29 April 2022)
3 http://tunisiachecknews.com/ (accessed on 29 April 2022)
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Section 3 is dedicated to describing the proposed hybrid approach for the automatic
fake news detection. The conducted experiments and the obtained results are presented
and discussed in Sect. 4. Finally, our work is summarized in the conclusion section and
future work is presented.

2 Related Work

The automatic detection of fake news has aroused the interest of many researchers in the
few last years. The study presented in [9] shows indeed, a significant upward trend in the
number of publications dealingwith rumors detection from 2015, as well as a surge in the
number of publications on the detection of fake news from 2017. A study of the literature
allows us to distinguish three main approaches, adopted in research work when dealing
with FN detection, which are content-based approaches, social-based approaches and
hybrid approaches combining content and social features.

Content-based FN detection approaches mainly rely on the news content features
[9, 10]. They consider linguistic and visual information extracted from the news con-
tent such as text, images, or videos. Some studies investigated in combining textual and
non-textual content features [11]. However, in most of studies, it is above all the textual
characteristics that have been the most investigated, by exploiting NLP techniques and
tools for analyzing the textual content, at different language levels: lexical, syntactic,
semantic and discourse levels [2]. In [4], FN detection models were built by combin-
ing different sets of features, such as N-grams, punctuation, psycholinguistic features,
readability and syntax, and experiments were conducted using a linear SVM classifier.
Linguistic features have also been frequently considered such as, in [12] that exper-
imented with an SVM model, using linguistic features related to Absurdity, Humor,
Grammar, Negative Affect, and Punctuation.

Social-based FN detection approaches, also referred to as context-based approaches
in [9, 10], or network-based approaches in [13], mainly rely on extracted information
around the news, such as the news source, its propagation, the features of users producing
or sharing the news, other social media users’ interactions with the news, etc.We can cite
in this respect, the work in [14] which showed that differences in the waymessages prop-
agate on twitter, can be helpful in analyzing the news credibility. In [2], a classification of
Facebook posts as hoaxes or non-hoaxes was proposed. The classification was based on
users’ reactions to the news, using Logistic Regression and Boolean Label Crowdsourc-
ing as classification techniques. Authors in [15] consider the news propagation network
on social media and investigate in particular, news hierarchical propagation network for
FN detection. They show that the propagation network features from structural, tempo-
ral, and linguistic perspectives, can be exploited to detect fake news. A model for early
detecting fake news, through classifying news propagation paths, was proposed in [16],
in which, a news propagation path is modeled as a multivariate time series, and a time
series classifier incorporating RNN and CNN networks, is used.

Several works have combined both content-based and Social-based features, in order
to improve the performance of FN detection. Authors in [17] show indeed, that RNN
and CNN models, trained on tweet content and social network interactions, outperform
lexicalmodels.We can alsomention thework in [18], which considered a combination of
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content signals, using a logistical Regression model, and social signals, using Harmonic
Boolean Label Crowdsourcing. In [19], a model called CSI is proposed. It uses an RNN
model and combines characteristics of the news text, the user activity on the news and
the source users promoting it.

It should be noted that with regard to Arabic FN detection, recent works are begin-
ning to emerge, but remain still relatively few in number. Among these works, we can
cite [20], who collected a corpus from Youtube, for detecting rumors. They focused in
particular, on proven fake news concerning the death of three Arab celebrities. Machine
learning classifiers (SVM, Decision Trees and Multinomial Naïve Bayes) were then
proposed for detecting rumors. In order to detect check-worthy tweets on a given topic,
[21] have experimented with traditional ML classifiers (SVM, Logistic Regression and
Random Forest) using both social and content-based features, and with a multilingual
BERT (mBERT) pre-trained language model. They showed that the used mBERTmodel
achieved better performance. Thesemodels were trained on a dataset including three top-
ics, each having 500 annotated Arabic tweets and were was tested on a dataset including
twelve topicswith 500Arabic tweets.Authors in [22], addressed the problemof detecting
fake news surrounding COVID-19 in Arabic tweets. They manually annotated a dataset
of tweets that were collected using trending hashtags related to COVID-19 from January
toAugust 2020. This dataset was used to train a set ofmachine learning classifiers (Naïve
Bayes, LR, SVM, MLP, RF and XGB). Authors in [23] presented a manually-annotated
Arabic dataset for misinformation detection, called ArCOV19-Rumors and which cov-
ers tweets spreading claims related to COVID-19, during the period from January to
April 2020. It contains 138 COVID-19 verified claims and 9.4K labeled tweets, related
to these claims with their propagation networks. Results on detecting the veracity of
tweets, were also presented, using a set of classification models (Bi-GCN, RNN+CNN,
AraBERT, MARBERT), applied on a dataset of 1108 tweets.

As we can see, the lack of Arabic FN datasets remains a difficulty to overcome
and most of the examined works were confronted with a stage of building a dataset in
order to be able to propose an approach of Arabic FN detection. Regarding the case of
Tunisian social media in particular, we can notice that no work addressing the automatic
FN detection has yet been published to date. In this work, we propose a first exploratory
study that addresses this issue, considering the case of the Tunisian social web and its
specificities.

3 Fake News Detection proposed Approach

In this work, we consider the FN detection task as a binary classification aiming to
predict whether a given posted news is fake or not. We propose a hybrid classification
approach that combines content-based and social-based features. This approach takes
into consideration the Tunisian social web specificities and explores different features
combinations:

• Content-based features. We mainly consider two textual contents characterizing a
news item, namely its title and its body;
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• Social-based features. In our approach, we propose to consider two social signals
categories: first, users’ comments on socialmedia about posted news as theymay carry
user’s behaviors and opinions about the news and may thus, be a very informative
source about its veracity. Second, we propose to take into account the users’ reactions
to the news post and to investigate their effectiveness in predicting the veracity of
the news. As a matter of fact, reactions allow users to express their behavior easily,
and this facility of reacting may make this type of information more available than
comments. In our case, we consider the six types of reactions provided by Facebook
which are: “like”, “love”, “haha”, “wow”, “sad”, “angry”.

In order to implement our approach, we proceeded to build a corpus of fake news in
Arabic, extracted from Tunisian pages on Facebook. This corpus is described in the next
sub-section. Using the collected data, we propose a deep learning FN detection model,
based on Recurrent Neural Networks known to show good performance with textual
inputs. In particular, we propose to adopt LSTM networks for the binary classification
of Fake news. For this purpose, we conduct an exploratory study of several variants of
this model: simple LSTM, Bi-LSTM, Deep LSTM, as well as the combination Deep Bi-
LSTM. As our Fake News corpus has a limited size, we propose in our exploratory study
of the LSTM-based approach, a comparison with a traditional machine learning model.
For this purpose, we proposed a model based on SVMs and compared the obtained
results.

3.1 Dataset Construction

As no Tunisian fake news dataset is available, we proceeded to build a dataset, which
we collected from Facebook, using the tool Facepager4 (a tool for fetching public data
from social networks). The first step in our data collection was to select the pages from
where, posts containing fake and true news will be extracted. We resorted to the pages of
Mosaique FMand Jawhara FM radios as truthworthy.As for the pages thatwe considered
to be sources of Fake News, we have identified them, from the fact checking platforms
(cited in Sect. 1), which indicate the source page that posted a news checked as fake.
We mainly collected a set of fake news (after we verified they were fake) from these
Facebook pages:

(“Laugh to tears”), (“El Mdhilla News”), “Capital
News”, “Asslema Tunisie” (“Hello Tunisia”), (“Tunisians around the
world”).

Posts we collected are related to different domains such as social subjects, sports,
politics and news about covid-19 pandemic. The obtained dataset contains 350 fake news
and 350 legitimate news. It provides for each posted news:

– its textual title content,
– its textual body,
– the textual comments related to the post,
– the total number of users’ reactions,
– the number of “like” reactions,

4 https://github.com/strohne/facepager.

https://github.com/strohne/facepager
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– the number of “love” reactions,
– the number of “haha” reactions,
– the number of “wow” reactions,
– the number of “sad” reactions,
– the number of “angry” reactions,

The collected news are written in MSA (Modern Standard Arabic), however, users’
comments are written in Arabic, French or in the Tunisian dialect. As mentioned in
Sect. 3, some of them are multilingual and may contain code-switching.

3.2 Classification models

As mentioned above, we implemented the proposed approach combining both content-
based and social-based features, using various variants of LSTM neural networks for
the FN binary classification. The experimented classification models are:

– LSTM model. Long Short-Term Memory networks [24] are a special kind of Recur-
rent Neural Networks, characterized by their ability to learn long-term dependencies,
by remembering information for long periods. The standard LSTM architecture con-
sists of a cell and three gates also called “controllers”: an Input gate that decides
whether the input should modify the cell value; a Forget gate that decides whether to
reset the cell content and an Output gate that decides whether the contents of the cell
should influence the neuron output. These three gates constitute sorts of valves using
a sigmoid function.

– Bi-LSTMmodel. Bidirectional LSTM is an extension of the LSTMmodel, where two
LSTM models are trained and combined, so that the input sequence information is
learned in both directions: forward and backwards. The outputs from both these two
LSTM layers can be combined in several ways (such as average, sum, multiplication,
concatenation).

– Deep LSTM model. A deep (or Stacked) LSTM network [25], is an extension of
the original LSTM model. Indeed, instead of having a single hidden LSTM layer, it
has multiple hidden layers, each containing multiple memory cells. The addition of
layers makes the model deeper and puts on additional levels of abstraction of input
observations over time.

– Deep Bi-LSTM model. It is an LSTM variant that is based on a multiple Bi-LSTM
hidden layers.

– SVM model. Support Vector Machines [26] basic idea is to find a hyperplane sepa-
rating the data to be classified, so as to group the data belonging to each class in the
same side of this hyperplane. This hyperplane must maximize the margin separat-
ing it from the nearest data samples, called support vectors. SVMs are known to be
well suited for textual data classification [27, 28]. [28] points out, the independency
of their learning capacity from the feature space dimensionality, which make them
suitable for text classification, generally characterized by a high dimensional input
space.

3.3 Text Representation

The various LSTM-basedmodels we have implemented, incorporate aword embeddings
layer, which is their first hidden layer. It encodes the input words as real-valued vectors
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in a high dimensional space. Word embeddings are learned from the training textual
dataset, based on their surrounding words in the text. Being part of the model, this
embedding layer is learned jointly with the proposed model.

As for the SVM-based model, we simply used a TF-IDF (Term Frequency-Inverse
Document Frequency) vectorization of the textual data.

4 Experiments and Results

For all the conducted experiments, we used the dataset we collected from Facebook
as described in 4.1. In order to evaluate the effectiveness of the proposed models with
different features combinations, we have randomly dedicated 80% of the dataset samples
for the training process and 20% for testing the models. We propose in Table 1, the
results obtained with several textual feature combinations as input, before adding the
users’ reactions, while Table 2 shows the obtained results after adding reactions. Results
given in Tables 1 and 2 represent the accuracy of the implemented classification models.

Table 1. Results without considering users’ reactions.

Textual Features LSTM Bi-LSTM Deep LSTM Deep Bi-LSTM SVM

Post title 0.4928 0.4428 0.4642 0.4428 0.8357

Post text 0.7785 0.7285 0.7571 0.8071 0.9

Post title + text 0.7357 0.7357 0.7285 0.8357 0.9

Users’ comments 0.6214 0.5714 0.6 0.5571 0.6142

All features 0.7642 0.5928 0.4357 0.6142 0.8142

Table 2. Results of experiments considering users’ reactions.

Textual Features LSTM Bi-LSTM Deep LSTM Deep Bi-LSTM SVM

Post title 0.5285 0.5642 0.4928 0.4714 0.8175

Post text 0.7785 0.8 0.7785 0.8357 0.9197

Post title + text 0.8 0.75 0.8428 0.85 0.9136

Users’ comments 0.6285 0.6142 0.6357 0.6428 0.6715

All features 0.8142 0.7785 0.5714 0.80 0.8905

Considering results given in Tables 1 and 2, we can observe the relevance of the
content-based features, since the best results were always obtained when considering
the textual post body or the textual post body jointlywith the title.We can indeed see that,
for all the implemented models, adding the user’s comments to the input features, did
not improve results and instead, has degraded them, except for the experiment conducted
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with the LSTMmodel, where combining all textual features and adding users’ reactions
have led to an improved accuracy (reaching 0.8142, as shown in Table 2).

Similarly, considering only users’ comments has led to an accuracy not exceeding
0.6715 (obtained with the SVM model in Table 2), remaining significantly lower than
that obtained by models considering the textual body and title content, which confirms
the relevance of content-based features. The relatively limited performance of textual
social-based features (users’ comments) can be explained by the complex nature of the
written user-generated comments, which are frequently multilingual and informal, since
they do not follow any specific spelling rules. These comments may bewritten in French,
Arabic, or in the Tunisian dialect and sometimes in English. Arabic comments can be
written both in the Latin and the Arabic script and may include code-switching. These
characteristics specific to the Tunisian social web complicate the classification task and
affect the quality of learning, especially since the dataset used in our case, remains of
limited size.

However, taking into consideration the second type of social-based features which
are the users’ reactions, within the proposed models, has clearly improved the accuracy
of all of them. The non textual social-based features, which are the nature and the
percentage of each type of reaction, seem thus to be efficient features in detecting fake
news on Tunisian Facebook pages. As shown in Table 2, best results obtained when
considering these features vary between an accuracy that ranges from 0.8 to 0.9197.

As for the proposed deep learning models, we can observe from Tables 1 and 2,
that the Deep Bi-LSTM model outperformed the three other variants of LSTM-based
models, reaching an accuracy of 0,8357 when considering only content-based features
(post title and body), and 0,85 when adding users’ reactions. This therefore, confirms
the performance improvement we were expecting by stacking two Bi-LSTM layers in
order to learn more abstract features.

However, in our experiments, the proposed deep learning models did not outperform
theSVM-basedmachine learningmodelwhich resulted in an accuracy reaching 0.9when
considering only content-based features, and 0,9197 when adding users’ reactions. This
can be explained by the limited size of our training corpus, as deep learning algorithms
need large datasets to be more effective.

5 Conclusion

In this work, we proposed a first exploratory study that tackles the issue of automatically
detecting fake news the Tunisian Social web, which represents a challenging task due
to the Tunisian social web specificities, such as multilingualism and code-witching. To
our knowledge, it is the first work dealing with the automatic FN detection considering
the Tunisian context, in particular. The main contributions of this work are:

• the elaboration of a real word dataset, containing posts that we collected from public
Tunisian Facebook pages. This dataset could be a starting point for other future works
aiming to its enrichment and its use in automatic FN detection works, dealing with
the Tunisian context.
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• A study and evaluation of a hybrid approach combining a set of content-based and
social-based features. In this context, multiple variants of LSTM networks have been
explored: Bi-LSTM, deep LSTM and Deep Bi-LSTM, and an SVM-based machine
learning was also investigated.

The results of this study showed that an accuracy of over 91% can be achieved
with an SVMmodel, and an accuracy of 85% is reached using a Deep Bi-LSTMmodel.
They also allowed us to measure the relevance of various content-based and social-based
features.

We consider this work as starting point for future more elaborated investigations. We
plan indeed as a first step, to work on collecting more data, in order to expand and enrich
our Tunisian FN corpus. Then, we plan to explore other deep learning techniques, such
as BERT embeddings and classifiers. As we obtained good results with the SVMmodel,
we also propose to investigate deep hybrid learning-based approaches that combine deep
learning with machine learning classifiers.
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Abstract. This study examines the dimensions of innovation and industry and
tests the relationship between corporate culture and organisational performance.
A survey was conducted among 70 companies listed on the Tunis BVMT stock
exchange. The data are analysed using principal component analysis and the rela-
tionships are tested using linear regression. This result shows the importance of the
implementation of an innovation system. They show a positive impact on company
performance and competitive advantage.
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1 Introduction

Corporate culture – patterns of thought, emotions, behaviour and beliefs – plays a crucial
role in the creation and development of innovation within a company. Each company has
its own culture which is the result of a complex dynamic where factors as diverse as the
nature of the activity, the history of the organisation and the memory of its successes and
failures, the personality of the leader, etc. play a role (Habhab-Rave 2011). Innovation,
through its strategic importance as well as its impact on the overall performance of the
company, constitutes a determining basis of the culture, around which the collective
representations constituting the company’s culture are shaped and arranged. Indeed,
organisations whose culture emphasises innovation tend to implement more innovations
and develop a competitive advantage).

This study examines the dimensions of innovation, culture and organisational perfor-
mance. Managers need to be attentive and consistent in their means of intervention and
leadership style to improve organisational performance. It is important to consider two
important aspects of management: the constantly changing social values and the history
of the company as it emerges from the social structure itself. In this context, a thorough
understanding of corporate culture can improve company performance. Indeed, it is the
shared beliefs, practices and values that define the organisational culture that provide
the informal control mechanisms that coordinate the efforts of employees. By collabo-
rating more quickly with their former colleagues, new recruits discover the company’s
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objectives and practices that are an integral part of the company’s culture. In this logic
of exchange of practices shared by the employees, the company culture is the result of a
social construction by the employees, and not of an imposition on them. In addition to the
self- construction of the culture in question, previous research has shown that workers
become more sensitive to the encouragement and consideration of their superiors, and
are more motivated to produce more for the same pay. The savings achieved through a
strong corporate culture therefore hold out hope for the performance of the company.

Corporate culture is both a motivating factor and a positive image to the outside
world (Dezecot and Fleck 2021). Corporate culture is a complex, living and changing
concept that has received much attention in today’s business world (Gareth 2019). Many
initiatives are aimed at building employee loyalty, fostering a sense of belonging or
changing the organisation and methods. In this sense, organisational culture seems to
have a direct impact on performance and value creation processes. By the same token,
corporate culture reflects the correct approach of a company to its overall activities and is
now considered an important and integral factor in supporting and optimising the value
chain of a company. Similarly, a good corporate culture helps to ensure processes.

Innovation is a primary source of performance, being fundamental for organisations
that want to remain competitive and have renewable sources of competitive advantage. It
is implicit in the literature that one of the factors that can stimulate innovation is organ-
isational culture (Martins and Terblanche 2003). Furthermore, the culture of innovation
relies on an enabling environment that fosters a socially anchored perception of research
and development, a joint involvement around the customer’s goal and a design thinking
philosophy based on organisational agility and flexibility.

In summary, innovation therefore acts as an intermediary between corporate cul-
ture and financial performance and can improve and strengthen corporate performance.
Thus, innovation can act as an intermediary between corporate culture and financial
performance.

Most management research has focused on the development of a link between organ-
isation and corporate culture, emphasising the role of culture in improving the perfor-
mance of organisations (Hofstede 1980; Schein 1990; Uhalde and Osty 2007). Little
research has focused on the link between innovation and corporate culture (Alter 2000;
Sainsaulieu 1994; Francfort et al. 1995). This research has examined only a limited
aspect of the influence of culture on innovation. Thus, an examination of the inter-
mediary role that innovation plays between culture and performance seems particularly
appropriate. An in-depth understanding of the place of innovation in the organisation and
its importance for the development of an innovative culture and innovation performance.

The aim of this paper is to analyse in depth the links between corporate culture,
performance and innovation, and to go beyond the simplistic approach that addresses
culture as a factor that conditions the action of innovation, but rather to focus on the
mutual influence of the culture- innovation-performance trilogy and to characterise their
interactions in a hyper-competitive and turbulent environment.
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Based on the above, we can formulate the following question:
How can innovation mediate the relationship between organisational culture and

financial performance?
We will present a review of the existing literature on relationship between organi-

sational culture and financial performance in the first section. The second section will
present the methodological choices. An empirical study has made it possible to analyse
empirically these critical relationships between corporate culture, innovation and per-
formance. The third section will present and discuss the results obtained. Finally, the
conclusion will be devoted to a synthesis of the contribution of our research.

2 Literature Review and Study Hypotheses

Several studies have shown that factors can affect thefinancial performanceof a company.
These factors are Corporate culture and innovation.

2.1 The Influence of Corporate Culture on Company Performance

The link between culture and performance finds its development in the valorisation of
the human factor, which is the cornerstone of any company and the basic fibre that
guarantees its performance.

Companies with a strong culture perform better than those without. Companies
with strong corporate cultures focus on all components of key human factors, including
shareholders, employees and customers.

The term ‘corporate culture’ refers to the activities, operating rules and values
(morals, ethics, environment, etc.) shared by all members of the company.

Working in a coherent, methodical and efficient way. It is its history, its project, its
strategic vision. Generally carried by managers, the corporate culture is identified in the
“DNA of the company”.

The first step in building the best corporate culture is to define the company’s main
purpose in light of its history and ambition. This leads to a set of values, beliefs and
rules that best achieve that purpose (Graham et al. 2017). After completing this stage, the
results of the retrospective need to be effectively communicated to all employees. This
role is delegated to managers. Because they embody the corporate culture and propagate
it in their speeches, decisions and actions. They must ensure that it is communicated to
all employees, including new ones, and create a healthy work environment that fosters
trust and interaction between colleagues. Finally, in addition to the dissemination of the
company’s values, the corporate culture also includes symbols (office design, fittings,
specific language, slogans, projects supported by the company, etc.) and rituals (welcome
programme for each new recruit, employee). All these elements are also essential tools
for the corporate culture and can be made visible and accessible.

According to Vayssade (2022), a culture is defined by five parameters, namely, a
working environment, a sense of community, leadership involvement, investment in
human capital, value systems and diversity. These parameters influence three factors
other than financial performance which are: Effective levels of collaboration, customer
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satisfaction, employee engagement and motivation. Overall, a supportive corporate cul-
ture motivates employees to achieve their goals, thereby increasing the value and finan-
cial performance of the company. However, shareholders may not be able to evaluate
corporate culture favourably as they see it as an avoidable expense that can lead to a
loss of company value. Poor culture can also be a barrier to the realisation of business
benefits.

For example, the study cites improved employee retention through a better corpo-
rate culture. Managers also generally seem to overestimate the importance of the work
environment and underestimate the return on investment of training programmes. The
impact of a good company culture is 1.5 times more likely to grow by more than 15%
over the last 3 years and 2.5 times more likely to outperform (Djoumessi et al 2020).
A study by Grant Thornton and Oxford Economics only partially and incompletely
addresses the complex issue of the relationship between corporate culture and finan-
cial performance, but proposes a related methodology to help measure and quantify the
relationship between culture and performance among managers. Building a culture that
optimises financial performance is not an easy task. Humility, openness, perseverance
and willingness are qualities that are hard to find in many organisations.

From the theoretical and empirical research that has been cited it seems that there is
a consensus that there is a real impact of corporate culture on performance. Culture has
a decisive impact on the economic results of companies. Indeed, companies that give
primary importance to the human factor show better results than those that value these
aspects less.

When a company succeeds in aligning its culture with its strategy and management,
all the parameters are in place to obtain positive economic results. The company must
develop a culture oriented towards learning, creativity and advanced onboarding.

On the basis of what has been said, we can formulate the following hypothesis:

Assumptions (H1): Corporate culture has a positive influenceonfinancial performance.

2.2 The Influence of Corporate Culture on Innovation

Several elements characterise the innovative company: a strategy oriented towards open
innovation, knowledge of customer requirements, a general policy based on investment
in research and development. But most of all, there is the role of the thread played by
the culture. (Jaruzelski and Katzenbach 2012).

Corporate culture has a special relationship with the concept of innovation. In the
literature there are cultural drivers such as creativity and cultural brakes such as bureau-
cracy. Organisational creativity, which has its roots in the corporate culture, in particular
the entrepreneurial culture, is a function of the ability to mobilise and combine skills and
creativity effectively within groups of individuals, including entrepreneurs. A limited
world of possibilities for creating useful new products, services or processes that create
value for the company.

Bureaucracy, so prevalent in hierarchical and market cultures, can undermine an
organisation’s ability to innovate by slowing down the decision-making process, limiting
the responsiveness of structures and creating an organisational environment that is not
conducive to innovation.
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The authors propose four cultural typologies. A hierarchical (or bureaucratic) culture
is characterised by rigidity, an emphasis on control and efficiency, and a conservative
leadership style with little or no room for innovative initiatives. It is structured around a
set of conservative rules and values that emphasise the formalisation of production pro-
cesses, control and domination of situations (Rabaud 2023). A market culture oriented
towards rational decision- making, planning and construction of production activities.
This culture refers to companies that are strongly market-oriented and whose functions
are mainly based on transactions with external stakeholders. A group culture (or clan
culture) which emphasises cohesion, team spirit and support. It is also characterised by
a friendly atmosphere at work, interaction between members of the organisation and
autonomy in making certain decisions. Ideocratic (entrepreneurial) culture, adaptabil-
ity to change, risk-taking, innovation, culture of organisational creativity. Ougharbi and
Achour (2020) conclude that this culture is characterised by dynamism, entrepreneur-
ship, creativity and risk-taking,with leaders being visionaries, innovators and risk-takers,
and employees creating new things. The primary objective of innovative and successful
products and services.

According to Cameron and Quinn (2011), companies with an entrepreneurial culture
define success as having innovative and unique products that enable the company to
become a leader and innovator in the market. For a company to innovate, it must be
creative, transformative and have a profile that allows it to produce products that are
both new and appropriate to the situation in which it emerges (Amabile 1996; Bonnardel
2002).

A corporate culture that fosters innovation encourages creativity through the devel-
opment of new products and the exploration of new avenues. Many organisational cul-
tures (O’Reilly et al. 1989) establish norms that foster innovation processes (O’Reilly
et al. 1989). Corporate culture also facilitates co-ordination and co-operation among
employees. As mentioned earlier, corporate culture promotes employee interaction and
commitment, improves the effectiveness of information sharing and results in business
innovation.

At this level, innovation, understood as the process of creating and developing new
products and services, is of strategic importance and represents one of the “pivots” of
this corporate culture, of which it is the collective expression; (Habhab-Rave 2011).
Thus, the study of corporate culture is a major advance in the analysis of the innovation
process, but it should not be forgotten that the relationship between corporate culture
and innovation is complex. In this sense, culture is based on symbols associated with
the past, while innovation is the break between the past and tradition, considered as
a fundamental element of culture (Pesqueux 2015). According to Plane (2017), the
importance of organisational culture is to foster an entrepreneurial spirit among the
members of the organisation and to develop long-term visions and strategic actions
aimed at improving the quality of the goods and services to be promoted.
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Although there is a lot of research dealing with corporate culture, much of it has
focused on developing a link between organisation and culture with an emphasis on
performance improvement (Hofstede 1980; Schein 1990; Sainsaulieu 1994; Uhalde and
Osty 2007). Few studies have focused on the link between innovation and corporate
culture (Alter 2000; Sainsaulieu 1994; Francfort et al. 1995).

Therefore, we can make the following hypothesis:

Assumptions (H2): Corporate culture has a positive influence on innovation

2.3 Innovation Has a Positive Influence on Financial Performance

Innovation has now become an inexhaustible source of competitive advantage and a key
ideological reference insofar as it is put forward as the saviour of growth. Innovation
is one of the main drivers of value creation in firms and appears to be one of the most
effective bulwarks in the face of a changing and highly competitive market (Besbes
et al. 2013; Hall et al. 2005). Moreover, innovation is widely recognised as one of the
most important mechanisms for firms to sustain and stimulate growth in the dynamic,
globalised and changing technological environment.

In this sense, the first to explain the notion of a positive relationship between innova-
tion and performance was Schumpeter (1934). He argued that new innovative products
in the market face limited direct competition, allowing firms to achieve relatively high
profits. Subsequently, the literature on the relationship between innovation and perfor-
mance has grown. Some research has argued that there is a positive relationship between
innovation and performance (Geroski et al. 1993). Others try to prove and explain the
absence of a direct link (Deltour and Lethiais 2014). Faced with these controversies we
formulate the following hypothesis:

Assumptions (H3): Innovation has a positive influence on financial performance.

2.4 Innovation Mediates the Relationship Between Corporate Culture
and Financial Performance

In a knowledge-based economy, innovation is critical to the success of companies, as it
contributes to competitive advantage.As a result, intangible investments are nowseen as a
fundamental determinant of firm value. In fact, innovation influences economic activity
and can lead to a more efficient allocation of the resources available to companies.
Therefore, it is important that a wide range of users, including managers, investors,
creditors and other stakeholders, evaluate innovation activities. Creativity is often seen as
a prerequisite for technological innovation.Much research has focused on organisational
contexts that foster creativity.

A mediating variable is an intermediate variable that describes the relationship
between the independent and dependent variables. More precisely, it explains how and
why the effect occurs (Jérolon et al. 2020). The level of innovation of a company is
considered as a parameter in this study. The latter variable is a composite index calcu-
lated from a combination of several elements that reflect the level of innovation of a
company. It is the sum of binary indicators (items) of innovation activities carried out
by the company.
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Assumptions (H4): Innovation mediates the relationship between corporate culture
and financial performance.

The basis of our hypotheses, the conceptual framework of this study is based on
modellingwith parameters such as innovation.Ourmodel therefore allows us to highlight
the direct relationship between organisational culture and financial performance. Finally,
our model also includes innovation as a mediating variable for the indirect relationship
between organisational culture and financial performance (Fig. 1).

Control Variables 
Company Sise 
Sector Activity

Level of Innovation

   H2  

 H3

Corporate Culture 
Financial Performance 

H1 

H4 

Fig. 1. Conceptual model of the research

3 Research Methodology

In the empirical part we first present a sample of empirical studies, data sources and
models. We then define the different variables and their measures retained in this study.
The dependent variable retained for our study is the financial performance of the com-
pany. The independent or explanatory variables of the study were: degree of innovation,
size of the firm, field of activity.

3.1 Data Resources

Our survey sample consists of 70 Tunisian companies listed on the Tunis StockExchange
(B.V.M.T). To test our hypothesis, we collected data on the dependent variable from the
annual report and reference documents for that year (Grahamet al. 2017). The data for the
independent and control variables used in these papers were obtained from databases,
annual reports and database reference documents (Graham et al. 2017). The annual
reports and reference data were collected from company websites.

The descriptive analysis is the step that allows to describe the relationships between
the characteristics of the sample and the variables. Table 1 below presents the descriptive
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statistics (number of observations, mean, standard deviation, minimum and maximum
values) for the variables used in the analysis.

Table 1. Descriptive Statistics of the Sample

Variables Mean Std. deviation Min Max

CULT 0.765 0.182 0.30 1.00

ROE 0.241 0.173 0.004 0.609

SECT 0.763 0.428 00 1.00

FSIZE 4.198 3.913 –0.03 9.79

INNOV 0.025 0.041 00 0.21

• Descriptive statistics of the dependent variable:
The average financial performance (ROE) is 0.241 with a standard deviation of

0.173. Its minimum and maximum values are 0.004 and 0.609 respectively.
“0.609”. This means that the financial performance of the financial statements of

the companies in the sample is very low. This result is consistent with those of Cheng
and Courtenay (2006), Pateli and Prencipe (2007) and Fang et al. (2009), Xiaowen
(2012), Russo et al. (2015), Mensah (2016), but disagree with the findings of Eng
and Mak (2000), Leng and Ding (2011) and Hunziker (2013). Due to the low level
of financial performance (0.241), it is very difficult for the company’s stakeholders
to judge the company’s future performance.

• Descriptive statistics of independent variables:
The means of the corporate culture and innovation variables are 0.765 and 0.025

respectively. 0.025. The standard deviations are 0.182 and 0.041. Its minimum and
maximum values are 0.30 and 1.00 respectively.

• Descriptive statistics of control variables:
The average firm size in this study (measured by total log assets) is approximately

4.198, with a minimum of –0.03 and a maximum of 9.79. In this case, the industry
average is 0.763 and the standard deviation is 0.428. Its minimum and maximum
values are 0 and 1.00 respectively.

3.2 The Variables

The content of the company’s website included in the cultural proxy includes:
CEO speech, culture pages, employee engagement, social responsibility, employee

training programmes, company news and media coverage. Create a dummy variable
Speech that is 1 if the company’s website has a section dedicated to CEO speech, 0
otherwise. We choose CEO speech because it is likely that companies choose their
culture and CEOs feed it from above (Graham et al. 2017). A CEO speech is a direct
way for all stakeholders to understand the culture promoted by the CEO of the company.
A culture page is a direct way to show whether you are promoting the company culture.
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Create a dummy variable culture page that will be 1 if your company website has its
own culture page, otherwise null.

Employee training programmes not only improve employees’ knowledge of the
company’s activities, but also establish a corporate culture promoted among employees.
Employees can be an integral embodiment of the corporate culture that a company pro-
motes. Employee training is about communicating the company’s mission and code of
conduct, explicitly and implicitly, to employees so that they can perform their duties.
Therefore, we believe that employee training is an integral part of promoting the corpo-
rate culture. Furthermore, once the CEO sets the tone for the culture being promoted,
employees are motivated to adopt that culture, thereby promoting coordination and col-
laboration among employees. Employee training programmes are one way to achieve
this. Employee activities are another. Employee activities are created to match the num-
ber of employee activities on the company’s website. Therefore, the measured value of
this variable is the calculated result based on the measured value of this variable.

3.3 Econometric Models

Let us recall that our main objective is to test the impact of corporate culture on the
social performance of Tunisian companies. Thus our model:

CC = α0+ α1INT+ FSIZE+ SECT (1)

INT = α0+ α1FP+ FSIZE+ SECT (2)

FP = α0+ α1CC+ α2INT+ FSIZE+ SECT (3)

With:

• FP: Financial Performance
• INT: Innovation
• CULT:Campany Culture
• FSIZE: Campany Size
• SECT: Sector of Activity

3.4 Explanation of Variables

Here we have tried to list different variables that can be categorised into dependent
variables, i.e. financial performance, independent variables mainly related to corporate
culture, control variables related to performance.
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Check for mediation effects using hierarchical regression. Baron and Kenny (1986)
propose four conditions for testing the perfect mediation of M in the X-Y relationship.

Condition (1): Variable X should have a large influence on variable Y.
Condition (2): The variable X should have a large influence on the variable M.
Condition (3): If the influence of variable X on Y is controlled, the putative mediator
variable M should have a large influence on variable Y.
Condition (4): The significant effect of variable X on Y should disappear when the
effect of M on Y is statistically controlled.

3.4.1 Measurement of the Dependent Variable

Financial performance was the dependent variable in this study, and to determine its
measurement, data were manually extracted from the financial statements and registra-
tion records of the companies used in the study. Measured as average return on equity
(ROE/Equity), average return on assets (ROA/Total Assets) and average return on equity
(ROE/Total Assets).

ROE and ROA are two measures of financial performance that provide an internal
assessment of a company’s profitability (efficient use of equity and assets).

3.4.2 Measurement of Independent Variables

Les variables indépendantes de cette étude étaient: Culture d’entreprise et degré
d’innovation.

Company Culture
A good company culture encourages good behaviour, increases employee happiness
and productivity and reduces turnover. It also attracts loyal customers who value the
services/products your company offers. All this contributes to the satisfaction and prof-
itability of the company. Furthermore, several studies have undoubtedly shown that the
quality of the company culture is directly linked to the company’s performance. It is a
variable that reflects several aspects. This includes the development of multi-element
configurations.

Level of Innovation
Many researchers and practitioners consider research and development (R&D) to be syn-
onymous with innovation. However, a review of the literature suggests that innovation
is broader than R&D expenditure (Kirner et al. 2009). First, we present the methodolog-
ical challenges of innovation research. Part 2 describes international efforts to measure
innovation. The third point concerns the accounting of innovation activities by Tunisian
accounting. Finally, the fourth point concerns the scale of innovation assumed in this
research.
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Table 2. Summary of the variables used in this study and their respective measures.

Types of variables Variables Code Measures selected by reference
to internal studies

Dependent variables Financial Performance FP ROA: Return on assets =
operating profit after tax/total
assets
ROE: Return on equity = net
income/equity

Independent variables Company culture CULT

Mediating variables Level of Innovation INT Innovation index

Control variables Company size FSIZE Logarithm of the company’s
total assets

Sector of Activity SECT Company’s sector of activity

Source: prepared by us.

3.4.3 Measurement of Control Variables

4 Empirical Results

After clarifying and justifying ourmethodological choices, wewill now present themain
results and how they confirm or clarify our hypotheses.

Multi-variety Analysis
To properly study the impact of organisational culture on financial performance, the
validity of the models needs to be tested.

The multiple regression results for the model show the following indications. The
Fisher statistic (F), which measures the overall significance of the model, is equal to
5.79, confirming the good quality of the model below the significance level above 1%.
Therefore, the Fisher statistic is significant at the 1% level, so that the model seems
reasonably explanatory. The model therefore has overall relevance and explains the
phenomenon under study.

Testing the Research Hypotheses: Analysis of the Impact of Corporate Culture
on Financial Performance
Recall that we formulated four hypotheses concerning organisational culture and finan-
cial performance, the level of innovation and the relationship between these two vari-
ables. These relationships were tested by multiple linear regression and the results are
presented and interpreted in this final section. The following table shows the results of
the multiple linear regression (Table 3).
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Table 3. Multiple linear regression results of the first model

Explanatory variables Coef. T-Student Sig.

Constant 0.355 3.115 0.003**

CULT 0.056 2.425 0.037**

SECT –0.065 –1.140 0.260 (n.s)

FSIZE 0.005 1.832 0.064**

R2 = 0.382
Adjusted R2 = 0.195
F 12.662 Sig. 0.006

***: significant at 1% level; **: significant at 5% level; *: significant at 10% level; n.s.: not
significant in the following, we present the results of the first model:

Table 4. Multiple linear regression results of the second model

Explanatory Variables Coef. T-Student Sig.

Constant 3.085 0.003***

CULT 0.059 1.662 0.097**

SECT 0.160 1.122 0.268(n.s)

FSIZE –0.113 –0.763 0.449(n.s)

INNOV 0.014 3.097 0.003***

***: significant at 1% level; **: significant at 5% level; *: significant at 10% level;n.s.: not
significant

The table above can be used to test hypotheses and provide corresponding
explanations (Table 4).

First hypothesis (H1) is used to test whether corporate culture positively influences
financial performance. The regression results presented in the table confirm that cor-
porate culture appears to have a significant effect on financial performance. The results
show that the coefficient of corporate culture is positive (0.056) and significant (Student’s
t =2.425 and p =0.037), which means that this variable has an effect on financial per-
formance. These results confirm the first hypothesis (H1). This result confirms the work
of (Graham et al. 2017), who confirm that corporate culture improves the effectiveness
of an organisation by enhancing coordination and control within the company.

The second hypothesis (H2) indicates that corporate culture has a positive effect
on innovation. The results show that the coefficient of innovation is positive (0.059)
and significant (Student’s t = 1.662 and p = 0.097 significant at 10%). This allows
us to accept the second hypothesis (H2). Thus, the presence of the level of innovation
plays a very important role in determining the effect of corporate culture. The study
of corporate culture is a significant advance for the analysis of innovation processes
(Schumpeter 1934; Habhab-Rave 2011). We predict that corporate culture has a positive
relationship with the innovation outcome of a firm.
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The third hypothesis (H3) indicates that innovation has a positive impact on financial
performance. The examination of the statistical tests shows that this variable has a posi-
tive and statistical influence on the financial performance of companies. The examination
of the causal effect shows that the statistical coefficient associated with the “Innov” vari-
able has a positive value (0.014). The significance of this coefficient is determined using
Student’s t-test. The value of t = 3.097, p =0.003 significant at 5%). This means that
innovation has a positive and significant effect on financial performance. This allows us
to accept the predictions of hypothesis (H3). This is in line with the previous results of
Hofstede et al (2010), which show that innovation is one of the main drivers of value
creation for firms. At this level, innovation as a process of creating and developing new
products and services is of strategic importance.

The fourth hypothesis (H4) states that innovation mediates the relationship between
corporate culture and financial performance. The empirical results show that innovation
has a positive effect on corporate culture and at the same time positively influences the
company’s financial performance. Thus, the coefficient of this variable is positive (0.014)
and significant (Student’s t =3.097, p =0.003 significant at 5%). These results confirm
the fourth hypothesis (H4). The main result of model 2 (full model) indicates a com-
plete mediation, i.e. the mediator (the level of innovation) fully explains the association
between the explanatory variable and the variable to be explained.

Analysis of the Influence of Control Variables on Financial Performance

• Company size:

Our study shows that company size has a positive influence on financial perfor-
mance. The examination of statistical tests shows that this variable has a positive and
statistical influence on the financial performance of the company with a positive value
(0.005). The significance of this coefficient is obtained using the student test. The value
of (t= 1.832, p= 0.064 significant at 10%). This shows that company size has a positive
and significant relationship on financial performance.

• Sector of Activity:

For this control variable, the results show that the coefficient on industry is negative
(–0.065) and insignificant (–1.140) with p= 0.260, meaning that this variable has no
effect on financial performance.

Having analysed the overall significance of the world, let’s look at the individual
meanings of the parameters. This test allows you to find variables that have a significant
impact on the financial performance of a company and to eliminate explanatory variables
that do not contribute significantly to the regression model. Finally, based on the results
of the tests we conducted, we can present a validated model of the relationship between
corporate culture and corporate financial performance in Tunisian firms.

Y = 0.059CULT+ 0.014INNOV+ 0.005FSIZE+ (−0.065)SECT (4)
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5 Discussion of the Results

The main objective of our study is to examine the relationship between corporate culture
and financial performance in Tunisian firms. Several linear regression tests allowed us
to identify the impact of organizational culture on financial performance.

By examining different linear regression results, we were able to confirm the impor-
tance of the cultural variables that had the most impact on financial performance. The
positive relationship and impact of corporate culture on performance was clearly identi-
fied. Corporate culture is becoming an increasingly important issue for boards. It is our
third priority after strategy and financial performance. The majority of managers inter-
viewed agree that they are responsible for defining and promoting culture within their
company. Corporate culture can be seen not only as a management tool, but also as a
means of social control. As a management tool, it can contribute to improving company
performance under certain conditions (Sarkis and Dhavale 2015). As a tool of social
control, it requires members of the firm to conform to the expectations of management.
Ultimately, it is the overall corporate culture that needs to be developed to improve
the performance of the company. It is the precursor and prerequisite for any strategic
thinking (January 2016).

As for the innovation variable, it is positively correlated with the financial perfor-
mance of companies, as shown in the first part of the literature. Indeed, the results show
that innovation is more important and impacts financial performance. This proves that
innovation was previously thought to have a positive relationship and impact on firm
performance. For example, Hall et al. (2005) Innovation is one of the main drivers of
value creation in firms.

Contribution to Research
The contribution of this study lies in its ability to explain the impact of organisational
culture on financial performance. From a theoretical point of view, this work confirms
the conceptual research model. The latter is based on issues related to the identification
and understanding of organisational culture as it relates to financial performance. At the
practical level, this research identifies the strategies considered in the innovation process
as key factors for improving financial performance.

On theother hand, at the theoretical level,wehave focusedon the concept of corporate
culture and its relationship with financial performance. On the other hand, innovation
plays an important role in the performance of a company. Based on these theories, four
hypotheses were proposed. Empirical studies were used to test them in the Tunisian
context.

Methodologically, hypothesis-driven research methodologies were used to test the
hypotheses of quantitative studies.

The aim of this study was to examine the impact of corporate culture on financial
performance. These concepts include innovation as a mediating variable. This study
also adjusted for variables that previous studies have found to contribute significantly to
organisational culture. Control variables included: company size and industry. Multiple
regressionwas used to analyse the data collected. This study provides empirical evidence
of the impact of these variables on financial performance.
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Corporate culture contributes to:

– Ensuring group cohesion by improving communication (emphasising shared values
rather than asserting different interests).

– Better adaptation to the environment, in particular to ensure the survival of the group
by forming a more coherent group and responding more quickly to threats through a
shared vision of the future.

If all members of the company share common values, they will sympathise with
their company. This leads to better motivation as employees integrate the company’s
objectives.Where internal control is difficult and self-management is important (qual-
itative rather than quantitative objectives), the presence of a corporate culture is even
more necessary. A fundamental principle of corporate culture is that employees are
more likely to defend the company when they see it as the community to which they
belong.

– Corporate culture, in turn, increases the competitiveness and performance of a com-
pany. Indeed, a strong corporate culture improves the economic performance of a
company by reducing its costs. The common beliefs, practices and myths that define
the organisational culture provide an informal control mechanism for coordinating
the efforts of employees. New employees are less likely to hear a different version of
the company’s goals and practices, so they are more quickly matched with existing
employees. Moreover, this culture is socially constructed by employees rather than
imposed on them. As a result, motivation and morale are better than when they are
controlled by a boss. Labour costs are also cheaper. Therefore, the savings gener-
ated by a strong corporate culture can lead to improved financial performance of the
company.

6 Conclusion

The main objective of our research was to analyse the impact of corporate culture on the
financial performance of Tunisian listed companies (BVMT 70 companies).

At the theoretical level, we mobilized several theories to answer the question. In
this respect, we have sought to develop a theoretical basis for the relationship between
corporate culture and the financial performance of companies by relying on agency
relationships or signal theory.

Our empirical study is based on a sample of 70 Tunisian firms. Manually collect data
from company websites and perform statistical analyses. Models were estimated using
multiple regression methods. The results of the survey show that corporate culture and
innovation have a strong impact on firm performance. The hypothesis that corporate cul-
ture has a positive impact on company performance is confirmed by the results obtained.
The results also allow us to understand how companies improve their performance,
competitiveness and environmental capabilities.

It also contributes to the literature on corporate culture by suggesting that a partic-
ular corporate culture is less important than a chosen corporate culture commitment in
relation to corporate performance such as value, financial performance and increased
performance. A corporate culture tailored to your needs.

A corporate culture can improve performance more than a structured management
style. First of all, the company can easily manage integration problems. H. A sense of
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interdependence, a common language to facilitate communication, etc. Secondly, it can
improve compliance with the company’s objectives. The achievement of goals, in turn,
motivates company members to participate in the action.

The positive association between the promotion of organisational culture and inno-
vation outcomes seems to be consistent with the previous arguments that organisational
culture promotes coordination and collaboration among employees, thus fostering inno-
vation. Furthermore, it is understood that the relationship between organisational culture
and firm performance is more than a direct link and may depend on firm strategy and
changes in the environment (Sørensen et al. 2002).
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Abstract. The recent incursion of Russian military forces onto Ukrainian ter-
ritory has sparked global apprehension regarding the stability of stock market
prices. This paper forecasts the direction that Brent spot prices will take during
the year following the 2022 Ukrainian conflict, using ARFIMA parametric and
semiparametric methods. According to the series’ long memory, prices will fall
steeply during the next few months, reaching up to 80 or 75 dollars by the end of
March 2023.

Keywords: Brent forecast · ARFIMA · Long-memory · Ukrainian crisis

1 Introduction

The current invasion of Russian forces on Ukrainian land, launched on 24th February
2022, has caused worldwide concerns in terms of stock market price stability. Since the
very first day of the attack there have been serious repercussions on financial markets,
especially in the case of commodity prices for petrol, gas, energy, and foods such as
wheat, grain, and soybeans, which have raised significantly and are now the main focus
of economic analysts.

Since Russia is a key exporter of oil-related products, providing up to 14% of global
oil supply in 2021, the international response to Russia’s military attack has consisted
in waves of sanctions that led to an embargo on Russian oil. EU has announced that it
will reduce Russian crude oil imports by 90% by 2023.

The Western countries are now facing incredibly high prices of petrol-related prod-
ucts, and the Brent spot price, Europe’s benchmark for crude oil, is expected to reach 150
dollars/barrel according to The Washington Post and Bloomberg, some claiming that by
the end of 2022 there will be prices as high as 180 dollars/barrel. The total spillover
of volatility on markets increased from 35% to 85%, as crude oil has become a clear
transmitter of contagion [15] , yet the contagion effect of oil price is short-run and grad-
ually attenuates [3] . Meanwhile, the Brent price for its futures contracts is going down,
having been 123 dollars/barrel in May and only 110 dollars/barrel in June, showing that
investors collectively believe that prices cannot stay up for too long. Reports done by
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the EIA offer further insight, estimating that if the price of spot Brent crude oil was 113
barrels in May, in the second half of 2022 it will average $ 108 / barrel, and it will drop
to $ 97 / barrel by 2023 [10].

The forecasting of the evolution of Brent’s price is thus an urgent problem in the
given international context, and it represents a much-needed decision tool for investors
on the oil market. This paper is proposing answers to the pressing question of whether
prices will be further going up or they will start declining or persist at actual levels. The
method which will be employed aims to consider the longmemory of the observed Brent
prices on the market to better predict the evolution of Brent price, using both ARFIMA
parametric and semiparametric methods. The research’s forecasts bring an element of
novelty to the wider existing literature, by applying a complex and lesser- known model,
such as ARFIMA, in both its parametric and semiparametric form, to recent Brent price
data.

Therefore, our research focused on the following research question: Are the Brent
prices expected to decrease in the period 2022–2023? Thus, the core hypothesis of the
paper is the following:

Hypothesis 1 (H1). The Brent prices are decreasing during the period 2022–2023.

The paper is structured as follows. The second section provides an overview of
the data and methodology used in the research, preparing the grounds for the case study
presented in Sect. 3, where the empirical results of theARFIMAmodelwill be presented.
The case study is followed by the conclusions section, where the most important results
of the analysis will be highlighted.

2 Research Strategy and Methodology

The data used are the real monthly spot prices of Brent crude oil for 1988.01 - 2022.03,
obtained by deflation with the US dollar consumer price index, base year 2015. Data
on nominal prices and CPI were taken from the Federal Reserve economic data website
based on their availability.

Fractal studies of Brent prices have been conducted before with favorable results. A
recent overview of the existing literature on ARFIMA offers a foundation for subsequent
research when the value of d is a non-integer number, concluding that the method serves
the purpose of studying oil prices and other time series well. The value of the fractional
difference (d) and other long memory parameters have been estimated using a variety
of techniques and functions. These techniques and tools, which include the Geweke and
Porter-Hudak (GPH) estimator, the smoothed periodogram (Sperio), the fractionally
differenced (Fracdiff), and the Hurst exponent, can all be used successfully for our
purposes [11].

According to a study, ARFIMA(1,0.47,2) and ARFIMA(2,0.09,0) are good semi-
parametric models for the assessment and forecast ofWTI and Brent weekly prices from
1987 - 2013, respecting all the assumptions on the residuals. The paper claims that the
Brent data displayed three breaks, while the WTI series likewise revealed three of these
breaks, centered around the years 1999, 2004 and 2009 [12].

A time series of Saudi Arabia’s oil prices, which covered the period from November
1990 to December 2020, was shown to be unstable, until the first difference stabilized it.
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It was determined that the series has long memory through the autocorrelation function
analysis, that can give a preliminary indication about the presence of the long mem-
ory phenomenon. After analyzing various alternative ARMA models in Eviews10, the
ARFIMA model (2, 0.469, 3) was found to be the best model to reflect the series, later
used to forecast oil prices in 2021. According to the study, the model predicted a drop
in oil price [1].

Gasoline prices in Southern Brazil are the subject of another paper, which makes use
of data from January 1, 2002, to August 9, 2009, using ARFIMA (1, 0.3995, 0) as the
model that best explains the series. The Akaike Information Criterion (AIC) was used
to select the representative model of the series under investigation after estimation of all
the competing models [14].

Crude oil price dynamics is further explored through support vector machine
(SVM), feed-forward neural networks (FNN), auto-regressive integrated moving aver-
age (ARIMA), fractional integrated ARIMA (ARFIMA), Markov-switching ARFIMA
(MS-ARFIMA), and random walk (RW), taking monthly data from January 1990 to
July 2008 into consideration. In relation to ARFIMA, the paper discovers that MS-
ARFIMA performs generally better than ARIMA and. In terms of forecasting Brent
crude oil prices, the ARFIMA model is unable to outperform ARIMA, although that
knowing that the ARFIMA model can capture the long memory characteristic gives it a
theoretical advantage over the ARIMA model [16].

Evaluating and comparing the out-of-sample performances of diverse forecast meth-
ods is also the subject of a paper focusing on Brent oil price. It makes use of the GARCH-
in-Mean model, several nonparametric data-driven methods, and ARIMA, ARFIMA,
and AR, a nonlinear autoregressive artificial neural network and genetic programming.
The findings indicate that none of the methods significantly differ in their ability to
forecast the value and direction of the Brent oil price, all of them being equally good for
forecasting [5].

In another study, monthly Brent prices from 1979 – 2019 are used in parametric
models ARFIMA(2,0.3589648,2)-sGARCH(1,1) and ARFIMA(2,0.3589648,2)-

fGARCH(1,1), which manage to capture the long-term price evolution, also taking
into account volatility [4].

Another paper uses daily Brent prices from 2009 – 2017, and the resulting parametric
model used was ARFIMA(1,0.4577, 2), which was surpassed in accuracy by the hybrid
model constituted by the extension with ANFIS and Markov, which also takes into
account the interdependencies between markets [2].

Similarly, the monthly West Texas Intermediate (WTI) oil price series from 2003
to 2021 can be fractionally represented using a long-memory data pattern, such as
ARIFMA, which can be used to produce hybrid models. The new model of the hybrid
ARFIMA with FTSMC, referred to as ARFIMA-FTSMC is a successful times series
model of crude oil price. The hybrid ARFIMA-FTSMC model outperforms ARFIMA
in terms of accuracy according to MAE, RMSE, and MAPE [7].

Data about Persian Gulf Gas-Oil prices were taken from the OPEC website and
applied ARFIMA, covering the first week of 2009 through the first week of 2012 for
model fitting and the second week of 2012 through the thirteenth week of 2012 for
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value prediction. The findings suggest that the ARFIMA(0,0.19,1) model is preferable
to ARIMA (1,1,0) [6].

Lastly, others analyze the long memory property of realized volatility in Shanghai
fuel oil market, modelling and forecasting realized volatility using ARFIMA models
and comparing their performance with seminal GARCH-class models for daily returns.
The conclusion is that ARFIMA has greater forecasting accuracy than the latter [13].

After viewing the existing literature on the topic of long memory modelling, it is
clear that the model to be applied is the fractional ARIMA, which differentiates with a
positive fractal number between 0 and 0.5 in order to achieve stationarity yet avoid over
differentiation, as some series with long-term memory that are still differentiated at lag
one may lose information useful for prediction [8, 9]. To identify whether a series has
long memory the Hurst exponent can be calculated via R/S analysis, where values of
H between 0.5 and 1 indicate long memory, while the ACF graph of the series should
show a slow hyperbolic decrease.

Therefore, the methodology to be followed when constructing an ARFIMA model
(p, d, q) is the following: checking the stationarity of the series with ADF, KPSS or PP
tests, identifying the long memory characteristic of the series, estimating the parameters
p, d and q by parametric or semiparametric methods, residue testing and selecting the
optimal model, followed by accuracy analysis.

The parametric approach is based on estimating all parameters in one step through
EML method, while the semiparametric method implies fixing the difference parameter
first, then estimating p and q by looking at the ACF and PACF diagrams. The d parameter
can be calculated usingH as theHurst exponent, or other estimators likeGPHand Sperio:
d = H- 0.5.

Models ARFIMA (p, d, q) can be expressed as:

φ(B)(1− B)d (Yt − μ) = θ(B)εt

θq(B) = (1− θ1B− ... − θq.B
q) is the polynomial operatorMA(q), (1)

φq(B) = (1− φ1B− ... − φp.B
p) is the polynomial operator AR(p), (2)

d is the order of differenciation, (3)

εt is white noise. (4)

3 Empirical Results

The evolution of Brent prices since 1988 has been marked by numerous market shocks,
such as the Iraqi invasion of Kuwait in 1990, the starting wars in the Levant in 2006,
the financial crisis from 2008 and the demand crisis from 2015, followed by the Covid
pandemics of 2020 and now the Russian invasion of Ukraine (Fig. 1).

The overall analysis was conducted in R software. Descriptive statistics show that the
series is positively asymmetric and 13 change points in mean have been detected using
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Fig. 1. Nominal price (in red) vs deflated real price of Brent (in black)

binary segmentation method, as well as 3 change points in variance according to Pelt
method. The data displays variance fluctuations and was applied a log transformation.

Seasonality has been checked with Hegy and OCSB tests, the series having no
seasonality, yet the tests for stationarity displayed in Table 1 have shown that it presents
unitary roots, thus being non-stationary in mean. The long-term memory of the series is
visible through the hyperbolic decrease of coefficients in ACF, as well as by looking at
the values of Hurst exponent, between 0.5 and 1 (Fig. 2).

Fig. 2. Correlogram of series

Table 1. Hurst exponent calculation

Method applied Value

Simple R/S Hurst estimation 0.848

Corrected R over S Hurst exponent 0.997

Empirical Hurst exponent 1.026

Corrected empirical Hurst exponent 0.993

Theoretical Hurst exponent 0.549

The non-stationary long memory process can then be reduced to stationarity by
applying the ARFIMA model. For training the models, both a sample with data up to
2019 and the entire set of data were used (Table 2). The parametric method requires a
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first estimation of d, which is 0.499 for the training set consisting of all data. Applying
the difference and visualizing the ACF and PACF diagrams led to the identification of
the three potential models in Table 3. All parameters are estimated simultaneously while
running the models.

Table 2. Analysis of unitary roots of monthly real Brent price

Unitary Root T&C C

ADF level −3.265* −2.397

PP level 0.255 0.267

KPSS level 0.660 3.661

ADF first difference −13.889*** −13.905***

PP first difference 0.01*** 0.01***

KPSS first difference 0.040*** 0.043***

Note: ***, **, * means stationary at 1%, 5% and 10%; T&C is the most general model with a
constant and trend; C is the model with a constant and no trend

Table 3. Potential models for parametric ARFIMA on all data

Nr ARFIMA
Model (p,d,q)

Parameter Coefficient Significance AIC

1 (1, d, 0) �1 0.7419992*** 0.000 −1919.2

d 0.4754367*** 0.000

2 (2, d, 0) �1 0.8175293*** 0.000 −1921.13

�2 −0.0979939** 0.046

d 0.4725299*** 0.000

3 (3,d,0) �1 0.8518480*** 0.000 −1922.43

�2 −0.1778635** 0.011

�3 0.0931303 0.073

d 0.4481110*** 0.000

Applying the AIC selection criterion, the optimal ARFIMAmodel (3, 0.448, 0) with
the lowestAICwas chosen. Themodel’s residuals pass theLjung-Box testwith p-value>

0.1, meaning they do not show autocorrelation, and don’t present heteroscedasticity
according to ARCH-LM.However, they aren’t normally distributed according to Jarque-
Berra test. The model can be written as:

(1− 0.851 · B1 + 0.177 · B2 − 0.093 · B3)(1− B)0.448Yt = εt

The semiparametric method makes use of the estimators shown in Table 4.
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Table 4. Semiparametric estimators for d

Method Value

Gweke dan Porte-Hudak (GPH) 0.82575

Smoothed GPH (Sperio) 0.75907

R/S 0.50848

The mean of estimators is 0.697, of which 0.5 is eliminated, obtaining the degree of
fractal differentiation of 0.197 that will be applied in the modelling process. ACF and
PACF charts of the series differentiated by 0.197 seem to indicate pure AR processes.
From the potential models in Table 5, ARFIMA(3,0.197,0) is optimal due to having
the lowest AIC. The model’s residuals are then checked, and they are found to have no
autocorrelation as specified by Ljung-Box test and no heteroscedasticity according to
ARCH-LM, however they are not normally distributed.

Table 5. Potential models for semiparametric ARFIMA on all data

Nr ARFIMA
Model (p,d,q)

Parameter Coefficient Significance AIC

1 (1, 0.197, 0) �1 0.9989834*** 0.000 −660.7

2 (2, 0.197, 0) �1 1.201163*** 0.000 −673.67

�2 −0.202433*** 0.000

3 (3,0.197,0) �1 1.220867*** 0.000 −678.98

�2 −0.364763*** 0.000

�3 0.142839*** 0.006

The model ARFIMA(3,0.197,0) can be written as:

(1− 1.22 · B1 + 0.364 · B2 − 0.142 · B3)(1− B)0.197Yt = εt

The same procedures have been applied to a training set ending in 2019, with the
results being visible in figure 3 alongside the forecasts resulted from the whole data
analysis. The models fitted on the reduced training set could not capture the shock of the
pandemic or that of the war, but those fitted on all data available predict an accentuated
fall of prices in the 12 months following March 2022.

The RMSE favors the model built by the parametric method. This method indicates
a downward trend of price in the next year, with a less steep slope than that associated
with the semiparametric method for the first six months forecasted. After august, the
semiparametric method suggests a decrease in the rate of price decline, which will lead
to a stabilization of the price around $ 83. The forecast forMarch 2023, one year after the
outbreak of the armed conflict in Ukraine, is $ 80.72. The parametric method, however,
suggests a price decline up to $ 75 in March (figure 3) (Table 6).



422 A. A. Davidescu et al.

Table 6. Accuracy indicators

Out-of-sample approach In-sample approach

Model Parametric
ARFIMA

Semiparametric
ARFIMA

Parametric
ARFIM
A

Semiparametric
ARFIMA

Indicators Training Test Train ing Test All sample All sample

RMSE 0.635 0.330 0.096 2.970 0.085 0.330

MAE 0.531 0.228 0.070 2.95 0.065 0.222

MAPE 1.727 0.056 5.795 2.906 0.009 6.104

MASE 6.913 2.015 0.994 26.080 0.265 0.896

Fig. 3. Forecasts of parametric and semiparametric ARFIMA

4 Conclusions

Amid the 2022 Ukrainian crisis, the real price of Brent oil is a distressing topic for
consumers worldwide as well for investors, who face incredible price volatility on the
market. The evolution of the price is widely speculated, the paper at hand providing
a useful forecast of real Brent prices in conformity to the methodology of ARFIMA
modelling, thus capturing the long memory of the market to better predict prices.

The results of the analysis using the ARFIMA models, meaning both parametric
ARFIMA(3, 0.448, 0) and semiparametric ARFIMA(3,0.197,0), show that the price of
Brent follows a steep descending trend from April 2022 to April 2023, leading to prices
of $80, respectively $75 dollars, after a year of war, in March 2023. The two models
give overall similar results. The semiparametric technique’s prediction for the first six
months differs through its increased steepness, but takes on a milder slope after august,
which will result in a stabilization of the price around $ 83. This might be either due to
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the international effort of producing more supply, or due to the reorientation of investors
onto renewable resources of energy.

The paper brings an element of novelty to the existing literature from two points of
view. Firstly, it compares two types of ARFIMA models, the parametric and semipara-
metric one respectively, to conclude on the differences in performance that these models
can achieve. From this point of view, the models have turned out to perform similarly
well on the dataset under study, a fact which was checked through the Diebol Mariano
test as well. Secondly, the paper makes use of data from 1988 to 2022, being thus able
to learn from recent events like the pandemic of COVID-19 and the Ukrainian crisis and
to predict the evolution of the Brent oil price in the short term, in a time where such a
forecast is much needed.

Further research on the topic of oil prices could extend the applicability of the
ARFIMA parametric and semiparametric models through the construction of hybrid
models to encourage non-linearity in forecasting. Other extensions could refer to the
GARCH family models, to ensure a good incorporation of the volatility usually present
on the oil market into the model.
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Abstract. Human action recognition aims at extracting features on top
of human skeletons and estimating human pose. It has received increas-
ing attention in recent years. However, existing methods capture only
the action information while in a real world application such as cog-
nitive assessment, we need to measure the executive functioning that
helps psychiatrists to identify some mental disease such as Alzheimer,
Schizophrenia and ADHD. In this paper, we propose a skeleton-based
action recognition named Mind-In-Action (MIA) for cognitive assess-
ment. MIA integrates a pose estimator to extract the human body joints
and then automatically measures the executive functioning employing
the distance and elbow angle calculation. Three score functions were
designed to measure the executive functioning: the accuracy score, the
rhythm score and the functioning score. We evaluate our model on two
different datasets and show that our approach significantly outperforms
the existing methods.

Keywords: Mental health · Embodied cognition · executive
functioning · ADHD · Alzheimer · Action recognition · Skeleton
extraction

1 Introduction

Human action recognition, as a central task in video analyses, becomes increas-
ingly crucial and has received an important attention in recent years. Moreover,
existing studies have shown promising progress on pose estimation [2,4]. To fully
describe the spatial configurations and temporal dynamics in human actions,
skeleton-based representations have been used for human action recognition, as
human skeletons provide a compact data form to extract dynamic features in
human body movements [9]. In practice, human skeletons in a video are mainly
represented as a sequence of joint coordinate lists. Many action recognition tech-
niques [13–16] have shown great performance on public benchmarks, where the
body joint coordinates are extracted by pose estimators. However, such per-
formance is not necessarily replicated in real-world scenarios, where the data
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comes from specific application requirements. The specific real-world applica-
tion that we are focusing on in this paper is cognitive assessment in adults and
children using cognitively demanding physical tasks. In addition, in the existing
state-of the-art, only the pose information is extracted and skeleton sequences
capture only action information, while in a real world application such as cog-
nitive assessment, we need to measure executive functioning in addition to the
pose estimation.

Cognitive impairments, represented by inattention, laziness, hyperactivity or
acting impulsively, lack of motivation and being forgetful, are commonly found
among children and adults. According to [3,17], Attention Deficit/Hyperactivity
Disorder (ADHD) is a psychiatric neurodevelopmental disorder that is very hard
to diagnose. In fact, symptoms for ADHD arise from a primary deficit in execu-
tive functions [11]. Embodied cognition is a well established construct [19], rec-
ognizing that mental functioning involves brain and body working together and
cognition develops along with and by way of physical movement. Better measures
of cognition that closely relate to individual functioning and predict disability
are sorely needed to provide proper remedial intervention at the appropriate
time [12]. As a measure of embodied cognition, the Traffic-Lights-Game (TLG),
which is one of the core tasks with higher cognitive demand, is an attention and
response inhibition task. It is similar to computerized continuous performance
tests that assess sustained attention and response inhibition but is more com-
plex and requires rhythmic upper body movement in response to commands.
The participant is asked to pass a juggling ball (or any other object) from one
hand to the other in rhythm to the words “Green Light”, to move the ball up and
down to the words “Yellow Light” and to not pass the ball when the participant
hears “Red Light”. The task is subsequently repeated at a faster pace in different
trials. The participant is then presented with the same task but using a sequence
of pictures of green, red, and yellow traffic lights as visual cues, rather than the
spoken cues, thus allowing for comparison between sensory modalities in audio
and visual trials. The Traffic-Lights-Game can provide sufficient psychometric
observations and can be used as a measure of behavioral self-regulation. The
game has four trials and the subjects are expected to perform the sequential
movement for every count/beat provided by the therapist. Then, they are eval-
uated by three scores: (i) Action Score: helps to evaluate the working memory
and represents the total number of correct actions, (ii) Rhythm Score: helps to
evaluate the coordination and self-regulation and represents the total number of
correct rhythms, accurately keeping the beat. Starting late and rushing to catch
the beat is not correct and (iii) Functioning Score: helps to evaluate the execu-
tive functioning and represents the total number of correct actions in rhythm.
Monitoring such a task and scoring it manually is tiresome and requires constant
attention from the therapists.

In this paper, inspired by the success of the computer vision tools for action
recognition and human skeleton extraction, we investigate how to apply a deep
learning model to monitor cognitive abilities, which helps with identifying cog-
nitive impairments. We propose an automated intelligent system called MIA, to
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monitor and assess cognitive behavior through physical tasks which are part of
assessment and training for people with Executive Function Disorder.

Fig. 1. Overview of the proposed architecture.

2 MIA: Model Overview

2.1 Problem Formulation

In this section, we first introduce the key data structures used in this paper
and formally define our problem. Following the convention, we use capital let-
ters (e.g., X) to represent both matrices and graphs, and use squiggle capital
letters (e.g., X ) to denote sets. Human action recognition requires to temporally
segment all frames of a given video. We first extract a set of temporal regions of
interest X where X = Xi,i∈{1..K}. Then, we predict the action in each tempo-
ral region of interest Xi,i∈{1..K} and calculate a set of cognitive scores S where
S = {ϕA, ϕR, ϕF } and ϕA, ϕR, ϕF are the action, rhythm and functioning scores,
respectively. The task can be formulated as follows:

Given K temporal regions of interest X, each Xi,i∈K is a sequence of D-
dimensional features where Xi,i∈K = (x1, . . . , x|Xi|) and xj,j∈{1..|Xi|} ∈ R

D, the
task is to infer the sequence of frame-wise action labels Yi,i∈K = (y1, . . . , y|Yi|)
and there are C action classes C where C = {1, . . . , C} and yj,j∈{1..|Yi|} ∈ C.
A set of cognitive scores S is calculated for every Yi for K temporal regions of
interest.

2.2 Model Architecture

As shown in Fig. 1, the architecture of MIA comprises four major modules which
are: (i) temporal regions of interest extraction, (ii) human skeleton joints extrac-
tion, (iii) human action recognition, i.e. the pose estimator and (iv) a cognitive
scoring module.
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For action recognition, researchers usually segment all frames of a given video.
To efficiently segment the videos, our model proposes to extract the temporal
regions of interest where the subject has a high probability to practice the task
and follow the instructions. Then, we extract the human skeleton joints employ-
ing a Graph Convolutional Network (GCN) [13,14] since it has very deep struc-
ture that can effectively capture the spatial dynamics from the human skeleton.
GCN is widely adopted in skeleton-based action recognition [13,14] and it models
human skeleton sequences as spatio-temporal graphs. As an input, the module
of human skeleton joints extraction takes K temporal regions of interest Xi,i∈K .
GCN extracts the spatial patterns such as the human topology and the skeleton
joints. After extracting the body key-points, a pose estimator is proposed to pre-
dict the action for each temporal region of interest Xi,i∈K . The distance between
hands and the elbow angle are calculated to predict the action. In addition, we
calculate the elbow angle between the body part and the opposite hand to have
more accurate results. Finally, based on the predicted actions, we calculate the
cognitive scores: action score, rhythm score and functioning score.

3 MIA: Methodology

3.1 Temporal Regions of Interest Extraction

The tasks are specifically designed to fit in the theory of embodied cognition,
where cognition can be influenced through physical activities. A screen is used to
display a music video where the host instructs the subjects to perform the task
following the instructions. There are 4 trials overall and each trial has varying
trial segments.

Definition 1 (Temporal Regions of Interest). Given a trial video, a tem-
poral region of interest (TRI) is defined as the trial segment where the subject is
told to do an action. TRI is denoted by Xi,i∈K where K in the total number of
TRIs in the video.

While action segmentation requires to temporally segment all frames of a given
video [6], we extract K temporal regions of interest X to predict the action
in each Xi,i∈K as predicting the actions in all frames is more expensive and
inefficient. The extraction of the TRIs can be done with the speech recognition
to segment the video based on the played instructions. In this paper, the videos
are segmented based on the time intervals when the subject is told to perform
the action based on the announced instructions as shown in Fig. 1.

3.2 Human Skeleton Joints Extraction

Currently, skeleton-based representations have been very popular for human
action recognition, as human skeletons provide a compact data form to depict
dynamic changes in human body movements [13]. Skeleton data is a series of
3D coordinates of multiple skeleton joints, which can be estimated from 2D
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images [1]. For the joint localization problem on RGB data, we explored various
existing state-of-the-art methods and decided on using the deep-learning archi-
tecture proposed in [14]. While some of the other pre-trained models works well
with upper-body pose [7] and useful for certain other applications, our problem
requires an efficient and accurate pose estimator for full-body human joint. In
particular, we build upon the GCN model [14] providing highly accurate results
regarding the relative position of human body-joints. We choose to use the pose
estimator model stated above as it is the current state-of-the-art pose estima-
tor for multi-person pose estimation and also provides competitive performance
on single-person pose estimation as demonstrated by their results on popular
datasets for these problems. The joints extraction component predicts the loca-
tion of all human skeleton key-points as shown in Fig. 1. The tracker predicts
the presence of the person on the current frame and the body joints coordinates.

3.3 Action Recognition

Human skeletons in a video are mainly represented as a sequence of joint coor-
dinate lists. For the action recognition, we first monitor and analyze hands’
positions.

Fig. 2. Different classes that occur in the Traffic-Light task for its four trials.

Based on the Traffic-Lights task, there are a total of three classes, i.e., |C| =
3, as represented in Fig. 2 where class1: hands are in the initial position at the
same level, when the subject is told “Red-Light”, class2: one hand goes up and
down when the subject is told “Yellow-Light”, class3: one hand is up and ready
to pass the ball (or other object) to the other hand.

Then, we evaluate if the subject’s action complies with the expected motion
employing two main measures: (i) Distance calculation: the output of our pose
tracker is pixel locations for the human body joints. We use these joint locations
to measure the distance between hands and (ii) Elbow angle calculation: we
calculate r̂ and l̂ as the elbow angles of right hand and left hand, respectively.
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A given temporal region of interest X is a sequence of D-dimensional features,
called frames, where Xi,i∈K = (x1, . . . , x|Xi|) and xj,j∈{1..|Xi|} ∈ R

D. Action
recognition for each temporal region of interest X requires to temporally segment
all frames of a given Xi,i∈K , i.e., predicting the action in each frame xj,j∈{1..|Xi|}.

The probability that a given frame xj,j∈{1..|Xi|} belongs to the gesture classes
C is given as follow:

P (xj ∈ C) =
{
1, D ≤ α and A ≤ β

0
(1)

where α and β are the distance and angle thresholds. D is the euclidean distance
between the hand position coordinates. A is the elbow angles where A = {r̂, l̂}.

The gesture classes obtained from the action recognition module are incorpo-
rated in the calculations for the cognitive scores in longer sequences of steps per-
formed. The details about calculations of these scores for the steps and sequences
that we record is specified in the next sections.

3.4 Cognitive Scoring Functions

The scoring protocol created by the psychologist experts specifies 3 cognitive
scores S = {ϕA, ϕR, ϕF } where ϕA, ϕR, ϕF represent action, rhythm and func-
tion scores, respectively and they are defined as follows:

Let Y be the predicted actions for the Traffic-Light task in a given video.

Definition 2 (Action Score). Depends on the amount of times that the subject
performs the correct action and defined as:

ϕA(Y ) =
K∑
i=1

yi ∈ C (2)

where C is the set of classes and K is the number of predicted classes in K
regions of interest.

Definition 3 (Rhythm Score). Depends on the amount of times that the sub-
ject responds within one second after receiving the instruction and defined as:

ϕF (Y ) =
K∑
i=1

yi ∈ Xi (3)

where X is the set of different regions of interest.

Definition 4 (Function Score). Represents the total number of actions that
the subject performs the correct actions in the rhythm and defined as:

ϕR(Y ) =
C∑

k=1

K∑
i=1

y ∈ {Xi ∩ Ck} (4)

where C is the number of classes, i.e., C = |C| and K is the number of temporal
regions of interest, i.e., K = |X|.
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Other distinguishing feature of our proposed model MIA, is that its cogni-
tive scores can directly be translated to measure executive functioning which is
one of the key factor to distinguish self-regulation, response inhibition, working
memory, co-ordination and attention.

Table 1. Evaluation of MIA model in terms of RMSE and MAE

Method Adult Data-set
Action Score Rhythm Score Function Score
RMSE MAE RMSE MAE RMSE MAE

DTGRM 1.652 0.791 1.521 1.192 0.101 0.498
MSTCN++ 1.532 0.738 1.422 1.132 0.925 0.412
ASRF 1.743 0.818 1.635 1.254 1.132 0.52
MSTCN 2.051 1.215 1.982 1.458 1.532 0.891
MIA 1.312 0.635 1.198 0.912 0.707 0.250

4 Experimental Evaluation

For our experiments, we collect data from participants and perform analysis of
participants’ performances using our MIA model. We then provide our evaluation
measures that we use to calculate MIA accuracy.

4.1 Experimental Settings

Data Description. In our experiment, we used two data-sets to evaluate our
MIA model. Details are given as follows:

– Adults data-set: it is important to collect data from a broad range of people
who are healthy or clinically well characterized and when possible have had
conventional cognitive assessments. The adult data collection covers the life-
span from 11 year to 90 years. We collected RGB data from 35 participants
that are recruited to follow the instructions provided by the music video and
perform the task sequences for 4 trials with a total of around 150 videos. All
participants were required to perform all the four trials to the best of their
cognitive abilities.

– Kids Data-set: Children (ages 5–10 years) were recruited from the community
(N = 75). Each subject perform 4 different trials with a total of around 300
videos were collected.

Traffic-Light task was performed twice for a sub-sample, approximately 2 weeks
apart. Motion capture data were collected and then converted into cognitive
scores.
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Evaluation Metrics. Our MIA model aims to predict three cognitive scores,
i.e., ϕA, ϕR and ϕF . We measure our method by Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE) for each of our predicted

cognitive scores as follows: RMSE =
√

1
nΣn

t=1

(
s − ϕ(Y )t

)2

and MAE =
1
nΣn

t=1|s − ϕ(Y )t| where ϕ(Y ) and s are the predicted score value and real score
value, respectively; n is the number of all predicted score values.

Fig. 3. Kid dataset: Prediction for different trials.

4.2 Model Performance

For the first three trials, the subjects are required to follow the audio instructions,
but for the last trial, the challenge becomes cognitively demanding as they are
told to follow visual instructions showing green, yellow and red traffic lights.
In the following, we evaluate the performance of our MIA model in terms of
accuracy of the predicted cognitive scores. The results on four trials were used
to evaluate the accuracy, reported in Table 1.

MIA Performance. Four deep learning-based methods are used to evaluate
our proposed model MIA:

– MSTCN [5]: introduces an auxiliary self-supervised task to find correct and
in-correct temporal relations in videos using smoothing loss to avoid over-
segmentation errors.

– DTGRM [18]: uses Graph Convolution Networks (GCN) and to model tem-
poral relations in videos. It has the ability for efficient temporal reasoning.
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– MSTCN++ [10]: is an improvement over MSTCN where the system generates
frame level predictions using a dual dilated layer that combines small and
large receptive field.

– ASRF [8]: alleviates over-segmentation errors by detecting action boundaries.

The Table 1 reports the RMSE and MAE of the above models as well as MIA
model. In our experiment, we used two data-sets, i.e., Adult data-set and Kid
data-set.

Table 1 shows the comparative performances for MSTCN, DTGRM,
MSTCN++, ASRF and MIA for different predicted cognitive scores. On Adult
data-sets, MSTCN++ shows a better performance against DTGRM and ASRF
while MIA has the best performance comparing to other models, being immune
to contextual nuisances, such as background variation and lighting changes.

However on kid data-sets, ASRF shows better results than MSTCN++.
DTGRM shows stability on both data-sets and MSTCN did not perform well
while MIA has the best performance comparing to other models, being immune
to contextual nuisances, such as background variation and lighting changes.

Figure 3 shows the results on kid data-sets. We evaluate the accuracy (both
RMSE and MAE are reported) of the different cognitive scores, i.e., action,
rhythm and function scores, for the four trials. Results show that prediction for
function score is highly related to action score prediction. That is because when
the actions are mis-identified, both scores are impacted. Although the actions
performed by children might be imprecise, results on Kid data-sets show similar
variations over cognitive scores as reported in Fig. 3. That means that the two
measures, distance and elbow angle calculation, both have an impact to deal
with the fine-grained motions.

Parameters Evaluation. In this section, we evaluate the distance as well as
the elbow angle thresholds, α and β, respectively. Experiments were on adult
data-sets, evaluating the predicted action score varying different values of α and
β.

(a) Alpha Variation (b) Beta Variation

Fig. 4. Parameters Evaluation.

As shown in Fig. 4, varying the parameters α and β, the action score has its
best performance when α and β have the values 0.08 and 2.5, respectively. Thus,
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we set the default values to 0.08 and 2.5 for distance and elbow angle thresholds,
respectively.

5 Conclusion

This paper proposes a deep learning based action recognition method for eval-
uating and monitoring cognitive abilities of human subjects. We deploy a deep
learning architecture to analyze human activity and provide informative mea-
sures to the experts regarding the performance of the subject, i.e., cognitive
scores. To evaluate our method, we created two data-sets with adult and kid
subjects performing four different trials of the Traffic-Light task. We illustrate
the accuracy of our method and we show detail results for each specific trial,
achieving performances which are significantly beyond four existing methods,
confirming that our model is applicable to the cognitive assessment problem.
This can help to identify digital behavioral biomarkers of embodied cognition
that relate to various neuro-developmental, neurological and neuro-psychiatric
disorders. An interesting future direction is to analyse the effect of environmental
and other external factors and model the temporal dependencies for recognizing
activity. This later may provide knowledge that can have important impact on
the activity evaluation.
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