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Preface

As we stand on the brink of new horizons of innovation and discovery, the 23rd edition
of the TRIZ Future Conference (TFC 2023) continued to foster critical discussions on
the pressing issues that steer our scientific pursuits and societal evolution. Engaging
with a rich tapestry of ideas and breakthroughs, we explored the themes that are
shaping our contemporary dialogues and paving the way for our future.

For this edition of the TRIZ Future Conferences the program committee decided to
highlight a number of topical themes that dominate current scientific knowledge pro-
duction and have an impact on society. We received exactly 80 abstracts and selected
60 of them for full paper submission. These papers underwent a triple open review and
we added a fourth review in conflicting situations. Each article was verified to have
implemented required changes and finally 43 articles were accepted for publication in
this volume.

At the heart of this edition is the confluence of the Theory of Inventive Problem
Solving (TRIZ) and Artificial Intelligence (AI). As an increasingly significant thread in
our scientific discourse, it prompts us to examine the synergies between Artificial
Intelligence (Al) techniques and TRIZ methods. The goal is not only to automate
invention and innovation tasks but also to augment the human intellect in complex
problem-solving processes. This theme is supported by a rich array of 11 papers that
shed light on the broad spectrum of supervised and unsupervised Al techniques, Large
Language Models, and recently released OpenAl tools. Reflecting the nature of this
exploration, some authors comment on this trend and discuss their vision of the
evolving landscape. The consensus seems to be that the impact of Al on TRIZ is
inevitable and profound - the evolution of TRIZ and Al are intertwined, influencing
each other as they progress.

Sustainable development follows closely behind with 10 thought-provoking articles.
This recurring theme underlines its continuing importance for our community. Com-
bining TRIZ and sustainable development holds the potential to inspire environmen-
tally friendly innovation and help us move towards a more sustainable future. The
persistence of this theme in our discourse reaffirms our collective commitment to
reducing environmental impact, designing products, and developing processes that are
in harmony with our planet.

The next category, “General Vision of TRIZ”, represents a long-standing tradition
of the TRIZ Future Conferences. Here, contributors share their unique perspectives on
how to improve TRIZ by revisiting its basic principles or by introducing new
approaches that could advance the theory and its applications.

The fourth theme observes the broader societal impact of TRIZ in less conventional
fields such as marketing, strategy, social sciences, and writing. This influx may mark a
milestone of maturity for the TRIZ community, shifting the lens from seeing TRIZ as
merely a toolset to appreciating it as a paradigm that can shape our worldview and
influence diverse fields.
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The last but equally important category encompasses case studies. Although fewer
this year, these real-world applications of TRIZ continue to provide valuable insights
into its tangible benefits in industry and research. These case studies underscore the
ongoing relevance of TRIZ and its potential to inspire and catalyse breakthroughs.

These five main conference themes encapsulate the broad spectrum of our com-
munity’s intellectual engagement over the years and reflect the two pivotal forces
reshaping our world - digitalization and preservation. As we look to the future, the
question before us is whether human intellect and machine capabilities can merge to
build a sustainable world. Our hope, and the objective of these scientific engagements,
is to foster progress towards this vision by enabling scientists and engineers to leverage
the power of Al to bridge the gap between complex problems and their solutions. This
proceedings book concludes with an outlook chapter that describes the evolution of
TRIZ and forecasts its possible development scenarios in the age of Al

The implications of Artificial Intelligence on TRIZ are profound and multifaceted,
and the scholarly work presented in this volume suggests that we are only scratching
the surface of understanding the full potential of this intersection. The trend of merging
TRIZ and Al not only forecasts a revolution in problem-solving methodology but also
promises an exciting journey towards new frontiers of scientific exploration.

Firstly, the prospect of Al automating some elements of TRIZ implies a seismic shift
in the way we approach problem-solving and innovation. Al algorithms can process
vast amounts of data at unprecedented speeds, identifying patterns and generating
insights that might elude human observers. When applied to the TRIZ methodology,
this computational prowess could transform the concept of inventive problem-solving
by enabling the automated generation of solutions. Such a development would not only
accelerate the innovation process but also democratize access to inventive thinking by
making it available to a wider audience.

Secondly, the potential role of Al in enhancing TRIZ reflects another layer of this
fascinating dynamic. Al is capable not only of automating tasks but also of augmenting
human abilities, offering tools to amplify our creativity, and deepen our
problem-solving capacity. Machine learning algorithms, for instance, could be trained
on a wealth of past inventive solutions, then used to suggest novel approaches to new
challenges based on patterns identified in the data. This means we could move beyond
simply automating TRIZ to actively enhancing it through Al, evolving it into a more
powerful and versatile framework for innovation.

Yet, the integration of Al and TRIZ is not without its challenges. One potential area
of concern is in the interpretability and transparency of Al processes. Known as the
“black box” problem, this issue refers to the fact that Al algorithms, particularly
complex ones like deep learning models, often produce output without a clear expla-
nation of how they arrived at those results. Integrating such algorithms into TRIZ may
compromise one of the key strengths of TRIZ - its transparency and the ability of
practitioners to understand and learn from the process. Addressing this issue is likely to
be a major area of focus in the ongoing development of TRIZ and Al fusion.

It’s also important to remember that the purpose of TRIZ is to guide human cre-
ativity, not replace it. While Al can perform impressive feats of pattern recognition and
prediction, it lacks the capacity for true understanding and the spark of inspiration that
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often lies at the heart of inventive solutions. Therefore, the future of TRIZ and Al
should not be seen as replacing the human element, but rather as enhancing it.

In conclusion, the fusion of TRIZ and AI holds great promise for the future. It’s a
progressive field, ripe with opportunities and challenges that researchers and practi-
tioners are only beginning to explore. As we continue to delve into this complex and
fascinating intersection, we invite and encourage an ongoing dialogue within our
community, to share insights and experiences, and to collectively shape the path that
TRIZ and Al will follow in the years to come. This collaboration of minds, just like the
merging of TRIZ and Al, promises to lead us towards exciting, uncharted territories of
discovery and innovation.

Denis Cavallucci
Pavel Livotov
Stelian Brad
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Mapping the Evolutionary Journey of TRIZ
and Pioneering Its Next S-Curve in the Age
of AI-Aided Invention

Stelian Brad®

Technical University of Cluj-Napoca, Memorandumului 28, 400114 Cluj-Napoca, Romania
stelian.brad@staff.utcluj.ro

Abstract. The Theory of Inventive Problem Solving (TRIZ) has revolutionized
the space of innovation and problem-solving since its inception in the mid-20th
century. This paper traces the evolutionary journey of TRIZ, exploring its develop-
ment across different periods marked by S-Curves - a fundamental conceptin TRIZ
that represents the lifecycle of a system. It also examines the origin and evolution
of TRIZ, from its basic principles’ development to its global spread, computeriza-
tion, and current integration into broader innovation management practices. This
historical analysis underscores the flexibility and durability of TRIZ, demonstrat-
ing its capacity to navigate and shape various technological and methodological
transformations throughout the years. As we chart this progression, we identify
pivotal moments of growth, maturity, and transition, offering insights into the
maturation and future trends of TRIZ. In the quest to predict the next S-Curve
for TRIZ, we anticipate a potential shift towards Al-driven innovation, increased
emphasis on sustainability, and further cross-disciplinary approaches. This paper
invites a nuanced understanding of TRIZ’s past, present, and emerging directions,
contributing to a more anticipatory framework for problem-solving and innovation
in the 21st century.

Keywords: TRIZ - Theory of Inventive Problem Solving - S-Curve - System
Evolution - Future of TRIZ - Al and TRIZ - Cross-Disciplinary TRIZ -
Innovation Engineering

1 Introduction

TRIZ, also known as the “Theory of Inventive Problem Solving”, was born out
of the Soviet Union during the mid-twentieth century [1]. The acronym “TRIZ” is
derived from its Russian name, “Teoriya (Theory) Resheniya (Solving or Resolution)
Izobreatatelskikh (Inventive or Creative) Zadatch (Problems)” [2].

The development of TRIZ began in 1946 with the work of a young engineer named
Genrich Altshuller and a team around him [3, 4]. He and his team started a system-
atic review and analysis of over 200,000 patents to identify what makes an invention

The European TRIZ Association ETRIA.

© IFIP International Federation for Information Processing 2023
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innovative. Altshuller and his co-workers sought to identify and codify the principles
of creativity that lead to technological innovation, with the aim to make the process of
invention predictable, controllable, and teachable [5].

Altshuller’s initial research resulted in the establishment of several principles and
concepts that are still central to TRIZ. These include the Laws of Technical Systems
Evolution, the concept of Ideality, and the identification of Contradictions as key drivers
for innovative solutions [6]. TRIZ was not immediately recognized or accepted; it even
faced suppression in the early years of its development. Altshuller was arrested in 1950
and spent several years in prison due to the political climate of the time. It was only after
his release that he was able to continue his work on TRIZ [7].

Throughout the 1960s and 70s, Altshuller and his co-workers refined the methodol-
ogy and organized training sessions. He established a public institute for TRIZ (like the
Baku TRIZ School in Azerbaijan, an important center for TRIZ development). Together
with other enthusiasts, they continued to improve the TRIZ methodology. Its practical
success in a variety of applications, such as industrial design problems, complex engi-
neering challenges, and technological innovation projects, gradually led to its growing
recognition [8]. The original work on TRIZ was conducted in Russian and was not widely
translated into other languages until much later. This made it difficult for non-Russian
speakers to learn about or apply the methodology.

Prior to the collapse of the Soviet Union in 1991, there was limited dissemination of
TRIZ outside of the country. After that moment, knowledge of TRIZ started to spread
worldwide. After TRIZ started to spread outside of Russia, its adoption was still gradual.
TRIZ is a radical departure from traditional problem-solving approaches, and like many
innovative ideas, it was not immediately accepted. Businesses had to recognize its value,
learn the method, train employees, and integrate it into their problem-solving processes. It
began to be implemented in organizations in the United States, Europe, and Asia, often
as part of quality improvement initiatives [2]. The Association of German Engineers
(VDI) has developed the TRIZ guideline VDI4521, which describes the contents of the
TRIZ methodology and facilitates access to more than 25 TRIZ methods and tools [9].

TRIZ has continued to evolve and be adapted to a wide variety of applications, not
just in engineering and product development, but also in areas such as business pro-
cess improvement and strategic planning. New tools and techniques have been added
to the TRIZ toolkit, and it has been integrated with other innovation and quality man-
agement methodologies. As of today, TRIZ is recognized globally and used by many
multinational corporations to enhance their problem-solving and innovation processes.
There are numerous TRIZ societies (e.g., International TRIZ Association (MATRIZ)
that promotes TRIZ among practitioners and establishes and maintains TRIZ certifica-
tion standards; The European TRIZ Association (ETRIA) that serves as an international
platform for TRIZ research, applications, and communications; TRIZ Association of
Asia that promotes the understanding and use of TRIZ throughout Asia, etc.), research
groups (e.g., INSA Strasbourg, Politecnico di Milano, Offenburg University of Applied
Sciences, The Laboratory for Quality Innovation at the University of Bergamo, The Lab-
oratory of Intellectual Information Technologies TRIZ-Chance FEFU, TRIZ group at
National Tsing Hua University, Centre for Systematic Innovation at IIT Madras, System-
atic Innovation Lab at the University of Twente, Technical University of Cluj-Napoca,
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etc.), and training organizations (e.g., The Altshuller Institute for TRIZ Studies based
in the United States to promote innovation and creativity using the TRIZ methodology,
TRIZ Consulting Group, Institute of Systematic Innovation, Oxford Creativity, etc.)
around the world, and the methodology continues to evolve through the work of these
communities.

While the aforementioned research groups, associations, and training organizations
represent some of the key contributors to the field, the global TRIZ landscape is vast and
diverse, encompassing countless researchers, institutions, and practitioners. It’s impor-
tant to recognize that what is mentioned in this paper represents just a snapshot of
the innovative work being done in TRIZ worldwide, and there are many other equally
valuable contributors who continue to advance this field.

2 A Perspective of TRIZ Evolution Through S-Curves

In the journey of technological evolution and problem-solving methodologies, under-
standing the progression of TRIZ since its inception provides a fascinating perspective.
One way to view this evolution is through the lens of S-curves, a tool often used in
TRIZ itself to depict technological lifecycles. In this section, we map the major devel-
opmental milestones of TRIZ onto S-curves. This will not only highlight its growth and
maturation over time but also provide insights into its potential future trajectory. This
approach resonates with the spirit of TRIZ, which is rooted in understanding patterns of
problem-solving and innovation; and applying these patterns to navigate technological
evolution.

TRIZ has undergone a significant evolution since it was first developed in the 1940s
by Genrich Altshuller and his co-workers. When mapping the evolution of TRIZ, it
can be broadly divided into several distinct stages. Please note that the following is a
qualitative perspective, rather than a quantitative one, based on historical context and
the subjective nature of mapping theoretical concepts:

First S-Curve: Development of the Basic Principles (1946-1960s): This period
marks the birth of TRIZ. Altshuller and his colleagues started working on the theory
in 1946. The initial research was focused on understanding the patterns in patents and
coming up with principles that could guide innovative problem-solving.

Second S-Curve: Formalization and Expansion of TRIZ (1960s—-1980s): During this
time, TRIZ matured and expanded with the addition of several tools and methods, such
as the contradiction matrix, inventive principles, the laws of system evolution, algorithm
of inventive problem solving (ARIZ), substance-field analysis, ideal final result (IFR),
separation principles, resources analysis, trends of engineering system evolution (TESE).
TRIZ became more structured and was taught in the Soviet Union.

Third S-Curve: Global Spread and Computerization of TRIZ (1980s-2000s): With
the fall of the Soviet Union, TRIZ spread globally. Many Western companies started
adopting TRIZ methodologies. This period also saw the computerization of TRIZ
with the development of several software tools that facilitated the application of TRIZ
(e.g., TechOptimizer, TRISolve, Ideation TRIZ, Goldfire, TRIZsoft, Simplified TRIZ,
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SITools, TRIZExplorer, TRIZ GB, and many others). The development of some of these
software tools continued in the next two decades.

Fourth S-Curve: Integration of TRIZ into Broader Innovation Management Prac-
tices (2000s-present): TRIZ has increasingly been integrated into broader innovation
management and strategic planning practices. It is also the period with new tools being
adopted in the TRIZ framework, such as function analysis, problem formulation and
problem model, main parameters of value, system operator, etc. It is also being adapted
to specific industries and applications. For example, multinational corporations like
Samsung, Ford, and Procter & Gamble began applying TRIZ methodologies to inno-
vate and solve problems in their operations. Translation and publication of TRIZ books
and academic articles in multiple languages had happened. This played a crucial role in
disseminating TRIZ globally. Universities around the world started offering courses in
TRIZ, and it began to be integrated into engineering and design curricula. The organi-
zation of international TRIZ conferences and the formation of professional associations
facilitated the exchange of ideas and advanced TRIZ development. New methods and
algorithms have been also proposed to the so-called Modern-TRIZ. Examples are antici-
patory failure determination (AFD), directed evolution (DE), algorithm of inventing and
decision-making (AIDA), chain system diagram technique (CSDT), technology evolu-
tion theory (TET), trimming, function-oriented search (FOS), problem-flow technology
(PFT), etc. It was also the era of occurring new tools for problem-solving inspired from
TRIZ, such as advanced systematic inventive thinking (ASIT), unified structured inven-
tive thinking (USIT), systematic approach to value enhancement (SAVE), etc., as well
as researches on the theory of technical system evolution. New variants and offshoots of
TRIZ have emerged, such as BioTRIZ, EcoTRIZ, TRIZ for services, TRIZ for software
engineering, Business TRIZ, TRIZ for education, Cognitive TRIZ, systematic innova-
tion in IT (SIIT), etc. It was also the time for Digital-TRIZ, when extensive databases
were created containing thousands of patents and inventive principles categorized by
the type of problem they solve. In this category we can include software that search in
databases of patents driven by TRIZ rules, as well as the first attempts to combine natural
language processing (NLP) techniques and data mining with TRIZ for more systematic
investigation of databases with collective knowledge.

Each of these S-curves represents a significant evolution of TRIZ as a system - from
a rudimentary approach to understanding invention, to a formalized methodology, to
a globally recognized set of tools for innovation, and finally to an integrated part of
broader innovation practices.

3 Empirical Analysis of TRIZ Evolution from Scientific Databases
and Search Trends

In an effort to quantitatively gauge the evolution, growth, and current trends in the field
of TRIZ, this section utilizes an empirical approach. By leveraging information from
various scientific databases, Google Scholar, and Google Trends, we aim to map the
trajectory of TRIZ from its inception to the present day. These resources offer a rich
wellspring of data, shedding light on the diffusion of TRIZ methodology, the academic
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and industrial interest over time, the geographic distribution of TRIZ research and appli-
cation, and the emerging themes in recent years. This empirical analysis will augment
our understanding of TRIZ’s evolution, complementing the theoretical framework and
anecdotal evidence that has been discussed so far.

According to Google Scholar, a search about TRIZ (theory of inventive problem
solving) since 1950 till 2023 indicates 15,800 results, distributed along the years as
follows: 10 results for 1950-1960, 14 results for 1961-1970, 29 results for the interval
1971-1980, 33 results for the decade 1981-1990, 305 results for 1991-2000, 3,930
results for the period 2001-2010, 11,600 for the interval 2011-2020, and 3,900 for a
very short interval between 2021 and mid of 2023. The data sourced from Google Scholar
provides a fascinating quantitative look into the evolution and spread of TRIZ since the
1950s. It clearly illustrates the exponential growth of TRIZ-related publications over
time. The initial period from 1950s to 1980s shows limited academic output on TRIZ,
reflective of its relatively secluded development within the Soviet Union. The minimal
increase during this period also suggests the marginal visibility and recognition of TRIZ
in the global scientific community. The noticeable uptick in results from the 1990s
represents the international exposure and diffusion of TRIZ following the dissolution of
the Soviet Union. The significant leap in publications in the 2000s corresponds with the
period when TRIZ began to be more widely accepted in both academia and industry,
especially in the West. The highest number of results is observed for the period 2011-
2020, which can be interpreted as a reflection of TRIZ’s mature phase. This is the period
when TRIZ had not only been recognized but was being actively applied and explored
in diverse fields, leading to substantial research output. The data for 2021 till mid-2023
suggests a steady continuity of interest in TRIZ, with the potential of even surpassing
the previous decade if the current trend continues. This is also supported by the results
extracted from Google Trends, too. In Fig. 1 we have represented the interest about
TRIZ, created with a machine learning application based on data downloaded from
Google Trends. Results show a declining interest about TRIZ from 2004 till 2015, with
a slight increasing in interest from July 2015 till today. The trend is best described by a
second order polynomial, which lead to the minimal mean squared error for the dataset.

Polynomial Regression (Degree 2)
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Fig. 1. Level of interest worldwide about TRIZ on web between 2004 and mid of 2023.
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Fig. 2. Predicted trends worldwide about the interest on TRIZ on web until the end of 2024.

Drawing on historical data and leveraging machine learning algorithms, we project
a rising interest in TRIZ by the end of 2024, as depicted in Fig. 2. For a more extended
forecast, prediction becomes inherently challenging due to the imminent paradigm shift
we are currently witnessing in the evolution of TRIZ. The advent of the artificial intel-
ligence (AI) era marks a significant turning point for TRIZ from a scientific standpoint.
We will delve deeper into these transformative aspects in the subsequent sections of this
paper.

The data obtained from the Web of Science offers a comprehensive picture of the
academic attention and research output related to TRIZ since 1975. In the Web of Sci-
ence, from 1975 till 2023 there are 2,207 papers that include TRIZ in their topics. The
absence of any results from 1975-1994 corresponds to TRIZ’s early stages when it was
primarily confined to the Soviet Union, with limited recognition and application outside
this context.

The first emergence of TRIZ in the Web of Science database in 1995, albeit with a
sparse 3 papers, signifies its initial exposure to the broader global academic community.
The slight fluctuation in the numbers in the latter part of the 1990s suggests an incremental
recognition and adoption of TRIZ, with no results in 1996, with 3 results in 1997, with
7 results in 1998, with 7 results in 1999, and 9 results in 2000. The start of the 21st
century saw a more significant surge in TRIZ-related papers, with 502 papers recorded
from 2001 to 2010. This dramatic increase can be attributed to the global spread and
acceptance of TRIZ methodologies within academic and industry spheres. From 2011
to 2020, the TRIZ-related contributions almost tripled, with a total of 1,299 papers. This
period marks the full-fledged integration and application of TRIZ in various domains,
underlining its established role in the field of inventive problem-solving.

The number of papers between 2021 and mid-2023, a total of 240, indicates a sus-
tained and active interest in TRIZ. Given this rate, the output for the decade could
potentially surpass the previous one. Notably, a considerable 597 titles have been pub-
lished in the last 5 years, further emphasizing the ongoing relevance and vitality of TRIZ
in contemporary research.

From the total of TRIZ papers visible in Web of Science, 1,381 are published at
conferences, 811 are articles in journals, 29 are review articles, 19 are book chapters,
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and the remaining are letters, etc. The majority of papers are in the field of mechanical,
industrial, and manufacturing engineering (1,070), 458 in electrical, telecommunica-
tion and automation engineering, 742 in computer science. Figure 3 shows a network
visualization of the core topics of these papers about TRIZ.
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Fig. 3. Network visualization of TRIZ issues in the papers from Web of Science.

As Fig. 3 shows, the highest density of researches are around innovative design,
conceptual design, TRIZ theory, with five clusters of topics (see the various colors in
Fig. 3). Similar results are returned also from the SCOPUS database. In this case, we
count 3,231 results, with 2,050 in engineering field, 1,174 in computer science, 496
in business and management, 440 in decision sciences, 339 in mathematics, and the
remaining in other areas. Here, we reckon 1,673 conference papers, 1,291 articles, and
112 book chapters, among others.

4 The Emergence of a New S-Curve of TRIZ

This section unfolds the exploration of the evolution of TRIZ. Here, we investigate an
essential element that signifies this progression: the emergence of a new S-curve in
TRIZ, which we’ll refer to as the NeoTRIZ or TRIZ-X S-curve.

The S-curve model, inherent to the TRIZ philosophy, shows that as we advance into
the NeoTRIZ or TRIZ-X era, we witness the emergence of a new S-curve, character-
ized by novel methodologies, innovative strategies, and the incorporation of cutting-
edge technologies such as artificial intelligence and machine learning. This new S-
curve signifies a phase of rejuvenation and reinvigoration in the realm of TRIZ, lead-
ing to breakthrough developments and transformative potential in problem-solving and
innovation.

To make foresights on the evolution of TRIZ, several angles and approaches are fur-
ther considered. We start with the PAIPS framework (Problem-Agitate-Intrigue-Positive
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Future-Solution) [10]. This implies addressing a problem, to agitate it, to intrigue, after
that to paint a positive future and lastly to deliver a solution. To decode the TRIZ evolu-
tion, we will operate with options applied in the PAIPS framework. Thus, for addressing
the problem we consider:

e Option 1: The application of TRIZ, the theory of inventive problem-solving, is
currently limited by the human capacity for creativity and pattern recognition.

e Option 2: The traditional application of TRIZ can be a time-consuming process, and
it can be difficult to adapt to rapidly changing technological contexts.

e Option 3: TRIZ’s effectiveness is constrained by the ability to interpret vast amounts
of past and present data to predict the future trajectory of innovation.

Now, we agitate the problem. This leads to the following options:

e Option 1: The limitations of human capacity can lead to missed opportunities for
innovative solutions, slowing down technological progress.

e Option 2: The lengthy process of applying TRIZ can leave organizations lag-
ging behind in the fast-paced technological landscape, impeding their competitive
advantage.

e Option 3: The inability to harness the vast array of data for effective TRIZ applica-
tion stifles innovation and prevents organizations from realizing their full innovative
potential.

In the next step, we provoke. This generates the following options:

e Option 1: What if Al could augment the TRIZ process, enhancing our creative
problem-solving capabilities and leading to breakthrough innovations?

e Option 2: Imagine the potential of integrating Al into TRIZ, significantly speeding
up the inventive process and helping organizations stay ahead of the technological
curve.

e Option 3: Consider a world where Al assists in analyzing and interpreting data to
forecast TRIZ’s S-curve, providing unique insights into the future of innovation.

Now we can project a positive future about TRIZ in the era of Al

e Option 1: In this new reality, the fusion of Al and TRIZ leads to radical innovations,
accelerating technological progress and creating a world of endless possibilities.

e Option 2: With Al integrated into TRIZ, organizations can innovate at breakneck
speed, maintaining a competitive edge in the constantly evolving technological
landscape.

e Option 3: With AI’s assistance, TRIZ becomes a powerful predictive tool, enabling
organizations to foresee the trajectory of innovation and strategically position
themselves for the future.

In this desirable landscape, we can now formulate the solution. It has to be seen in
terms of options, too.

e Option 1: The solution lies in the convergence of Al and TRIZ, utilizing AI’'s com-
putational power to enhance our creative problem-solving abilities and redefine the
S- curve of TRIZ.
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Option 2: The path forward is the integration of Al into the TRIZ process, automat-
ing and accelerating the inventive process while adapting to the rapid pace of
technological change.

Option 3: The key to unlocking this potential is by harnessing Al to analyze and inter-
pret data for TRIZ application, transforming TRIZ into a powerful tool for predicting
the future of innovation.

Now, we can visualize a possible S-curve of TRIZ over the next 20 years. Below are

the reasons why a 20-year time frame has been chosen:

Long-term Forecasting: In technological trend analysis and forecasting, a 20-year
period is often used to account for significant developments and changes that can
occur. This timeframe is typically long enough to observe the full development,
maturity, and potential decline of a technological innovation.

Technological Generations: It’s generally estimated that a new generation of technol-
ogy emerges approximately every 20 years. For instance, the transition from main-
frame computers to personal computers, and then to mobile devices, each took about
20 years. Thus, a 20-year timeframe might be seen as a reasonable estimate for the
lifespan of a technology like Al-integrated TRIZ.

Historical Trends: Previous implementations of TRIZ followed a similar lifespan,
therefore 20-year prediction is also considered in this case, too.

Practicality: A 20-year time span allows for a granular breakdown of various stages,
and yet it is not so long that it becomes difficult to imagine or forecast.

The S-curve in this context describes the life cycle of the integration of Al into TRIZ

methodology and how its influence and effectiveness change over time. The parameter
of value in this case is the effectiveness of adopting AI-TRIZ methodology. The Y-axis
of the S-curve represents the effectiveness of adoption, while the X-axis represents the
time period from 2023 to 2043.

In addition, the life cycle is divided into 5-year segments. The reasons why a 5-year

span is used for each phase are shown below:

Predictability: A 5-year timeframe is a common period for technology forecasting,
as it’s often seen as a balance between near-term predictability and long-term uncer-
tainty. Beyond 5 years, the uncertainty increases significantly due to the exponential
nature of technological advancement.

Technology Adoption Lifecycle: The lifecycle of technology adoption usually
involves a period of slow initial growth as early adopters start using the technol-
ogy, followed by rapid growth as the technology becomes mainstream, and finally,
maturity and potential decline. A 5-year period for each phase of this cycle might be
seen as reasonable, given historical trends.

Business Planning: In business and strategic planning, a 5-year plan is a common
timeframe. This influenced the choice of a 5-year timeframe for each phase.
Consistency and Simplicity: Using a consistent timeframe for each phase simplifies
the model and makes it easier to understand and communicate.

It’s crucial to remember that the duration of each phase in a technology lifecycle can

vary significantly in reality. While here we have used 5-year periods for the model, this
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doesn’t mean each phase will definitely last exactly 5 years. The model should be seen
as a framework for understanding how technology might evolve, rather than a precise
prediction of the future. With these in mind we have the following S-curve:

1. Initial Growth Stage (2023-2028): The transition into this stage is triggered by
the integration of Al into TRIZ (Solution 2). This causes a rapid increase in the
effectiveness of TRIZ and a subsequent increase in its adoption. Al augments human
creativity and automates part of the problem-solving process, leading to more efficient
and innovative solutions. We see a rapid influx of organizations adopting this Al-
powered TRIZ model, fueling its initial growth.

2. Expansion Stage (2029-2033): The transition into this stage is driven by the
enhanced computational power of Al, which elevates creative problem-solving abil-
ities to a higher level (Solution 1) and normalizes the use of Al in analyzing and
interpreting data for TRIZ application (Solution 3). This leads to a massive expansion
of TRIZ’s influence.

3. Maturity Stage (2034-2038): The transition into this stage is marked by the mat-
uration of the AI-TRIZ model. The model’s continued evolution slows the pace of
growth, as most organizations are already using AI-TRIZ, and further advancements
in Al technology are incremental.

4. Decline/Innovation Stage (2039-2043): The transition into this stage is signaled by
the saturation of the current AI-TRIZ model. The effectiveness and influence of the
model might start to decline, but this stage might also give rise to new technological
advancements that bring about a new innovation in TRIZ, thus potentially starting a
new S-curve.

Now, we analyze the evolution using a different method, the scenario management
methodology. This is necessary to refine and consolidate our findings from the ini-
tial S-curve model. Rather than viewing the S-curve and scenario development pro-
cesses as independent or linear, we embraced an iterative cycle that allows continuous
improvement of our predictions.

After creating an initial S-curve based on our current understanding and assumptions,
we will generate multiple scenarios to explore various possible futures. Each scenario,
built on a unique set of assumptions, offered a different perspective on potential out-
comes. We then incorporate the insights gathered from these diverse scenarios to enhance
our initial S-curve, offering a more nuanced, comprehensive, and robust forecast. This
circular, rather than linear, process enables us to continually adapt and refine our pre-
dictions as new information becomes available. Here are four major uncertainties and
influence factors for the evolution of TRIZ:

e The development of Al technologies: Will Al rapidly mature or will it evolve at a
slower pace?

e The integration of Al with TRIZ: Will it be seamless and widely accepted or will it
face significant challenges and resistance?

e Changes in the global business environment: Will it be stable, or will there be major
disruptions?

e Adoption rate of TRIZ methodology: Will it be widely adopted or remain niche?
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Each of these factors could have two potential outcomes: high or low. By combining
these, we can create sixteen possible scenarios. We will focus on six scenarios:

Scenario A: Seamless Integration & Rapid Adoption (High Al development, Seam-
less AI & TRIZ integration, Stable business environment, High TRIZ adoption): This is
the most favorable scenario where Al develops rapidly and integrates seamlessly with
TRIZ in a stable business environment, leading to widespread adoption of the TRIZ
methodology. The probability of this scenario occurring is moderately high, given the
advancements in Al and the increasing interest in TRIZ. From the set of all six scenarios,
we give the highest chance.

Scenario B: Resistance & Slow Adoption (High Al development, Challenging Al &
TRIZ integration, Stable business environment, Low TRIZ adoption). Despite rapid Al
development and a stable business environment, integration challenges lead to a slower
adoption of TRIZ. This scenario could also happen, especially if integration challenges
are underestimated or if there’s pushback from stakeholders. We give about 60% chance
to this scenario in comparison to Scenario A.

Scenario C: Disruptive Innovation (High Al development, Seamless Al & TRIZ inte-
gration, Disruptive business environment, High TRIZ adoption): Rapid Al development
and seamless integration with TRIZ lead to significant disruption in the business envi-
ronment, but TRIZ methodology is still widely adopted. This scenario is less likely
as it would require significant disruptions in the business environment coinciding with
seamless integration and high adoption. We give about 30% chance to this scenario in
comparison with Scenario A.

Scenario D: Disruptive Challenge (High Al development, Challenging Al & TRIZ inte-
gration, Disruptive business environment, Low TRIZ adoption): Rapid Al development
combined with a disruptive business environment and integration challenges result in
low TRIZ adoption. This is a fairly plausible scenario, given the inherent uncertainty of
Al development and the potential for global business disruptions. Estimated probability
is 60% relative to Scenario A.

Scenario E: Slow Progress & Stable Adoption (Low Al development, Seamless Al &
TRIZ integration, Stable business environment, High TRIZ adoption): Al development
is slower but still integrates seamlessly with TRIZ in a stable business environment,
leading to high TRIZ adoption. This scenario is quite likely if AI development is slower
than expected but TRIZ adoption continues to increase steadily. Estimated probability
is 30% relative to Scenario A.

Scenario F: Slow Progress & Resistance (Low Al development, Challenging AI & TRIZ
integration, Stable business environment, Low TRIZ adoption): Slow Al development
and integration challenges result in low adoption of TRIZ despite a stable business
environment. This scenario is less likely due to the growing interest in both Al and
TRIZ, but it could occur if integration challenges are significant and not overcome.
Estimated probability is 15% in comparison to Scenario A.

When determining the relative probabilities of the six scenarios, we employed a
method based on sensitivity analysis. In this approach, all six scenarios collectively rep-
resent 100% of possible outcomes. Through careful examination of the interrelationships
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between the four influencing factors and their corresponding scenarios, we were able to
derive the relative probabilities. This ensures a comprehensive and balanced assessment
of all potential outcomes, providing us with a nuanced understanding of their relative
likelihood. Results of the analysis are shown in Table 1. In this table, 9, 3, 1, and O rep-
resent strong, medium, weak, and no relationships respectively between each scenario
and influencing factor.

Table 1. Sensitivity analysis to define relative probability of each scenario.

Factors Scenario A | Scenario B | Scenario C | Scenario D | Scenario E | Scenario F

Rapid Al 9 9 3 9 1 1

Development

Seamless Al & |9 1 3 3 3 1

TRIZ Integration

Stable Business | 9 9 1 3 3 1

Environment

High TRIZ 8 1 3 3 3 1

Adoption

Sum 35 20 10 18 10 4
Reference | 60% 30% 60% 30% 15%

Considering that Scenario A has the highest chances to happen, we can visualize the
S-curve of NeoTRIZ (or TRIZ-X) for the next 20 years:

Initial Growth Stage (2023-2028): Rapid growth due to quick integration and high
adoption rates. Companies make significant strides in utilizing Al with TRIZ, leading
to innovative solutions.

Expansion Stage (2029-2033): Widespread adoption of the AI-TRIZ model across
industries leads to peak innovation. This results in an explosion of new ideas and problem-
solving methods.

Maturity Stage (2034-2038): The growth rate slows down as the AI-TRIZ model
becomes standard. New inventions are fewer but more significant.

Decline/Innovation Stage (2039-2043): The curve flattens and begins to decline as the
model reaches saturation. However, a new breakthrough in technology could rejuvenate
the model, starting a new S-curve.

Now we will analyze the S-curve of NeoTRIZ in relation to the ideality concept
promoted by TRIZ itself. As we know, ideality is a concept from TRIZ that refers to the
ideal state of a system where all the desired functions are delivered without any costs or
undesired effects. In the context of TRIZ evolution, the “useful function” is the delivery
of new and innovative problem-solving techniques (the TRIZ novelties), and the “costs”
involve the effort and resources required to integrate Al into the TRIZ system. The results
are:
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2023-2028: Beginning (Inception/Introduction Stage): During these initial 5 years,
we will be at the beginning of the S-curve where ideality is relatively low. The focus
will be on research, integration, and early adoption of Al within TRIZ. Costs will be
high due to the need for extensive research and development, as well as training and
awareness campaigns. The benefits in terms of new TRIZ novelties will be limited but
will begin to emerge towards the end of this period.

2029-2033: Growth (Expansion Stage): In this next 5-year period, we enter the growth
phase of the S-curve. Here, ideality starts to increase as the cost of integrating Al into
TRIZ begins to decrease due to improved understanding and efficiencies, and wider
adoption starts to take place. Meanwhile, the delivery of innovative problem-solving
techniques starts to increase, providing more functional benefits.

2034-2038: Maturity (Established Stage): During this period, the ideality of TRIZ
will reach its peak. The cost of integrating Al into TRIZ will have significantly decreased
due to widespread adoption and continued efficiency improvements, while the functional
benefits in terms of innovative problem-solving techniques will be at their maximum.

2039-2043: Decline (Exhaustion Stage) & Innovation/Disruption (Rejuvenation
Stage): In the final period, we may start to see the ideality ratio decline as costs start
to increase again due to the need for more advanced technologies and the saturation
of the current TRIZ model. However, this could also be the period when a disruptive
innovation or significant improvement in the TRIZ model emerges, triggering the start
of a new S-curve and a new cycle of increasing ideality.

Each of the three S-curves offers unique insights into the lifecycle of the AI-TRIZ
model and can be used to explore different facets of the model’s development and
potential future evolution.

S-curve 1: It articulates the impact of integrating Al into TRIZ, mapping out how
the enhanced problem-solving capabilities lead to increased effectiveness and adoption
of the TRIZ model. It paints how different solutions will influence each stage and pro-
vides a future trajectory for the model, considering both the potential saturation and the
possibility of a new technological breakthrough.

S-curve 2: It focuses more on the tangible outcomes of each stage, such as the inno-
vation explosion during the Expansion stage or the fewer but more significant inventions
during the Maturity stage. It provides a more outcome-oriented perspective, which can
be useful for understanding the potential real-world implications of each stage.

S-curve 3: It offers an in-depth look at the lifecycle of the model through the lens of
ideality. It emphasizes the cost-benefit trade-off in each stage, presenting a clear picture
of how costs, efficiencies, and benefits evolve over time. It also hints at a possible
rejuvenation stage, tying the lifecycle back to the concept of cyclical S-curves.

The three S-curves, while described differently, lead to a similar conclusion: The
aggregation of the three perspectives into a single one shows as follows:

Initial Growth Stage (2023-2028): The integration of Al into TRIZ kickstarts this
stage, leading to a steep rise in the effectiveness and adoption of TRIZ. Al not only
augments human creativity but also automates part of the problem-solving process,
resulting in more innovative and efficient solutions. This stage sees a surge of organiza-
tions adopting this AI-powered TRIZ model, fueling its initial growth. However, ideality
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is relatively low at this stage as high costs associated with research, development, and
training campaigns outweigh the limited functional benefits of new TRIZ innovations
that start emerging towards the end of this stage.

Expansion Stage (2029-2033): The expansion stage is driven by the amplified compu-
tational power of Al, enhancing creative problem-solving abilities and the normalization
of Al use in TRIZ application data analysis and interpretation. This period witnesses a
massive spread of TRIZ’s influence, leading to peak innovation and an explosion of new
ideas and problem-solving methods. Ideality begins to increase as the cost of integrat-
ing Al into TRIZ decreases due to enhanced understanding and efficiencies, and wider
adoption begins to occur.

Maturity Stage (2034-2038): As the AI-TRIZ model matures, the growth pace starts
to decelerate, as most organizations are already leveraging AI-TRIZ for their problem-
solving processes, and further advancements in Al technology are incremental. Despite
the slowed growth, this stage sees peak ideality as costs significantly decrease due to
widespread adoption and continued efficiency improvements, while innovative problem-
solving techniques are at their zenith.

Decline/Innovation Stage (2039-2043): The S-curve begins to flatten and decline as
the model reaches saturation. The effectiveness and influence of the current AI-TRIZ
model might start to wane. Simultaneously, costs may begin to rise again due to the
need for more advanced technologies and the saturation of the current TRIZ model.
However, this stage is also ripe for the emergence of disruptive innovation or a significant
improvement in the TRIZ model, potentially initiating a new S-curve and a fresh cycle
of increasing ideality.

The S-curve of NeoTRIZ as shown in the previous paragraphs of this section is
framed by a still narrow perspective of evolution. TRIZ represents a form of embedding
the collective intelligence of humankind. TRIZ must encapsulate the distilled wisdom
from a large number of human innovations, ideally from all innovations. TRIZ must allow
users to take advantage of all previous innovative solutions that may have been used in
different contexts or fields and apply them to their own unique challenges. TRIZ must
continually represent the latest advancements in human innovation and knowledge. TRIZ
must help in disseminating the collective intelligence of humankind in a manner that
isn’t limited to experts in a particular field. TRIZ must promote a knowledge ecosystem
where each problem solved immediately can contribute to the broader pool of knowledge
and innovation.

Thus, considering this perspective of TRIZ’s mission and ambition, NeoTRIZ or
TRIZ-X (The Expanded Methodology for Innovation and Problem-Solving), must go
beyond the Digital and Al-driven TRIZ, it must integrate sustainability and circular
economy principles, as well as more cross-disciplinarity. This could involve developing
new principles or tools for inventing sustainable solutions or for transitioning linear sys-
tems to circular ones, as well as ideas from fields like biology, sociology, or psychology,
or applying TRIZ in fields where it hasn’t been used extensively before. These are just a
few potential directions for the next S-curve of TRIZ, and they might overlap or happen
simultaneously. The actual direction will depend on various factors, including advance-
ments in technology, changes in society, and the work of researchers and practitioners
in the TRIZ community.
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5 Some Insights into the AI-Driven TRIZ

As a systematic methodology for fostering creativity and solving complex problems,
TRIZ has achieved global recognition, even if it is less comfortable in application for
the wider public. But, as in martial arts, not everyone is capable of becoming a master
without effort. The advent of artificial intelligence can revolutionize TRIZ, propelling it
to new heights of effectiveness.

AT’s capacity for analyzing large data sets and spotting patterns eludes human per-
ception, making it a potent tool for breaking psychological inertia, the human tendency to
cling to known concepts. By pushing the boundaries of conventional thinking, Al exposes
new insights and ideas, enhancing TRIZ’s creative ideation and spawning innovative
solutions.

Further, Al comes into play in identifying and resolving contradictions within com-
plex systems. Specifically, reinforcement learning algorithms have proven adept at navi-
gating intricate decision spaces to discern optimal paths to contradiction resolution. This
accelerates TRIZ’s problem-solving process, as Al models can automate contradiction
analysis, propose optimal solutions, and thus expedite the resolution of contradictions.

The union of Al and TRIZ is particularly harmonious in the context of system
evolution laws. By analyzing historical data, machine learning algorithms can discern
trends and patterns, yielding predictive insights. This predictive capability enables Al
models to forecast technological developments, a feature that bolsters strategic planning
in TRIZ and could be invaluable for foreseeing future challenges and opportunities.

Al algorithms also optimize the creative use of resources, assigning tasks based on
resource availability and capability, thereby maximizing overall system performance.
Furthermore, AD’s ability to simulate various scenarios and model their outcomes helps
visualize and evaluate potential solutions, steering towards the Ideal Final Result (IFR).

The role of Al in problem formulation, system analysis, and knowledge-based inno-
vation is equally noteworthy. By swiftly processing extensive data sets to extract perti-
nent information, Al enhances many aspects of these processes. Furthermore, machine
learning algorithms can draw on past cases and examples from TRIZ’s comprehen-
sive knowledge base, making these resources more accessible and valuable for new
problem-solving instances.

Al also excels in automating the creation and analysis of substance-field models,
thereby identifying opportunities for innovation. In the initial stages of TRIZ, Al can
automate problem definition and contradiction identification, effectively leveraging its
data-processing capabilities.

By proposing creative solutions that may elude human thinking, Al enhances TRIZ’s
creativity aspect. It also refines decision-making processes by suggesting the most fitting
TRIZ principles or inventive patterns based on the problem context. Moreover, machine
learning algorithms can learn from past innovation projects, continuously refining TRIZ
methodology and boosting its efficiency and effectiveness.

Al also personalizes TRIZ learning to individual skills, knowledge, and past expe-
riences. Through natural language processing (NLP), it facilitates global collaboration
by translating and adapting solutions from different languages and cultures, enriching
the pool of inventive ideas.
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In addition, Al can refine and strengthen the Algorithm for Inventive Problem Solving
(ARIZ) by learning from its past successful applications. It can also continually expand
and update TRIZ knowledge bases, such as databases of inventive principles or effects,
making TRIZ a more dynamic and adaptable methodology.

Al’s ability to recognize patterns in successful TRIZ applications across various
fields could pave the way for TRIZ’s adaptation to new domains or disciplines. This
could further enhance TRIZ’s applicability and impact.

Machine learning algorithms can update TRIZ principles and tools by identifying
patterns in historical invention data. Neural networks can aid the TRIZ process by
generating novel combinations of solutions. Simultaneously, NLP can enrich TRIZ’s
knowledge base by extracting valuable information from various documents.

Evolutionary algorithms could enhance the law of system completeness, while fuzzy
logic could extend TRIZ tools to better accommodate ambiguity. Swarm intelligence
could facilitate collaborative problem-solving in complex TRIZ scenarios.

Al also plays a crucial role in addressing the so-called “black boxes” in TRIZ, where
established inventive principles may not provide clear solutions. Al can suggest new
potential principles for problem-solving by scanning large textual data. Its proficiency
in pattern recognition and simulation can uncover non-obvious ways to resolve contra-
dictions. Moreover, by facilitating a crowdsourcing approach to problem-solving, Al
can contribute to an evolving, comprehensive contradiction matrix.

Current Al models have shown an impressive ability to generate creative content, like
writing poetry or composing music. Similarly, they can be used to expand the creative
aspects of TRIZ. An Al model trained on the history of invention could potentially gen-
erate inventive principles or problem-solving methods that have not yet been conceived
by humans. This could open up completely new perspectives and solutions, extending
the boundaries of TRIZ beyond what was previously imaginable.

Inspired by biological evolution, Al-based evolutionary algorithms can optimize
solutions over time through the process of iterative selection, crossover, and mutation.
This parallels TRIZ’s Law of System Evolution, which theorizes the natural progression
of systems over time. Al can provide a more mathematical and precise approach to this
evolution, allowing for the prediction and creation of future, advanced solutions that
evolve from current ones.

Just as Al benefits from TRIZ’s systematic problem-solving framework, TRIZ
can also leverage the adaptability and learning capabilities of Al. Hybrid methodolo-
gies could be developed, combining TRIZ’s strength in tackling complex problems
and Al’s abilities to handle ambiguity, uncertainty, and incomplete information. This
could enable the development of adaptive, self-learning problem-solving methodologies,
transforming the way we approach innovation and design.

AT’s capacity for real-time data processing and pattern recognition could allow for
continuous tracking and monitoring of global innovation trends. This could enable TRIZ
practitioners to stay updated on cutting-edge inventions and ideas, accelerating their own
problem-solving processes.

In today’s world, many complex problems involve ethical considerations. By inte-
grating ethics-based algorithms with TRIZ, Al could help resolve moral contradictions,
providing a fresh and innovative approach to complex ethical problems.
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AT’s versatility can extend TRIZ’s applicability beyond engineering and technology.
For example, Al can help adapt TRIZ principles to fields like social sciences, business
strategy, or environmental science, widening the spectrum of TRIZ’s impact.

Emotional Al also known as affective computing, is Al that can understand, interpret,
and simulate human emotions. When combined with TRIZ, emotional Al could add an
emotional dimension to problem-solving, allowing for the design of products and systems
that not only solve technical contradictions but also resonate with human emotions and
needs. This could lead to more holistic, human-centered innovations.

Even as Al becomes more capable of problem-solving, the role of TRIZ researchers
and inventors remains crucial. These individuals have the creative thinking ability,
domain-specific knowledge, and the instinctual insight that Al currently lacks. Al can
certainly augment and automate part of the problem-solving process, but it’s unlikely
to completely replace human creativity and ingenuity. TRIZ researchers will still be
needed to pose the right questions, interpret Al-generated solutions, apply contextual
understanding, and implement solutions. They would also be in charge of continuously
improving and adapting Al models for problem-solving.

As in any other area where Al is going to be applied, explainable Al (XAI) is an
important issue. XAl seeks to make AI’s decision-making process more understandable
to humans and this aspect is crucial when Al is used in problem-solving, as understanding
how an Al system reached a particular solution can help validate the solution and provide
valuable insights into the problem-solving process. Explainable Al can also help build
trust in Al systems and make it easier for users to interact with these systems effectively.
However, with the human expert in the loop, any solution proposed by the Al system
can be critically analyzed and corrected if this is necessary.

With AD’s integration into TRIZ, the methodology itself is likely to evolve.
Researchers and inventors would not only use Al as a tool but also work on refining
and innovating the AI-TRIZ methodology itself. They would still play a significant role
in explaining changes and innovations, designing new problem-solving processes, and
bringing in the human factor that Al cannot replicate.

6 Emerging Technologies and Their Potential Impact on Future
TRIZ Problem-Solving Capabilities

Future TRIZ promoters and researchers must challenge the existing norms and bound-
aries. Al and machine learning can augment TRIZ’s problem-solving capabilities by pro-
viding data-driven insights, assisting in ideation, and supporting decision-making. Quan-
tum Computing (QC) [11], when will reach a maturity beyond laboratory, could enable
more sophisticated analysis, simulation, and optimization techniques within TRIZ, lead-
ing to improved problem-solving outcomes. Blockchain [12] could contribute to the
transparency and traceability of TRIZ problem-solving processes. Blockchain can con-
tribute to TRIZ by improving IP protection, enabling secure knowledge sharing, and
fostering trusted collaborations among TRIZ practitioners.

Internet of Things (IoT) [13] could enhance the data collection capabilities for
TRIZ problem-solving. By connecting devices and systems, TRIZ practitioners could
gain access to real-time and diverse data, leading to more robust and effective
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problem-solving. Big Data Analytics (BDA) [14] could support TRIZ by providing
insights from massive amounts of data, thereby informing more effective and informed
problem-solving. Integrating IoT and big data analytics with TRIZ methodologies can
enhance the understanding of system behavior, enable predictive analysis, and support
evidence-based decision-making.

Virtual Reality (VR) [15] and Hyper-Reality Environments (HRE) [16] could
enhance the visualization capabilities in the TRIZ problem-solving process. It could
help in modeling and simulating problems, thereby leading to a better understanding
and more innovative solutions. VR can enhance TRIZ by providing interactive problem-
solving environments, facilitating knowledge sharing, and enabling virtual prototyping
of new concepts.

Edge Computing (EC) [17] could support real-time TRIZ problem-solving by pro-
cessing data closer to the source. By mimicking the human brain’s neural structure,
Neuromorphic Computing (NC) [18] could enhance the capabilities of Al and machine
learning within TRIZ, leading to more intelligent and intuitive problem-solving tools
and techniques. If future research will lead to sophisticated Brain-Computer Interfaces
(BCI) [19] that can enable direct and efficient communication between human minds
and computers, this could allow for unprecedented efficiency in problem-solving using
TRIZ. The ability to convert thoughts directly into computational models could radically
speed up and enhance the TRIZ process. If the distant future will provide the capacity
for becoming a reality the neural uploads, this technology could revolutionize how we
approach problem-solving. Entire teams could collaboratively ‘think’ in a shared dig-
ital space, harnessing the power of combined intellectual capacities to solve complex
problems using TRIZ.

If the speculative concept of Quantum Brain Dynamics (QBD) [19] becomes in
the distant future a reality, quantum processes will be involved in human cognition. It
could lead to a new level of problem-solving capacity, potentially transforming TRIZ
methods into even more powerful tools. If in the distant future we will develop the ability
to manipulate neural connections at a nanoscale level, by means of Neuroscience and
Nano-Robotics [20], this could potentially allow us to enhance our cognitive abilities,
including our problem-solving capabilities. This could lead to significant advancements
in the application of TRIZ. Artificial General Intelligence (AGI) [21] is still speculative,
but if realized, it could fully automate the TRIZ problem-solving process, making it
incredibly fast and efficient.

7 Conclusions

Our investigation provides a comprehensive analysis of the evolution of TRIZ, the The-
ory of Inventive Problem Solving, from its inception in mid-twentieth century Soviet
Union to its current global recognition. Our study highlighted four key phases of TRIZ
evolution: initial development, formalization and expansion, global dissemination, and
integration into broader innovation management practices.

It was observed that the proliferation of digital tools, and fusion techniques such as
natural language processing and data mining with TRIZ, indicate a promising frontier
for the methodology. Our study, based on data from scientific databases, Google Scholar,
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and Google Trends, revealed a remarkable growth in TRIZ-related academic interest and
output since the 1950s. Despite an observed decline in interest from 2004 to 2015, a
resurgent interest trend is predicted by the end of 2024.

A significant turning point identified in our study was the advent of the artificial
intelligence era, signaling new challenges and opportunities for TRIZ’s future evolu-
tion. The integration of Al and other cutting-edge technologies with TRIZ has initiated
the emergence of a new S-curve, NeoTRIZ or TRIZ-X, projected to bring about signif-
icant breakthroughs in problem-solving and innovation over the next two decades. The
expected trajectory of this curve, however, is subjected to several uncertainties including
the pace of Al development, integration challenges between Al and TRIZ, changes in
the global business environment, and the adoption rate of TRIZ methodology.

The concept of ideality was also studied, revealing an expected evolution in tandem
with the stages of the S-curve. To achieve maximum ideality and transformative poten-
tial, we propose that NeoTRIZ or TRIZ-X incorporate sustainable and circular econ-
omy principles, encourage cross-disciplinary approaches, and find application in vari-
ous fields. This holistic approach should ensure the methodology can evolve alongside
technological advancements and societal changes.

Although the incorporation of Al and other emerging technologies into TRIZ sug-
gests immense potential for enhancing its problem-solving and innovation capabili-
ties, this research was not without its limitations. The inherent challenge of predicting
trends amidst an imminent paradigm shift posed a difficulty. Furthermore, we acknowl-
edge the role of speculative future technologies, like Brain-Computer Interfaces (BCI),
Quantum Brain Dynamics (QBD), and Artificial General Intelligence (AGI) in poten-
tially revolutionizing TRIZ, albeit these remain largely theoretical at this stage. Future
research should aim to address these challenges, focusing on how TRIZ could effectively
capitalize on these emerging technologies.
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Abstract. In this paper, aquestion-answering (QA) system based on BERT Trans-
former models is introduced to identify innovative solutions to problems and con-
tradictions from patents. As a first step, a classification system based on Sentence-
Transformer Fine-Tuning (SetFit) is developed to classify patents sentence-wise
into IDM-TRIZ entities and to add the identified problems and contradictions to
a search index. The second step is the creation of an end-to-end QA system. It is
shown that a RoOBERTa model trained with the SQuAD 2.0 dataset is better suited
for the extraction of problem solutions than a BERT model fine-tuned with the
same data set. Comparing different patent sections and search strategies, it turns
out that more solutions can be extracted from the “State-of-the-Art” than from the
“Claims” and “Abstract” sections. The presented QA system achieves an F1 score
of 0.82, outperforming a state-of-the-art QA approach for IDM-TRIZ solution
extraction.

Keywords: BERT - Bi-Encoder - Classification - Dense Retrieval -
Dual-Encoder - Few-Shot Learning - Fine-Tuning - IDM-TRIZ - Information
Retrieval - Question-Answering - Retriever-Reader Architecture - ROBERTa -
SBERT - Sentence-Transformer - SetFit - SQuAD - Transformer

1 Introduction

Over the past decades companies look for approaches helping to get more innova-
tive and to shorten innovation cycle times in order to improve their business results.
These approaches include TRIZ-based systematic inventive design processes such as
the Inventive Design Methodology (IDM-TRIZ).

A core finding of TRIZ, the theory of inventive problem solving, is that highly
innovative solutions are often created by overcoming contradictions between system
parameters. Another one is that many (if not most) innovations are based on the applica-
tion of already existing solutions to new problem domains [1]. Thus, engineers working
on new technical solutions need not only deep knowledge about their domain but also,

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023

D. Cavallucci et al. (Eds.): TFC 2023, IFIP AICT 682, pp. 23-42, 2023.
https://doi.org/10.1007/978-3-031-42532-5_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42532-5_2&domain=pdf
https://doi.org/10.1007/978-3-031-42532-5_2

24 S. Trapp et al.

if they want to be innovative, a broad knowledge of other domains. Patents are a pow-
erful knowledge base for technical solutions from all domains as every patent offers at
least one innovative technical solution, depending on the complexity of the invention
most likely even more than one [1]. However, due to the huge number of patents, their
length, and their complicated writing style conventional search for valuable technical
knowledge is very time-consuming and error-prone, even if performed by experts and
supported by lexical keyword search as offered today by most patent search engines.
The first potential problem of lexical patent search is that of vocabulary mismatch: only
if the query’s keywords are (at least partly) present in the patent text, the patent will
be found. This obstacle is particularly relevant for cross-domain search, where different
terms, synonyms or even a completely diverging jargon is common. Second, depending
on the number of keywords in the query and their logical linking, search engines will
return either a lot of irrelevant patents or only very few and miss important ones.

The IDM-TRIZ approach builds on TRIZ concepts and specifies the entities “prob-
lem”, “contradiction”, “parameter” and “solution” using formalized ontologies. In addi-
tion, it provides a set of syntactic and semantic rules that can be used in computer-
linguistic methods to automatically identify these entities as text passages in patents
when searching for new solutions to design problems or contradictions.

On the other hand, in computational linguistics and information retrieval (IR) new
Artificial Intelligence (AI) methods of natural language processing (NLP) have attracted
a great deal of attention in recent years. The Bidirectional Encoder Representations from
Transformers (BERT) method [27] developed by Google is a pre-trained language model
that, in contrast to previous models, enables a better context-based understanding of
texts and can be used for classification tasks and question-answering (QA), among other
downstream tasks. This language model and its derivatives could thus be well suited
for identifying IDM entities in patents. The aim of QA applications is to automatically
extract answers from documents for naturally formulated questions. An approach from
the IDM ecosystem has already successfully shown that QA can help to link problems
and solutions within a patent. However, there is still a lack of systems that offer end users
the option of extracting appropriate solutions for a specific problem or contradiction by
simply formulating a question.

The aim of this paper is therefore the prototypical development of an IR system
able to automatically identify solutions to problems and contradictions from a document
corpus of patents in English language by means of QA. The system will be designed
to understand natural language using pre-trained BERT models or its derivatives, and
extract corresponding information from a corpus of patents. In addition to identifying
solutions for problems and contradictions, the system should be able to point to the
source of the information and make it available to its users. The QA system will then be
used to examine which patent sections are best suited for identifying relevant solutions
and whether a search strategy using a problem/contradiction index leads to better results
than identifying relevant passages simply by their semantic similarity to the query.
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2 State-of-the-Art and Related Work

2.1 Patents

The special structure of patent documents makes them an ideal field for the application
of text embeddings in transformer architecture such as BERT. This applies from both
a technical and an economic perspective. There are over 20 million patents worldwide,
each with an average of around 10,000 words. This text corpus is not only extensive,
but is also characterized by unusual words, syntax, or neologisms that easily lead to the
problem of vocabulary mismatch. From an economic point of view, patents are worth
hundreds of billions of US dollars every year, so even small efficiency gains can have
large financial benefits [4].

Despite of regional differences in the regulations for patent applications, patents have
predominantly similar content structures across countries. Textually, patents mostly com-
prise the sections “Abstract”, “Description” and “Claims”. The “Description” usually
consists of sub-sections like “Background (of the Invention)”, “Summary (of the Inven-
tion)”, “Brief Description of the Drawings” and “Detailed Description” [2]. Although it
is known that problems are often listed in the “Background” section describing the state-
of-the-art [3], it has not been sufficiently investigated to what extent the use of question-
answering for the identification of problem solutions differs in quality depending on the
section and which search strategies are most suitable for this task.

2.2 Inventive Design Method Based on TRIZ (IDM-TRIZ)

TRIZ is a heuristic assuming that invention takes place by overcoming technical conflicts
which manifest as contradictions of parameters [1]. The type of contradictions can be
abstracted and then mapped to a subset of 40 innovative principles using the TRIZ
contradictions table in order to look for promising solutions from other domains, possibly
adaptable for one’s own problem [10].

Based on the TRIZ principles, the Inventive Design Method (IDM-TRIZ) was devel-
oped. Its intention is a more formalized framework for inventive problem solving.
TRIZ concepts are defined through ontologies, opening the door for automated analysis
methods [1].

Figure 1 shows the IDM-TRIZ sub-ontologies for problems and contradictions in
UML/SysML. Problems are situations that hinder the achievement of a goal or progress.
(Partial) solutions, on the other hand, describe a verified result [1]. A problem can be
solved by a partial solution; at the same time a partial solution can also lead to new
problems. Problems can cause or include other problems. In IDM-TRIZ, problems are
associated with evaluation parameters, while partial solutions are associated with action
parameters. The aim of the IDM-TRIZ is to systematically arrive at concrete solutions for
one’s own situation from problems or contradictions of a similar kind by transferring the
solutions from other domains or alternatively serving as inspiration for the development
of new innovative solutions.

Important aspects of the semantic IDM-TRIZ analysis are (1) the identification of the
entities “problem”, “parameter”, “contradiction” and “solution” in texts, (2) quantifying
the semantic text similarity (STS) between them and (3) linking them to each other to
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Fig. 1. IDM-TRIZ ontology for problems and contradictions [7].

find concrete solutions for problems. The latter is important, because patents typically
contain multiple sentences verbalizing problems or solutions which are not necessarily
related to each other. It is thus important to detect relationships between problems and
partial solutions to understand which solution is the answer to which problem.

The IDM-TRIZ literature mainly relies on rule-based NLP (syntactics of sentences
and signaling markers) to retrieve IDM-TRIZ entities and to link them to each other [11,
12]. However, Heller and Warschat show that BERT outperforms static word embed-
dings such as Word2vec and GloVe in the sentence-wise classification of problems and
solutions [13]. “IDM-Matching” is a recent approach that determines links between
solutions and problems within a single patent using a pre-trained XLNet QA model.
A previously identified problem is reformulated as solution-search question to find the
associated partial solutions in the text passages surrounding the initial problem [14].

For the recognition of similar problems in patents, problem sentences can be trans-
formed into word embeddings using the shallow neural network Word2vec, which are
then compared using their cosine similarity [8]. An alternative approach uses Long Short-
Term Memory neural networks (LSTMN) to detect similar problems [15]. LSTMN are
known to offer good accuracy, but are computationally expensive due to their structure
[16]. The software application “PatentSolver” [9] offers the solutions from [8, 15], and
[14] as separate steps, but does not integrate them into an end-to-end QA system.

2.3 Information Retrieval and Question-Answering Approaches

Information retrieval (IR) can be defined as “finding material (usually documents) of an
unstructured nature (usually text) that satisfies an information need from within large
collections (usually stored on computers)” [6]. There are various strategies for identifying
relevant documents. Traditionally, lexical approaches have been used for IR, such as
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Boolean retrieval using keywords and logical operators to check whether a document
meets given conditions, or statistical relevance ranking like TF-IDF and BM25 [17].
However, these systems suffer from the lexical gap already mentioned in Sect. 1 [18]
and cannot model lexical-semantic relations between query and document (document
and query are treated as bag-of-words). Recently, dense retrieval (DR) methods have
shown promising results, outperforming lexical approaches [19-21]. Contrary to lexical
systems, they can discover semantic matches between a query and a document, thereby
overcoming the lexical gap. DR methods learn query and document representations
in a comparatively low-dimensional shared vector space with typically 100 to 1,000
dimensions (this is “low-dimensional” when compared with traditional bag-of-words
sparse vectors). DR relies on largescale pre-training [27] and fine-tuning on IR datasets
of considerable size [28, 29].

For digital processing, representations of documents or the information contained
therein are often included in a document index in order to speed up the retrieval process
and avoid carrying out complex operations on all full texts of the document collection
with every search query. The type of index differs depending on the retrieval method
used and can be sparse vectors, for example, frequencies of terms within the documents
(for TF-IDF and BM25) or dense vector representations [6]. In vector-based models,
documents and queries are translated into vector representations so that mathematical
distance and similarity measures can be calculated to assess relevance [30]. At inference,
a query representation is compared to each document vector. Among other possible
metrics, the similarity can be calculated using the cosine similarity, with the maximum
similarity being 1 if both vectors are the same [32, 42].

The problem with the original BERT model and other transformers specifically for IR
is that they are Cross-Encoders (CE), i.e., they directly concatenate query and document
as input to compute a relevance score. This enables direct, token-wise query-document
interactions, but on the other hand this approach is computationally expensive and does
not allow to pre-compute representations for a document index. To avoid this limita-
tion, Dual-Encoders (DE, aka. Bi-Encoders or Sentence-Transformers) were developed,
which independently convert text passages to be compared into a vector representation
[31]. For IR, this allows to vectorize and index the corpus in advance, independently
from a specific query. Compared to CE, DE are much faster, but on the other hand less
effective than CE, since only the latter can consider attention-based relevance signals
between the search and candidate texts on each transformer-encoder layer. The use of
DE thus represents a compromise that inevitably sacrifices effectiveness in favor of gains
in efficiency [43]. DE can be further divided into Siamese Dual-Encoders (SDE) and
Asymmetric Dual-Encoder (ADE). While the parameters for encoding query and corpus
are identical in SDE, few or no parameters are shared between the encoders in ADE.
Using a QA example, Dong et al. show that SDE achieve better results than ADE [44].

To achieve state-of-the-art IR or QA results, nowadays often a two-stage architecture
is used as shown in Fig. 2. First, an efficient and recall-optimized retrieval method (either
lexical retrieval or dense retrieval using DE) retrieves an initial set of documents resp.
text passages. Subsequently, a neural re-ranker optimizes the rank of the top retrieved
documents. In QA the re-ranker (aka. as “reader” in this case) additionally delivers an
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answer span (i.e., one or multiple words) within the document/passage. Like in DR, neu-
ral re-ranker/reader models benefit from pre-training and fine-tuning on large datasets.
CE are the currently predominant architecture for re-rankers/readers [22].
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Fig. 2. Retriever-Reader Architecture for Question-Answering. Based on [5, p. 270/279].

2.4 Fine-Tuning Using Few-Shot Learning

Fine-tuning is an approach for improving the results of a pre-trained language model on a
downstream task using an additional task-specific dataset. In contrast to other techniques
like tuning the prompts for querying the model (prompt-tuning), fine-tuning adapts the
model weights (parameters) of the pre-trained language model. Supervised learning of
neural models requires comprehensive training data, but this data is often difficult to
obtain or difficult to annotate. Specifically in the patent domain there is a lack of such
data. Few-shot learning is a promising method for fine-tuning language models with a
smaller amount of training data. The applicability of this methodology is also proven to
solve text classification problems [23, 24].

Few-shot classification is typically based on similarity functions trained with pairs of
objects that are known to belong either to the same class or different classes. Sentence-
Transformer Fine-Tuning (SetFit) is one of the promising few-shot approaches for text
classification that builds on these foundations and achieves considerable hit rates with
just a few training data [37]. For binary classification with SetFit, sentence-pairs are
created automatically from annotated sample data and given a new label, resulting in a
group of three elements. For two sentences with a positive label, the resulting sentence-
pair also receives a positive label, otherwise a negative label. For binary classification,
according to the rules of combinatorics, n choose 2 sentence-pairs can be created as
training data from n annotated sentences [46].

The SetFit approach comprises three steps: First, a pre-trained Sentence-Transformer
model is fine-tuned with the created sentence-pairs in a contrastive Siamese manner. Sec-
ond, the resulting fine-tuned Sentence-Transformer model is used to calculate sentence
embeddings. Third, these embeddings are used to train a logistic regression classification
head for the sentence-pairs. For the classification of an unknown sentence, the fine-tuned
Sentence-Transformer model is used to calculate an embedding representation and to
make a prediction with the logit model [37].
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3 Question-Answering System Concept and Realization

This chapter describes the conceptual design and the realization of the QA system.

3.1 QA System Concept

The concept of the QA system comprises three major steps as described in the following
sub-sections.

Sentence-Classifiers for IDM-TRIZ Entities. The first step is the creation of three
sentence-classifiers for IDM-TRIZ entities according to Fig. 3.

Training Classifiersfor IDM-TRIZ Concepts
Patent
Database

Iabeled Iabeled

labeled P/S/N
Parameter Contradiction Sentences
Sentences Sentences

SetFlt e.g.
Patent SBERTa|
|

¥

-
Parameter Contradiction Problem/Solution/Neutral
binary Classifier| |binary Classifier| ternary Classifier

\

P/SIN: Problem/Solution/Neutral
SetFit: Framework for few-shotfine-tuning of Sentence Transformers

Fig. 3. Training Classifiers for IDM-TRIZ Entities.

There will be two binary classifiers (parameter/no_parameter) resp. (contra-
diction/no_contradiction) and one ternary classifier (problem/solution/neutral). The
sentence-classifiers will be fine-tuned and evaluated using the SetFit framework for
few-shot classification [25]. SetFit is a Python library that can be used in cloud-based
development environments like Google Colab [26]. Colab allows the easy execution of
Python code as Jupyter Notebooks on GPUs with high computing capacities, thus the
environment is particularly suitable for training neural language models.

Index Creation. The second step is the index creation and storage of the patent corpus
for QA according to Fig. 4. The indexing process starts with the patent content being
loaded section-wise from the source data (Patent Database). Each patent section is saved
separately in the document store to allow for differentiation and later filtering. In order
not to exceed the maximum Sentence-Transformer token count of typically 512 tokens,
documents must be split into multiple contexts beforehand, if the number of words in
a section exceeds 500. When splitting, it must be ensured that sentences are always
completely present in one context and that splits overlap with at least 10 words so that
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no important information from adjacent sentences is lost. Furthermore, the system must
calculate embeddings for the text passages using a Sentence-Transformer model. They
are saved in the document storage for the case that a direct search on patent contexts
(called “Deep Retrieval”) is desired. Additionally, the indexer splits every patent section
into individual sentences and examines these with the classifiers. Sentences predicted as
“problem” or “contradiction” are added separately to the document storage together with
their calculated Sentence-Transformer embedding. Due to the use of DE and a passage
index the QA system’s architecture is well prepared for extensive corpora, which are
typical for the patent domain.

Indexing the Patent Corpus

Patent
Database

SBERT-Vectorizer, e.g Indexer
multi-qa-mpnet-base-dot-v1

Parameter
binary Classifier

Problem/Solution/Neutral
ternary Classifier

Contradiction
binary Classifier

Text Passage Parameter Sentence Problem Sentence Contradiction Sentence,
and Dense Vector and Dense Vector and Dense Vector and Dense Vector
Text and
Dense Vector Index

Fig. 4. Indexing the Patent Corpus.

Question-Answering for Inventive Solutions. The retrieval component of the QA
system, as shown conceptually in Fig. 5, is used to identify relevant candidates from
the document storage for a given question. During the indexing process, problems and
contradictions are, in addition to patent passages, already included as documents in the
database together with their embeddings. All these embeddings are calculated with the
same Sentence-Transformer model, e.g., multi-ga-mpnet-base-dot-v1 [38].
Therefore, itis possible via API to carry out either a similarity search on all indexed patent
passages (“Deep Retrieval”), or to limit the similarity search to the indexed problem and
contradiction sentences. For both cases the same language model is used to select relevant
candidates based on cosine similarity.

3.2 Corpus and Training Data

The patent corpus used for this paper is provided by a research team of the Institut
national des sciences appliquées de Strasbourg (INSA). It contains a total of 3,200
English-language patents from the database of the United States Patent and Trademark
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Searching the Patent Corpus forlnventive Solutions
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Fig. 5. Searching the Patent Corpus for Inventive Solutions

| QA Context Reader, e.g.

Office (USPTO). Half of these patents (1,600) already contain expert-annotated IDM
contradictions, each consisting of two sentences [45]. Data sets were compiled from this
corpus for the training and evaluation of the classifiers. This is a relatively small corpus,
however, as already mentioned in Sect. 3.1, the architecture of the QA system is suitable
for much bigger corpora.

Data for Contradiction Classification. The raw data set has already been examined
and annotated by several domain experts for contradictions consisting of two sentences,
one describing an improving and the other a deteriorating parameter [45]. However,
since the concept of a contradiction can also be described in a single sentence, sentences
with syntactic and semantic indications of a contradiction were randomly selected from
the raw data. The returned sentences were checked in a manual evaluation process and
finally annotated. The checked labeled datasets were mixed with random contradictory
sentences from the raw dataset as well as with manually checked sentences that cannot
be assigned to this concept. The final data set consists of 470 sentences in total, which
are annotated as ‘contradiction’ (1) or ‘no contradiction’ (0).

Data for Problem and Solution Classification. For the ternary classifier, which assigns
patent sentences to one of the three classes ‘problem’, ‘solution’, or ‘neutral’, a data set
with a total of 183 annotated sentences was compiled. To accelerate the identification of
problem and solution sentences, potential candidates were pre-qualified using a syntactic
classifier [9] using random sentences from the raw data set. These were then checked
manually and mixed with other random and manually labeled sentences.

Data for Parameter Classification. Since the raw dataset already contains labeled
parameter sentences within the annotated contradictions, the compilation of the dataset
for the binary ‘parameter’ classifier started with the selection of a random subset of
the already labeled sentences. Further candidates were identified using a syntactical
parameter extractor from the source code of the ‘“PatentSolver” [9] application, then
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checked for correctness, labeled, and appended to the dataset. Other random sentences
from the raw data were checked and annotated as ‘parameter’ (1) or ‘no parameter’ (0).
Eventually, 328 patent sentences are evenly distributed between the two classes.

Data Preparation. The datasets were imported using the Pandas Python library, which
transforms labels into numeric values and finally into a Dataset class. The order
was randomized based on a defined seed to ensure random ordering while maintaining
reproducibility. All three datasets were split into training and test data in randomized
order.

3.3 QA System Realization

Classifier Fine-Tuning. The fine-tuning of the classification models was carried out
with the SetFit framework based on different initial models in order to compare the
performance and to select the best possible model. The fine-tuning was done in three
epochs with a batch size of 32 resp. 64. Cosine similarity was chosen as loss function,
since it has proven to be suitable for sentence classification [37]. Six base models were
fine-tuned. Three of them (all-mpnet-base-v1, all-distilroberta-vl, all-MiniLM-L6-v2)
are provided by the Sentence-Transformers framework and represent the state-of-the-
art of general-purpose models with different size and encoding speed (all-mpnet-base-
v1: 2,800 sentences per sec on a V100 GPU, all-distilroberta-vi: 4,000, all-MiniLM-
L6-v2: 14,200). Model all-mpnet-base-vl was chosen over all-mpnet-base-v2, because
it showed better results in all three classification tasks, probably due to its longer
sequence length of 512 vs. 384 [38]. Three other “external” models were chosen,
that are specifically adapted via initial training or fine-tuning to patents resp. scien-
tific texts (allenai/scibert_scivocab_uncased [39], AI-Growth-Lab/PatentSBERTa [40],
anferico/bert-for-patents [41]).

Microservice for Classification. A common microservice was implemented for the
three classifiers with the Python-based web framework Flask [33]. To ensure portability,
the application was orchestrated into a Docker container. To classify sentences, the
web service provides three endpoints (/contradiction, /parameter, /nps)and
expects POST requests with a JSON object as payload, which contains a list of sentences
to classify. The return values of the binary classifiers are coded as 1 and 0. For the ternary
“problem classifier” the three return values are O for neutral, 1 for problems, and 2 for
solutions.

Index, Storage, and Retrieval. Due to its characteristics, the database and search sys-
tem Weaviate [34] was chosen for index creation, storage, and retrieval. It combines
the storage of JSON objects with associated vector representations. Weaviate supports
approximate nearest neighbor search (ANN) using a Hierarchical Navigable Small World
(HNSW) index in order to approximately detect nearest neighbors with high performance
[35]. In addition, Weaviate natively offers semantic search queries, QA extraction, and
classification. Calls to the system can be made both as REST or GraphQL requests.
To store documents, the WeaviateDocumentStore class from the Haystack frame-
work is used, which establishes a connection to the Weaviate database. Together with the
textual content and the associated embedding, meta information can be stored, allowing
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to limit search queries to a subset of the texts stored by meta data filtering [36]. Due to
this feature, it was decided to include both, the contents of the patents, plus the prob-
lems and contradictions detected by the classifiers, in the same document storage. To
distinguish the document types, the meta information values “patent” for patent content,
resp. “problem” or “contradiction” are stored in a metadata field. All embeddings for the
retriever (i.e., index and query) are calculated using the Sentence-Transformer model
multi-qa-mpnet-base-dot-v1 [38].

Microservice for Question-Answering. The API for the QA system was implemented
as microservice using the Framework FastAPI [47] and orchestrated as Docker container.
The main endpoints are /query for searching the problem/contradiction index and
/deep_qguery for searching in all text passages.

Front-End. The front-end of the web application was implemented using the Streamlit
framework and orchestrated as Docker container. A screenshot is shown in Fig. 6.

It has an input field for the query and a side menu to define query and filter choices.
Filtering includes the option to limit the search to selected sections of the patent. The
choices “Abstract”, “State-of-the-Art”, “Claims” and “Description” are available. Mul-
tiple patent sections can be selected at the same time or the search can be extended to
all sections by leaving the filter blank. The “KNN for Retrieval” option can be used to
vary the number of similar documents (problems, contradictions, or passages) from the
index to be considered. To search within a specific patent from the index, it is possible
to enter the desired patent ID. The maximum number of answers to be displayed and a
threshold value for the estimated relevance of the results can also be set using sliders.

Instead of searching the index specifically for problems or contradictions already
detected by the classifiers and stored separately in the database, the front-end also allows
to search for relevant patent documents via similarity between query and the passages
created from the full texts. This can be accomplished selecting the “Deep Retrieval”
checkbox.

4 Evaluation

4.1 Evaluation of the IDM-TRIZ Classifiers

Contradiction Classifier. When training on a total of 128 sample sentences, combined
to a data set of 7,936 sentence-pairs for 3 epochs and batch size 64, the test data of 342
sentences shows that the classifier based on scibert_scivocab_uncased reaches
the best F1 value of 0.909. A detailed comparison is shown in Table 1. The value range
for accuracy, precision, recall and F1 is from O to 1 with 1 being the best possible value
in each case. All results are rounded to three digits. The best performing model for each
(unrounded) metric is marked in bold letters, the second-best model is shown underlined.
As precision and recall are conflicting values for IR systems, the F1 score, calculated as
the symmetric harmonic mean of precision and recall, is taken as the dominant metric
to rank the models.
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Fig. 6. Screenshot of the QA-System Prototype.

Table 1. Contradictions (batch-size 64, 3 epochs, 31 iterations, 7936 examples).

Base Model Accuracy Precision Recall F1

all-mpnet-base-v1 0.880 0.862 0.916 0.888
all-distillroberta-v1 0.892 0.881 0.916 0.898
all-MiniLM-L6-v2 0.886 0.860 0.933 0.895
allenai/scibert_scivocab_uncased 0.904 0.892 0.927 0.909
AI-Growth-Lab/PatentSBERTa 0.904 0.901 0.916 0.908
anferico/bert-for-patents 0.878 0.862 0.910 0.885

Parameter Classifier. The training of the binary parameter classifier was carried
out with 128 labeled example sentences, which were combined to 7,936 sentence-
pairs. For 3 epochs and batch size of 64, again the classifier based on scib-
ert_scivocab_uncased achieves the best results in Accuracy, Recall and F1
(0.843) on a test dataset of 200 sentences, as shown in Table 2.

Problem/Solution/Neutral Classifier. The training of the ternary classifier discrimi-
nating between the three classes of “neutral”, “problem”, or “solution” was performed
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Table 2. Parameters (batch-size 64, 3 epochs, 31 iterations, 7936 examples).

Base Model Accuracy Precision Recall F1

all-mpnet-base-v1 0.825 0.767 0.918 0.836
all-distillroberta-v1 0.805 0.742 0.918 0.820
all-MiniLM-L6-v2 0.770 0.701 0.918 0.795
allenai/scibert_scivocab_uncased 0.830 0.765 0.938 0.843
AI-Growth-Lab/PatentSBERTa 0.815 0.750 0.928 0.829
anferico/bert-for-patents 0.820 0.752 0.938 0.835

in 3 epochs with a batch size of 32 and cosine similarity loss function. For a training
data set of 4,416 sentence-pairs generated by 64 labeled single sentences, the eval-
uation on a test data set of 119 sentences again showed that the classifier based on
sci-bert_scivocab_uncased achieves the best values for all evaluated metrics
as shown in Table 3. The F1 score is 0.837.

Table 3. Problem/Solution/Neutral (batch-size 32, 3 epochs, 23 iterations, 4416 examples,
average “weighted” — which may produce an F1 score not between precision and recall [50]).

Base Model Accuracy Precision Recall F1

all-mpnet-base-v1 0.828 0.835 0.828 0.825
all-distillroberta-v1 0.828 0.831 0.828 0.826
all-MiniLM-L6-v2 0.736 0.778 0.736 0.733
allenai/scibert_scivocab_uncased 0.839 0.853 0.839 0.837
AI-Growth-Lab/PatentSBERTa 0.759 0.766 0.759 0.756
anferico/bert-for-patents 0.828 0.852 0.828 0.822

The model scibert_scivocab_uncased consistently achieves the best results
for all three classifying tasks. Comparing the three general-purpose models all-
mpnet-base-vl, all-distilroberta-v1, all-MiniLM-L6-v2 with those specifically adapted
to patents resp. scientific vocabulary (allenai/scibert_scivocab_uncased, AI-Growth-
Lab/PatentSBERTa, anferico/bert-for-patents) a slight tendency towards the adapted
models can only be assumed. For the general-purpose models, the bigger and slower
models tend to show better results than the smaller ones, but even the medium size
model all-distillroberta-vl shows competitive evaluation scores.

4.2 Evaluation of the Question-Answering System

Comparison of Reader Models. For end-to-end QA system evaluation, precision and
recall were calculated based on 15 questions to the system (see Appendix) using the
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document sourcing method [32]; i.e., for 15 known solutions from different patents cor-
responding questions were formulated, sent to the system and the answers checked man-
ually for correctness. A comparison of two language models fine-tuned on the SQuAD
2.0 data set as CE reader shows that the roberta-base-squad2 model [48], with an F1
value of 0.82, clearly achieves better results than bert-based-cased-squad? [49], reaching
an F1 of only 0.29 as shown in Table 4. Compared with a state-of-the-art QA approach
for identifying specific problem solutions, the F1 value 0.82 of the roberta-base-squad?2
model is high: the “IDM-Matching” procedure of Ni et al. [14], which reaches an F1
value of 0.72 in its evaluation tests, is outperformed. For a meaningful and qualitative
comparison, however, both approaches should be checked on the same test collection.

Table 4. Comparison of Reader models.

Model Precision Recall F1
bert-base-cased-squad2 0.33 0.27 0.29
roberta-base-squad2 0.84 0.80 0.82

Comparison of Search Strategies. The comparison of the search strategies in Table 5
shows that the problem/contradiction index, with an F1 score of 0.82, leads to bet-
ter results than the deep search, directly returning contexts with the highest semantic
similarity from the document database (F1 score 0.62).

Table 5. Comparison of Search Strategies (roberta-base-squad?).

Strategy Precision Recall F1 SD (Precision)
Deep Retrieval 0.57 0.67 0.62 0.05
PB-Index 0.84 0.80 0.82 0.03

A further analysis of the results shows that the precision is significantly higher when
searching with the problem (PB) index (M = 0.84; SD = 0.03) than with the deep search
without PB-index (M = 0.57, SD = 0.05). The t-value is 3.54. The p-value is < 0.01.
The result is therefore significant for p < 0.01.

Results Depending on Patent Section. The comparison of the results per patent section
in Table 6 shows that the ‘State-of-the-Art’ (S-o-t-A) section has the highest average
relevance score for all examined search strategies (PB-index vs. Deep Retrieval) and
relevance thresholds (0.2 vs. 0.5). For a low relevance threshold of 0.2, the section
‘Description’ delivers the largest number of results in absolute figures. However, this
number is clearly reduced, if the relevance threshold is increased to 0.5. It can therefore
be assumed, that a qualitative evaluation of the ‘Description’ section results would show
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a lower precision. A possible reason for the high number of hits in the ‘Description’
section is the fact that it has a longer average text length compared to the other sections,

since inventions are discussed in detail here.

Table 6. Results depending on Patent Section (roberta-base-squad?).

Section Strategy Threshold | Results | @ Results/Query | @ Score o2
Abstract PB-Index 0.2 8 0.53 0.37 0.02
S-o-t-A PB-Index 0.2 38 2.53 0.38 0.03
Claims PB-Index |0.2 19 1.27 0.28 0.00
Description | PB-Index 0.2 72 4.80 0.30 0.01
Abstract PB-Index 0.5 4 0.27 0.50 0.00
S-o-t-A PB-Index 0.5 9 0.60 0.63 0.02
Claims PB-Index 0.5 1 0.07 0.46 -
Description | PB-Index | 0.5 6 0.40 0.57 0.01
Abstract Deep Retr | 0.2 18 1.20 0.28 0.01
S-o-t-A Deep Retr | 0.2 54 3.60 0.36 0.02
Claims Deep Retr | 0.2 17 1.13 0.29 0.01
Description | Deep Retr | 0.2 33 2.20 0.32 0.01

Table 7 shows that the 15 questions, if results are evaluated manually for their rele-
vance, deliver more relevant results when targeting the ‘State-of-the-Art’ section (M =
1.93; SD = 1.78) in comparison to the ‘Claims’ section (M = 0.87; SD = 0.98). The
t-value is 2.46. The p-value is < 0.01. The result is therefore significant for p < 0.01. It
can also be seen that the ‘Claims’ section (M = 0.87; SD = 0.98) delivers more relevant
results when compared to the ‘Abstract’ section (M = 0.47; SD = 0.41). The t-value is
1.31. The p-value is 0.099. The result is therefore (weakly) significant for p < 0.10.

Table 7. Relevant Results per Section (roberta-base-squad2, PB-Index, Threshold = 0.2)

Section Relevant Results & Relevant/Query SD

Abstract 7 0.47 0.41
Claims 13 0.87 0.98
S-o-t-A 29 1.93 1.78




38 S. Trapp et al.
5 Conclusion

This paper showed that end-to-end QA with transformers and few-shot learning can be
successfully applied to identify solutions for technical problems or contradictions in
patent texts. With an F1 score of 0.82 the language model roberta-base-squad? clearly
outperforms the model bert-based-cased-squad2 (F1 = 0.29) as CE reader and should
therefore be preferred.

This F1 score of 0.82 for roberta-base-squad?2 results from searching on a problem
and contradiction index, prepared using Sentence-Transformer classifiers. Searching
directly for relevant patent passages delivers a significantly lower F1 score of 0.62. It
can therefore be concluded that “problem-similarity beats passage/context-similarity”.
With FI = 0.82 the system surpasses the QA approach of Ni et al. for IDM solution
extraction from patents (F1 = 0.72) [14]. However, for a better qualitative comparison,
the different approaches should be evaluated on the identical test collection.

In the few-shot fine-tuning for the IDM-TRIZ classifiers the model scib-
ert_scivocab_uncased, which is pre-trained exclusively on scientific texts,
showed the best results. Other evaluated models, pre-trained on patent vocabulary,
could not clearly outperform general-purpose language models, which show competitive
evaluation results, too.

In an inference analysis it was shown that the “State-of-the-art” section of the patents
is particularly suitable for identifying specific problem solutions. Here the number of
relevant results is significantly higher than in the “Claims” section, which in turn is signif-
icantly more fruitful than the “Abstract” section. In the test environment, it was observed
that also the “Description” section generated a lot of results. These even exceeded the
number of hits in the “State-of-the-art” section, but achieve a lower confidence score,
which can be assumed to result in a lower precision. Presumably, the high number of
hits in the “Description” section can be explained by its bigger text length.

6 Limitations

Only a relatively small corpus was employed in this paper for evaluation. However, the
QA system’s architecture is in principle well prepared for large corpora due to the use
of Dual-Encoders and a passage index.

The QA system’s evaluation used the document sourcing method. The results should
thus only be interpreted as an estimation, since on the one hand it is not a representative
sample of questions and on the other hand there might have been an unconscious influence
on question formulation [32]. A test collection, compiled by several experts with specific
domain knowledge, would be a preferable alternative.

Since only a single “off-the-shelf” QA language model (multi-qa-mpnet-base-dot-
vI) was used for the retriever and two others (bert-base-cased-squad2 and roberta-base-
squad?2) were compared to each other for the reader, it would be worthwhile for future
work to examine other models for suitability or to investigate how further fine-tuning of
pre-trained language models affects the quality of the results.

The few-shot fine-tuned IDM-TRIZ classifiers achieved comparatively high accuracy
and F1 scores up to 0.9. For a more reliable statement, these results should be tested on
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larger data sets in future work. It would also be interesting to investigate the options for
a more accurate detection of contradictions and problems that spread across multiple
sentences.

Since a quantitative analysis showed that the QA system extracts many answers from
the sections “Description” and “State-of-the-art”, the quality of these results and those
from the “Claims” section should be compared to each other in subsequent work.

Another potential for follow-up studies are the thresholds such as the confidence
score, which were only “guessed” in this paper instead of optimizing them. The same
applies to the length of the text passages stored in the QA system’s index.

Appendix: Evaluation Questions for the QA System

. What is the solution to the problem of noisy engines?
. What is the solution to the problem that a toilet brush is dirty after use?
. What is the solution to the conflict between temperature and performance?
. What is the solution to the problem of insufficient dynamic range?
. What is the solution to the problem that ventilation affects aerodynamic driving
qualities of a vehicle?
. What is the solution to the problem that gloves are bulky and of a size which is not
suitable for being carried in one’s pocket?
7. What is the solution to the problem that palletized goods can be damaged during
transport?
. Whatis the solution to the contradiction that engines are noisy and affect the comfort?
9. What is the solution to the problem that the frame construction of a go-kart can pose
a risk to the protection of the driver?
10. What is the solution to the problem of a spectator losing his seat if he leaves it for
even a few minutes?
11. What is the solution to the problem that printing and painting on metal sheets often
binds impurities to the surface?
12. What s the solution to the problem that video cassette containers can be protectively
packaged and printed at the same time?
13. What is the solution to the problem that toilet seats can be unclean?
14. What is the solution to the problem that drinks can spill while driving?
15. What is the solution to the problem of PCBs colliding with the locking bar when
locking magazines?
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Abstract. Some schools of thought believe that Al could present a profound
change in the history of life on Earth, on the one hand allowing humanity to
transcend to a higher level, on the other, leading to our collective downfall. Which
view, if either, is correct, and why? If it is the latter, what can we do about it?
What does Al actually mean? Are we heading, as yet another school of thought
believes, into another AI Winter during which progress will grind to a halt via
unrecognised or unsolvable contradictions? What does the whole story have to do
with truth? And what might TRIZ be able to contribute to that story?
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1 The Problem

1.1 A Subsection Sample

“What we call Man’s power over Nature turns out to be a power exercised by some men
over other men with Nature as its instrument... Man’s conquest of Nature, if the dreams
of some scientific planners are realised, means the rule of a few hundreds of men over
billions upon billions of men. There neither is nor can be any simple increase of power
on Man’s side. Each new power won by man is a power over man as well. Each advance
leaves him weaker as well as stronger. In every victory, besides being the general who
triumphs, he is also the prisoner who follows the triumphal car... Man’s final conquest
has proved to be the abolition of Man” [1].

Recent years have seen droves of so-called experts make pronouncements about the
positive and negative attributes of Al. On one level, as is the case with all technologies, Al
is, from moral and ethical standpoints, neither good nor bad. It only becomes one or the
other because of the way Man chooses to use it. While debating the various pros and cons
of ‘super-intelligent’ Artificial General Intelligence, what seems clear is that evolution
towards its creation is happening anyway. Narrow Als already do many specific jobs —
detecting cancerous cells in x-rays; trading stocks and shares; calculating insurance risk
to name but three - better than the most capable human experts. It has become clear that
the speed at which new digital technologies are being developed is considerably faster
than the capacity of any individual to keep up. More seriously, it is also clear that the
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ability of Society to legislate and provide the necessary guard-rails that will prevent Al
running amok and destroying all our institutions is an order of magnitude slower again
than our individual capacity to keep up. The result is an enormous and growing mismatch
between our Space-Age technology, Stone-Age brains and Dark-Age governance.

1.2 The Map is not the Territory

The essential first step towards knowing where humanity is heading and, moreover, to be
able to make conscious choices concerning where we might want it to head, is knowing
where we are. Knowing where we are is in turn a difficult thing to capture because of
the apparent speed new knowledge is being generated. We might argue about precisely
when the line between knowledge creation and the capacity of an individual to retain all
the available knowledge crossed over, but no-one can be in any doubt that it has now
crossed over — Fig. 1:

individual
knowledge
retention ability
e ———_
principles

; time

Fig. 1. Knowledge Generation Versus Individual Knowledge Retention Capacity.

The answer to this cross-over conundrum starts with a recognition that, while the
flow of knowledge might now be heading exponentially to infinity, much of it turns out
to be noise. Knowledge expands exponentially, but, as indicated by the almost flat line
at the bottom of the graph, the principles upon which knowledge is built remain largely
constant. This is a finding that the original TRIZ researchers discovered by accident,
when, for example, realising that, while there are millions of ways of solving problems
badly, there are only a very small number of ways of doing it well. More recent TRIZ-
based research has further revealed that one of the most important first principles is
the evolutionary s-curve, and the related idea that the way the world evolves is through
periodic discontinuous jumps that occur when an existing way of doing things hits a
fundamental limit, and someone — either deliberately or accidentally — unlocks a new,
contradiction-solving way of doing things better. As a consequence of this realisation,
the whole job of distilling the world down to first principles becomes much easier: look
for the discontinuous jumps and the principles will reveal themselves.

Thus, when it comes to making an attempt to construct maps of ‘where we are’,
it becomes possible to recognise that there are four discontinuously different types of
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world in which we can find ourselves: simple, complicated, complex and chaotic [2].
What this Cynefin framework also fails to capture is Beer’s observation [3] that systems
operate on different hierarchical levels, and that the level of complexity found at one
level may be different to that found at another. The idea of constructing a map of the
world that allows for multiple (usually two) hierarchical levels, has led to the (most
recent iteration) Complexity Landscape Model [4-6].

The current Al state-of-the-art places the technology clearly in the Simple and Com-
plicated domains. Instructing an Al to switch on streetlights when the ambient light level
falls below a specified threshold amount is an example of a simple problem. The AT ‘just’
needs to be told what the threshold level is. Instructing an Al to analyse x-rays and find
cancerous cells is an example of a complicated problem. The complication here being
that the Al currently needs to be trained on hundreds of thousands of examples to ‘learn’
what is cancerous and what is not. Crucially, in this kind of complicated problem we
know that there is such a thing as a ‘right’ answer, and that we merely need to provide
sufficient training data to find it.

Complex problems, on the other hand do not possess a ‘right” answer. The contro-
versy relating to the efficacy of mask-wearing during the Covid-19 pandemic offers an
illustration. For Al to potentially help generate meaningful solutions to the question of
whether or not to wear masks during future pandemics the Complexity Landscape Model
is necessary but no longer sufficient. The Map is not sufficiently representative of the
Territory. To make it sufficient it is necessary to construct a new map.

1.3 Logos and Mythos

The inspiration behind the Correct-True Map illustrated in Fig. 2 came from a quote by
Sufi scholar, Idries Shah [7]. The quote comes from a parable involving a discussion
about truth between a judge and a boatman. The insight sparking part of the quote comes
from the boatman: “‘Alas!” said the boatman, ‘if learning is considered to be dependent
on the production of proof, we only have one half of knowledge, and we are surely lost.””
Truth, in other words, has two orthogonal dimensions. The first — ‘Correct’ — is the one
relating to the scientifically provable ‘correctness’ of a situation; the tangible, objectively
measurable reality of a situation; the ‘logos’ as defined in Ancient Greece. The sort of
thing that today’s AI’s can in theory be trained to help uncover. But then the second
dimension — the non-provable 50% referred to by the boatman — is all about ‘truth’s
that are more metaphorical, or, back to Ancient Greece again for a second, concern the
‘mythos’; the knowledge and wisdom that emerges from the Arts and artists like Pablo
Picasso with his description of art as ‘the lie that reveals the truth’.

Since the eighteenth Century, Society has increasingly separated the logos from the
mythos. Or rather, the academics of the world have. Academic progress for the last two
hundred plus years has placed a heavy emphasis on specialisation. Such that not only
have the Arts and Sciences become separated, but, back to the mask question again, the
various scientific disciplines have also become sufficiently separated that a specialist in
one domain has little or no idea about what happens in even an adjacent domain. The
extreme levels of specialisation found not just in academia, but also across industry are
likely the reason politicians get to say things like, ‘we’ve had enough of experts’. The
statement is both dumb and Correct. Correct because, per the Dunning-Kruger Effect
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[8], every specialist on the planet is sitting on Mount Stupid, confident that they ‘know
the answer’” when in fact they only know the answer from their own massively blinkered
perspective. In effect, to paraphrase The Basic Laws Of Human Stupidity [9], we’re
all on Mount Stupid. Here, Al is probably our best hope of progress. It is practically
impossible for any expert to gather sufficient inter-domain knowledge to sensibly answer
something as ‘simple’ as the mask-wearing problem, but it is eminently possible to train
an Al to map all of the relationships between the different domains.

‘Arts’
> | ‘consciousness’
—~ (EQ)
L8
FE
= ‘Sciences’
= ‘intelligence’
(1)
N Y

CORRECT (‘logos’)
Fig. 2. Correct/True (Logos/Mythos) Framework.

Except, of course, ‘all’ turns out to be an enormous problem thanks to the mythos
dimension in the Correct/True Framework. And here the Al capability question gets
blown wide open. Will an Al ever be able to create poetry? Will it be able to paint
a masterpiece? Will it ever, efficacy aside, be sensitive to the cultural value of mask
wearing? Some might say, having used Chat-GPT to write a greeting card poem to
ingratiate themselves with a loved one, that, yes, of course, AI’s can already write
poetry. But the words written into that card are anything but actual poetry. They are a
(literally) meaningless simulacrum. The mythos side of the Al argument will no doubt
vehemently argue that this will always be the case. Computers will never understand
metaphor, or the metaphorical truths contained within the best fiction writing. Parables
and ‘fairy-stories’ that have nothing to do with factual correctness, but everything to
do with what artists might think about in their quest for meaning in life. Actual art, in
other words, sits in the top-left-hand corner of the framework, and it will always rest
exclusively within the domain of human creativity.

From a “first principles’ perspective, however, the TRIZ community (if there is such
a thing and we can finally reach a point where everyone is willing and able to put their
ego on one side and sit in the same room together) knows that human creativity is not
an infinite unknown. Quite the reverse. There are millions of ways of solving a problem
badly, but only 40 ways of doing it well. And 40 is a number that is highly amenable
to being programmed. The fact that the most ‘creative’ man-created solutions exhibit
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evidence of multiple Principles being used together makes teaching an Al to unlock the
‘right’ combination harder, but nevertheless, knowing that an Al can explore billions of
combinations in the time it would take a human to explore one or two, would suggest
that sooner or later — and probably sooner — a computer will be able to do at least the
generative part of the mythos job.

What will still be extremely difficult is the later wisdom part of the equation. Al
works with knowledge. Wisdom requires that knowledge to be contextualised, and that
is a much more difficult challenge. Albeit one that, again thanks to a recognition that
when distilled down to first principles, recognises while there are currently 8 billion
completely unique individuals on the planet right now, the reality is all of us are driven
by the self-same, very finite set of values and emotional drives. Not least of which are
the six dimensions from which human morality and ethics emerge [10] (Fig. 3):

AUTHORITY
(Coordination)
TOGETHERNESS EQUALITY
(Interface) (Sensor)
BENEVOLENCE SANCTITY
(Tool) (Engine)
LIBERTY

(Transmission)

Fig. 3. STABLE System of Human Morality & Ethics.

This STABLE model, perhaps takes us to the real heart of the complex Al future
question. It does so because it takes us to the heart of the current human problem. The
social-media accelerated problem that has led to seemingly everyone being dragged
into online echo chambers that prevent the different sides of an argument from even
discussing differences, never mind working together to resolve them. Put people into
an echo chamber full of like-minded people for even a short period of time, and they
effectively become radicalised to a single way of thinking. One minute a person joins a
discussion group to share their thoughts about the use of pronouns, a month later they’re
uploading TikTok videos of them aiming an assault rifle at the camera and demanding
that the Government bans J.K. Rowling.
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The heart of this problem is that all six of the elements of the STABLE model
are present in all of us. Any discussion about whether one of the six is more or less
important than any other is therefore futile. All such discussions do is in effect try and
find an ‘optimum’ balance between each of the six elements. But here’s where all 8
billion people on the planet are different. We’re all the same because we all build our
values around the six elements, but we’re all different because we not only prioritise
them in different ways but will likely change those priorities depending on our in-the-
moment context. When we’re thinking about the education system — certainly today’s
version of it — then equality (nay, ‘equity’) is likely to find its way to the top of the
priority list, but then tomorrow morning, when I receive another speeding ticket in the
mail, I'm suddenly much more interested in my Liberty and how unfair the Authorities
are being.

The only meaningful answers to these kinds of moral debate will inevitably have to
come from a process of contradiction resolution. The right question, in other words, can
never be about, say, Liberty versus Togetherness, but rather needs to be about finding a
higher-level synthesis that would allow both to still be accommodated.

This thought perhaps offers a clue to how TRIZ might fit into a ‘Correct and True’
future. And the AI that may be created to help humanity get there. But before we get
to that, it is necessary to add another question into the already complex (if not chaotic)
story. A question that forces us to think about directionality, and what do we collectively
want humanity to become. Is the future world predicted by C.S. Lewis in 1943 what we
want? Or do we want something else?

The answer to such questions is probably beyond where humanity’s collective capa-
bility is today. Most people on the planet don’t have an awareness of where we are never
mind thinking about where we might want to be. One thing we can perhaps hypothesise
in light of the fact that we do have the CLM and Fig. 2 matrix, is that it is generally better
for individuals, communities and Society as a whole to be able to be able to operate and
thrive in complex and chaotic situations. And it is better to be in the ‘Correct and True’
quadrant than in any of the other three.

If we can’t agree on those two things, it is plausible that the current generation of Al
creators will destroy Society before our Institutions have the first clue what is coming.
If we can agree, there is a possibility that our collective future outcomes have a chance
of being more positive. Not a big chance, granted, but a chance nevertheless. One that
TRIZ would appear to form an integral part of...

2 Towards an (Al-Integrated) Solution

2.1 Law of System Completeness

...whatever the destination, the TRIZ research tells that that getting from where we are to
where we want to be requires the presence of a viable system. Which in turn means that
the Law of System Completeness (LoSC) needs to be obeyed. It probably also means
that there needs to be a viable system to deliver the logos goals and another, ideally
integrated, viable system to deliver the mythos (‘Truth’) goals. Figure 4 identifies what
the six essential elements are likely to look like if such a system is to become a reality:
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Fig. 4. Law of System Completeness as Applied to a Truth-Seeking Ethics System.

A more detailed description of each element will hopefully help answer the later
question about what is likely to happen in the future. Starting with the two elements that
are already visibly present:

Tool — The thing that delivers the useful function. This is undoubtedly the part of
the system that is currently the most mature, in that since the recent viral growth of
awareness in Als like Chat-GPT LaMDA, Socratic, etc., multiple providers can be seen
to have created tools that, depending on the type of query input by a user, will provide
responses that are, at least on the surface, credible. Certainly, when it comes to using
these tools for Simple or Complicated questions (what is the capital city of Argentina?
Or, what would be the best next move to make in this ongoing game of chess?) efficacy is
almost guaranteed. Educators of the world already look set to have their world disrupted
by these types of engine.

Interface — the thing that the tool works upon in order to achieve the desired useful
function. The enormous demand for Chat-GPT-like engines clearly demonstrates the
existence of a market demand. And again, when the outcomes being delivered are in
response to Simple or Complicated situations, there is no need for a moral or ethical
contribution to the answers provided. As soon as a situation becomes Complex, however,
the current Interface system limitations quickly become apparent. As indicated by the
title, ‘Recipient Context Engine’ it is only possible for an Al to deliver an ethically-
sound ‘True’ outcome by understanding the prevailing context of the user. Asking an Al
to inform a user whether, say, populist politicians lie is a Simple problem with a clear
right answer. Asking the Al whether it matters that the populists lie crosses the boundary
into Complex and can only be meaningly answered in the context of the asker. For an
Al to satisfactorily capture that context demands a number of capabilities that either
don’t yet exist at all or exist only in a formative sense. The company PanSensic [11], for
example, has spent the last decade building emotion analytics and psychometric tools
in order to glean a better understanding of who a person is, what their values are, and,
because the suite of lenses have been designed with innovation guidance in mind, how
frustrated a person is (‘frustration is the mother of innovation’ [12]) how open a person is
to change. Closer to the cutting edge, the next stage of evolution will see the emergence
of capabilities that will not only understand who a person is, but also the kind of words
and messages that will most likely spark the desired outcomes.
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Transmission — the element connecting the Engine to the Tool, and here described
as a ‘Context Engine’. The difference between what is required in the Transmission role
and what the Interface needs to do, ‘context’ here means achieving an ability to assess
a situation and establish where on the CLM a situation is currently situated, and where
on the Correct/True framework the various stakeholders currently reside. Only when
both these things are known does it become possible for an Al to ‘know’ what kind of
processes to adopt to best ensure the desired outcomes are achieved.

Engine — the element generating the driving force that powers the system. As hinted
in the earlier description, when it comes to meaningfully dealing with conflicts between
any pair of STABLE elements, there is a need to at least ‘manage’ those conflicts, and
better yet, to ‘transcend them. In current Al systems at whatever stage of maturity, this is
currently the element that is least well understood. Most Al researchers, seemingly more
so than the science and engineering communities at large, would currently appear to have
little or no appreciation as to the importance of contradictions, never mind knowing how
to deal with them. Humans suffer from several hundred different forms of bias [13]
(one of the reasons that capturing Truth is so difficult), but one of the most hazardous
when it comes to innovation, or rather the failure to innovate, is Zero-Sum Bias [14],
the innate belief that everything in life is win-lose. All the TRIZ research could in effect
be seen as a comprehensive refutation of that Bias. Win-win, contradiction solutions are
eminently possible. From today’s perspective, it would appear that the contradiction-
resolving capabilities baked into TRIZ represent the only means by which this part of
the needed system could be delivered.

Coordination — the element concerned with overall directionality and ensuring the
other elements within the system are appropriately harnessed and coordinated to deliver
the outcomes and to head in the ‘right’ direction. The definition of ‘right’ as hinted
earlier, is probably the most significant missing piece in the overall ethical Truth jigsaw.
Answering it in a meaningful manner in all probability needs a Society-level discussion
rather than, say, the dismal, no-imagination mutterings of the WEF. While it is currently
far from clear that such a debate will (ever) happen, what we do have in the meantime
is the other key finding of the TRIZ research — the discovery that the overriding inno-
vation driver is ‘increasing ideality’. Mapping this direction by looking at the tangible
attributes of a solution (benefits, costs, harm) usually help tackle Complicated prob-
lem situations. More recent attempts to incorporate intangible (‘perceived’ benefits...)
enable the boundary into Complex to be crossed, and so, in absence of any clearer Soci-
etal steer, maybe ‘increasing ideality’ is good enough to ensure that, until such times
as clearer answers appear, humanity continues heading in a direction that is at the very
least ‘valid’. i.e. better than having no direction at all.

Sensor — the moment a situation enters the Complex domain, there is no longer such
a thing as ‘the right answer’ to a given problem. Rather there needs to be a recognition
that solutions that work today, may not work tomorrow. Whenever we hear the aphorism
concerning the so-called first signs of madness, ‘doing the same thing as you’ve always
done and expecting a different result’, we can be certain that whoever says it does
not understand complex systems. Systems that can very easily deliver very different
outcomes even though everyone in the system is continuing to do the same thing. Per
Heraclitus, who did understand complexity, it is not possible to ‘step in the same river
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twice’. All of which is a slow way of saying that the Sensor in this system are the
feedback loops that inform all the other elements in the system to either keep doing what
they are doing, or to start exploring the need to do something else. The reference to John
Boyd’s OODA model [15] is a recognition, per the fable of two people being chased
by a bear, the goal in a complex system is not necessarily to outrun the bear, but rather
to outrun the other person. The ability of a team, organisation or government to iterate
around the Observe-Orient-Decide and Act cycle faster than their ‘competitors’ is the
needed capability. Again, today, for all practical purposes, it doesn’t exist.

2.2 Implications of Missing System Elements

In addition to informing system designers what elements are required in order to control-
lably deliver intended outcomes, the Law of System Completeness also provides insight
into the consequences whenever one or more elements are missing. The S-Field model,
of course, tells us that a ‘minimum system’ need contain only three elements, two ‘sub-
stances’ (‘tool” and ‘interface’ in LoSC terms) and a ‘field’ (specifically the ‘engine’ in
LoSC terms, although the ‘transmission’ is implied). The difference between this mini-
mum system and a ‘complete’ system is that, while it will deliver outcomes, it will not
be possible to control them. A lot of ‘systems’ fall into this category [16]. One might
say that all of today’s Al solutions also fall into this ‘uncontrolled’ category in that they
deliver outcomes to a user using a solution paradigm, through some kind of process
(albeit essentially ‘trial and error’), don’t have an apparent direction, nor any means of
determining whether any movement is towards or away from said direction. Absence of
Coordination or Sensor elements mean that the outcomes are uncontrolled. And the fact
that the Engine doesn’t yet have any contradiction-solving capability means that users
and providers will rapidly find themselves stuck with the usual trade-off arguments.
Given, then, that most of the required elements of the Fig. 4 ‘Truth-AI’ system are
currently either missing or stuck, examination of what needs fixing informs the next
section’s discussion the future of Al and which of the pessimists, optimists or C.S.
Lewis might be closest to predicting what is likely to happen in the coming years.

3 Timing, Timing, Timing

3.1 The Future is Already Here?

The ubiquity of digital solutions — at the time of writing over 86% of the global popu-
lation have smartphones — and the ease by which digital solutions can be evolved mean
that despite the formative state of Al technologies, three outcome patterns are already
becoming apparent. In the West, the apparent absence of a Coordination function in the
system is enabling the emergence of two of the patterns. The first is adjacent to the Brave
New World of Aldous Huxley and ‘what we love will ruin us’. This is the world of being
amused to death. Everyone playing Candy Crush instead of engaging with gritty reality.
The second, building on the idea that Nature abhors a vacuum, is the scenario in which,
per Lewis, a small cabal of very rich and influential people (WEF, WHO) are stealthily
heading us in the Lewis direction and, as soon as they think they’re ready, will reveal
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their hand and create a ‘sovereign individual [17] lead world of masters-and-puppets.
Masters who are likely to spark revolution when the puppets realise how easy it is for
their access to the digital world to be switched off. In parallel with this evolution direc-
tion is Social Media’s inadvertent (?) proof of the Dunbar Number [18] and the creation
of millions of micro-tribes at war with one another.

The third scenario is the one we can see beginning to emerge in the East, particularly
in China. The growth there of a Social Credit System in effect creates a self-controlling
‘harmonious’ society filled with digital carrots and sticks. A society in which anyone that
is ‘bad’ has privileges taken away from them, and one that rewards ‘good’ behaviour by
opening more privileges. Such that jaywalking loses you fifty good-citizen-points; while
picking up litter gains you ten. Self-organising systems tend to veer in the direction of
increasing stability. Which sounds good. When it is people that are things being self-
organised, the result is a world akin to Orwell’s 1984. A world of thought police and
‘what we hate will ruin us’. Which probably sounds less good...

3.2 Yes, But...

...whether we believe it is good or not, the higher-level choice between Huxley, Orwell or
Lewis the result very definitely doesn’t sound like the sort of world many of us would want
to be a part of. Fortunately, (?) the emergence of the Coordination part of the Al/Truth
system still needs an Engine to make the system work either effectively or sustainably.
Humans love change, they hate being changed. And a system without a change engine
will invariably stall. The only questions are how soon, and how much damage will
be caused before the contradiction solving Engine arrives. The key hypothesis of this
paper turns out to be that the missing Engine now is the one that has emerged from
the TRIZ research. The missing Engine is the ability (of either the Al autonomously or
guided by human creativity) to find and resolve Contradictions. Which is to say that,
ultimately, neither ‘life’ not ‘society’ can be paralysed by the sorts of either/or choice
between 1984 or Brave New World. Nor can it be about and either/or choice between
intelligence or consciousness, or one on which the myriad Goldilocks Curves continue
to be unrecognised or ignored. Meaningful progress happens when ‘we’ recognise these
kinds of contradiction are there to be transcended rather than endured.

4 Conclusion

To paraphrase the title of an earlier paper from the ST research team, the wise person never
makes predictions, especially about the future. This advice is particularly pertinent when
itcomes to Al related matters. In humanity’s historical past, the ability of any individual to
cause damage to others was miniscule. As technology has evolved, that individual ability
has steadily increased to the point where small numbers of resourceful individuals can
now create highly non-linear 9/11-like outcomes. But, as even the most ardent terrorist
has rapidly understood, access to highly non-linear resources (e.g. nuclear materials)
remains, thankfully for the rest of us, extremely difficult. As soon as we venture into the
digital world, however, the world in effect becomes flat and almost every individual has
access to Al-related resources that, as several recent hacking events have demonstrated,
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have the power to destroy economies, bring down governments and see the genocide
of tens thousands of people. In a world where the damage-per-perpetrator potential is
now effectively infinite, it is a brave person indeed that will stick their neck out to make
a prediction of what is likely to happen in the coming years. Seeing ahead months is
difficult enough. Probably weeks. The issue here is not just the infinite damage potential,
but also the speed at which the harmful act can be instigated. John Boyd was a successful
fighter pilot. His big contribution to the state of the art when it comes to conflict is the
aforementioned OODA cycle. We can now also see that the OODA cycle time of a
resourceful individual is now almost zero. Whereas the equivalent cycle time of the
organisations tasked with spotting the troublemakers fast enough to stop them creating
havoc is fundamentally much higher. This is an inevitable consequence of intermingling
Space-Age technology with Dark Age institutions and Stone-Age brains. One might go so
far as to say that until such times as the relative OODA cycle time between troublemaker
and trouble-stopper is re-balanced, the only predictable thing is the unpredictability of
just about everything. Which probably doesn’t help. Except in informing near term Al
research priorities.

As to where we go beyond that, let’s end with a quote from admittedly polarising
ethnobiologist, Terence McKenna, “We have been to the moon, we have charted the
depths of the ocean and the heart of the atom, but we have a fear of looking inward to
ourselves because we sense that is where all the contradictions flow together.” As far as
I know, McKenna never became familiar with TRIZ. Fortunately, we did.

References

—_

Lewis, C.S.: The Abolition of Man (1943). Reprinted HarperSanFrancisco (2001)
Snowden, D., et al.: Cynefin - Weaving Sense-Making into the Fabric of Our World. Cognitive
Edge - The Cynefin Co. (2022)

Beer, S.: The Heart of Enterprise. Wiley, Hoboken (1979)

Mann, D.L.: A Complexity Landscape (2019). www.darrellmann.com. Accessed 31 Mar 2019
SIEZ. (Woodstock And) The AntiFragile Zone, Issue 247 (2022)

SIEZ. Goldilocks & The Three ‘Isms: Honouring The Past, Designing Win-Win Futures,
Issue 249 (2022)

Shah, I.: Seeker After Truth (1978). ISBN-13: 978-1784791353

8. Kruger, J.M., Dunning, D.: Unskilled and unaware of it: how difficulties in recognizing one’s
own incompetence lead to inflated self-assessments. J. Pers. Soc. Psychol. 77(12), 1121-1134
(1999)

9. Cipolla, C.M.: The Basic Laws of Human Stupidity (2019). WH Allen original 1976 essay
available at https://web.archive.org/web/20130216132858/http://www.cantrip.org/stupidity.
html

10. SIEZ. The 15 (STABLE) Moral and Ethical Contradictions, Issue 254 (2023)

11. www.PanSensic.com

12. SIEZ. Mapping Customer Frustration, Issue 146 (2014)

13. https://commons.wikimedia.org/wiki/File:Cognitive_bias_codex_en.svg

14. SIEZ. Top Six (Green World) Biases, Issue 250 (2023)

15. Richards, C.: Certain to Win: The Strategy of John Boyd, Applied to Business. Xlibris (2004)
16. SIEZ. Systems (Three Different Kinds), Issue 205 (2019)

N

AW

=


http://www.darrellmann.com
https://web.archive.org/web/20130216132858/\UrlAllowbreak {}http://\UrlAllowbreak {}www.\UrlAllowbreak {}can\UrlAllowbreak {}trip.\UrlAllowbreak {}org/\UrlAllowbreak {}stu\UrlAllowbreak {}pid\UrlAllowbreak {}ity.\UrlAllowbreak {}htm\UrlAllowbreak {}l
http://www.PanSensic.com
https://commons.wikimedia.org/wiki/File:Cognitive_bias_codex_en.svg

54 D. Mann

17. Davidson, J.D., Rees-Mogg, W.: The Sovereign Individual: How to Survive & Thrive During
the Collapse of the Welfare State. Macmillan (1997)

18. Dunbar, R.: How Many Friends Does One Person Need? Dunbar’s Number & Other
Evolutionary Quirks’. Faber & Faber (2010)



q

Check for
updates

Opening up New Fields of Application
with TRIZ Reverse — Conceptual Framework,
Software Application, and Implementation
Challenges

Simon Dewulf!, Swen Giinther?®) @, Peter R. N. Childs3 @, and Darrell Mann*

I AULIVE, Glen Elgin, NSW 2370, Australia
s@aulive.com
2 HTW Dresden, University of Applied Sciences, Friedrich-List-Platz 1, 01069 Dresden,
Germany
swen.guenther@htw-dresden.de
3 Dyson School of Design Engineering, Imperial College London, South Kensington,
London SW7 2DB, UK
4 Systematic Innovation Network, Devon, UK

Abstract. Instead of a problem looking for a solution, this is where a company
develops a certain technology, say a foam metal, and reviews the properties as
promising and novel and then gets to the part where one says, who needs it. A
solution looking for problems. Instead of necessity is the mother of invention,
here invention is the mother of necessity. Especially material companies develop
novel, conflict breaking materials after which they need to identify where in which
markets it adds value to current solutions. This paper introduces the conceptual
framework of TRIZ Reverse and its practical application. Based on three case
studies, the procedure — from key word identification to patent database research
to industry sector analysis — is outlined. Special attention is given to the cloud-
based software Patent Inspiration, which supports the innovation logic of TRIZ.
At the end, we identify critical factors for implementation and, based on this, we
examine the success potential of the three case studies. The technological fit is a
necessary prerequisite, but by far not the only one.

Keywords: TRIZ Reverse - Patent Analysis - Technology Transfer

1 Introduction

When organizations look to either explore the availability of solutions from other
domains that might solve their problems, or the presence of problems in other domains
that their existing solutions might solve, the current dominant ‘methodology’ is Open
Innovation [1]. Various papers critically demonstrates key examples of open design suc-
cesses [2]. Its basis is effectively to create platforms that allow problem owners and
problem solvers to connect in a form of facilitated self-organizing fashion. In the past,
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several management concepts and innovation tools have been developed to support this
process. The current paper deals with the reverse invention method called TRIZ Reverse,
which has been further developed and is being currently optimized by the HTW Dresden,
Germany. It can be used systematically to analyze and exploit patents, and is based on
the theory of inventive problem solving (TRIZ).

In this regard, three case studies from different organizations, e.g. HTW Dresden,
Max Planck Institute, and Fraunhofer Institute, will be introduced. In all cases, the
overall goal is to find alternative industry technology applications for a given patent
registration or invention disclosure. It can be shown that TRIZ Reverse provides an
effective procedure to conduct a systematic analysis and holistic evaluation. Software-
tools like Patent Inspiration [3] are included to accelerate the analysis process and to
review the existing patent pool. In order to avoid the rule ‘garbage in, garbage out’, the
authors demonstrate the crucial step of key word expansion as well as the visualization
options, e.g. code map, for finding new fields of application. The analysis results were
used as a starting point for further research activities or validation projects.

Despite these positive results, it is not certain that the inventions will really find
their way into practical application. The track record of success of Open Innovation has,
however, remained very low since its inception with around 99.5% of projects ending in
failure [4]. This figure compares with the 98% failure rate found consistently across the
entire innovation spectrum, and in effect means that Open Innovation projects are four
times more likely to fail than projects that did not use the method. There are multiple
reasons for this, but two will be examined in detail in this paper: Business Fit and People
Fit. Regarding the three case studies, it becomes clear that it is still a ‘long way’ from
the novel ideas to the final implementation. Moreover, the analysis shows that the risk
of failure cannot be ruled out here either.

2 TRIZ Reverse — Conceptual Framework

2.1 Approach

TRIZ Reverse is based on the idea ‘solution seeks problem’. Therefore, new potential
problem areas are to be identified to deploy the innovation, starting from a complete
understanding of the technical solution. Current research outputs show that this is pos-
sible and that the principles that allow the exploitation can be extracted from the use
and/or sale of patents. In 2020, the exploitation of patents in commercial terms was 36%
in the EU and only 10% of these were deemed insufficient for commercialization [5]. The
figures suggest the great opportunity to convert knowledge into marketable technology
that contributes to the progress and economic growth.

The scientific foundation of TRIZ Reverse is rooted in the concept ‘reverse invent-
ing’, which refers to the process through which the strengths of a company or research
agent are initially tracked and transferred to an abstract form. The market is analysed
by seeking the possible beneficiaries of the new technology or innovation [6]. Basi-
cally, TRIZ Reverse requires a reduced solution that reveals the IPs and contradic-
tions that relate to the technology. The greatest challenge faced, is the semantics used
in the reference documents, since in today’s patent texts — not infrequently for legal
reasons — different terms are used in comparison to Altschuller’s time in 1980s.
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Today, TRIZ is regarded as one of the most powerful and accepted methods to make
systematic innovation [7]. Since the literature meanwhile contains several proposals for
potential TRIZ Reverse methodological approaches, it is questionable, why the use of
this approach has not yet become ‘mainstream’ in most organizations, universities and/or
research institutes. One of the main reasons is the poorly standardization of the procedure
associated with an insufficient use of advanced software-tools [8]. This problem, e.g.
intelligent search in patent databases [9], has been addressed by a research group at the
University of Applied Sciences, Dresden (HTW Dresden).

2.2 Procedure

An important milestone for the development of a TRIZ reverse procedure was the paper
on ‘principles-based patent search’ by Mann [10]. It includes step-by-step instructions
on how to connect search terms or key words from patents with the inventive princi-
ples from Altschuller’s contradiction matrix [11]. While conventional market research
tools mainly rely on direct questioning and observation of potential customers, reverse
inventing methods prefer to use abstraction. In this context, the TRIZ-Matrix and the
TRIZ-Inventive principles serves as a reference to create a search word catalogue that
can be used for a systematic patent database analysis.

A first draft of TRIZ Reverse procedure was proposed by Glaser and Miecznik in
2009 as a part of a collaborative case study at Wittenstein SE [12]. The aim was to iden-
tify additional business opportunities for ‘a system for the controlled prolongation of
limbs’ in order to exploit the market growth potential. In 2010, Bianchi et al. [13] devel-
oped a TRIZ Reverse methodology based on this project. The aim of the research team
was to support small- and medium-sized enterprises in finding alternative technology
applications in a more efficient way. In the past, Popova et al. took up these approaches
for further operationalization of the TRIZ Reverse procedure [14].

In Fig. 1, the latest version of this procedure, which has been developed and vali-
dated at HTW Dresden, can be seen. Besides the main process steps, the resources, e.g.
software-tools, are outlined. Compared to the classic TRIZ, the presently available selec-
tion of professional software solutions using a TRIZ Reverse is significantly smaller.
For the key word selection and search code creation, the research team has learned to
appreciate the open source software Voyant-Tools [15], a web-based reading and anal-
ysis environment for digital texts. For the identification of relevant patents and patent
clusters, the online analysis tool Patent Inspiration was finally selected.

2.3 Case Studies

During the past years, the research team of HTW Dresden has most of all focused in
improving the efficiency of patent analyses performed with TRIZ Reverse as well as
delivering a better user experience with the tool solutions provided, e.g. Patent Inspira-
tion. The specified procedure has been applied on patents with entirely different tech-
nologies and entirely technology readiness levels (TRL). In Fig. 2, three patents from
three different research institutes are outlined exemplarily. In all cases, new fields of
application and/or markets could be identified; in two cases, follow-up projects with
partners from the industry could be successfully initiated.
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il —

Real Solution Selection of Suitable Invention (Patent)  Researcher/ Transfer Org.
2 Abstract Solution Identification of Inventive Principles Voyant-Tools
3 TRIZ Reverse Creation of Search Word Code TRIZ-Matrix
4 Abstract Problem Research in Patent Database Patent Inspiration
5 Real Problem Analysis of Patent Code Map (Cluster) Researcher/ Transfer Org.

Fig. 1. TRIZ Reverse: 5-step procedure with resources.

A detailed description of the case studies is provided in Popova and Giinther [16].
In order to verify the effectiveness of TRIZ Reverse procedure, the authors conducted
frequently meetings with the patent holders and/or transfer managers of the involved
organizations. It was of upmost importance to gather feedback on the procedure and
tools applied. Additionally, the two researchers were able to objectify the different goals
and requirements of the patent holders. Depending on the specific patent exploitation
strategy, e.g. finding corporate partner versus starting own business, the individual search
codes has to be adapted; further details follow in Sect. 3.

Looking at the most time-consuming parts of the TRIZ Reverse procedure, the great-
est efficiency gain lies in the text analysis of the underlying patent or invention disclosure
(Step 2). Therefore, an Al-supported software for identifying the inventive principles
and engineering parameters of TRIZ intelligently would be desirable. For the patent
US10241539B2, in example, the search code ‘network AND feedback AND reliability
AND automation’ could be derived by applying the Voyant-Tools. Consequently, this
query can be processed with any patent database or software. An overview on the use of
Patent Inspiration [3] is provided in the following chapter.

Patent Analysis Application Field

DE102017123891: Biocompatible Original Scope:

molded part and method of making  Medical Care

a collagen-based layered materialto  New Approach:

develop a stable material Consumer Goods/ Packing

HTW Dresden, Faculty of
Agriculture/ Environ-
ment/ Chemistry

Max Planck Institute for US10241539B2: Self-synchronizable  Original Scope:

. network: A solution for synchroni- Automotive Industry
the Physics of Complex . ..
Svstems. Dresden zing a network comprising a plura- New Approach:
4 ! lity of interconnected nodes Earth Drilling (tbp)

. Invention Disclosure: Generation of ~ Original Scope:
Fraunhofer Institute for T g P

. X process heat through a mechanical Consumer Goods/ Packing
Process Engineering and . I .
Packaging IVV. Dresden impact pulse for the joining of plastic New Approach:
ging Vv, films, e.g. thin foil Textile Industry/ Fashion

Fig. 2. TRIZ Reverse: Case studies in cooperation with HTW Dresden.
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3 Patent Inspiration — Software Application

3.1 Case Study 1: From Medical to Consumer Goods (DE102017123891A1)

Patent Description. Biocompatible molding and process for the production of a
collagen-based coating material: The invention relates to a biocompatible molded part
made from a collagen-based layered material for use as an implant or cell culture sub-
strate and a method for producing a collagen-based layered material. The biocompatible
molded part for use as an implant or cell culture substrate has a collagen-based layered
material in which at least two layers of a swellable collagen material that are at least par-
tially superficially adjacent are cross-linked with one another by air drying. The method
for providing a collagen-based layered material includes several steps.

Similar Patents. Based on a content parts of the patent, similar patents will identify
a list of top 50 closest related patents. This can be searched in all patents, or in a specific
category of classification (A. Human necessities, B. Performing operations; transport-
ing, C. Chemistry; metallurgy, D. Textiles; paper, E. Fixed constructions, FMechani-
cal engineering ... G. Physics, H. Electricity, Y. General tagging of new technological
developments). Similar patents can identify new markets, where the similarity is on the
material and the application field is different.

Keyword Expansion. Find Related Terms — Selecting each keyword combination,
e.g. collagen layer, can be submitted to a related term identifier. The terms that appear
are word combinations with similar context. Collagen layer generates collagen sheet,
collagen membrane, fibroblast layer, collagen gel, collagen coating, dermal substitute,
collagen matrix, chitin layer, collagen layers, collagenous layer, collagen gel layer, col-
lagen scaffold, collagen substrate, collagen film, etc. All terms are worth to explore
expanding the search filter. Unusual wording is potentially used to hide patents, however
with related terms, these are incorporated in your search field.

aquaculture industy « beverage industry « bjotech industry « breedingindusty
chemical indus'[ry + chromumindusty « cOSMEtic industry « cosmetics inausty

culture industry « fishing industry food ind uStry - leather indUStry

mariculture industy « meat industry « medicineindusty « packaging industry
packing industry « paperinustry « pharmaceutical industry « planting industry

prOCeSS|ng |ndustry + productsindustry + protection industry « shelfish industry

Fig. 3. Industry extraction from patent pool 1 & 2.

Identifying Industries. By identifying patents containing collagen and biocom-
patible (bio-stable, biocompatible, bio-inert) in Title and Abstract, a list of 2044 patent
documents for the start of the research. By filtering a text pattern adjective:* industry and
noun:* industry the visualization below (see Fig. 3) shows packaging industry among
others. Once packaging industry was identified, a new filter was built with collagen
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AND packaging in Title and abstract (969 patent documents). Identifying the industries
in Fig. 3 show that removing the biocompatibility from the filter lead to a larger range
of industrial application of collagen-based packaging.

Now to explore the type of packaging in the patent pool, the properties and context
can be analysed. It illustrates the context in which the packaging is used, distilled by
the text pattern noun:* packaging. To distil the properties of the packaging, the pattern
adjective:* packaging is used. The resulting visualization is shown in Fig. 4. Note the
properties are adjectives part of a property spectrum i.e. rigid, flexible, soft are part of the
flexibility spectrum. In order to know what form of collagen product is used, collagen
can be taken as adjective and a pattern of collagen noun:* will generate the types/forms
of collagen. The word clouds can be utilized to explore new application areas and clients,
where the application field benefits from the variation in the patent.

abrasion packaging « antibacterial packaging « antifog packaging « ant-fog packaging « aseptic packaging - biodegradable packagin|

collagen-chitosan packaging + composite packaging + cosmetic packaging + degradable packaging + directional packaging

packaging « double-layer packaging « dry packaging dua|-barrier packaging + edible packaging

environmentally-friendly packaging + flexible packaging + food-grade packaging « frozen packaging « heat-sealable packaging

hermetic packaging « low-roughness packaging « m|croatmospher|c packag|ng + multi4aticed packaging

multilayer packaging « packaging « nitr filled packaging = it filled packaging = Pt d packaging « packaging
plastic packaging « preservative packaging « resistant packaging « rigid packaging « sausage-casing packaging « sealable packaging
sealed packaglng . secondary packaglng + softpackaging + square packaging
Stenle packag|ng « stick-type packaging « temperature-controllable packaging « tubular packaging « wear-fesistant packaging

Fig. 4. Context extraction of packaging by pattern noun:* packaging

Analyzing Clients/Competitors. Clients can be identified in the word clouds in the
Figures above. Alternatively, a company list can depict the highest activity in the domain
(bigger the fond the more patent activity). Selection can also be made based on existing
relations, proximity to organizations, research match etc. Once a client is successfully
identified, and is non-exclusive, the patent database can be utilized to create a list of
competitors in that area of patents. For example, below Fig. 5 shows the competitor list
of L’Oreal starting from their patents in the collagen/packaging domain. Thus, the case
study identifies patent DE102017123891A1 can be transferred from the medical domain
into the packaging/consumer goods domain.

3.2 Case Study 2: From Automotive to Earth Drilling (US10241539B2)

Patent Description. Self-synchronizable network: A solution for synchronizing a net-
work comprising a plurality of interconnected nodes provides a stable synchronized
state, especially for large scale networks. Signal transmission speed and the length of
each interconnection of the network is configured to cause a delay of the signals received
by a node from the other node of the interconnection which is larger than one millionth
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Fig. 5. Competitor analysis: L’Oreal in the collagen and packaging area.

of the free-running period of the controllable oscillator of the receiving node such that
Network-wide synchronization of oscillators is achieved for all nodes of the network in
a continuous self-organized process in interaction with the other node of the network.

Selection through Industries. As the title of this patent is self-synchronizable net-
work, it provides a good abstraction into where other domains (outside automotive)
require or have existing self-synchronizable networks. The filter is therefore made on
self-synchro* AND network, resulting in 2096 patent documents. Requesting industries
from this filter generates the word cloud in Fig. 6a. As an example mining industry can
be selected as a potential market. Not all patents mention the industry, so a related term
analysis of the keywords in the mining industry patents can bring a selection of words
to review in a text analysis of the patent pool. Figure 6b confirms 11% of the patent pool
contain related terms.

3.3 Case Study 3: ‘Mechanical Impact Pulse’: from Packaging to Textile

Patent Description. The patent approval procedure had not yet been completed at the
time of publication. Therefore, no further details regarding this invention will be outlined
in this paper.

Keyword Rifle Approach. Instead of the shotgun approach with limited keywords
in case study 1 and 2, here a multitude of keywords is used to have a smaller selection
of highly relevant patent documents, in this case 328 patents, a rifle approach. The filter
is shown in Fig. 7.

CPC Code Map & CPC Domain Map. A different way of identifying new areas
of application is the using the Cooperative Patent Classification (CPC) codes. Patent
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banking industry - carindustry « cainausty « catv industry « cetvarnousty « charging industry

chemical industry + communications industry - computer industry + construction industry

marketing industry « medicalindustry « mining industy « mMobile industry « il industry - paperindusty « pharmaceutical industry

sawetisnginausty « appliance nausty + gutomobile industry - automotive industry

dataindusty « e-commerce industry « electicindusty « @|lectronics industry « fimindusty « it industry

phone industry - power industry « processinginaustry + securityindusty « semiconductor industry
seniceindusty » storage industry « support industry « telecommunication industry
telemarketing industry « telephoneindusty « television industry + transport industry « twintech industry

utility industry « vastindusty « vehicleindustry « wireless industry

(@)

drill « drilldown - drilled « srier + driiling « dils « mMines * mining « mining applications « mining device

mining partitions « mining scenario « mining strip-mining « mining techniques « mining transformation + mining tunnel

vibration - vibrational - wtenesing « verstenguisea « worstonmotor « wrstonony + vibration-powered

mining disaster « mining industry mining inner + mining loop « mining machinery + mining manufacturer « Mining operations

mining tunnels « mining vehicles + Vibrate -+ vibrated - vibrates + Vibrating « vibrating-dissociating

vibration-proof « Vlbratlons + vibration-to-electic + vioratiomwater + viorato « \/irator - worators « Vibratory

Fig. 6.

(b)
a. Self-synchro* AND network in what industries? b. Mining industry key words.
Patents with thermal* in Title, Abstract or Root Claims
AND OR NOT Patents with fiber OR fibre in Title, Abstract or Root Claims
AND OR NOT Patents with thermoplastic OR plastic OR polymer in Title, Abstract or Root Claims
AND OR NOT Patents with join OR weld in Title, Abstract or Root Claims

AND OR NOT Patents with composite in Title. Abstract or Root Claims

Fig. 7. Filter on invention disclosure: Mechanical Impact Pulse.

publications are each assigned at least one classification term indicating the subject to
which the invention relates and may also be assigned further classification and indexing
terms to give further details of the contents. The CPC system has over 250,000 categories.
From this, Patent Inspiration built a 500 x 500 matrix that landscapes the patents in the
areas, and on top depicts the keywords of that area, shown in Fig. 8. An example area
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can be the fabric, yarn, web, filament in the mid lower region. The area can be zoomed in
and patents can be extracted for further investigation and/or be used for brainstorming.

Fig. 8. CPC Landscape in Patent Inspiration.

4 Beyond TRIZ Reverse — Implementation Challenges

4.1 Learnings from M&A

TRIZ Reverse is all about establishing a potential solution-level match between a technol-
ogy owner and a prospective licensee. It represents a necessary early step in establishing
technology transfers that will have an opportunity to become successful. Necessary,
but sadly, not sufficient. Research on Merger and Acquisition (M&E) activities in and
around the world of business consistently show that between 70 and 90% of relationships
end in failure [17]. Regarding the more specific scenario of large organizations acquir-
ing or licensing solutions from smaller, entrepreneurial enterprises (university spin-out,
micro-business or SME) — where Open Innovation is frequently cited as the primary
methodology for realizing connections — the success rate is considerably smaller. To the
point where it has become clear the secret to successful Open Innovation is to ensure it
isn’t open [18].

A deeper-dive into the reasons for the failure of an M&A attempt reveal that it rarely
if ever has anything to do with the technology, at least not directly. There are instances
where, particularly in the pharmaceutical sector, more innovation-savvy MNCs have
evolved businesses models that see them nurturing multiple incubator organizations
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knowing that a percentage will not deliver the promised new drug molecule. And there
are situations where a bet on a licensed technology won’t pay off because something
goes technically wrong during the transition through the Technology Readiness Levels
(TRL). Notably, the present case studies do not fall into this situation.

Taking these ‘technology failures’ out of the equation leaves the large majority of
overall M&A failures unexplained. When we dig into the dominant reasons, it becomes
clear there are two big areas of failure. The first concerns what might be considered
tangible business-related mismatches; the second concerns what might best be called
intangible-people issues. Both will be considered separately.

4.2 Business Mismatches

The top five business reasons for the failure of a technology-transfer related innovation
initiative are, in descending order of frequency:

1) Rule Of Three dynamics

2) Industry Cadence mismatches

3) Innovation Capability Immaturity
4) Innovator’s Dilemma issues

5) Unlearning Costs

Rule Of Three [19] — Every industry eventually evolves to contain three big players.
This first happens regionally, then nationally, then continentally, and ultimately globally.
It is very tempting for university spin-outs to target the biggest players to license their
technologies to, for the simple reasons they have the most money and access to the biggest
group of customers. What could possibly go wrong? Almost everything. The primary job
of the two biggest players in an industry is to avoid innovation. Paradoxically, they will
tend to have large R&D budgets, but the majority of this activity is about insurance and
creating an ability to respond should another player decide to disrupt the organization’s
current offerings. The third biggest player is the optimal target for the spin-out because
this is the player with the best combination of resources and desire to out-compete the
two biggest players. The third biggest player tends to be the innovator of the industry.
As do the fourth, fifth, etc. players, except their smaller market share means they usually
have less resources to commit to acquisition.

Industry Cadence — Some industries innovate faster than others. Every industry has
a certain step-change cadence. The automotive industry, for example, tends to launch
new models around every five years. In more capital-intensive industries, the pulse rate
is usually much slower because the investment in one generation of technology needs
to pay for itself before companies can afford to consider replacing it. In mining, one of
the slowest industries, the pulse rate is currently around once every thirty years. At the
other end of the spectrum, the digital industries expect to make step changes to occur
in months rather than decades. The problem for technology transfer attempts here is
all about timing. If a technology becomes available for transfer at the wrong time in
the investment cycle of the prospective industry, it will be very difficult for the large
organization to justify a purchase. Except — importantly — if they perceive a desire to
purchase a technology in order to ensure that a) other players don’t acquire it, and b) to
ensure they can keep it off the market.
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Innovation Capability Immaturity — 2012 saw the launch of the Innovation Capa-
bility Maturity Model (ICMM) [20]. Its intention has been to help organizations build
an ability to innovate more effectively. It currently identifies five distinctly different
Levels of Capability (s-curves), where Level 1 is just starting the journey, and Level 5
represents the half-dozen or so organizations on the planet that have evolved genuinely
systematic and repeatable ways and means of translating invested dollars into non-linear
new value. The message for prospective technology transfer solution providers is to seek
to transfer their solutions to large players with at least Level 3 and preferably Level 4
Capabilities. The challenge at this point in time, however, is that over three-quarters of
the large organizations on the planet are still at Levels 1 or 2. The heart of the challenge
for spin-outs, we realized after publication of the book, was that they in effect at Level
0 on the ICMM. Figure 9 shows the six (0-5) ICMM Levels.

ICMMO ) ICMMA1 ICMM2 ICMM3 ICMM4 ICMM5
(@ e \
i ( e 2 @
( % ¢ )\ /
(start-up) ( SEEDING CHAMPIONING MANAGING STRATEGISING VENTURING

Fig. 9. Innovation Capability Maturity (ICMM) Levels

Innovator’s Dilemma [21] — Christensen’s classic text is in effect a play-book for
large organizations, warning them about the disruptive threat caused by small start-
up disruptors. As such, it also offers significant insight, when applied the other away
around (Reverse Christensen?), as a playbook for spin-outs. In this context, the first
thing it would recommend is not turning up at a large company’s door with an offering
that is ‘superior’ to that company’s current portfolio of market offerings. Most start-ups
emerging from academia usually fail to grasp this paradoxical concept because the very
job of academia traditionally has been to move technology forward. The second thing it
recommends is presenting an ‘inferior’ solution to the prospective licensee in a manner
that helps them off-load their least valuable customers to the new solution.

Unlearning Costs — ICMM Level 3 technology acquirers are generally good at
calculating the costs, projected revenues and likely time-to-payback of a technology
acquisition. What they are very unlikely to be able to account for are the inevitable costs
of unlearning all of the things that they currently know that will eventually become
supplanted by the newly acquired technology. Level 3 companies know how to manage
‘sustaining’ innovations, but have no capability to disrupt themselves. Learning these
skills is one of the key things that define a Level 4 organization. This problem is clearly
related to the earlier ICMM issue, but merits its own place because it currently represents
an enormous hole in the knowledge-base of most economic and accounting functions in
most large organizations and therefore they have no ability to plan for it.

The good news with all five of these business factors is that they are all objectively
measurable and therefore offer those looking to license a technology solution to a third
party to make clear Go/No-Go decisions about which of the possible licensees are viable
or not. The bad news is that, in combination, the five heuristics will rule out 90 + %
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of what might initially have appeared to be a broad range of prospects. If this problem
is bad, it is nothing compared to the next five ‘people’ related challenges, because up
until very recently, none of these five were even measurable, and consequently, even if
M&A professionals thought about them, they would not be able to quantify whether any
of them well enough to either support or reject a prospective technology transfer, never
mind be able to rank one prospective licensee with another.

4.3 People Mismatches

The top five intangible emotion-related reasons for the failure of a technology-transfer
related innovation initiative are, in descending order of frequency:

1) Not Invented Here

2) Senior-Leadership Team Values Mismatch
3) Change Appetite

4) Red-World/Green-World Imbalance

5) Starter/Finisher Imbalance

Just because a parameter is difficult to measure, shouldn’t preclude making an
attempt. The whole measurement industry has been somewhat guilty of existing on mea-
suring what is expedient rather than what might actually be meaningful [22]. The com-
pany PanSensic [23] was established to begin tackling the problem. The main resource
the company’s technology taps into is the enormous amount of narrative data present in
the digital systems within and around an organization, from annual reports to technical
reports to, in high trust environments, email and other less formal forms. Because all the
five failure reasons have been visibly important for some time, each has been a focus for
measurement research activity over the course of the last ten years.

Not Invented Here — A majority of technical professionals are specialists. This is
the way society works: companies declare they need specialists, and academia is happy
to accommodate the request because that’s the way academia works too. The net result is
a self-reinforcing system. The problem arrives when a person who has spent their whole
career working in a particular technology domain encounters the TRIZ Reverse solution
from a completely different industry. They do not recognize it and tend to therefore
become threatened. Will it make their knowledge redundant? Will they lose their job?
The easiest way to fight the incoming threat is to criticize it. Ideally to the point where
their managers (people who probably don’t have the detailed technical knowledge) reject
the new solution simply because the effort to overcome the psychological inertia is not
worth the perceived benefit.

Senior Leadership Values — the individuals accountable for a purchase decision of
a new technology are critical with respect to how similar or dissimilar their worldview
and fundamental values are to the people offering the technology. Psychologist Clare
Graves devoted a lifetime to distilling human values down to a first principle level [24].
He identified eight step-change different value systems. Some of these values are very
egocentric, others very amenable to cooperation. Some are very calculating, others more
impulsive. Every individual has elements of many of the values systems (we are all born
with the same brain physiology), but usually one or possibly two dominant values.
Overall, we know that the success of communications between different individuals is
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heavily dependent on whether the dominant values are the same. If they are not, long-term
cooperation activities are highly unlikely to succeed.

Change Appetite — almost every leader in today’s world is expected to say that
they want and support innovation. Some of them mean it, but many do not. It is usually
possible to analyze public domain narrative (reports, websites, CEO speeches, etc.)
and use PanSensic to ‘read between the lines’ in order to establish the actual versus
spoken appetite for change within an organization. From the perspective of the inevitable
difficulties involved in any kind of disruptive technology transfer initiative, it is clearly
preferable for the technology owner to be able to collaborate with an organization that
is actually open for change, rather than merely says they are.

Red-World/Green-World — Red World is the world of Operational Excellence,
Green World is the world of innovation. The better an organization is at one of those
essential business activities, the worse it is likely to be at the other. This is because
everything that is ‘good practice’ in one World is likely to be the opposite in the other.
Good operational excellence is about following rules; innovation is about breaking rules.
Good operational excellence practice is about eliminating variation; innovation is about
exploiting variation. And so on. The critical measurement parameter here is the ratio of
Red/Green thinking capability inside an organization. When a new technology arrives
into an organization, lots of Green thinking is required; in order to work out how to
make money from the new technology, demands lots of Red thinking. Which inevitably
also means that when a new technology is going to be licensed to an organization, not
only do they need the right balance of Green and Red, but also to be able to dynamically
manage the inevitable transition from Green to Red.

Starter/Finisher — Individuals tend to be good at either starting new things (‘the
creatives’) or finishing them (‘devil in the detail’ ‘closers’), but rarely both. Meaning
again that when a disruptive new technology arrives into a licensing organization, they
need to have the right combination of starters and finishers. The spin-out tends to have
more starters. The licensee needs more finishers, but also needs them to be able to
work productively with the starters. This is not as easy as it sounds. In ICMM Level
1 organizations, for example, where the Starter/Finisher ratio tends to be very low, the
minority of Starters tend to be labelled as ‘viruses’ by the dominant Finisher community.
The idea being that, like all viruses, the best thing to do is eliminate them.

5 Conclusion and Outlook

In this paper, we have focused on two objectives. Firstly, we demonstrated — based
on three comprehensive case studies — how the TRIZ Reverse methodology can be
applied efficiently in order to find new fields of applications for existing technologies.
Additionally, we demonstrated the efficiency gain that results from the use of software,
e.g. Patent Inspiration for in-depth patent database research. Some novel findings were
thus obtained: The Case Study 1, based on the patent DE102017123891A1, showed the
opportunity of applying the new collagen-based layered material not only in medical
care/testing, but also in consumer goods industry/packaging. In the Case Study 2, based
on the patent US10241539B2, we could identify mining, earth drilling and vibration
management as a potential new application for a self-synchronizable network. Case
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Study 3, based on an invention disclosure, considered the alternative use of ‘mechanical
impact impulse’ technology in the textile/fashion industry.

Secondly, we analyzed in-depth the implementation challenges of the identified new
fields of application. After conducting the Business Fit tests (see Chapter 4.2), two of
the three candidates fail on at least one of the tests. The Earth Drilling opportunity
(Case Study 2) principally fails on the Cadence-related timing test. The textile indus-
try opportunity (Case Study 3) principally fails on the ICMM Level test, in that even
though the textile — or at least fashion — industry has a high change cadence (dominated
by bi-annual or possibly quarterly cycles). Case Study 1, relating to FMCG packag-
ing, however, passes all five of the Business tests and produces a list of candidate large
organizations where a meaningful technology transfer has a good chance of being suc-
cessful. It therefore remains exciting to observe how the three technologies will continue
to develop and if the People Fit tests (see Chapter 4.3) will be passed or not.

Regarding further research, the parent topics of Reverse Engineering and Open Inno-
vation will stay in focus. Given the fact that ‘only three to five percent of the patents
applied for, lead to economic benefits’, e.g. in Germany [25], the process outlined here
offers an immense potential for profit generation for all actors involved in the area of
innovation, knowledge, and technology transfer. Furthermore, the German Economic
Institute (IW) estimates that ‘the economy is sitting on unrealized assets of at least eight
billion euros’ [26]. It is necessary to develop promising technology transfer tools, e.g.
TRIZ Reverse, to open up new fields of application for given technologies (inventions
or patents). In this context, the growing use of generative Al tools, e.g. Large Language
Models (LLM) for patent analysis, lead to potential synergies between LLM and TRIZ
[27]. However, this will be not sufficient to be economically successful since Business
Fit and People Fit is just as important as Technology Fit.
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Abstract. This paper presents a system that uses a multi-stage Al analysis method
for determining the condition and status of bicycle paths using machine learning
methods. The approach for analyzing bicycle paths includes three stages of anal-
ysis: detection of the road surface, investigation of the condition of the bicycle
paths, and identification of substrate characteristics. In this study, we focus on the
first stage of the analysis. This approach employs a low-threshold data collection
method using smartphone-generated video data for image recognition, in order to
automatically capture and classify surface condition and status.

For the analysis convolutional neural networks (CNN) are employed. CNNs
have proven to be effective in image recognition tasks and are particularly well-
suited for analyzing the surface condition of bicycle paths, as they can identify
patterns and features in images. By training the CNN on a large dataset of images
with known surface conditions, the network can learn to identify common features
and patterns and reliably classify them.

The results of the analysis are then displayed on digital maps and can be
utilized in areas such as bicycle logistics, route planning, and maintenance. This
can improve safety and comfort for cyclists while promoting cycling as a mode of
transportation. It can also assist authorities in maintaining and optimizing bicycle
paths, leading to more sustainable and efficient transportation system.

Keywords: Al - Machine Learning - Image Recognition - CNN - Automatic
Detection - Conditions Analysis - Bicycle Paths - Surface Condition

1 Introduction and Related Work

1.1 Introduction

The research project Automatic Bike Path Analysis (ABPA) is being implemented by
Hochschule Furtwangen University together with Outdooractive and Hochschule Offen-
burg. Within the project, information on the condition and state of bike paths is collected
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and analyzed using an Al-based approach. This information can subsequently be used
in the areas of bike logistics, route planning and path maintenance. This paper presents
the conceptual approaches of the project, with a focus on the developed three-stages
analysis approach for determining the surface condition of bike paths. The study aims to
investigate how an image analysis procedure can be developed to analyze and classify
image material. The research question to be addressed is how a Al-based analysis pro-
cedure can be developed to enable efficient and reliable performance. Various methods
and technologies will be employed to allow for automatic and efficient processing of
large amounts of image data to obtain information about surface quality. The main objec-
tive of this research is to develop an efficient and reliable Al-based analysis method to
determine the condition and quality of bicycle paths. By collecting and analyzing infor-
mation about the bike paths, decisions can be made and targeted measures can be taken
to improve the bicycle infrastructure sustainably and meet the needs of cyclists.

The paper focuses on the development of the first analysis stage of the project, which
is the capture of the road surface. This stage has already been completed. The subsequent
stages of the research project are currently being addressed, and as a result, no results
are available yet.

1.2 Related Work

In the development of new mobility concepts, bicycles, e-bikes (pedelecs), and cargo
bikes have become indispensable. With the constantly increasing number of cyclists,
the demands on bike paths and all other routes that can be used by bicycles are also
increasing. The growing number of e-bikes and pedelecs in recent years has led to new
requirements for the use of bike paths.

Automated and continuous real-time analysis of bike paths does not exist in Germany
to date. The condition of the paths is currently determined through reports or targeted
inspections. For example, the General German Bicycle Club (ADFC) offers a way for
cyclists to report the condition of bike paths, but this is not automated. Cyclists submit
reports, such as a missing sign, pothole, or other ideas for improving bike paths, via an
online platform [1].

Another method is the measurement and analysis using a specialized measuring
vehicle that drives on specific bike paths. However, this approach does not allow for
continuous and efficient analysis of the condition and quality of the bike paths, as the
measuring vehicle is not constantly in use and also incurs high costs [2].

Efforts have been made to collect data on bike paths using bicycles equipped with
sensors. These sensors can record various data, including road surface conditions, air
quality, and even noise levels. Although this approach can be useful, it requires a sub-
stantial investment in specialized equipment and can only cover a limited geographical
area [3].

There has been an attempt to utilize algorithms and data from smartphone-equipped
bicycles to capture information about bike paths. This approach has shown promise in
providing a more automated and efficient method for analyzing the condition and quality
of bike paths. For this attempt the researchers used acceleration sensors of smartphones

[4].
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At University of Engineering and Technology Taxila, there was research on state-
of-the-art deep learning models (YOLOvS, SSD-mobilenetv2) for real-time pothole
detection on edge devices. Despite YOLOVS’s high mAP@0.5 of 95%, it exhibited
miss-classification and no long-distance pothole detection. Therefore, YOLOv4 was
concluded as the best-fit model for accuracy, and Tiny-YOLOvV4 for real-time detection
(90% accuracy, 31.76 FPS). The proposed approach aids road maintenance authorities in
efficient infrastructure repairs and has potential applications in self-driving and automa-
tion. Future extensions include detecting other pavement distresses, road depressions,
quality classification, and depth estimation of potholes, while accuracy limitations can
be addressed through modifications in real-time deployment [5].

For the ABPA project Al is the best practice method, because of the large and complex
datasets. In the field of image classification, Convolutional Neural Networks (CNNs)
have proven to be very successful. Several research studies have focused on the appli-
cation of CNNss to various problems. One such study is the thesis work of Sidiropoulos,
which was carried out at the Hamburg University of Applied Sciences. The work, enti-
tled “Application of deep neural networks for bicycle detection and classification,” deals
with the development and implementation of a neural network for image classification
and object recognition.

The work describes the process from data acquisition and manipulation to the creation
of simple CNNs with few layers, up to the complex implementation of a residual network.
The goal of the work is to develop a cost-effective solution for a bicycle counting system.
The software should be able to detect passing bicycles through a live transmission from
the camera and count them depending on their direction [6].

2 Method

The ABPA-System is composed of several components, including a smartphone app,
a cloud-based control system and various microservices for data storage, analysis, and
provisioning. To generate data, smartphones are attached to the handlebars of test users’
bikes and video data is recorded. These recordings are centrally stored and subsequently
analyzed using Al

2.1 Data Management

The project’s data management covers the aspects of data model, generation, storage,
access and safety. At Furtwangen University, the data generated by smartphones is stored
on a central server. The data model is based on two entities: Records and Location Data.
These two elements contain a mixture of structured meta and geodata that are associated
with recorded, unstructured video data. This enables effective analysis and utilization of
the collected data.

2.2 Data Access

RESTful web API server based on the Node.js framework Express is used. This server
enables not only the storage, but also the distribution of data by means of communication



A Multi-stage Al-Based Approach for Automatic Analyzation of Bike Paths 73

via different requests. In doing so, it connects to an artificial intelligence (ABPA-AI)
system and transfers the necessary data to it, such as geodata, video files and other
information received by means of a special smartphone app. This data is finally inserted
into a SQL table to provide a complete database for the ABPA-AL

Security is the focus of the Express Server’s work. To ensure that only authorized
users have access to the data, authentication is required. For this, a JSON Web Token
(JWT) is used, which is an open standard, and provides an easy way to authenticate and

transfer information about a user.
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Fig. 1. ER-Diagram of the SQL Database.

The structured data resides on a central server within an SQL database, the architec-
ture of which is depicted in the Entity-Relationship (ER) Diagram in Fig. 1. This data
is accessed and retrieved through SQL queries. The unstructured data - the video files
- have been given a lot of attention. These are small in numbers, in comparison to the
records and location data, but individual videos have high data volumes. Some videos
quickly reach several gigabytes, many videos together already terabytes, which is why
a highly scalable soltion for the storage is necessary. Currently, the videos are stored
on a dedicated dynamic server, which we will refer to as the NAS (Network Attached
Storage).

In order to cope with the increasing amount of data from new videos in the future and
at the same time to minimize the management effort and costs caused by the company’s
own server, the company is switching to an object store in the cloud. This data can be
accessed via Internet communication technologies such as REST API.

In our journey towards system optimization, we are transitioning our Express server
to NestJS and incorporating an additional image preprocessing service into our archi-
tecture. The server is going to send data to the image preprocessing microservice via a
GraphQL API. The image preprocessing service turns the video files into images and
crops out unwanted image elements among other processing steps. Once processed,
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the image information (file name and directory) is returned to the server. The server
then initiates the ABPA-AI through another GraphQL API, which leads to the final
classifications that are then stored in the SQL database.

User
(conected through
Smartohone A0p)

REST
«Flasks
Image Preprocessing

GraphGL

el

«Node js»
NestJS API Server

GraphQL

2]

«Databases «Network Attached Storages
Central SQL Storage NAS.Server

Fig. 2. Model view of ABPA System.

This enhanced architecture will be demonstrated in an accompanying Module view
(see Fig. 2). Please note that, as this project is ongoing, the actual implementation may
slightly differ from the proposed architecture. However, this description serves as a
comprehensive framework that is guiding our development trajectory.

2.3 Data Collection

To successfully train an Al model, a comprehensive data foundation is essential. The
better the processing of the data, the better the results achieved by the Al In addition
to locating and collecting training data, additional preprocessing steps are required to
create a meaningful information base.

Initially, the AI model used in the ABPA project was trained using open-source
datasets, as no proprietary video data was available at that time. The utilization of open-
source datasets allowed for the initiation of the training process and the development of
the Al model without relying on proprietary resources.

Although open-source datasets may have certain limitations, they were comple-
mented by additional processing and integration of self-generated image material to
expand the data foundation and enable more specific classification. Alongside the advan-
tages, there were also challenges to overcome. The quality of the data could vary, neces-
sitating careful verification and filtering to separate blurry or unreadable images and
utilize only relevant and high-quality data for training.

The employed dataset includes the classification of three surface conditions: paved
unpaved, or cobblestone surfaces. It should be noted that weather-related aspects, such
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as rain or dirty road surfaces, are not included in the dataset. Before the open-source
datasets, which were available in the form of videos, could be read into the model, they
had to be divided into individual frames. This allowed for the generation of approximately
90 thousand images for training. Subsequent processing steps include cropping, relevant
image sections and filtering out blurry and unreadable images. Although these prepro-
cessing measures reduced the training data by around 40%, this loss is compensated by
the increasing quality of the data.

In addition, the data foundation was supplemented with video material recorded
using the ABPA app, which is centrally stored. The development of the app facilitates
the process of recording bicycle routes and transmitting them to a central system. The
app is user-friendly and does not require any specific technological knowledge or skills.
Utilizing smartphones as recording devices, users can capture videos of bicycle routes in
a fast and uncomplicated manner. The videos are then automatically transmitted to the
system, where they are subsequently analyzed using an algorithmic procedure. A key
advantage of utilizing smartphones lies in the ability to collect a large amount of data
through multiple route recordings, enabling improved training of the Al. The results in
higher accuracy and reliability of the algorithmic procedure.

Thus, the training material consists of both open-source data and self-generated
image material captured using the ABPA app. Incoming videos are continuously pro-
cessed and incorporated into the existing data to achieve the largest possible data founda-
tion. This also includes a broader classification framework, as weather-specific aspects
are gradually incorporated into the training of the AI model in this step, allowing for a
more specified classification.

Overall, the combination of open-source datasets and self-generated image material
from the ABPA app proved to be an effective strategy for constructing an extensive and
diverse data foundation for training our Al model. Despite the challenges and limita-
tions associated with open-source datasets, careful preprocessing and the integration of
additional data established a solid basis for improving the accuracy and reliability of our
algorithm.

2.4 Multi-stage Analysis

The ABPA projects features a pivotal component that involves an Al-based analysis
procedure for capturing and evaluating information about bicycle routes, particularly
pertaining the to their condition and surface quality. This information is analyzed and
evaluated through a three-stage process, which encompasses the analysis of surface
quality, condition, as well as additional features and characteristics, such as the analysis
of road and path boundaries (see Fig. 3).

This process enables the collection of comprehensive and precise information about
bicycle routes, which is of utmost significance for future decision-making and actions.
Below, we describe each of the three stages in greater detail.

Stage 1: Surface Detection. In the first stage of the analysis procedure, recorded video
data is used to detect and classify the surface of the bicycle route. Various visual features
are examined to determine the surface characteristics, including texture, color, shading,
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Fig. 3. ABPA Analyzation Stages.

and edges. Analyzing these features enables the classification of the surface into dif-
ferent categories. Ultimately, the different surfaces are categorized as either “paved”,
“unpaved” or “cobblestone”. This allows for the determination of the underlying sub-
strate of the bicycle routes. This stage utilizes Al-algorithms, such as convolutional
neural networks (CNNs) and image processing techniques, to extract and analyze the
visual features of the recorded video data.

Stage 2: Examination of Condition. In this stage a comprehensive analysis of the
condition of the roadway is conducted. The video data captured through the ABPA
app is utilized to assess the current state of the bike path. The analysis focuses on
potential problem areas that may compromise road safety, such as potholes, cracks,
or other objects on the bike path. By identifying these issues, the ABPA project can
contribute to improving road safety on bike paths by enabling responsible organizations
and governmental agencies to quickly identify and address them. For the second stage,
the SSD MobileNet V2 Object Detection Framework is employed. This framework
provides high accuracy and efficiency in object detection. It is based on a Single-Shot
Detector (SSD) approach, enabling rapid and precise object detection. By utilizing the
framework, we can reliably identify potential problem areas on the bike paths, such as
potholes or obstacles.

Stage 3: Detection of Surface Characteristics. In the third and final stage, the captured
data is examined for specific characteristics and properties of the subsurface. These
properties may have an impact on the rideability and safety of the bike path. Examples
of these properties include roadway width, the presence of physically separated bike
lanes, barriers, or other structures. These properties are detected and labeled using Al
applications. For this stage, we also employ the SSD MobileNet V2 Object Detection
Framework. By utilizing this framework, we ensure reliable and fast detection of road
characteristics such as bicycle lanes and barriers. This contributes to a comprehensive
assessment of bicycle paths and enables targeted measures to enhance traffic safety and
user-friendliness.

This work focuses on the development of the first stage of analysis in the project,
which has already been completed. In this stage, the emphasis was on developing algo-
rithms for the detection and classification of the road surface. Currently, the subsequent
stages of the project are being addressed, including the examination of the road condition
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and the detection of surface characteristics. These two stages are still in the develop-
ment phase, and as a result, final results are not yet available. Efforts are being made to
develop algorithms and techniques using object detection to analyze the road condition
and identify specific surface properties.

2.5 Analysis Methods

An Al model has been trained which is capable of partitioning incoming video data
into individual frames and reliably analyzing and evaluating the ground conditions and
characteristics. In this process, classification is carried out into either paved or unpaved
surfaces. For the analysis, a dedicated Al system consisting of powerful components was
developed by the research team, which works up to 30 times faster than conventional
computers during Al analyses.

The machine learning framework used in this process is TensorFlow, an open-source
framework developed by Google for executing machine learning algorithms. By connect-
ing a powerful GPU, as is the case in this project, training image classification models is
significantly accelerated. Another significant advantage of using TensorFlow is the use
of the open-source deep learning library Keras, which explicitly builds on TensorFlow
and provides additional capabilities that simplify programming of neural networks.

Convolutional Neural Networks (CNNs) were utilized for the development of the
proposed method, as they are well-suited for processing image and video data and have
proven their effectiveness in applications of image recognition, computer vision, and
machine learning. In a CNN, the training data is filtered as input through multiple layers
of neurons, with certain processes performed on the data in each of the layers. The
Convolutional Layers analyze the incoming images for features and extract them into a
result matrix, which is then sorted based on its importance and relevance in the Pooling
Layers. In the final layer, the input data is classified into the aforementioned categories.

2.6 Training Data

The first stage of analysis aims to detect and classify the surface condition of the path. This
model has been trained to recognize three different surface types: asphalt, cobblestone,
and unpaved paths (see Fig. 4).

paved unpaved cobblestone

Fig. 4. Example of training data frames.
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To train the model, large amounts of image data were required. Approximately
90 thousand images were used for the first stage of development. With the help of
these data, it was possible to automatically detect and classify the surface condition
of paths. By using the open dataset “Road-Surface-Type-Classification” from the data
science platform Kaggle, the first stage of the procedure could be carried out faster and
easier. However, care was taken to ensure that the datasets used were sufficiently large
and representative to ensure high accuracy in detecting the surface condition. Another
advantage of using datasets is that the model is already capable of analyzing initial
images even before being “trained” by additional images and metadata.

3 Results

As aresult, the model can be quickly deployed, and the results of the initial analyses can
be immediately utilized.To evaluate the performance of the model, 20% of the training
data that did not influence the training process of the model was used for testing. The
performance was assessed based on the F1-score, and a confusion matrix was created
on a class level to measure the accuracy of individual classes (see Fig. 5). This approach
allowed for the identification of the strengths and weaknesses of the model, enabling
targeted improvement to be made to the model’s weaknesses, and overall performance
to be improved.

paved

unpaved

Actual class

cobblestone

paved unpaved cobblestone

Predicted class

Fig. 5. Results of the confusion matrix presented as a heatmap.

The initial analysis results, which included classification into categories of paved,
unpaved, or cobblestone surfaces, showed promising results. The Al model was able to
correctly classify surfaces in over 95% of cases. However, as the current dataset does not
include some weather-related aspects, such as wet surfaces, it is regularly updated with
self-captured images via the ABPA app, and the model is retrained based on new data.
Additionally, all other categories resulting from the inclusion of ABPA video data in the
dataset are incorporated into the AI model’s training. Common classification errors are
also analyzed to identify and optimize categories that may be more error-prone.
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Data is being collected for analysis stages not yet completed, including data that
contains identified problem areas or characteristics. Moreover, synthetic data is generated
for suitable surface damage or objects that should be recognized by the ABPA-AI,
allowing for preliminary training without the need for large amounts of data.

4 Conclusions

The presented paper demonstrates the feasibility of an Al-based approach for analyzing
bicycle paths, with a focus on the first stage of analysis - the detection of the road
surface. The low-threshold data collection method and the use of convolutional neural
networks (CNNs) have proven to be effective in reliably detecting and classifying the
surface condition. For authorities responsible for maintaining bicycle paths, the results
offer a more efficient way to assess and monitor their conditions. They can respond
more quickly to problems and invest in maintenance more purposefully. Additionally,
the analysis results can be used in the fields of bicycle logistics or route planning,
ultimately improving safety and comfort for cyclists and promoting cycling as a mode
of transportation.

The study is part of a larger research project aimed at collecting and analyzing infor-
mation about the condition and quality of bicycle paths using an Al-based approach. The
project’s three-stage analysis approach provides a comprehensive method for determin-
ing the surface condition of bicycle paths and enables efficient and reliable performance.
Using various methods and technologies for the automatic and efficient processing of
large image data sets, the information can subsequently be used as a basis for decision-
making and action to improve bicycle paths and meet the needs of cyclists in the future.
The results of this research project can ultimately contribute to a more sustainable and
efficient transportation system. The results of the research project are being examined
with regard to scalability and transferability. The concept and findings of this study can
also be applied to other types of roads or different types of infrastructures. For instance,
the developed analysis approach could be used for monitoring and assessing pedestrian
pathways or motor vehicle roads. There are already ideas for further follow-up projects.
One example of this is research into an additional analysis stage to identify obstacles
for barrier-free mobility. However, other research topics are also being considered. For
instance, the recordings could be examined to determine whether further information
can be extracted and utilized.
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Abstract. The automatic processing of handwritten forms remains a challenging
task, wherein detection and subsequent classification of handwritten characters are
essential steps. We describe a novel approach, in which both steps - detection and
classification - are executed in one task through a deep neural network. Therefore,
training data is not annotated by hand, but manufactured artificially from the
underlying forms and yet existing datasets. It can be demonstrated that this single-
task approach is superior in comparison to the state-of-the-art two task approach.
The current study focuses on hand-written Latin letters and employs the EMNIST
data set. However, limitations were identified with this data set, necessitating
further customization. Finally, an overall recognition rate of 88.28% was attained
on real data obtained from a written exam.

Keywords: Intelligent Character Recognition - Handwritten Character
Recognition - Automated Form Processing

1 Introduction

Despite the prevalence of digital technology, paper forms continue to be used in various
contexts, often due to legal requirements or user preferences. Many applications still rely
on paper forms that are filled out by hand, such as surveys, job applications, medical
records or government forms. Automating the processing of these forms can save time
and reduce errors compared to manual data entry [1, 2].

Other applications for automated form processing is the processing of health records
[3], the processing of bank cheques [4] or the processing of job application forms [5].
Our use-case is the processing of printed exams, where the possible answers are given by
capital Latin letters (“A”, “B”, ..., “Z”), which must be entered into a table. For further
processing, the letters in the table must be recognized by our system (see Fig. 1).
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Fig. 1. A tableis printed on the lower right side of the paper. Each column represents one question.
Each question must be answered by a capital Latin letter.

Automated form processing is strongly related with Character Recognition, which
can be categorized into (a) the recognition of machine printed characters, which is substi-
tuted by the term Optical Character Recognition (OCR) and (b) Handwritten Character
Recognition (HCR). HCR can further be divided into online- and offline systems. In gen-
eral, online systems use the runtime input (e.g. the trajectory of the input pen), whereas
offline systems are based on pixel images, often obtained by scanning a printed page
[6-9].

Whereas HCR focuses more on the classification part of the cropped image itself,
Intelligent Character Recognition (ICR) is a broader term that addresses the character
recognition task in different conditions, e.g. in forms, on plates, in pictures (called “text
in the wild”) [10, 11].

Common approaches of HCR in forms and ICR involve six different processing
steps (see Fig. 2): (1) data acquisition, (2) preprocessing, (3) segmentation, (4) feature
extraction, (5) classification and (6) post-processing [2, 6, 7, 12—16]. The next section
summarizes the Literature concerning each of the six processing steps.

Data Pre- Segmen- Feature Classification Post-
Acquisition Processing tation Extraction Processing

Fig. 2. The six processing steps for Intelligent Character Recognition (ICR).

2 Related Work

1. Data Acquisition: The form to be processed is scanned or photographed. The result
is obtained as an bitmap image of formats like JPEG, PNG etc. [9, 17]. (Whether
lossless compression is necessary depends on the further process steps).

2. Preprocessing: Various techniques, such as binarization, complement, size normal-
ization, morphological operation, noise removal using filters, thinning, cleaning tech-
niques, filtering mechanisms, thresholding, and skeletonizing techniques are applied
to eliminate undesirable elements from the image [18, 19].

3. Segmentation: The preprocessed image is decomposed into sub-images containing the
individual characters. If tables are used, parallel lines and the horizontal and vertical
space can be used as features to extract the table regions [20-23]. As of 2014, the
“Regions with Convolutional Neural Network (CNN) features” method (R-CNN) has
been developed [24], which locate single or multiple targets in digital images. This



Intelligent Character Recognition of Handwritten Forms 83

approach has been evolved towards Fast-R-CNN [25] and Faster-R-CNN [26] models,
which are also called target detection models [27]. These models can also be used
to detect the position and the structure of tables in image-based documents [28, 29].
Meanwhile more complex models like YOLOvS, YOLOvV7 [30] or Detectron2 [31]
became popular for detecting targets in images, e.g. a fine-tuned YOLOvVS network
has been trained for License Plate Recognition [32, 33] or for detecting Sui script
characters in endangered archives [34].

4. Feature Extraction: From the decomposed sub-image a vector of features is derived.
These features can be categorized in Global-Features (Fourier Transforms, Wave-
lets, Hough Transforms, etc.), Statistical Features (Zoning, Crossing and Distances,
etc.) and Geometrical Features (Strokes, Chain Codes, etc.) [7, 35]. However, these
features are strongly related to the underlying classification method and with the
upcoming of the CNN and its variants, feature extraction is applied implicitly by the
CNN itself in the convolution layers.

5. Classification: The extracted features are mapped to a specific character. There are
various techniques used for classification, which can be categorized into Artificial
Neuronal Networks (ANN), Kernel Methods like Support Vector Machines (SVMs),
Statistical Methods, Template Matching Techniques and Structural Pattern Recog-
nition [11, 14, 35]. However, in recent times ANNs became more popular and they
outperform SVMs: the current 8 best image classifiers for EMNIST-Letterset [36]
all are ANNs [37], archiving an accuracy from 95.96% to 93.65% [38—42]. Even
less complex ANN-Models consisting of only 6 CNN-Layers and 2 Dense-Layers
combined with Batch-Normalization- and Max-Pooling-Layers achieve a 90.59%
accuracy on the EMNIST-Balanced Letterset [43].

6. Post-processing: After character classification, several techniques can be imple-
mented to enhance HCR accuracy. One of these techniques involves using multiple
classifiers to classify the image, which can be utilized in parallel, cascading, or hierar-
chical ways [44]. To further refine HCR results, contextual analysis may be conducted
by considering the document and geometrical context of the image to minimize the
risk of errors.

3 Datasets

The approach presented here uses ANN for the classification task. However, for training
the ANN much training data is required and even specialized data augmentation meth-
ods which use trained decoder networks to generate variations of the sample characters
require 200 and more samples for each class [40]. Therefore, it is advantageous to be able
to use existing datasets. For Latin letters, the EMNIST-Letterset [36, 45] became popular
and is also used by our approach. There exist different subsets of the EMNIST-Letterset,
but the “EMNIST Balanced Letter” dataset consisting of 3000 samples (shape of 28 x
28 pixels) for each of 47 classes fits best to our classification problem. The 47 classes
represent the characters ‘0123456789 ABCDEFGHIJKLMNOPQRSTUVWXYZabde-
fghnqrt’. Samples of the lowercase letters ‘ijklmopsuvwxyz’ were merged with the class
of their corresponding uppercase letters. However, in our approach only characters A-Z
are to be detected (Fig. 3).
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YANLFYAANETLPNFDOCSHI P
NEFZWI3T hT KA FPI3ZKZFHTE S

Fig. 3. The first 40 characters from the EMNIST Balanced Letterset. Each sample has a shape of
28 x 28 pixels.

4 Initial Approach

4.1 Architecture

Our initial approach for recognizing the handwritten letters of the exam show in Fig. 1
was based on the six previously described steps as follows:

1. Data-Acquisition is done with the help of a document scanner, which generates 300dpi
image of the page in PDF format. If the page contains grey-scaled colors only (e.g.
the student writes with a black pencil), the scanner automatically binarizes the image
whereas colored pages (e.g. the student writes with a blue pencil) are stored with the
according RGB information.

2. Pre-processing: Our form is provided by a table consisting of two rows and up to nine
columns. The table is always printed at the lower right edge of the paper and for easy
detection, we added two unique meaningless abbreviation “yhg” and “zhg” at the
upper left and lower right side of the table (see Fig. 4) serving as markers. With the
help of existing OCR application like tesseract [46], these markers and their position
can be detected and the table can be cropped from the whole page at the markers
position. Then, all cropped images are converted into gray-scale images and stored
without compression as images in PNG format.

.....

Fig. 4. Segmentation of the table is based on text marker detected with tesseract [46].

3. Segmentation: As the position of the table is known due to the markers and the shape
of the table is well defined, the position of each cell can be calculated and its content
can be cropped. Each cropped image of each table cell is then resized to 28 x 28
pixels (according to the EMNIST dataset) and stored as a PNG image (Fig. 5).

¥ )

' \ |

Fig. 5. Segmentation of each letter by cropping the hardcoded the positions of the cells.
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4. Feature Extraction and Classification are both performed in one single task by a
CNN similar to the one presented in [43]. In order to be comparable with existing
approaches, we used all 47 classes although we only need to recognize the 27 classes
A-Z. The CNN was trained on the EMNIST Balanced Letter Dataset consisting of
3000 samples (shape of 28 x 28 pixels) for each of the 47 classes. 2600 samples
were used for training and for validation (thereof 80% training, 20% validation).
400 samples were reserved for testing. An accuracy of 89.23% for the validation
and 89.02% for the testing-dataset was achieved. (Our accuracy is below the 90.56%
presented by [43], however no pre-processing was executed and the CNN was adapted
to 28 x 28 image size) (Fig. 6).

@ Conv2D ' BatchNormalization @ MaxPooling2D ' Flatten . Dense @ Activation ' Dropout

Fig. 6. The architecture of the CNN: Every two convolution layers are followed by Batch-
Normalization and MaxPooling, Softmax is used for Output Layer. Detailed description in
[43].

5. Post-Processing: The classified letter with the maximal probability is chosen and no
further post-processing is executed. Figure 7 shows the result applied to the first eight
samples of the EMNIST data set.

Fig. 7. The first 8 letters of the EMNIST dataset and their predicted character by the CNN. All
predictions are correct, letter ‘f” and ‘F* are accumulated in one class.

4.2 Results

Using the proposed approach above for classification of the letters in our exam, the
CNN achieved an accuracy of only 44.46% (5 epochs, no data augmentation). However,
comparing the EMNIST-letters (Fig. 7) and the cropped letters (Fig. 8) show, that the
cropped letters are smaller since the writers usually don’t exploit the full cell size. In
order to improve the cropping, a region of interest (ROI) extraction approach similar to
the one used for the EMNIST-Letterset could be used [36], but due to artefacts derived
from the cell borders and accidentally drawn dots and dashes this approach is error-prone.
However, it turned out that this effect can easily be compensated with data augmentation



86 H. Grabowski

by zooming out the images of the training set with a factor up to 3, which improved the
accuracy up to 81.93%.

f I R 2 1 J ' P
R E F B I J I Q

Fig. 8. Eight letters cropped from the table and their predicted classes. First line shows the pre-
diction without data augmentation, second line with data augmentation.

Further investigation revealed the following remaining problems:

e Cropped letters: Letters are not written exactly inside the table cell, but protrude from
the bottom or top of the cell (e.g. the first letter ‘B’ in Fig. §).

e Unaligned cells: The paper was scanned at an angle and the cropped images contain
border line artefacts from the table (e.g. lower side of the last cell containing the ‘P’
in Fig. 8).

e Misplaced letters: From the 2646 cells of 49 exams 86% (2285) are written inside
the table cell correctly. 14% of the letters are written outside the table, because the
user corrected himself. From these 2285 letters 1872 (81.93%) letters are classified
correctly with the CNN. However, the letters outside the table haven’t been segmented
and classified (Fig. 9).

yheb 1 2 3

=y | X

32022 T 6/23

zhg

Fig. 9. Misplaced letter: ‘I’ is written below the table.

The overall recognition rate incorporating the misplaced letters calculates to 70.75%.

5 Advanced Approach

5.1 Architecture

To overcome the segmentation problem motioned above, a more advanced approach
has been developed, which improves the segmentation of the letters and handles the
placement of the letters above or below the table. A YOLOvVS model was used as target
detection model and trained to detect the letters in, above or below the table. In order
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become independent from hardcoded cell positions and sizes, the model was trained to
detect the printed digits above the letters, too (Fig. 10). In the Post-Processing step, the
position of each digit is determined and the letter in the corresponding column can be
derived. If the model detects more than one letter above or below the digit, the detec-
tion with the highest probability is taken. (Since the EMNIST-Letterset doesn’t contain
printed digits, for classifying the digits a separate CNN similar to the one presented in
Sect. 4.1 was trained with printed digits).

yhes 1 2 gém m4m 5
Pl .
022 8123 022 T

Fig. 10. Segmentation of digits and the letters with the YOLOv5s model. Letter outside the table
are detected, too (right).

For training the YOLOv5 model, 756 letters were marked by hand and aggregated in
on single class. A YOLOVS5s (small) model with an image size of 640 pixel was trained in
100 epochs. A mean Average Precision (mAP) with Intersection over union (IoU) larger
0.5 was achieved in 99.5% of all samples of the validation set (mAP_ > 0.5 with 99.5%)
and all digits were detected correctly. The detected letters are then cropped, resized to
28 x 28 shape and classified with the trained model presented in Sect. 4.1. However,
the letters cropped with the YOLOVS model fit in size to the training letters, so no zoom
out during the data augmentation was necessary. Letters or digits left or right outside the
text markers position (e.g. ‘yhg8’ and ‘zhg’) are ignored, if they might occur.

5.2 Results

Using the YOLOv5s model for segmentation, we detected 2634 out of all 2646 (99.54%)
letters, 12 letters were not detected (e.g. the corresponding digit was not found, because
it was painted by the writer). From the 2634 detected letters only 1733 (64.79%) were
classified correctly. Figure 11 shows the cropped images and their predictions.

B(0.24) t(0.41) F(0.82) B(0.72) 1(0.99) J(0.96) J1(0.46) P(09.95)  F(0.72) I(0.96) X(0.99) W(0.24)

Fig. 11. Classification of the segmented images and their probabilities. Left: The artifacts caused
by the cropped table borders create classification issues (‘B’ and ‘J* with low probabilities < 0.5)
Right: If two letters occur in one column, the one with higher probability (‘X instead of ‘W) is
taken.

Using the new approach, nearly all (99.54%) letters are detected, but the classification
accuracy of each letter decreases form 81.93% down to 64.79%. Further investigation
reveals, that the YOLO-network crops the letters in full size, which leads to more artefacts



88 H. Grabowski

inside the cropped images caused by the table borders (Fig. 11, letter ‘B’ and letter ‘T’).
These lines are represented by high values, but not part of the EMNIST training dataset,
so that their impact is high, which leads to higher rate of wrong classification. The overall
recognition rate decreases to 65.50%.

6 Final Approach

6.1 Architecture

To overcome the classification and segmentation problem, we generated our own train-
ing data by using the EMNIST dataset and projected the letters into the table cells at
randomized positions. Both, the segmentation and the classification task are executed
by the YOLO-network. A variety of empty tables were scanned and into, below and
above the empty tables arbitrary letters from the EMNSIT dataset where projected. The
letters (28 x 28 shape) were resized with bilinear interpolation to fit to the table size. To
increase variety, resizing was executed horizontally and vertically in a random way and
random rotation up to 10 degree was executed. Additionally, the letters were eroded with
a3 x 3 kernel in 1 or 2 iterations to make the stroke thinner. To enable the recognition of
digits, a digit was syntactically generated and projected into each sample. The bounding
box of the letters and the digit were calculated and stored in the corresponding label file.
Figure 12 shows one sample of the generated dataset including the calculated bounding
boxes.

Fig. 12. 18 letters and one digit are projected into the table cells with random spatial deviation.
The bonding boxes are calculated during the projection.

6.2 Results

For training 12533 samples were generated and the YOLOvVSs model was trained during
100 epochs. A bounding box regression loss (box_loss) of 1.3%, a classification loss
(class_loss) of 1.5% and a mean Average Precision (mAP) at IoU (Intersection over
Union) threshold of 0.5 (mAP > 0.5) of 91,1% was reached. Figure 13 shows the
classification results with the trained YOLO-model of one sample.
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Fig. 13. Segmentation and classification of the letters with the trained YOLOvVS model.

From 2646 letters 2631 letters (99,4%) were detected, 2235 (84.95%) of these letters

were classified correctly leading to an over-all recognition rate of 84.46%.

6.3 EMNIST Shortcoming

When the incorrectly classified letters are analyzed, the following causes are detected:

1.

Letter ‘O’ and digit ‘0’: Frequently instead of letter ‘O’ the digit ‘0’ was recognized.
It turned out that in the “EMNSIT Balanced Letter” dataset letter ‘O’ and digit ‘0’
look the same (Fig. 14, line 1 and 2).

. Letter ‘I’ and ‘L’: Frequently, letter ‘I" was classified as ‘L’. In the “EMNIST Bal-

anced Letter” dataset letter ‘I’ (lowercase ‘L’) was merged with the class of letter
‘L’ (uppercase ‘L’) and letter ‘i’ (lowercase ‘I’) was merged with ‘I’ (uppercase ‘T’).
However, it turned out that by some writers ‘I’ (uppercase ‘I’) and ‘I’ (lowercase
‘1’) look equal (just a vertical stroke). This leads to the effect, that letter ‘I’ is fre-
quently classified as ‘1’ (lowercase ‘L) which belongs to the class ‘L’ (uppercase ‘L).
Figure 14, line 3 and 4 illustrates the problem.

. Letter ‘F’: Frequently, letter ‘F’ was recognized with low probability or even wrong

classified. We observed, that some writers write the letter ‘F’ like a ‘T’ with a hor-
izontal stroke in the middle (Fig. 15, middle). However, the EMNIST data set does
not contain this shape of ‘F’, which leads to wrong classifications.

. Crossed out letters: Crossed out letters are not part of the EMNIST data set, but

they are still classified by the system. Some of these are classified even with high
probability, because no negative examples were trained.

O0QQ200C0DOOLCLOIOO2D0O0
(\T 14l /vy e 2Z72 0 00007
[ CtL/ZN N2 /N P20 74101 )L

Fig. 14. First 20 samples of class ‘O’ (first line), of class ‘0’ (digit 0) (the second line), of class
‘I’ (third line) and of class ‘L’ (fourth line) from the EMNSIT Balanced Dataset.
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£\ K3

Fig. 15. Crossed out letters are falsely classified (left). The letter ‘F’ comes in two shapes (middle,
right), but only one shape (right) is part of EMNIST data set.

To overcome these limitations, we switched to the “EMNIST By_Class” dataset,
which doesn’t merge small and big letters. From this dataset we extracted 2400 sam-
ples for each of the following letters only: ABCDEFGHIJKLMNOPQRSTUVWXYZ.
Numbers and small letters are omitted. Further on, we added 240 own written samples of
letter ‘F’ in shape presented in Fig. 16 (first line) in a new class called F2. Additionally,
250 samples of own generated crossed out letters were added (Fig. 16, second line).

Fig. 16. New added classes: ‘F’ in alternative style (first line) and crossed out letters (second
line).

Using the customized data set, the YOLOVS model was trained again similar to
Sect. 6.1. Based on this new trained model, from 2646 letters 2637 letters (99.66%)
were detected, 2336 (88.59%) of these letters were classified correctly leading to an
over-all recognition rate of 88.28% (Table 1).

Table 1. Comparison of the different approaches.

Used Approach Dataset for training Overall recognition rate
Fixed cell cropping, CNN for EMNIST Balanced Letter | 70.75%
classification

YOLOVS based cell cropping, CNN for | EMNIST Balanced Letter | 65.50%
classification

YOLOVS for segmentation and EMNIST Balanced Letter | 84.46%
classification
YOLOVS for segmentation and Customized dataset 88.28%

classification
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7 Conclusion

The current state-of-the-art methodology for recognizing handwritten characters in forms
involves the execution of segmentation, feature extraction, and classification stages as
distinct tasks. However, the use of a CNN enables the simultaneous execution of both
feature extraction and classification stages in a single task. In this research article, we
demonstrate that all three tasks, namely segmentation, feature extraction, and classi-
fication, can be effectively executed through a single deep neural network. The study
employed the YOLOVS5 model, which necessitated the synthetic generation of training
data from the underlying form and the EMNIST data set. Using this approach, the recog-
nition rate could be increased significantly and even letters written outside the form could
be recognized correctly. However, our analysis revealed multiple limitations associated
with the aforementioned data set. As a result, we developed a customized version and
demonstrated its efficacy in improving the recognition rate up to 88.28% .

Obviously, the recognition rate is not high enough to execute fully automated exam
correction. To overcome this limitation, we developed an interactive system that superim-
poses proposed letters on the corresponding bitmap for subsequent human verification.
In cases where incorrect corrections are made, a human operator is required to man-
ually enter the accurate letter. Despite the need for human intervention, this system
considerably reduces the time required for correction by a factor of approximately five.
Additionally, to ensure further accuracy and provide a means for self-verification, the
bitmaps along with the final determined letters are transmitted to the examinee via email.
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Abstract. This paper describes a TRIZ-like innovation methodology; Innovation
Logic. The three steps of the method are WISH; what are the desired values, SHOP:
where can areas be identified for tech transfer and CREATE: variation of properties
for better function. The paper demonstrates the benefit of using innovation logic
within the application of Al and text mining in the worldwide patent database. A
strong ‘Rosetta stone’ effect is the translation of functions into verbs, properties
into adjectives and context into nouns. The paper furthermore discusses context
relating mechanisms and special text patterns that facilitate the application of
Innovation Logic in patent literature. The tool used for the implementation of
Innovation Logic into the patent database is Patent Inspiration, selected for its
unique liberty in conduction advanced text analysis.

Keywords: Innovation Logic - Artificial Intelligence (Al) - Text Patterns -
Patent Research - TRIZ - Inspiration - Artificial Creativity - Patent Inspiration

1 Innovation Logic — Text Patterns

1.1 Introduction

Innovation logic is a methodology that like the TRIZ method was mainly built based on
patent literature research [1]. Patent text analysis tools have confirmed property function
relations within patents [2], one of the pillars of the method. Innovation Logic for new
product or process innovation and problem solving is condensed in three distinct steps:
wish, shop and create.

Wish. Wish is the part of innovation logic where customer or client requirements are
researched. They are classified in the four value factors: performance, harm, interface
and cost [1].

Shop. Shop is the taking these wishes as well as any challenge connected to our product
or process and abstracting the challenge into a formula that connects the challenge to
other industries or domains. An open innovation map is built surveying all industries
that can bring inspiration toward solving each specific challenge.
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Create. Create is the part where properties of your system are challenged. By varying
properties the resulting new system can create new or improved functions. Several tools
can indicate what variations are beneficial. The simplicity of this approach and wide
applicability across industries has shown great benefit over the more learning-curve
intensive methods, where the complexity does not necessarily result in enhanced outcome
[2]. Its simplicity furthermore brings easy integration across industries, as well as in the
translation to text analysis or Al

1.2 Text Patterns in Innovation Logic

Within Patent Inspiration [4] semantic text analysis can identify three patterns as noun:*,
adjective:* and verb:*, with the “:*” as an indication of search nouns (and not the word
noun). In the same way number:* will research numbers. (e.g. ISO number:* will identify
ISO norms). As an example case study, the patents with ‘artificial intelligence in title
and abstract were selected, a pool of 67553 patents. Figure 1 shows the top 100 verbs
in the same sentence with artificial intelligence, the functions. These visualizations are
word clouds, the larger the font, the more hits relatively.

advantaged « analysing « annotating + approved « asking « attacked « authorized « awakening « binding « caching « categorizing « chatting
cloud - clustering + compiling « conflating + consutting « crawiing + Crowdsourcing « debugging + decrypting
deducing + denoising « dep|0yed . encoding « encrypting - endowing « explaining + explored + exporting
forecasted + formulated + framing + grabbing - highlighting + nostng + jmporting - inferring « inteorking « iterating
labeling - tvia - leveraging - locking « log + mastered + mined + named -+ networking « parked + parsing
perfected + personalized + pooling « pose « posting « preprocessing + pre-processing
querying « questioning + queuing « ranked « reform « replying « researched « refraining « reviewing « routing
segmenting « seted « standardizing « stimulate « stretching « substituting « succeeds « summarizing * surveying
tagging targeted . text « thinking « treating « trusted « understood « unlocking « validating « vectorized + voice

Fig. 1. verb:* in same sentence with “artificial intelligence” pool.

Wish. Finding the performance of a product is distilled by identifying its functions.
As functions are expressed in verbs, one can query: verb:* in the same sentence with
product. For harm elements patterns like decrease noun:* or avoid noun:*. Some terms
will generally find their place in this category such as environment* friendly, being
environment friendly or environmentally friendly etc. For interface patterns that bring
good results are easy to verb: *, or self*. The cost elements can expressed as verb:* cost
or noun:* cost [2].

It is important on what part of the patent the research is performed. Title and abstract
will give a summary, claims the solution and the description depicts the problem and a
more textual version of the solution. As an example, Fig. 2 shows a convenience pattern
as easy to verb: *
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sasy to achieve « easytoadapt « easytoadd « easytoalign « easyto analyze * easy to apply + easy to cause « easytochange + easytocheck + easytoclass
asy to clean « easytocollect « easytocomprehend « easy to control « easytoconverge « easytocount « easytocrack + easy to create + easy to customiz
easy to deploy - easy to detect - easy to determine - easytodevelop + easy to distinguish + easy to expand « easy to express
easy to find - easy to generate - o - «asroree - €asy to identify - easy to implement
easytointegrate « easy to interfere « easy to learn - easy toloosen « easy to maintain « easy to measure + easy to modify « easyto mount
easytomove « easytonavigate « easy to observe + easy to obtain - easy to occur - easy to Operate « easy to perform
asytoplay + €asy to popularize « easytopredict « easytoprocess « easy to produce « easytoprovide « easytopull + easy to put + easy to read
easy to realize - esytoreceie + easytorecognize + easytoreft + easy to remember - easy to replace - easyoreuse + easy to search

easy tO SEE - easyloselect « easytosell « easy to set « easytoshow « easylosiip « easylostore « easy fo take « easylotrack « easytotrain + easytotransfer

easy to understand - syt - essytougrase - easy tO USe - s « easytovisuaiize

Fig. 2. Easy to verb:* pattern in artificial intelligence patent pool.

Shop. There are several approaches to automate analogy across products and processes
[5, 6], however the simplicity of text patterns outweighs the inaccuracy of automation.
If the list of problems to be solved connected to a problem is not given, a text pattern
noun:* problem and verb:* problem can already indicate a series of problems in the
product patent pool. Secondly, modifiers (increase noun:*, decrease noun:* or stabilize
noun:*) indicate abstract challenges ideally suited to for open innovation mapping.

If a set of challenges is selected, their abstract formulation is used to build a new
filter. (e.g. controlled release). Within the pool of patents around e.g. controlled release,
there are several approaches to identify the other domains or industries.

. noun:* industry and verb:* industry
. noun:* in title

. CPC Code analysis

. code map [3]

. domain map [3]

DN AW~

Once the domains are identified, the solutions can be explored, or subgroups can be
questioned in terms of technologies (noun:* technol* or verb:* technolo*) or effects
(noun:* effect or adjective:* effect or verb:* effect).

Depending on the challenge at hand, further slicing and dicing can be performed on
materials, elements, units etc. [3] to explore the potential technology import into your
specific domain. Figure 3 shows the pattern noun:* industry in the artificial intelligence
patent pool, showing where Al is mainly deployed as referenced in patents.

Create. Create is based on the property-function relations and varying properties to gain
new or improved functions. Patent analysis to support innovation or engineering design is
an active domain [4], however rarely the core property-function relation is explored and
implemented. Earlier research [2] indicated the pattern adjective:* to verb:* uncovers
those relations across industries. For any product the following patterns work:

e adjective:* product: a list of properties of that product. The adjectives can than fur-
thermore be clustered in property spectra (i.e. flexible, bendable, jointed, etc. within
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aerospace industry « agriculture industy « ai industry - awemaiennausy « gUtomMobile industry + aviation industry « banking industry « beverage indus
breeding industry « susiness inausty + car industry - card industry -+ care industry + sinsinasty - chemical industry - clothing industry
communication industry « computer industw « computing industry + construction industry + consumer industry « defense industry + design industry
device industry « education industry - electronics industry « energy industry « ennceringinsusty - enterprise industry - entertainment industry
niyinausiy  equipment industry - estate industry - fashion industry « fim industry - fnancialncustry - fOOd iNAuStry - gaming industry
gas industry « goods industry « health industry « healthcare industry « nospiaityincusty + hotel industry + information industry
insurance industry - intelligence industry - iessinnssty « internet industry - itindustry « logistics industry « machine indu:
machiningindustry « managementindusty « manufacturing industry + media industry + mobile industry + movie industry + music industry - oil industr
aganiztoninusty + payment industry + petrochemical industry + petroleum industry + DOWET INAUSETY « process industry + processing industry
production industry + recognition industry « recreationindustry + restaurant industry « rovatindustty « security industry + semiconductor industry
service industry - services industry - suemisnamasi - skeletonindusty + software ndusty  sps st - steel industry - target industry - wainessy
technology industry - telecom industry - telecommunication industry + telecommunications industry « teieision inaust « testing industry « textile industry

tobacco industry + transportation industry « travel industry « twemsnausty + twintech industry « wityinausty « visualization industry + water industry

Fig. 3. Text pattern noun: * industry in the Al patent pool.

a flexibility spectrum). Principles, trend steps and heuristics, can easily be brought
back to property changes, expressed in adjectives [6, 7].

e adjective:* product over time [3] will indicate trend lines or the time certain property
variations in your product appear within the patent literature.

e noun:* product will indicate the context in which the product is used. Instead of a
property flexible toothbrush a noun:* toothbrush gives the context, e.g. dog tooth-
brush. There is always a degree of overlap as some words can be interpreted as both
anoun as an adjective.

e verb:* in the same sentence with product will list the functions of the product. In a
more advanced way, adjectives can be connected to verbs, as depicting which property
enables the product to perform a new or better function.

Figure 4 shows the different properties of the algorithms by applying adjective:*
algorithm pattern. Figure 5 shows the pattern noun:* algorithm indicating the different
context of the algorithms.

Iboost algorithm « adaptive algorithm « artificial algorithm « based algorithm « bayesian algorithm « classifier algo

control algorithm + deep-learning algorithm - evolutionary algorithm « fitting aigorithm + fuzzy algorithm

genetIC algorlthm + greeay aigoritm « hash algorithm - intelligence-based algorithm
inte”igent algorithm + intenval algoritm « jterative algorithm « k-means algorithm
‘hine-learning algorithm - matching algorithm - meta-learning algorithm « muttipie aigorithm « new algori
| algorithm -« parallel algorithm « predetermined algorithm « random algorithm « recursive algorithm « rule-based &
algorithm « statistical aigorithm - traditional algorithm - trained algorithm - traversal aigorithm « visual alge

Fig. 4. adjective:* algorithm pattern showing the properties of the different algorithms.
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ai algorithm - analysis algorithm - classification algorithm - clustering algorithm - colony algorithn
control algorithm + core aigorithm + data algorithm « decomposition algorithm + descentaigoritm « (Jetection a|gorithm
diagnosis algorithm « encryption algorithm « enhancement algorithm « estimation algorithm « evaluation algorithm « extraction algorithm
forest algorithm « fusion algorithm « generation algorithm « identification algorithm « |earning a|gorithm

machine algorithm « matching algorithm « mining aigorittm + model algorithm - network algorithm
optimization algorithm - ranaigertim « planning aigorithm + prediction algorithm « processing algorithm
propagation algorithm « recognition algorithm - recommendation algorithm -« regression algorithm « scnecuing aigoritim
search algorithm « segmentation algorithm -« selection algorithm + similarity algorithm « software algorithm + swarm algorithm
target algorithm -« tracking algorithm « training algorithm « tree algorithm « vision algorithm « yolo algorithm

Fig. 5. noun:* algorithm pattern showing the different context of the algorithms.

1.3 Special Text Patterns

Patterns can be very domain specific and can be beginnings or endings. Figure 6. Shows
an example special pattern, the pattern self* in the Al patent pool. More examples of
special patterns that rely on the structure of language are given below:

*lity: what are all reliability, flexibility, controllability, etc.

*less: what was trimmed out, wireless, frameless, etc.

self*: selfcleaning, etc. identify self-functions.

anti*: identifying harms or problems.

*ase: enzymes end with -ase.

*ene: most polymers end with -ene.

*mab: Monoclonal antibodies end with -mab.

Se|f - seit-aaptation - seit-adapting - self-adaption - self-adaptive - seadusing - s

self- nent - self ents + gelf-attention - seff-aware « self-checking « sefi-cleaning

self-consistent - self-contained - seif-control « seif-correction - self-defined - self-describing

slf-diagnosis « seir-directed « self-driving « self-encoding + self-executing + selr y « seligenerated « self-healir

slf-help - selfie « self-improvement « self-improving « self-inspection « self-learn « self.lea rning - self-lockil
self-management « seft-monitoring + self-organization + self-organizing - seif-propelled - self-reported

Self_ser\nce « self-sufficient « 3e|f_3upervised « self-supervision « self-teaching - self-test « self-training

Fig. 6. Example special pattern, the pattern self* in the Al patent pool.
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2 Innovation Logic - Al

2.1 Related Terms

Even though context is the differential factor of two domains, by comparing context
around a word to which other words have the closest context, related terms can be iden-
tified. The patent database is exemplar for this Al due to its richness in scientific knowl-
edge. For example, using Antimicrobial as the related term, will result in identification
of terms such as antibacterial, antifungal, bactericidal, antibacterial agent, bacteriostatic,
anti-biofilm, fungicidal material, anti-fungal effects, bacteriocidal properties, antialgal,
microbicidal, biocidic, anti-algal etc.

The benefit of related terms is to be able to identify all related keywords to your patent
search, as it is not evident that antibacterial means biocidic. A second benefit can be to
reflect on why some words are present that at first view look like they have no place in
the list. For example, when searching for related terms to mineral exploration one of the
terms down the list appears as precision agriculture. The connection between mineral
exploration and precision agriculture has identified a fertile analogy for technology
transfer (drones, mapping, soil scans etc.). Figure 7 shows related terms to ‘artificial
intelligence’ as a way of defining the concept.

approximate reasoning + @rtificial neural networks « computational intelligence + computer science « data mining
decision theory + @Xpert system -« expert systems - fuzzy 10gic « fuzzy logic systems « fuzy neuralnetworks + fuzzy set theory
1y systems + human intelligence + inductive logic programming « inference engines « intelligent systems « knowledge acquisition

knowledge engineering + knowledge-based + knowledge-based systems + |earning methods - learning system
:arning systems - learning techniques - machine learning - machine learning algorithms
machine learning approaches + machine learning component -+ machine learning techniques - machine-learning
natural language processing - natural language understanding - neural nets « neural network techniques
neural networks - reinforcement learning « wiebased reasoning + rule-based system

Fig. 7. Related terms to artificial intelligence.

2.2 Competing Companies

Finding competing companies, on a very specific domain is not easy. Companies compete
in some domains but not in others. How to identify the closest competitors to a specific
patent portfolio is important. Based on the pattern of classification codes the company’s
patents are in, and combined by their patent content, closest matches are identified in
competitor analysis [3]. Finding competitors of your clients can identify new potential
clients. The patent data analysis is the only accurate competitor identifier based on their
(patented) technology. If a better or cheaper supplier is sought, similarly, competitors of
your supplier can be better, closer, greener or cheaper suppliers.
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2.3 Similar Patents

Similar to related terms, every patent is indexed in terms of its properties e.g. context,
content, classification, etc. Based on the properties, the patents with closest match are
listed in a list of top 50 similar patents [3]. So every patent document is given a form
of ‘digital’ fingerprint based on the content. The patents with a similar fingerprint are
identified.

3 Current Developments and Opportunities

3.1 The Interface

Many impressions of Al mostly rely on the correct interpretation of full text or conver-
sational input, and the output being in a human like answer format. Although some of
the answers are mediocre, the user is mostly content with the format in which the answer
is given. Further developments will focus on the human like interface of the knowledge
tool.

3.2 Mapping Tools

Within the potential interface, Al can be reduced to gluing all report steps into a premade
innovation report without any user interaction. Problems can be distilled from a com-
pany’s patent pool on a given product. The software can identify similar domains, and
propose the differences as design specs as described in Patent US8600735B2 Directed
variation of systems and processes.

3.3 Automated Idea Generation

With Innovation Logic property variations, hundreds of product variations can be
proposed. There are several ways to filter the morphological variations [9, 10]:

1. based on values (wish) in which results can be organized by more performance, less
harm, easier or more cost effective

2. based on their existence in other domains, if the patterns of property -function relations
have shown benefit in other industries.

3. based on evolution patterns in technology, similarly to TRIZ-trends, if the variation is
more recent in other domains or follows a more complex property step, that benefits
the user.

4 Conclusion

To enter Al and text pattern fields with prior knowledge in Innovation Logic or other
TRIZ-related methods proves beneficial. If text mining technology is allowed in an
organisation’s searching of documents, TRIZ-like minds know to think in terms of.

¢ function that are enabled by properties, in verbs and adjectives.
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trend steps in property variation on degree of complexity (e.g. full-hollow-porous-
capillary).

trimmed out items in */ess or *free (e.g. jointless, leadfree etc.).

value categories e.g. easy to verb in convenience.

abstract problem formulations to connect to other domain solution space.

industry defining adjectives for market exploration (e.g. food industry or pharmaceu-
tical packaging).

The benefit of Al and text mining tools into patents bring the combined strength of

the worldwide knowledge into the patent data derived innovation logic [1].
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Abstract. The aim of this work is to rediscover one of TRIZ’s best-known tools,
the Pointer to geometric phenomena and effects. It is part of a large group of
pointers that also includes that to physical effects, to chemical effects and to spe-
cific technologies. They were introduced by Altshuller as direct tools for solving
a problem. Easy to use but difficult to construct, these tools largely remained on
paper, with the exception of the pointer to physical effects, which instead has
had numerous software implementations, including recent ones. Studies on the
geometric one, on the other hand, are stuck in 1989, in the never-translated book
by Vikentiev and Yefremov. The authors’ work started from there, translating it
from Russian, recovering what had already been done and developing it at its
weakest points. In the absence of a rigorous theoretical basis, they worked on a
definition of geometry and the nature of the relationship between the geometry of
an element of the system and its functionality. The concept of multilevel shape
and topology was introduced, and material was added to the list of pointers. For
the construction of the libraries that enable the pointer to function, a systematic
working methodology was developed that benefited from the latest text mining
technologies, including large language model, named entity recognition, syntac-
tic parsers, and others. These were appropriately combined to recognize design
features and geometries from natural language documents taken from patents. In
this paper we show both the methodological path to build the library and a demon-
stration of how to integrate libraries of geometric effects within dynamic pointers
to existing physical effects.

Keywords: CAI - Computer Aided Innovation - Al - Artificial Intelligence -
Problem-solving - Pointer to Physical Effects - Pointer to Geometric Effects -
TRIZ - Patents

1 Introduction

There are several pointers in the TRIZ methodology toolbox: Pointers to physical, chem-
ical, and geometric phenomena and effects, Pointers to specific technologies that can
have a wide range of applications. Pointers are probably the easiest tools to use in TRIZ,
but they are not easy to create [1].

The only tool that has had any luck to date is the Pointer to Physical Effects, while
of the others there are no noteworthy implementations. A Pointer to Effects is a tool
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[2] whose purpose is to suggest to the problem solver one or more physical, chemical,
geometric, or technological effects with which he can realize the design function. To
make it work, it is necessary to have a special library that links the effects database to the
functions. In almost all state-of-the-art implementations [3—11], the operating scheme is
similar and is based on Function Oriented Search (FOS) [12]. The user selects a function
from a list of predefined verbal actions, or from a combination of technical parameters
plus one of the following verbal forms “increase, decrease, maintain or measure” [13]
to obtain the list of effects relevant to it.

To date, there are tools that only work with physical effects, while chemistry and
geometry have been strongly neglected.

Furthermore, the association between functions and physical effects in the vast major-
ity of applications does not take into account the application context in which one is
operating and does not disambiguate between the different meanings a verb may have.
Moreover, if the desired verb is not found, one must look for a ‘neighboring’ verb that
will not always be truly relevant. In addition, the expression of the target function for the
sake of simplicity is in any case simplified and reduced to a simple verbal action (e.g.,
flying at low altitude becomes flying, breaking without making noise becomes breaking,
etc.).

To overcome these limitations, at least partially, dynamic versions of the pointer
to (physical) effects have also been proposed, capable of linking the function and the
physical effect from a technical text (patent or scientific literature) by means of textual
analysis with syntactic parsers and dependency patterns [5, 14].

The idea of exploiting already existing solutions to extrapolate function-effect pairs
is terribly topical if we consider the sudden progress in the field of Artificial Intelligence
(AI) that is changing the world of Computer Aided Innovation (CAI) and, in general, of
all activities in which Problem-Solving techniques are applied.

The use of Artificial Intelligence makes it possible to rediscover tools that are now
obsolete or tools that had little luck in the past, due to the limitations of the means avail-
able in the era in which they were conceived, giving them new life through integration
with modern technologies that restore their credibility and make them extremely suitable
for the contemporary world.

We can think, for example, of how thanks to word embeddings [15] Gervasoni
was able to reduce the verbal forms of English (over one million) to a predefined set
of functional actions, i.e. capable of producing an effect on the object that receives
this action; the functional actions are about 100,000, ordered hierarchically according to
semantic relations, sorted into classes of meaning according to Beth Levin classification.
The study of the semantic relationships between functional verbs used in the patent
database also made it possible to calculate the conceptual distance of a verb with the
other verbs in the DB, regardless of the semantic relationship it may have with that verb.

The possibility of being able to make use of a tool like this is the basis of the
rediscovery of the pointer to geometric effects proposed in this work.

The aim of this article is to revive this TRIZ tool by restoring the dignity and credibil-
ity that this pointer variant was never able to enjoy. This research is a demonstration of the
feasibility of the project and brings a real-life example of how with modern technology
it is possible to largely overcome the limitations of past methodologies.
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The content of this article is structured as follows. Sect. 2 is dedicated to the state
of the art of geometric effect pointers. In Sect. 3, the methodological proposal for the
creation of a pointer to geometric effects in a modern key using Artificial Intelligence
technologies is described. In Sect. 4, the implementation of the methodology within
software is hypothesized. Section 5 concludes the article with an explanation of the
limitations of the methodology and possible future developments.

2 State of the Art of Pointers to Geometric Effects

The first and last real attempt to create a database of geometric effects dates back to
1989, when T. L. Vikentiev and V. I. Yefremov published in the Soviet Union the book
“The curve that will always go to your rescue. Geometry for inventors™ as part of A.B.
Seljuckij’s collection “The rules of the game without rules” [16], which was only avail-
able in Russian and is difficult to find today. Apart from this work, with the exception
of a few other scattered publications by the same authors, there are almost no other
references to this tool, which has in fact been completely abandoned.

In the aforementioned book, Vikentiev and Yefremov devote a chapter to each of the
geometries selected to compose the database of geometric effects, then divide them into
separate paragraphs according to the respective functions these geometries can perform.
For each of these functions, at least one example from the patent world is also given.
The book never gives a strict definition of what a geometric shape is, there are spheres,
ellipses, parabolas, the hyperboloid, just as sand and in general granular bodies, brushes
and related structures, various types of helix, and non-orientable surfaces such as the
Mobius strip and Franz Reuleaux’s triangle are also considered geometric shapes.

The text is full of examples, but the contents do not follow a coherent and scientific
organizational logic, sometimes lacking comprehensibility, especially when reference
is made to patent applications without an image of the patent being shown.

To date, it is complicated to access images of Soviet Union patents because SU
patents are often reported in incomplete form on international patent portals, especially
as regards images. These patents can be found only by combining searches from different
national databases exclusively in the Russian language such as the official website of
Russian Federal Institute of Industrial Property (https://new.fips.ru/registers-web/) or
Yandex patent database (https://yandex.ru/patents).

The number of geometric effects contained, which in total amounts to about 30
different geometries, although small, is still significantly large to explain how a geo-
metric effects pointer might work. His idea of relating a function to a geometry, then
digging through patent sources to find concrete examples, is also extremely interesting
and absolutely topical. Furthermore, the idea of including geometries not conventionally
considered as such, like the brush, in his database is very original and opens the way for a
whole series of geometric shapes to be included in a new database that do not necessarily
have to be the classical ones. It may therefore be worth thinking about exploiting the
technologies available to the contemporary world, first and foremost Artificial Intelli-
gence, to attempt to carry out a task that can now be done much more efficiently and in
proportionately less time.


https://new.fips.ru/registers-web/
https://yandex.ru/patents

106 D. Russo et al.

The work proposed by the authors takes into consideration only a few geometries;
it is therefore intended as a purely didactic purpose, as a first step towards a more com-
prehensive work that takes into consideration the thousands of geometries that could
potentially enrich the library. For each of the geometries listed above, in each paragraph
the authors describe a different function that can be performed by exploiting this geo-
metric effect and give at least one patent taken as an example. The approach followed in
constructing the library is therefore to start with a chosen geometry, identify a number
of patents in which it is employed and finally extract functions (expressed as functional
verbs) from these.

For the sake of conciseness, we have been mainly concerned with explaining the
technical feasibility of an actualization of Vikentiev’s work in the Al era, postponing in-
depth studies of the more conceptual and methodological aspects underlying this work
to future publications. Only the authors’ thoughts on how a functional design geometry
should be defined, how a function should be expressed, what the relationship between
geometric effect and physical effect is and in what ways the geometric effect can be
integrated into a dynamic pointer will be mentioned here.

3 How to Build a Dynamic Pointer to Geometric Effects Today

Let us now describe the steps of our innovative methodological proposal for the con-
struction of a modern pointer to geometric effects. First, it is necessary to define exactly
what will be considered a “geometric effect” and, therefore, to define the limits of which
geometries can be included in the effects database.

3.1 Towards a Definition of Geometric Effect

In the TRIZ literature there is no proven definition of a Geometric Effect, just as the state
of the art lacks a complete library of geometries, but only sporadic examples appear,
which, in most cases, cannot be traced back to a strict definition of geometry.

It is therefore necessary to put forward an initial hypothesis towards a definition of
a geometric effect. Let us consider that each element of a technical system contributes
alone or in combination with others to the fulfilment of one or more functions. How does
such an element do this? The geometric effect helps us to answer this question.

Each designer projects a part of the system with a specific shape and then decides
which material it should be made of and by which manufacturing process. The manu-
facturing process affects the properties of the part based on how its constituent elements
are distributed among each other within the part. Think for example of a carbon fiber
composite and the study that is done to give it stiffness in specific directions.

For simplicity’s sake, we will call the external geometry of the part “shape” and
“topology” the distribution of the part’s constituents within it. Topology, as biomimetics
teaches us [17], can be seen at many different levels of detail (macro, meso, micro, etc.).
The geometric effect tells us how a part can contribute to the fulfilment of a function,
enabling a specific behavior or physical property, regardless of the material it is made
of, thanks to the combination of its external shape and the topology(s) with which the
internal material is distributed.
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The concepts of topology and shape, as well as the material, do not depend on
the scale with which the system is analyzed, but are intrinsic characteristics of each
component or its parts.

According to FBS theory, the function is the goal of the product, which is realized
by a behavior, that is, the way in which the various components of the system (structure)
act with each other. The novelty introduced by the authors lies in the representation
of a functional model of the system in which I no longer have to explain how the
geometry of an element affects its behavior, (and with these the goal), but how its shape,
its topology along with the material it is made of, independently determine its final
behavior. Depending on the obviousness of this link, the behavior can be reported more
or less explicitly. The proposed tool was structured according to this assumption [18].

Enabling effect Examples

External
Shape

Topology
(Filling)

Material

Fig. 1. Examples of enabling effects for reducing wheel vibration.

Material, shape, and topology can be individually decisive in enabling the main
function, or they can be dependently connected to each other. For example, let us imagine
that we need to find a solution that enables a wheel to reduce vibrations due to uneven
terrain. The designer can act on the material by choosing a more or less rigid compound,
or by choosing to use several materials such as steel wire, rubber and ply. He can act
on the shape by changing the wheel diameter and modifying its tread by adapting them
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to different ground conditions. Finally, it can work on the wheel topology by choosing
between tubeless, solid or honeycomb topologies. An example is shown in Fig. 1.

Let us then consider the wing of an airplane and its function of lifting the aircraft
into the air. In this case, the material and topology, while clearly important in reducing
the weight of the wing, certainly play a secondary role compared to the external shape
of the wing. It is precisely the shape of the airfoil that allows for a greater pressure area
under the wing and a lower pressure area above the wing, thus enabling the physical
effect of lift and thus fulfilling the main function of the component, which is to enable
flight.

3.2 Creating a Geometric Effects Library

The collection of effects built by Vikentiev and Yefremov required a lot of work in terms
of time to search and select the most suitable patents for its purpose. Nowadays, Al tools
allow this information to be extracted much more easily and quickly.

In order to create a library of geometric effects, it is necessary to know how to extract
sentences from a corpus of documents that contain descriptions of how a component of
a technical system, through its geometry/shape/topology, is able to perform a function.
It is therefore first necessary to isolate the sentences that contain the objective function
and then to cross-reference the parts of the text that express this function with those that
contain the geometric relation.

As far as function management is concerned, we made use of the library of functional
verbs constructed from the patent DB and which has already been described in the article
[15]. The system handles about 100,000 functional verbs linked to 2000 main verbs
selected from Beth Levin’s classes. The greatest limitation of this system is that it is
currently only possible to select a single verb and not an actual complex sentence in
which to specify the action plus the adverb of manner, of time, of place, of quantity,
of evaluation as well as expressions specifying its meaning and mode of application.
Despite this limitation at this early stage of development, the system we had at our
disposal was nevertheless sufficient to build an initial library to test the system.

The main advantage of this function management system, although limited, is that
for each proposed verb we are always sure to get a solution as well as a list of other
related verbs to use as additional triggers. In fact, when the user enters a verb, the system
can calculate the distance to other verbs already in its database and suggest a list of
further functional verbs that are close in meaning. In this work, this tool was used to
create an automatic expansion of the source verb.

As regards the handling of geometries, we initially only had Vikentiev’s 30 geome-
tries available. To these were added the regular geometric figures that are easier to find
in the literature. In order to complete the list with the unconventional geometries, which
are the vast majority, it was necessary to come up with an innovative search method.
To accomplish this task, we made use of tools called NER - Named Entity Recognition.
These tools are very useful for automatically recognizing the presence of a technological
feature within a sentence written in natural language. There are many of them but none
of them are already capable of recognizing our entity. It is therefore necessary to train
them by providing a dataset appropriately tagged with lexical expressions indicating a
geometry.
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Since there is no strict definition of geometry, the selection of the dataset was par-
ticularly onerous. To speed things up, a Large Language Model (LLM) from Open Ai
was used, which was queried as to which geometries were the most characteristic and
iconic for each branch of knowledge, science, and technology.

The last step was to find out when the desired action and the geometry coexisted in
the same sentence and were causally connected. If the geometries were connected to the
verb in the sentence, constituting the real enabler for the function, they were added to
the database of geometric effects.

Some examples of the type of sentences needed to create the library of Action-Effect
relations are reported in Table 1.

Table 1. Extracting the link between function and geometric effect.

EP4134557 The scerew (3) according to claim 1 or 2, wherein an auxiliary threaded
portion (35) is spirally disposed on said shank (32)

CN104766676 The stranded cable of claim 1, wherein each of the plurality of first
frangible composite wires and the plurality of second frangible
composite wires is helically stranded to have a lay factor from 10 to
150

DE19629824 Instead of a single-screw worm could also be used here as a conveying
spiral or screw conveyor

EP2231427 shock-absorbing damper (12), a load-bearing spring element (14)
designed preferably as a helical compression spring

JP2022120306 the insulative layer includes an insulator spirally wound around the
inner conductor and interposed between the inner and outer conductors

CN202355861 A spiral condensing pipe is communicated between

the distillate collecting ball and the communicating pipe

KR10-2418718

a flexible duct having a hermetic structure formed spirally and formed
to have a tubular shape so that a fluid moves therein

CN200958733 the plane of the spiral lamp tube body and the top surface of the lamp
tube seat, a very large heat dissipation space is formed

W02020/043591 An inductive chargeable energy storage device according to any of
claims 1-7, wherein said conductor is a planar spiral coil conductor

DE102004007590 Buffer conveyor according to claim 1, characterized in, that

the spiral conveyor (2) is rotatably provided

KR10-2016-0129450

A bolt with an anti-loosening function, characterized in that
a helical coupling can be achieved

EP0828425

edible food container formed by wrapping an elongate strip of
uncooked bread dough around a conically shaped mandrel to form a
plurality of spiral turns

(continued)
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Table 1. (continued)

CN204881933 The utility model provides a novel dynamometer, includes the drum,
places coil spring, dowel steel and the couple in the drum

EP0185801 The concrete mixer truck according to claim 1, characterized in, that
the counterflow spirals (26, 27) have the same slope as
the mixing spirals

WO02013/191523 A protective cap which is spirally coupled to the main body of the
main body and is moved up and down by a rotation operation to open
and close the lipstick

EP0159764 The spacing means (16) includes a helical portion (18) having a pitch
and a diameter, each of which is at least twice the pitch and diameter
of the at least one thread (22) on the shank

Shapes and topologies are then extracted from the lexical relations. As an example,
we list in Table 2 the relevant patents that appear in the effects database in relation to
spiral or helical shapes and the respective functions that the neural network was able to
extract.

The search for a shape such as a ‘spiral’ within patents produces results that in
almost all cases correspond to the macroscopic domino, i.e., spiral-shaped components.
To show how the search must also include topology, we can imagine decomposing a
copper cable. It is in fact composed of several wires twisted into a spiral shape to form
strands, which are then joined together to form the macroscopic cylindrical cable. In
this way, by segmenting the cylindrical cable into many strands, one can increase the
density of currents due to the skin effect, and at the same time, the spiral arrangement
of the bundle of wires allows one to increase the cable’s mechanical strength.

Another example of spiral application in the microscopic field is represented in Fig. 2
by the molecular structure of keratin. In its a configuration, consisting of intertwined
helices, it is present in hair and nails and confers elasticity, while in contrast in its
configuration, which is planar, it confers hardness to animal claws and scales.
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Fig. 2. Stranded copper cable, a-keratin and B-keratin, curly hair. The helical topology allows
greater elasticity than the harder planar topology.
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It is clear from this example how long and complex the construction of a geometric
effects library is. For each shape, it is necessary to reconstruct the set of related functions,

and from there a manual sifting to accept or not accept this relationship and express it
in the most suitable lexical form.

Table 2. Functions performed by the helix/spiral shape.

To improve To improve

To screw P To convey shock-absorbing
cable lay factor
of a damper
SUES

EP4134557 CN104766676 DE19629824 EP2231427

. To condense / To increase the To increase heat
To insulate

distillate flexibility of a duct dissipation

JP2022120306 CN202355861 KR10-2418718 CN200958733

To increase the To create a To ameliorate the .
. . . . To contain
electrical conduction conveyor buffer helical coupling

> .
‘ fgl . { b
W02020/043591 DE102004007590 KR10-2016-0129450 EP0828425
To measure force To mix To move up/down To improve the grip

in the coupling

0U7®

)
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CN204881933 EP0185801 W02013/61523 EP0159764
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4 System Implementation

Once the library of functions and geometries has been populated, it is possible to com-
puterize them within a pointer to geometric effects. Since a dynamic pointer to physical
effects already exists, it was simply enriched at this stage by adding geometries, topolo-
gies (and in the future, materials). Geometries and topologies are suggested in the form
of graphic triggers, using images taken from patents and literature.

This operating scheme allows the user to start from the search for a function and
from it derive a set of images with the geometries that enable it to be realized. Having
supplied the required function as input in the form of a functional verb, the system
navigates through its library, suggests the verbal predicates closest to it and then returns
a pool of images of geometric effects that may constitute a trigger for the user.

Let us consider, for example, searching for solutions to increase the flexibility of
a component. By typing ‘Bend’ into the search bar, the system will list several other
functional verbs similar to the concept of bending that the user can select, such as
‘Bow’, ‘Curl’, “Tilt’, ‘Slide’, ‘Straighten’, ‘Buckle’, ‘Collapse’, ‘Stretch’ or “Twist’.
The output will list a set of images such as a flexible duct, a compliant mechanism, a
collapsible phone, a Roman armour, an origami, a roll-up shutter, a spring, a folding
chair, the scales of a fish, a collapsible coffee capsule, a stranded rope, and a flexible
tripod (Fig. 3).

SparX davide.russo m
bend bow curl tilt slide straighten

buckle collapse stretch twist

Fig. 3. System implementation and research results of the ‘Bend’ function.

The software platform is designed to perform validation tests. When an image sug-
gests an idea for a solution, the user simply selects it to access the form in which is
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described the solution found. The authentication and access log system records all these
actions and then provides statistics on the results.

5 Conclusions

The aim of this work was to demonstrate that one of the TRIZ tools par excellence, the
pointer to effects, is a tool that still has significant room for development. Inspired by
methodological paths that were already outlined many years ago, and re-purposing them
in the light of the most modern text mining technologies, a set of IR technologies and
strategies was proposed to extract technical suggestions from the reports contained in
patent texts in a more complete and faster manner.

This path, which began with the development of the pointer to physical effects, has
seen in this work the evolution towards the pointer to geometric effects. The greatest
difficulty encountered is the lack of a definition of what a pointer to geometric effects
should be. Hence the methodological proposal to divide geometry into shape and topol-
ogy. A definition of how a component enables a behavior to perform a function based
on its outward shape, the topology with which it is arranged within and the materials of
which it is composed was also provided.

Although the foundations have been laid for the construction of a pointer and a
software implementation of it has been shown, the work is still at an experimental stage
and the effects library is far from being complete. For this reason, it was considered
premature to start a large-scale experimentation even though the platform hosting it is
already prepared for this purpose. One of the main advantages of this modern pointer
to geometric effects is that it does not require knowledge of the fundamentals of TRIZ
to be used, as it can act as an effective trigger for any type of user who needs a tool to
support innovation and problem solving.

Acknowledgements. The authors would like to thank Matteo Cattaneo for his precious support
in collecting bibliographic sources and translating them from technical Russian.
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Abstract. Due to the growing world population, the environmental impact of food
production and consumption has increased, and traditional analytic methods have
become automatically insufficient to assess the environmental performance in the
agri-food sector. In the food industry, environmental impact assessments have usu-
ally been conducted on one representative of each food category, which does not
provide a complete comprehension of any potential differences in environmen-
tal impacts within products in the same category. This paper seeks to answer the
following question how to deploy unsupervised Machine Learning algorithms in
order to evaluate the environmental performance of food products belonging to
the same category? To answer this question, an academic case study has been car-
ried out in which we applied unsupervised ML algorithms on the environmental
impacts of an existing Life Cycle Assessment (LCA) dataset of 80 pizzas repre-
sentative of the 2010 French retail market in order to cluster the LCA’s values
and create multiple groups, which would help to determine which pizzas vari-
eties will have the highest impact on the environment. Spectral Clustering with
3 clusters yielded the highest silhouette score of 0.5885, indicating its superior
performance in partitioning the reduced data into meaningful clusters compared
to K-means and DBSCAN. The study found that the environmental impact of
pizzas was significantly influenced by the presence of beef and “Edam cheese”,
as well as ingredient production, solid board, and plastic film packaging, while
slight changes in ingredient processing can have an impact on the overall usage
of ingredients and energy consumption during manufacturing.

Keywords: Machine Learning - Environmental Performance - Sustainability -
Food Industry - Clustering Algorithms - Unsupervised Learning - Life Cycle
Assessment

1 Introduction

The impact of the food sector on sustainability cannot be overlooked as it is a significant
consumer of primary resources. The production of food significantly drives environ-
mental issues at a global level. Achieving a sustainable food system is daunting, as it
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entails dealing with a vast range of diverse and complex factors. The food-processing
sector accounts for approximately 20% of greenhouse gas emissions and is expected
to grow to meet the world’s food demand. Furthermore, the food industry generates a
significant amount of waste throughout the supply chain. Different subsectors of the
food industry have varying environmental impacts, with beef production being the most
resource-intensive and generating the most greenhouse gas emissions [1]. In their paper
[2] aims to guide readers in transitioning from conventional methods to the latest and
most advanced automated processes in the food sector. While several techniques have
been developed to tackle the emerging challenges in this industry, Artificial intelligence
(AI) and machine learning (ML) present tangible opportunities to embrace state-of-the-
art technology. [2] mentioned that the industry presents a multifaceted and nonlinear
strategy that can be addressed effectively through the implementation of autonomous
and reliable technologies such as Al and traceability. Al, a mathematical method, offers
intellectual capabilities and intelligent solutions to overcome numerous challenges the
food industry faces. Given the dynamic, uncertain, and complex nature of manufactur-
ing systems, ML algorithms offer the potential to learn from these systems and adapt to
the evolving environment relatively quickly, often outpacing traditional methods. This
adaptability provided by ML algorithms can play a significant role in addressing sustain-
ability goals [3]. Another study [4] emphasized the growing interest in utilizing AI/ML
for green manufacturing and sustainable development, indicating that these technologies
can optimize material usage, reduce energy consumption, and minimize environmental
impact. AI/ML exceeds traditional methods in assessing the environmental performance
of a food supply chain by handling large and complex datasets, recognizing patterns,
adapting and continuously learning, automating tasks, integrating diverse data sources,
and scaling to different levels. Furthermore, in assessing the environmental impact of
food products using life cycle assessments (LCAs), selecting a single representative
product for an entire food category is common practice. However, this approach may
overlook the variations in environmental impacts between different products within the
same category [5]. In summary, the food sector’s impact on sustainability is signifi-
cant, and addressing its challenges requires the adoption of advanced technologies such
as Al and ML. These technologies offer opportunities to optimize processes, enhance
traceability, and contribute to sustainable development. Additionally, there is a need for
improved assessment methodologies, including the application of machine learning, to
account for variations in environmental impacts within food categories.

This paper tackles the deployment of unsupervised machine learning algorithms for
evaluating the environmental performance of food products belonging to the same cate-
gory. The objective is to use ML algorithms to identify patterns and relationships among
various environmental indicators and their impact on food products. The ultimate goal
is to develop a comprehensive evaluation framework that considers the environmental
performance of food products holistically and provides a basis for comparison and rank-
ing within a category. The paper seeks to explore the feasibility of this approach and
identify the key challenges and opportunities in its deployment.

This paper aims to answer the following question: how to deploy unsupervised
ML algorithms in order to evaluate the environmental performance of food products
belonging to the same category?
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What is the difference between traditional approaches and ML in terms of
environmental performance assessment results?

This paper is structured as follows. The first part is an overview of the methodology
employed. The academic case study is explained in the next section. The case study’s
findings are then discussed in the discussion/results section and then we examine the
various methods described in the case study and compare them to other research papers.
The paper reveals crucial conclusions and insights for further research.

2 Materials and Methods

The objective of this study was to cluster the LCA’s values and create multiple groups,
which would help to determine which pizzas varieties will have the highest impact on
the environment. To achieve this, we developed an approach based on unsupervised
machine learning methods, which is presented in Fig. 1 The approach involved applying
unsupervised ML algorithms to an existing Life Cycle Assessment (LCA) dataset of 80
pizzas. The LCA dataset provided information on the environmental impacts of different
pizza varieties. By applying unsupervised ML algorithms to this dataset, the researchers
were able to cluster the LCA values and create multiple groups which allowed us to
determine which pizza varieties had the highest environmental impact.

Step 1: Define the
problem

[

Step 2: Data acquisition

l

Step 3: Data Pre-
processing

I

Step 4: Unsupervised
machine learning

I

Step 5: Key factors
analysis

Fig. 1. Methodology.

Define the problem: The first step involves clearly articulating the issue or challenge
that needs to be addressed.

Data acquisition: The second step is to collect the data for the study. The process of
collecting and acquiring raw data from various sources.

Pre-processing: Once the data is collected, it needs to be pre-processed to prepare
it for analysis. This involves cleaning the data to remove any errors or inconsistencies,
transforming the data into a usable format, and selecting the appropriate features (i.e.,
environmental impact indicators) for the analysis.
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Unsupervised Machine Learning: Unsupervised learning is a type of machine learn-
ing in which the algorithms are used to identify patterns and structure in the data without
prior knowledge of their labels or categories.

Key Factors Analysis: This step involves analyzing the collected data to identify the
most important factors that contribute to the environmental impact of each pizza variety.
The results of this analysis will help to identify the factors that have the greatest impact
on the environment.

3 Case Study

3.1 Define the Problem

The case study focuses on the environmental impact assessment of pizzas using life cycle
assessment (LCA) as a method for environmental evaluation. The study aims to assess
and compare the environmental impact of 80 pizzas representative of the 2010 French
retail market. The chosen product for assessment is industrial pizzas due to their high
consumption worldwide, large range of recipes, and various storage conditions (fresh or
frozen), distributors, and nutritional content. The system boundaries for the assessment
include ingredient production, manufacturing, transport of the pizza, distribution, and
use stages. The study assumes that all the pizzas were produced in France during the year
2010. The functional unit chosen for comparison is 1 kg of ready-to-eat pizza, which is
considered as the pizza after cooking at the residence of the consumer.

3.2 Data Acquisition

In order to perform our case study, we obtained an existing dataset of 80 pizzas from
the 2010 French retail market. This dataset was collected by the original authors and
includes information on the environmental impact of the pizzas based on a Life Cycle
Assessment (LCA). The data collection methods for various aspects of pizza production
and consumption were described in [5]’s paper. This step involved estimating ingredient
weights from packaging, using technical data sheets or expert consultation for manufac-
turing data, measuring packaging weight experimentally, assuming transport distances,
estimating storage and consumption from scientific literature for distribution data, using
data sheets of household appliances for use data, and performing environmental impact
characterization using LCA methodology with SimaPro software.

3.3 Data Pre-processing

The data pre-processing step would involve extracting the total LCA values for all
the production steps (Ingredients, Manufacturing, Packaging, Transport, Distribution,
and Use) from the dataset. These total LCA values would be calculated by adding
the individual LCA values for each environmental indicator across all steps of pizza
production. The unnecessary data that is not relevant to the analysis would be removed,
and the remaining data would be transformed into a csv format. Additionally, in their
paper, [5] mentioned two scenarios of the pizza storage. We processed the CSV data
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file to include both scenarios (long-term home storage and short-term home storage) for
each type of pizza, incorporating the respective LCA values for the 16 environmental
indicators. After obtaining the data from the CSV file, we applied data normalization
using the StandardScaler() method from the pre-processing module. This scaler was fit
to the data and then used to transform the data, resulting in normalized values for each
data point. Data normalization is advantageous as it scales the data to a standard range,
typically between O and 1 or with a mean of 0 and a standard deviation of 1, which
can help in addressing issues related to differing scales or units of measurement in the
original data.

PCA is then instantiated to obtain the principal components (transformed features)
from the standardized data. The explained variance ratio is calculated using PCA’s
explained_variance_ratio_attribute, which represents the proportion of total variance
explained by each principal component. The cumulative sum of the explained variances
is also calculated. A bar plot is created to visualize the individual explained variances
for each principal component, and a step plot is created to visualize the cumulative
explained variance. The plot presented in Fig. 2 helps to understand the contribution of
each principal component in explaining the variance in the data.
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Fig. 2. Explained variance ratio by principal component in PCA analysis.

Based on the bar plot and step plot presented in Fig. 2, it can be observed that the
first two principal components explain approximately 75% of the total variance in the
standardized data. This suggests that a significant portion of the data’s variability is
captured by these two components. As a result, choosing to retain these two principal
components for further analysis may be a reasonable approach. Furthermore, the step
plot shows that the cumulative explained variance increases rapidly with the addition
of the first two principal components and then levels off. This implies that adding more
components beyond the first two may not contribute significantly to explaining additional
variance in the data. Therefore, retaining these two components may be a reasonable
trade-off between capturing sufficient information and reducing the dimensionality of
the data.
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3.4 Unsupervised Machine Learning

In the case study, unsupervised learning algorithms were used to analyze the environmen-
tal impacts of the 80 pizzas in the LCA dataset. The unsupervised learning algorithms
were applied to this dataset to identify any hidden patterns or groupings of pizzas based
on their environmental performance.

Algorithm Selection. We applied three commonly used unsupervised learning algo-
rithms, namely K-means, DBSCAN, and spectral clustering, to identify patterns or
groups within the data. K-means is chosen for its robustness to dataset size, as its accu-
racy is not significantly influenced by the dataset’s scale. DBSCAN is preferred for its
ability to detect clusters with large density variations and irregular shapes, making it
suitable for datasets where clusters may have different densities and complex geomet-
ric structures. Spectral Clustering is advantageous because it constructs an adjacency
structure from the original dataset, allowing it to identify clusters without imposing a
predefined shape or structure, thus adapting well to datasets with arbitrary shapes and
inherent structures [6] Clustering algorithms were chosen as they group data points that
are similar or share common characteristics, allowing us to identify subsets of pizzas
with similar environmental performance.

Model Training. We applied the selected unsupervised learning algorithms to the pre-
processed data and trained the models to identify patterns or clusters within the data.

K-means clustering is an unsupervised learning algorithm used for grouping data
points into clusters based on their similarity [7]. We applied the K-means clustering
algorithm to a dataset of pizzas after reducing the dimensionality of the data using
Principal Component Analysis (PCA). First, we used the ‘KMeans’ function from the
scikit-learn library with parameters set to ‘init="k-means++", n_clusters=3, n_init=4".
This allowed us to initialize the K-means model with the ‘k-means++’ method, set
the number of clusters to 3, and perform 4 initializations to find the optimal cluster
assignments. We fit the K-means model to the reduced data, which assigns each data
point to one of the three clusters.

DBSCAN is an unsupervised learning algorithm that clusters data points based on
their proximity and density [8]. We utilized the DBSCAN clustering algorithm to group
pizzas in a dataset after reducing the data’s dimensionality using PCA. Subsequently, we
employed the ‘DBSCAN’ function from the scikit-learn library with parameter values of
‘eps = 0.4, min_samples = 2, algorithm = ‘ball_tree’, metric = ‘minkowski’, leaf_size
=90, p = 2’. We then fitted the DBSCAN model to the reduced data, which assigned
each data point a cluster label, where —1 denoted noise.

Spectral clustering is an unsupervised learning algorithm that clusters data points
based on their similarity using an affinity matrix and graph Laplacian. We employed
spectral clustering to group pizzas in a dataset after reducing the data’s dimensionality
using PCA. We used the ‘SpectralClustering’ function from scikit-learn with param-
eters such as ‘n_clusters = 3, eigen_solver = “arpack”, assign_labels = “discretize”,
random_state = 0’. The spectral clustering model was then fitted to the reduced data,
assigning cluster labels to each data point.

Model Evaluation. During the model evaluation step, the silhouette scores were cal-
culated for various clustering algorithms, including Spectral Clustering, DBSCAN, and
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KMeans. The silhouette score is the most direct and used approach, which serve as
a measure of cluster quality. A higher average silhouette coefficient indicates effective
clustering and assists in determining the optimal number of clusters, denoted as k [9]. The
silhouette scores were printed for each algorithm and parameter combination, providing
insights into the effectiveness of the clustering algorithms in partitioning the reduced
data into meaningful clusters. Notably, among the three options, the spectral clustering
with 3 clusters achieved a silhouette value of 0.5885, which was higher than K-means
(0.535) and DBSCAN (0.586).

3.5 Key Factors Analysis

Cluster Selection. Based on our analysis, we deduce from the final step that the spectral
clustering algorithm yielded the most favorable outcomes when implemented with three
clusters. The next step involves selecting the cluster that has the highest environmental
impact. The Fig. 3 illustrates the representation of the various clusters for cases where
2,3, 4, and 5 clusters were utilized with the spectral clustering algorithm.
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Fig. 3. Pizza clustering results using spectral clustering algorithm for LCAs values in each case.

In order to effectively display the outcomes of the Principal Component Analysis
(PCA) for all 16 variables, we utilized the “biplot” function. This function generates
a biplot, which is a graphical representation that combines both the scores of the PCA
components and the coefficients of the original variables in a two-dimensional space. By
plotting the data points and arrows representing the variables’ coefficients on the same
biplot, we are able to visually capture the relationships between the variables and the
PCA components, providing a comprehensive overview of the PCA results. The Fig. 4
shows the results:

PC1 represents the environmental impact because of the fact that it is a linear com-
bination of all 16 variables. Which means that the closer you are to 1 in the pcl axis,
the higher is the environmental impact. Based on this analysis, we can conclude that
the first cluster Fig. 3 (case with 3 clusters) has a relatively lower impact compared to
clusters 2 and 3. Based on the analysis in Fig. 3, it is observed that Cluster 2 shares more
similarities with Cluster 1, as they are considered as one cluster in the outcomes of the
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Fig. 4. Biplot of the PCA results.

algorithm for K = 2 with K the number of the clusters. Therefore, the third cluster is
identified as having the greatest environmental impact.

Pizza Profiling. The phase of Pizza profiling in the chosen cluster involves analyzing
and characterizing the pizzas that belong to the selected cluster. This phase focuses on
identifying and analyzing the characteristics of these pizzas, such as their ingredients,
production methods, packaging materials, and other relevant factors.

The Nutritional Properties. The selected cluster from the previous steps comprises a
total of twelve pizzas, namely pizza 45, 46, 47, 48, and 73, which are applicable for both
short-term home storage and long-term home storage. Hang on our calculations and
comparison of the nutritional average values of the six pizzas with the average values of
all the rest of the other pizzas in terms of fat, energy, sugar, protein, fiber, dough, meat,
and fish, we found that these six pizzas have higher values, particularly for meat and fish,
as well as energy content. Specifically, Pizza 46 has the highest energy value and the
second highest fat content among all the pizzas in the table. Additionally, when we found
that the six pizzas have higher values, especially for meat and fish, this suggests that
these pizzas may contain more meat and fish ingredients, which are generally associated
with higher environmental impacts due to factors such as land use, water use, greenhouse
gas emissions, and energy consumption associated with animal agriculture.

Recipes. In term of recipes, it appears that the six pizzas have a distinct ingredient
profile compared to the other pizzas in the table. One notable difference is that beef
is only present in these six pizzas, whereas the other pizzas feature vegetarian, ham,
or fish toppings. Beef production is known to have a significant environmental impact
due to factors such as deforestation, greenhouse gas emissions, water use, and energy
consumption. Therefore, the inclusion of beef as an ingredient in these six pizzas could
be a contributing factor to their higher environmental impact compared to other pizzas.
In addition, among the 15 pizzas, of all the 80 pizzas, that contain “edam cheese”, two
of them are from the six pizzas with the highest environmental impact.

Packaging. Based on the calculations of nutritional properties and packaging data, it
appears that the six pizzas also have a higher average usage of Solid board and Plastic film
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packaging compared to the other pizzas. Solid board is typically made from paperboard
and is often used for pizza boxes, while Plastic film is a type of plastic material used for
wrapping or covering food items. The production of paperboard and plastic film involves
resource extraction, energy consumption, and emissions associated with manufacturing
processes, as well as potential waste generation and disposal concerns. Therefore, the
higher average usage of Solid board and Plastic film packaging in the six pizzas with
the highest environmental impact could contribute to their overall higher environmental
impact.

Manufacturing. The manufacturing data for the pizzas in the given datasets includes
some indicators. By calculating the average of these indicators for each pizza, we found
that the values for the six chosen pizzas are moderately similar to the values for the rest of
the pizzas (74 in total), with slight differences observed in the first two indicators. These
findings suggest that, on average, the manufacturing processes for the six pizzas with are
comparable to those of the other pizzas in terms of mass of ingredients processed, energy
consumption for ingredient processing. However, there may be slight variations in these
two indicators, the six pizzas in this case have a highest value comparing with others,
indicating potential differences in ingredient usage and energy consumption during the
manufacturing processes.

Use/Transport. Upon analysis, it was found that the average values of these indicators
extracted from the life cycle inventory (LCI) data for the six chosen pizzas are similar to
the average values for the rest of the pizzas. This indicates that there are no significant
differences in packaging waste and transportation between the two groups.

4 Discussion of Results

This study undertook an investigation into the environmental impact of various piz-
zas using unsupervised learning and data analytics techniques, specifically focusing on
their Life Cycle Assessment (LCA) values. The dataset underwent pre-processing and
dimension reduction via Principal Component Analysis (PCA), followed by clustering
using three distinct algorithms the Kmeans, DBSCAN and Spectral clustering. After
calculating the silhouette value which is an indicator to evaluate the performance of
the clustering, the spectral clustering algorithm with three clusters has reach a value of
0.5885, comparing to Kmeans (0.535) and DBSCAN (0.586), was identified as the best-
performing algorithm in terms of clustering quality. We then proceeded to assess the
environmental impact of each cluster. By using Principal Component Analysis (PCA)
and plotting the results on a biplot, we visualized the relationships between the variables
and the PCA components. The first principal component (PC1) represented the environ-
mental impact, as it was a linear combination of all 16 variables. Closer proximity to 1
on the PC1 axis indicated a higher environmental impact. Depending on this analysis,
we concluded that the third cluster had the greatest environmental impact, as it exhibited
higher values on the PC1 axis compared to clusters 1 and 2.

To address and minimize the environmental impact associated with pizza produc-
tion, particularly for the six pizzas classified within the selected cluster exhibiting the
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highest environmental impact, we conducted a comprehensive analysis of their nutri-
tional properties, recipes, packaging, manufacturing processes, and use/transportation
methods. This analysis aims to present a formal and coherent evaluation of these piz-
zas, considering various factors relevant to their environmental impact. We deduced that
the inclusion of beef as an ingredient, along with the presence of “edam cheese”, con-
tributes to the higher environmental impact of these six pizzas. The resource-intensive
and energy-intensive practices involved in producing these ingredients also result in an
overall increased environmental impact. In addition to the aforementioned factors, the
environmental impact of the six pizzas is further influenced by their packaging choices.
The use of solid board and plastic film packaging contributes significantly to their over-
all environmental impact. Furthermore, when examining the manufacturing processes
of these pizzas, it becomes evident that they share similarities with other pizzas, albeit
with minor differences. These discrepancies primarily manifest in ingredient processing,
leading to variations in both ingredient usage and energy consumption during the man-
ufacturing phase. Consequently, these variances play a role in determining the overall
environmental impact of the pizzas under consideration.

In brief, the six pizzas with the highest environmental impact contain higher amounts
of meat, particularly beef, and utilize more solid board and plastic film packaging. Thus,
alternative protein sources with lower environmental impacts, sustainable packaging
options, optimized ingredient processing methods, and energy-efficient technologies can
be considered. Although no significant disparities were found in transportation between
the six pizzas and others, there are still opportunities to reduce the environmental impact
through the use of fuel-efficient vehicles or consolidation of shipments.

Comparing with [5]’s work, the two passages share a common topic of discussing the
environmental impact of pizzas, but we approach it from different angles. [5] conducts a
study that used Life Cycle Assessment (LCA) to evaluate the environmental impact of 80
different pizzas, considering factors such as the type and amount of ingredients, cheese,
distributor, and sector (fresh or frozen), and investigated the link between environmental
indicators and nutritional and composition indicators. On the other hand, our study
describes a project that used data analytics techniques, specifically Principal Component
Analysis (PCA) and clustering algorithms, to investigate the environmental impact of
pizzas based on their LCA values, with a focus on identifying the characteristics of
pizzas with the highest environmental impact. In terms of findings, both studies have
reported that pizzas with meat toppings generally have a greater environmental impact
compared to those with vegetarian toppings. However, our study notably emphasizes the
impact of beef on the environment, indicating that beef has a more significant impact
when compared to other meat toppings such as ham, fish, and chicken. Moreover, the
first study found that the type of cheese used on pizzas also has an impact on the
environment, with hard cheeses having a greater impact than soft cheeses, but the current
study highlights the potential environmental implications of semi-hard cheeses like edam
cheese. Furthermore, the first paper reported that the duration of storage of pizzas has
a relatively minimal impact on the overall environmental impact of the pizza. This was
shown by an increase in the storage time of fresh and frozen pizzas resulting in only
a maximum increase of 0.25% and 28%, respectively, in the environmental impact of
the pizzas. However, the recent study revealed that the duration of storage used for
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pizzas can also play a crucial role in determining their environmental impact. In this
regard, it was found that five out of the six pizzas types examined were frozen, while
only one was fresh. These differences in the duration of storage could have varying
impacts on the overall environmental impact of the pizzas. To summarize the results,
in this paper, we have effectively answered the research questions posed in the paper.
Firstly, we provided a detailed account of how unsupervised learning algorithms were
applied to the LCA dataset of 80 pizzas in the case study. By using spectral clustering,
K-means, and DBSCAN, and we identified the hidden patterns or groupings of pizzas
based on their environmental performance. we further discussed the results, highlighting
the spectral clustering algorithm with 3 clusters as the best performer with a silhouette
value of 0.5885. Secondly, we tackled the difference between traditional approaches
and ML in terms of environmental performance assessment results. By analyzing the
findings of the study, and comparing them with previous research to shed light on this
difference.

5 Conclusion

In conclusion, this project highlights the use of unsupervised learning and data analytics
in assessing the environmental impact of food products such as pizzas as they are pow-
erful tools that can be used to analyze complex datasets and identify patterns that may
not be immediately obvious. In the case of assessing the environmental impact of food
products, these tools can be particularly useful in identifying key factors that contribute
to the overall impact of the product. Spectral clustering is another unsupervised learning
technique that can be used to identify clusters of similar data points in a dataset. In this
context of assessing the environmental impact of pizzas, spectral clustering was used to
identify clusters of pizzas that had similar environmental impacts. This allowed us to
identify the cluster of pizzas with the highest environmental impact, which were found
to contain higher amounts of meat and fish, particularly beef. However, it’s important to
note that the study is limited by the available data on the pizzas analyzed, and it may not be
representative of all pizzas or food products. Additionally, future researchers could also
test and compare other ML algorithms in this context. Moving forward, further research
can explore the application of data analytics techniques in assessing the environmental
impact of other food products and consider additional environmental factors.
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Abstract. The exponential increase in the amount of knowledge produced has
sparked an interest in the TRIZ community in using artificial intelligence and
natural language processing to systematize various steps of the process. However,
exploiting large volume of multi-domain and heterogeneous data sources simulta-
neously is still a work in progress. We propose a general knowledge formalization
framework to represent information relative to various data sources. By having for-
malized representations of various knowledge sources, we can establish stronger
links between otherwise unrelated sources and thus pair innovation problems with
multi-domain solutions and uncover potential hidden solutions that are hard to
discover otherwise. A demonstrative case study related to efficient energy gen-
eration is provided to illustrate possible uses of the framework. We noticed that
the formalization of some data sources (such as web content) can be challenging
since their structure varies wildly. Also, contrary to established sources (patents,
scientific articles), web sources can contain a lot of noise or false information.

Keywords: TRIZ - Natural Language Processing - Knowledge Management -
Knowledge Engineering - Artificial Intelligence - Deep Learning - Information
Retrieval - Knowledge Representation

1 Introduction

In today’s world, it has become harder for companies to gain a competitive edge and
stay relevant in their respective industry. Having a clear research and development strat-
egy that results in meaningful and impactful innovations is a very effective way to stay
competitive. However, finding solutions to innovation problems can be very unstruc-
tured and unproductive while incurring significant costs. Many methods and tools have
emerged in order to try and systematize various aspects of this process. TRIZ (Theory
of Inventive Problem Solving) [1] created by Genrich Altshuller is a theory and a set of
tools that aims to systemize the process of innovation by carefully analyzing and manu-
ally extracting knowledge from human innovative activities documented within patents.
While many companies have successfully used TRIZ in their innovative process, many
critics of the method believe that it is too complicated to use and requires a high level
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of proficiency. Others point out the fact that while the TRIZ method and philosophy are
still relevant, some of the tools that were constructed with dated knowledge need to be
updated. Rapid development in computer science both on the hardware and software
front have sparked an interest in a new concept of computer aided innovation (CAI).
The first attempts of integrating computer-based approaches for TRIZ appeared with
the popularization and evolution of knowledge management techniques. Many propo-
sitions have been made to implement some TRIZ tools and concepts in order to make
the method easier to use. These approaches made considerable improvements to the
method’s usability but still require a considerable amount of time to establish, do not
generalize very well beyond their intended use cases and do not allow for large data
coverage. Recently, with the accelerated rate of data production and emergence of Al
(artificial intelligence) based techniques for data processing and exploitation, a subse-
quent portion of the TRIZ community aimed at combining TRIZ with Al and notably
NLP (Natural Language Processing) techniques in order to further augment the ease
of use and to exploit the vast amount of data available. While many valuable contribu-
tions have been made in this direction, there are some areas in which further research
is needed. The current approaches either focus on one source of data (patents, scientific
articles ...), on a portion of those sources (abstract, claims ...), or on a specific appli-
cation domain. In addition, there is a necessity for a system that allows for scalable and
continuous knowledge building and linking. Finally, there is little work done on web
articles from reputable websites as a source for finding solutions to innovation problems
alongside traditionally used data sources. The aim of this paper is to fill this research gap
by proposing a conceptual knowledge formalization framework to unify the representa-
tions of heterogeneous potential sources of solutions for innovation problems (patents,
scientific articles, web articles) and representing multiple domains. This framework can
also allow for incremental knowledge building and data linking when used with other
techniques.

After this introduction, we go through areview of relevant literature. Then, we present
the methodology that we followed to build the proposed framework. Next, we present
the framework. We then provide a case study to illustrate some of the possible uses and
applications of the framework. Finally, we present conclusions and perspectives related
to this work.

2 Literature Review

In this section, we will try to walk through relevant literature that presents research
aiming to use CAI to implement, improve upon, or augment TRIZ.

One of the main strengths of the TRIZ method is the ability to go from a specific
problem, reformulate it as a generic problem, find a generic solution, and then map that
solution to a set of potential specific solutions [2]. The level of abstraction required to
implement this process, however, is very high and thus it can induce confusion in non-
seasoned practitioners. The time required to understand the various aspects of TRIZ
causes newcomers that want to apply it to feel that the method is too difficult to learn
[3].

Considerable advancement in computer science has sparked the interest of the TRIZ
community to create tools and software-based solutions in order to ease the use of the
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method and lower the learning curve. This research direction is usually referred to as CAI
(computer aided innovation). One of the earliest mentions of this concept is in the work of
Ikovenko et al. [4]. The author defines the computer aided innovation potential directions
as either the computerization of the less obvious steps of the classical TRIZ method or
as the development of efficient tools for functionality-based information retrieval. The
origins of the CAI concept is closely linked to software that adopted the TRIZ method
[5].

Various aspects of computer science have been integrated over time into a multitude
of CAl approaches. While exploring the integrity of the scientific literature of TRIZ CAI
is out of the scoop of this paper, it is important to mention some contributions in the
field in order to have a clearer view of its evolution. Previous works will be grouped by
techniques or aspects used alongside TRIZ. Since many works often use multiple works
and techniques, we will use the main CAl related aspect of each method as the grouping
criteria.

2.1 Ontologies and Knowledge Management

In the context of information theory, an ontology can be defined as an ensemble of
concepts and the expression of relationships between these concepts [6]. Following this
definition, the TRIZ method can be formalized through an ontology that represents its
concepts as well as their relationships. The work of Zanni-Merk et al. [7] is a compre-
hensive attempt to develop an ontology for the TRIZ method with a focus on the problem
formulation phase. The ontology was then used as a foundation for the development of
CALI software solutions [8]. In [9], the authors propose a multi-agent platform for indus-
trial knowledge managers that relies on an ontology to express relationship between the
TRIZ related concepts in the database. These contributions focus mainly on the TRIZ
process but do not address how to exploit heterogeneous textual data sources.

2.2 C(lassical Text Mining

Text mining is a computer science field that incorporates various techniques such as data
mining, natural language processing and knowledge management in order to uncover
underlying information, links, and trends in unstructured textual data [10]. In the context
of our paper, we denote as “classical” all text mining-based approaches that do not
include a machine learning aspect (we will subsequently introduce this notion). Souili
etal. [11] proposes a SAO (subject-action-object) text mining method to automatize the
extraction of IDM-TRIZ (A less abstract variant of the TRIZ method) [12] concepts
from patents. The method focuses only on patents and does not address other types of
data. The work of Yoon et al. [13] aims at identifying evolution trends from patents by
extracting binary relations and using a combination of rule base and taxonomy semantic
similarity approach. This approach also exploits only patents and uses a rule base system
that is difficult to generalize to other data sources.

2.3 Machine Learning and Its Subsets

Unlike traditional text mining techniques, machine learning based o