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Abstract. Fashion e-commerce platforms are becoming increasingly
popular. However, scanning, rendering, and captioning fashion items are
still done mostly manually. In this work, we address the task of gener-
ating a textual description of a fashion item from an image portraying
it. We carry out an extensive study with several neural architectures
based on InceptionV3. We consider two existing fashion image caption-
ing datasets, FACAD and InFashAI. We also curate a novel dataset,
Fashion-Cap, that contains more than 290,000 images and 40,000 cor-
responding captions. In our analysis, we observe significant differences
between the three datasets’ captions, with Fashion-Cap having higher
quality captions. To the best of our knowledge, this is the most exten-
sive experimental study in fashion image captioning to date. Our exper-
imental results show that our dataset is less challenging than FACAD
but more than InFashAI, which confirms our insights, suggesting that it
could be a valuable benchmark for this domain.
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1 Introduction

In the last few years, the e-commerce fashion industry has witnessed significant
growth. Major worldwide events like the recent COVID-19 pandemic defined a
valuable playground for e-commerce sales platforms, whose growth has greatly
exceeded even the most generous predictions. As a result, many fashion con-
sumers are progressively adopting e-commerce platforms as their default shop-
ping solution [24]. This phenomenon has led to the definition of e-commerce
platforms that cover a wide variety of fashion items and services, which pose a
challenge due to the great human effort that they require. Indeed, the defini-
tion of an autonomous pipeline for scanning, rendering, and captioning fashion
items is still in its infancy, consequently most of the effort is still attributed
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to human workers. Current research mainly addresses the consumer perspective
by defining adequate recommender systems [32]. However, a complete pipeline
should contain other components designed to capture a consumer’s attention and
provide them with the necessary information in an effective way. For instance,
captions should be short with minimal but relevant details, to be compatible
with smartphone screens and voice-based searches.!?

In this work, we discuss the definition of generative models for automat-
ically defining captions for fashion items. Despite the growth of e-commerce
fashion platforms, this problem is still scarcely addressed in the literature. To
the best of our knowledge, only two datasets designed for fashion image caption-
ing have been released so far: the FACAD dataset [30] and the InFashAT [12]
project. We propose an extensive study on these datasets and release a novel one
called Fashion-Cap, which we obtain by adapting an image generation dataset to
the task of image captioning. We evaluate a well-known generative architecture
for image captioning [29], experimenting with different configuration settings
and variants to assess the task’s difficulty. Compared to existing contributions,
our method relies on the input fashion image and does not leverage additional
domain knowledge like fashion attributes [30]. This design choice reflects the
purpose of reducing human effort when defining fashion e-commerce platforms.
Our contribution is twofold: (i) we release Fashion-Cap, a new dataset for the
task of fashion image captioning, which is obtained by adapting and curating a
dataset for image generation; (ii) we provide a reproducible and extensive study
on three datasets for the fashion image captioning task using several encoder-
decoder neural architectures. To the best of our knowledge, we are the first to
propose a study on as many datasets in this domain. We make our code and
data publicly available. 3

2 Related Work

Model pre-training has become the default approach in the image captioning
domain, especially for the encoder module [27,29], as well as in the image-text
understanding domain for the vision and language multitask [2,4,15]. Yang et
al. [30] were the first to propose large pre-trained models for image captioning
by proposing the FAshion CAptioning Dataset (FACAD). In their study, the
authors use an encoder-decoder neural architecture, as in [27], but they also
integrate task-specific attribute embeddings trained via reinforcement learning.
They rely on a set of fashion-related attributes extracted from the input image to
regularize model training. More precisely, they introduce attribute-level seman-
tic (ALS) and sentence-level semantic (SLS) rewards as metrics to improve the
quality of generated image captions. In contrast, our proposed solution doesn’t
require the identification of domain-specific attributes to generate an image cap-
tion. Indeed, we speculate that acquiring domain knowledge can become a bot-

! https://content26.com/blog/product-description-word-counts-length-matters-2/.
2 https://www.bigcommerce.com/blog/perfect-product-description-formula, .
3 Publicly available repository: https://www.github.com/NoLogicPlease/Visionizer.
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Table 1. Source datasets statistics.

Dataset Images | Max Categories | Captions | Avg. Caption | Poses Task
Resolution Length

FACAD [30] 993,000 | 1560 x 2392 | 78 130,000 |21 multiple | I. Captioning

InFashAI+DeepFashion [12] | 87,821 |800 x 1070 | n/a 87,821 9 single | I. Captioning

Fashion-Gen [21] 325,536 | 1360 x 1360 |48 78,850 30 multiple | I. Generation

Table 2. Composition of datasets used in our study.

Dataset Images | Train Val Test Resolution | Images Avg. Caption
Images | Images | Images per Caption | Length
Reduced-FACAD | 55,021 44,016 5,502 5,503 [299x299 |1 17
Reduced-InFashAI | 86,763 |69.410 |8.676 |8.677 [299x299 |1 9
Fashion-Cap 290,441 | 232,352 | 29,044 | 29,045 [ 299 x 299 |up to 8 10

tleneck for defining efficient image captioning tools for the fashion industry. In
particular, the absence of a standardized set of fashion attributes can lead to a
time-consuming attribute identification annotation step.

Fashion image captioning has been taken into consideration also by Hacheme
and Sayouti [12]. They implemented a model based on the Show and tell app-
roach [27]: an encoder-decoder architecture in which the encoder is a Convolu-
tional Neural Network (CNN), and the decoder is a Recurrent Neural Network
(RNN). They initialized the encoder using a pre-trained ResNet152 [13] and used
a Long Short-Term Memory (LSTM) as decoder. In their work, they jointly train
their model on two datasets, one of Western-style items and one of African-style
items, with the purpose of transferring knowledge between the two. With respect
to their work, we add more recent techniques, namely Beam Search and Bah-
danau attention [1]. The former is used to improve the decoder performance in
the caption generation, while the latter is introduced to make the model more
interpretable [28]. Another layer of controllability and interpretability could be
added by using a framework for generating controllable and grounded captions
through regions, as proposed by [6]. Lastly, differently from them, we do not rely
on an index-based representation of words but employ Glove embeddings [19].

Beyond image captioning, artificial intelligence has been applied to the fash-
ion domain for several other purposes, such as generating synthetic images from
items description [21], assessing the similarity between two images of fashion
items [8], recognizing items characteristics [17], and providing specialized and
tailored recommendations [9,31]. Additional information can be found in the
following surveys: [3,16] and [22].

3 Data

In this study, we consider three sources: the FACAD dataset [30], a collection pre-
sented in [12] containing two datasets (InFashAT and DeepFashion), and Fashion-
Gen [21]. We select only a subset of the data available in these sources, according
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to the following principles: (i) the images must be publicly available; (ii) all the
images related to the same item must have the same quality; (iii) the captions
must be concise. In particular, we implement the last principle by measuring the
average length of the captions across the three sources, which is 20 words, and
filtering out any data with a longer caption. Table 1 provides a summary of the
original sources, whereas Table 2 shows the datasets used in our study.

3.1 Reduced-FACAD

The FAshioning CAptioning Dataset (FACAD) [30] is a collection of 993,000
high-resolution fashion images. The dataset contains images of fashion items tar-
geting different seasons, ages (kids and adults), and categories (clothing, shoes,
bag, accessories, etc.). Each fashion item is collected from different angles (front,
back, side, etc.). Figure la shows an example. FACAD is the first large dataset
built specifically for the image captioning task in the fashion domain. In par-
ticular, the dataset contains 130K image captions, each one corresponding to a
single clothing item represented in 6—7 images. The average length of the cap-
tions is 21 words and each of them contains a single sentence that often includes
also information that can be considered subjective (e.g., “so-simple yet so-chic”,
“retro flair”). Concerning the image captioning task, FACAD is a challenging
dataset since the images and captions were collected from the web through web
scraping of fashion websites, and therefore there are cases where captions contain
linguistic or format errors.

For each item, there is only one image with a proper background, object
position, and image quality that properly represents the fashion item. The other
ones, as shown in Fig. la, are less consistent and they contain noisy elements,
e.g., the background. For this reason, we consider only such image for each
item and ignore the remaining ones. Additionally, we filter out images with a
corresponding caption of more than 20 words. Eventually, we obtain a dataset
comprising 55,021 images with corresponding captions. We label this dataset
subset as Reduced-FACAD hereafter.

3.2 Reduced-InFashAI

We consider the work of Hacheme and Sayouti [12] as the second source of data.
They present a novel dataset, Inclusive Fashion AI (InFashAT), which contains
8,842 clothing images with corresponding captions targeting the African fashion
culture. The images were collected from Afrikrea,* a well-known marketplace
specializing in fashion items. They also use the DeepFashion dataset [17,34],
which contains 78,979 images of Western culture items collected from Pinter-
est.® Instead of using the original captions, Hacheme and Sayouti constructed
new ones through crowdsourcing, instructing a team of volunteers that followed
a template-based approach such as: The (man|woman|lady) is wearing (a|an)

* https://www.afrikrea.com/.
5 https://www.pinterest.com/.
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(b) "The lady is wearing an african gray
long sleeved hoodie.”

(a) ”A pearly button accents the stand
collar that gives this so-simple, yet
so-chic A-line dress its retro flair.”

Osel

(c) "Long sleeve blazer in deep navy. Notched lapel collar. Padded shoulders. closure
at front. Welt pocket at breast. Flap pockets at waist. Four-button cuffs. Two vents
at back. Partial lining. Tonal stitching”.

Fig. 1. Examples of fashion item images and corresponding caption in (a) FACAD,
(b) InFashAI+DeepFashion, and (c¢) FashioGen, respectively.

(western|african) *item description®. For this reason, image captions are rela-
tively short, with an average length of 9 words. Figure 1b shows an example.
Overall, the resulting dataset contains 87,821 images with corresponding cap-
tions. We consider the publicly available version of this dataset, which contains
86,763 images with corresponding captions. We denote this version as Reduced-
InFashAT hereafter.

3.3 Fashion-Cap

The Fashion-Gen dataset [21] was originally proposed for the task of image
generation. It contains 325,536 high-definition fashion images, but the publicly
available version of the dataset only features images in 256 x 256 resolution. The
items were photographed under consistent studio conditions, and the photos are
paired with item captions provided by professional stylists. Similarly to FACAD,
for each fashion item, multiple images taken from different angles were collected
depending on the item category. Figure 1c shows an example. Overall, the dataset
contains 78,850 image captions, whose average length is 30 words. This length
is due to the fact that captions are articulated and verbose, usually spanning
through multiple sentences. The first one typically describes the fashion item
with the most relevant characteristics, while the following ones are shorter and
contain minor details.

Starting from Fashion-Gen data, we curate a novel dataset for the task of
image captioning. We consider the publicly available version of this dataset,
which contains 293,018 image-captions pairs. Since all the images associated
with a fashion item (and its caption) have the same quality and there are no
relevant inconsistencies between them, we do not discard any of them, in con-
trast to what we have done with FACAD. However, to address the verbosity
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of the captions, we filter them by considering only those having 20 or fewer
words to obtain concise textual descriptions comparable in length to the ones
reported in Reduced-FACAD and Reduced-InFashAl datasets. Furthermore, we
consider a text normalization preprocessing step based on regular expressions to
remove impurities like excessive blank spaces and special characters. The result-
ing dataset contains 290,441 images paired with 42,172 unique captions, with
an average length of 8 words. We denote the obtained dataset as Fashion-Cap
hereafter.

4 Experimental Setting

4.1 Models

We experiment with several models based on a general encoder-decoder archi-
tecture. Each step of the captioning process generates a new token of the caption
following this scheme:

1. An input image X is encoded by the encoder: X = ENC(X);
2. The encoded image X and the embedding of the yy = <start> token for
generation are concatenated and fed as input to the decoder;

3. The decoder generates the first token y; = softmax (DEC([X I yo],ho)),

where hg is the decoder initial hidden state;
4. The decoder iteratively generates the following caption tokens:

Yyt = softmax (DEC([X | ye—1], ht,1)>

The simplest model, which we address as Baseline, follows a popular encoder-
decoder architecture for image captioning and is represented in Fig.2 (top).
This architecture was first introduced in [27] and is itself inspired by previous
work on sequence-to-sequence translation [25]. The encoder is based on a pre-
trained InceptionV3 architecture [26], a popular convolutional neural network
for assisting in image analysis and object detection, followed by a single fully
connected layer. The decoder comprises a recurrent layer and a stack of two fully
connected layers for caption generation. The textual inputs are encoded through
trainable embeddings of size 300. Differently from [27], to generate y;, we use
greedy search, which we denote as Max Search. Max Search concerns selecting
the token with the highest probability as output at each generation step. We
experiment with two variations of the Baseline that differ for the recurrent layer:
one uses a GRU [5], the other one an LSTM [14]. This approach is similar to the
one used in [12], except that we follow the original model of the decoder, while
they replace it with a pre-trained ResNet152 [13].

We enhance the Baseline with more recent techniques, obtaining a model
that we call Visionizer, as shown in Fig.2 (bottom). Inspired by [29], we add
an attention layer in the decoder, before the concatenation step. Specifically, we
employ Bahdanau attention [1], using the hidden state of the recurrent layer as
query element [10]. The introduction of this module is motivated by its many
successes in Natural Language Processing and Computer Vision tasks, but also
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Fig. 2. The architecture of the Baseline approach (top) and Visionizer (bottom).

because it allows interpreting the output of the model [28]. In addition, we
encode the textual input using 300-dimensional GloVe embeddings [19], but we
keep the encoding layer trainable to also learn out of vocabulary terms (OOV)
and fine-tunining the embeddings. As for Baseline, we experiment Visionizer
with GRU and LSTM for the recurrent layer. Finally, we also add the possibility
with Visionizer to generate captions through beam search. The Beam Search
algorithm selects multiple tokens for a position in a given sequence based on
conditional probability. Unlike the decoder with max search, on each step of the
decoder, beam search keeps track of the top k most probable partial translations
(hypotheses). The beam size parameter is used to determine how large is the
space of hypothesis.

4.2 Setup

We split each described dataset into train (80%), validation (10%), and test
(10%) splits (see Table2). We train our models with Adam optimizer, using
teacher forcing [11] as an additional regularization at training time. Teacher
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Table 3. Model performance for fashion image captioning.

Model Reduced-FACAD Reduced-InFashAl Fashion-Cap
BLEU | CHRF | BERT | BLEU | CHRF | BERT | BLEU | CHRF | BERT
Baseline (GRU) 0.056 0.105 0.846 0.849 0.822 0.977 0.402 0.395 0.903

Baseline (LSTM) 0.050 |0.101 0.846 | 0.852 |0.827 |0.978 |0.405 |0.397 |0.905
Visionizer (GRU) |0.086 |0.123 |0.848 |0.897 |0.882 |0.984 |0.509 |0.483 0.923
-Beam Search 0.142 | 0.157 |0.827 |0.864 |0.842 0.979 |0.421 | 0.409 0.905
-Attention 0.097 |0.141 0.789 |0.847 |0.831 0.967 |0.412 |0.399 0.895
Visionizer (LSTM) | 0.087 | 0.121 0.849 | 0.898 | 0.880 |0.985 | 0.520 | 0.494 | 0.926
-Beam Search 0.125 |0.153 |0.826 | 0.865 |0.843 0.979 |0.423 | 0.409 0.907
-Attention 0.083 |0.112 0.788 |0.848 |0.820 |0.972 |0.391 |0.388 0.894

forcing is a strategy for training recurrent neural networks that uses ground
truth as input, instead of model output from a prior time step as an input.
Training with teacher forcing allows to converge faster, but it leads to exposure
bias problems at inference time, because of the unavailability of the ground
truth. We fix the resolution of input images to 299 x 299 resolution to account
for different input formats across datasets.

For what concerns hyper-parameters, we train for 2 epochs because the per-
plexity of the model on the validation set started to degenerate after. We chose
the textual embedding size of 300 as suggested in [19]. The batch size is chosen
as 64 to match the approach in [12]. We set the learning rate to 0.001 and we
use 512 units in the fully connected layer. Lastly, we chose 2 for the beam size
and 2 for the k beam parameter to evaluate the impact of the Beam Search
using the minimum possible values. Model capacity is an important factor in
deep learning and image captioning as shown in [23] and [15], thus suggesting a
future study on the model size. Due to computational resource limitations, we
did not perform an extensive hyper-parameter calibration search. We leave this
as future work.

As evaluation metrics, we consider two syntactic-oriented metrics, namely
BLEU [18], CHRF [20]. Additionally, we consider BERTScore [33], a recent
metric that is based on neural networks and is semantic-oriented. More in detail,
BERTScore computes a similarity score for each token in the candidate sentence
with each token in the reference sentence, encoding them using BERT [7].

5 Results

Table 3 reports evaluation metrics regarding the image captioning task on the
three discussed datasets. In particular, we evaluate each model when the recur-
rent layer is defined by a GRU and by an LSTM architecture. We also perform
an ablation study on Visionizer by removing the Beam Search and the Atten-
tion module. Overall, all the models have similar behavior on the three datasets.
Reduced-FACAD is clearly the most challenging one, and the best models achieve
only a score of ~0.14 in BLEU and ~0.84 in BERT. On Fashion-Cap the best
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models reach about ~0.52 in BLEU and ~0.93 in BERT. Reduced-InFashAT is
clearly the easier dataset: the best models obtain an almost perfect BERT score
(~0.99) and a considerably high BLEU score (~0.90). This is probably due to the
fact that the captions follow a template structure, and therefore the generation
of many tokens (e.g., the first half of the caption) is quite easy. In all the con-
sidered cases, the CHRF score is similar to the BLEU one. We observe that the
Visionizer models using the beam search outperform their Baseline counterparts
in all datasets and metrics. In particular, the Visionizer with LSTM and beam
search performs best across all datasets. The model achieves an improvement in
the BLEU score over its baseline counterpart of ~3, ~5, and ~12 percentage
points on, respectively, Reduced-FACAD, Reduced-InFashAl, and Fashion-Cap.
We observe a similar improvement for the same model regarding the CHRF
metric.

The alignment between the BLEU and CHRF metrics is expected as both
metrics capture syntactic and lexical similarities. In contrast, we observe fewer
improvements for BERTScore, possibly motivated by the limited length of the
captions. This is particularly evident in Reduced-InFashAlI, where captions are
shorter and follow a template-based construction.

For what concerns the model without the beam search, we observe incon-
sistent results across datasets. In particular, the Visionizer model with beam
search outperforms its counterpart in Fashion-Cap and Reduced-InFashAI. We
observe this performance improvement in all the reported evaluation metrics.
In contrast, removing the beam search leads to improved results in Reduced-
FACAD. However, it is worth noting that model performance is notably lower
compared to the other datasets. Indeed, FACAD is a challenging dataset contain-
ing noisy image captions. Therefore, syntactic-oriented metrics like BLEU and
CHRF might favor noisy captions similar to the original ones. We speculate that
this characteristic of the dataset is responsible for the observed experimental
results.

6 Qualitative Analysis

We carry out a qualitative analysis of Visionizer results considering two cases
for Reduced-FACAD and Fashion-Cap. For each test set, we analyze the image
for which the Visionizer with Max Search obtained the best BLEU score and the
one for which it obtained the worst score, to highlight the contribution of the
Beam search.

Figure 3 shows examples from Reduced-FACAD dataset. In particular, in
Fig.3 (top), the Visionizer with Beam Search successfully captures part of
the ground-truth caption concerning the ‘soft and stretchy blend’. In contrast,
Visionizer with Max Search fails at capturing these details, while we observe
that the baseline model repeats this pattern with different adjectives. Concern-
ing worst-generation performance cases, in Fig.3 (bottom), we observe that all
models fail at capturing the fashion details described in the ground-truth caption,
which are particularly challenging since they involve domain-specific knowledge
that may not be retrievable solely from the input image.
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Ground Truth: an eye catching geometric pattern color

'g jaunty sock knit from a stretchy cotton blend.

=— Baseline: a moisture wicking knit blend and a soft and
stretchy combed cotton blend.

%A. Visionizer Max Search: a fine linked toe.

Visionizer Beam Search: a soft and stretchy blend.

Ground Truth: a striking branch pattern cover a lustrous
sport tee made from breathable egyptian cotton and
tailored for a flattering fit.

Baseline: warm weather style.

Visionizer Max Search: a comfortably cut fit.
Visionizer Beam Search: a crisp spread collar.

Fig. 3. Examples of generated captions on Reduced-FACAD test set, chosen consid-
ering the best BLEU score (top) and worst BLEU score (bottom), with respect to
Visionizer Max Search. We underline the main differences between the captions.

- m Ground Truth: short sleeve cotton jersey t shirt in white.
- Baseline: oversize t shirt in white.

H ‘ Visionizer Max Search: short sleeve t shirt in white.

- Visionizer Beam Search: short sleeve cotton jersey t shirt
- in white.

Ground Truth: sleeveless virgin wool dress in black
featuring tonal leather trim throughout.

= - Baseline: sleeveless coated cotton dress in black.
Visionizer Max Search: sleeveless ribbed and wool blend
- dress in black.

Visionizer Beam Search: sleeveless a line dress in black.

Fig. 4. Examples of generated captions on Fashion-Cap test set, chosen considering
the best BLEU score (top) and worst BLEU score (bottom), with respect to Visionizer
Max Search. We underline the main differences between the captions.

For what concerns Fashion-Cap, in Fig.4 (top) we observe that Visionizer
models recognize an additional characteristic of the item (“short sleeve”) com-
pared to the baseline model. Furthermore, the Visionizer model with Beam
Search also correctly generates the term “cotton jersey”, while its Max Search
counterpart fails. In Fig.4 (bottom), we observe that all the models perform
similar errors (e.g., missing the second part of the ground-truth caption). How-
ever, it is worth noticing, that Visionizer with Beam Search is able to correctly
recognize the material of the item (“wool”).
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7 Conclusions

We have presented an extensive study concerning fashion image captioning. We
have provided background and motivation for the definition of efficient generative
models oriented to online application scenarios in the fashion domain. We have
released a novel dataset for this task, and we have experimentally assessed its dif-
ficulty and compared it to two existing ones. To the best of our knowledge, this is
the first study that investigates this problem by covering multiple datasets. Our
experiments suggest our dataset can be tackled with popular architectures for
image captioning, obtaining satisfactory results. Nonetheless, it can be consid-
ered challenging and leaves room for future improvements with more advanced
techniques. In future work, we want to integrate semantic-based metrics such as
BERTscore during the training, as part of the loss function. Moreover, the use
of professor forcing [11] regularization instead of teacher forcing would reduce
the discrepancy between the inputs received by the networks at training and test
time, potentially leading to a performance improvement.
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