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Abstract. The rise in social media’s popularity has led to a significant
increase in user-generated content across various topics. Extracting infor-
mation from these data can be valuable for different domains, however,
due to the nature of the vast volume it is not possible to extract infor-
mation manually. Different aspects of information extraction have been
introduced in literature including identifying what topic is discussed in
the text. The challenge becomes even bigger when the text is short, such
as found in social media. Various methods for topic modeling have been
proposed in the literature that could be generally categorized as unsu-
pervised and supervised learning. However, unsupervised topic modeling
methods have some shortcomings, such as semantic loss and poor expla-
nation, and are sensitive to the choice of parameters, such as the num-
ber of topics. While supervised machine learning methods based on deep
learning can achieve high accuracy they need data annotated by humans,
which is time-consuming and costly. To overcome the above mentioned
disadvantages this work proposes a hybrid topic modeling method that
combines the advantages of both unsupervised and supervised methods.
We built a hybrid model by combining Latent Dirichlet Allocation (LDA)
and deep learning built on top of the Bidirectional Encoder Represen-
tations from the Transformers (BERT) model. LDA is used to identify
the optimal number of topics and topic-relevant keywords where the only
need for human input, with the aid of ChatGPT, is to identify associated
topics based on topic-specific keywords. This annotation is used to train
and fine-tune the BERT model. In the experimental evaluation of posts
related to climate change, we show that the proposed concept is appli-
cable for predicting topics from short text without the need for lengthy
and costly annotation.

Keywords: Topic Modeling · LDA · Deep learning · BERT ·
ChatGPT

1 Introduction

Social media have provided means for people to share their opinions and obser-
vations about different aspects and information deeply hidden in these data can
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be valuable for different stakeholders. However, due to the volume and complex-
ity of social media data it is impossible and impractical to analyze all of the
data manually. Therefore, it is necessary to use methods to extract the informa-
tion. Identifying the topic in the text is one of the valuable aspects that can be
extracted from the text and therefore topic modeling attracted significant atten-
tion in the literature, both related to natural language processing and machine
learning. It is able to scan documents and, based on word patterns, identify word
groups and similar expressions that best characterize a set of documents. The
goal of topic modeling is to discover the hidden themes or topics present in a
corpus of documents.

Broadly speaking topic modeling algorithms can be categorized into two main
groups depending on the method applied: Unsupervised learning and Supervised
learning. When trained on large, high-quality labeled datasets, supervised meth-
ods can achieve high accuracy on various tasks [6]. But obtaining labeled data can
be time-consuming and expensive, especially when dealing with extensive col-
lections of texts. While unsupervised learning algorithms do not require labeled
data, which is making them more scalable and cost-effective, they can be inaccu-
rate and identified topics are general not specific to a certain issue. In addition,
unsupervised methods are sensitive to the choice of parameters including the
optimal number of topics. The most popular techniques for topic modeling are
different variations of Latent Dirichlet Allocation (LDA), an unsupervised learn-
ing method.

In this work, to overcome the limitations of both unsupervised and super-
vised methods we are proposing a hybrid method for topic modeling which com-
bines supervised and unsupervised learning. We first preprocessed the data we
collected from Twitter. Then, we identified the optimal number of topics and
generated associated keywords for the optimal number of topics. Human involve-
ment in the process of annotation was minimal, it was related to identifying the
associated topics based on topic-specific keywords, with the aid of ChatGPT,
and in this case, it took less than 30 min. This annotation is used to train and
fine-tune the BERT model, which can be used for identifying topics and with
all benefits of supervised methods. The remainder of the paper is organized
as follows, in the next section considering we harness both unsupervised and
supervised method topic modeling we elaborate on both. In Sect. 3 we present
the proposed hybrid method for Topic modeling and in individual subsection we
present steps of the proposed framework to be performed. Finally, in Sect. 4 we
conclude the paper and suggest possible avenues for future work.

2 Literature Review

Topic modeling is a technique that can automatically analyze text and identify
the underlying topic discussed in the text and cluster documents with the same
topics. Various methods for topic modeling have been proposed in the literature
that could be generally categorized as unsupervised or supervised learning meth-
ods. In the following subsections we will elaborate on topic modeling methods
proposed in the literature.
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2.1 Unsupervised Learning Methods

One of the first algorithms to implement topic modeling dates back to the 1990s.
The early approaches to cluster and categorize large text datasets to topic model-
ing were based on Latent Semantic Analysis (LSA), also known as latent seman-
tic indexing (LSI) [12]. Implementing LSA to identify latent document structures
is based on Singular Value Decomposition (SVD) that captures a text corpus’s
underlying semantic structure by building a matrix of term-document frequency
counts [17].

As for text classification and information retrieval, LSA is still an algorithm
worth considering, but the topic modelling works implemented by LSA now
have been largely replaced by other techniques such as Latent Dirichlet Alloca-
tion (LDA) [5]. LDA is a three-level hierarchical Bayesian model Fig. 1 [18], in
which each item of a collection is modelled as a finite mixture over an underly-
ing set of topics. Each topic is, in turn, modelled as an infinite mixture over an
underlying set of topic probabilities. The output of the LDA model is a series
of topics. Then the represented topic will be classified by a set of representative
words, which can be used to label topics. For example, a topic distribution that is
heavily weighted to terms like “soccer”, “teammates”, “score”, and “goal” may
be associated with the “sports” topic. Where M is the number of documents,
N represents the number of words in a given document. The distribution of the
‘θ’ and ‘β’ represent the multinomial distribution. The parameters of the multi-
nomial distribution are ‘α’ and ‘φ’. Every row of data in ‘θ’ is a K-dimensional
vector representing Kth topics in the corpus. ‘Z’ is one of a topic from ‘θ’. while
‘W’ is the corresponding word in the topic ‘Z’.

Fig. 1. The structure of Latent Dirichlet Allocation

Because of the simplicity and advantages of LDA, many models based on
LDA, to suit different data, have been developed [1]. For instance, the method
named Sparse Topic-Latent Dirichlet Allocation was the first LDA extension
for unsupervised topic modeling without hierarchy regression [15]. In addition,
several other models based on LDA have been proposed, for example, a Non-
parametric Bayesian Model [3] and the correlated Topic Model [4].

2.2 Supervised Learning Methods

Supervised topic modeling, involves using the labeled dataset to train a
model that could classify new unseen documents into topics. These methods
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require humans to annotate documents into corresponding topics. The topic
model is trained with annotated data to categorize new documents accurately.
Researchers have developed various supervised topic modeling methods for topic
modeling. One such method is the supervised LDA algorithm (sLDA) initially
proposed by [15]. This method uses labeled training data to train the model that
is optimized for a specific task or application [7]. sLDA could be used with regres-
sion to multi-class classification [16], the differences between LDA and sLDA are
displayed below in Fig. 2. For each D, the ND words are generated by drawing a
topic t from the distribution of documents and topics θ and then giving a word
w from the topic-word distribution ϕ. The usability of sLDA is demonstrated in
[9] where the intention was to check the key attributes influencing Airbnb user
satisfaction and dissatisfaction by analyzing online reviews. Authors used LDA
to extract positive and negative topics from reviews and combined the statistical
results of sLDA to discover topics related to the satisfaction of Airbnb users.

Fig. 2. Structure of sLDA (b) compared with LDA (a), [13]

There are also proposals that combine multiple methods and connecting
individuals’ strengths to offset the limitations of individual methods and there-
fore produce more accurate results than individual topic modeling methods. For
example, an approach may combine probabilistic topic modeling methods like
Latent Dirichlet Allocation (LDA) with clustering methods or word embedding
techniques such as Word2Vec to enhance the accuracy and interpretability of the
extracted topics. One such algorithm is the LDA-W2V method [11]. In addition,
Topic Attention Model (TAM) for topic modeling combines a supervised recur-
rent neural network (RNN) with LDA [19]. TAM has two inputs, one of them
is a sequence model and another is a bag-of-words topic model. So, the whole
vocabulary is input for RNN, and the word embedding matrix was initialized by
the word embedding learned from Word2Vec. In experimental evaluation authors
demonstrated the dominance of the TAM method when compared to different
unsupervised and supervised methods being applied individually.



Hybrid Method for Short Text Topic Modeling 161

3 Methodology

In this section, we present the methodology proposed to harness unsupervised
learning as an annotation for supervised learning. The Framework and steps are
shown in Fig. 3 and they are listed below:

Fig. 3. Framework of Hybrid Model for Topic Modeling

– Data Collection: Collect Twitter posts relevant to climate change,
– Data Preparation: The first step task is to prepare the data, which involves

preprocessing the text data, including cleaning, tokenization, and stop-word
removal. In supervised topic modeling, the data preparation step is similar
but also involves labeling the data with the corresponding topic or category.

– Unsupervised Topic Modeling: Dirichlet Allocation (LDA) is used to identify
topics. These techniques generate a set of topics, each represented by a set of
words that are highly correlated with each other.

– Identifying the optimal number of Topics.
– Human naming of topics based on the prevalence of words in individual topics.

ChatGPT1 can assist in identifying the most likely topic based on a set of
words produced by LDA for an individual topic.

1 https://openai.com/blog/chatgpt.

https://openai.com/blog/chatgpt
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– Annotation: Assigning a label to the training dataset for each individual post,
as identified by LDA and named by Humans assisted by ChatGPT.

– Building the model: based on the annotated training dataset. We harness
BERT embedding with deep learning models for classification.

– Evaluation: apply the trained model to the test set and predict the associated
topic of each individual post.

3.1 Data Collection

Social media have become a powerful tool for focusing on various topics and
events. On social media, texts are often required to be short. Therefore, this
work we will rely on social media and use Twitter as the posts are publicly
available. The rise of social media platforms has provided a space for users to
share their views on different topics. Many studies relied on this source of data
and demonstrated their usefulness, for example, tracing the rise of ‘flightshame’
in social media and analysis of the climate crisis and flying [2]. Due to the
significance of climate change in this work we opted to consider climate change
related social media posts.

Fig. 4. The structure of the training set

To access public Twitter data we relied on an academic-level Twitter applica-
tion programming interface (API). The API has the option to filter posts by time,
keywords, or a geographic area, on this occasion. Considering that we intended to
look into opinions about climate change from the Australian public we applied
geographic filter in the form ‘location = “-26.117995,134.300207,2200km”’. In
addition, we also apply keyword filtering and to avoid the sparsity of data, we
selected several diverse keywords such as “Co2”, “Climate change”, and “emis-
sion”. Because Twitter data is in JavaScript Object Notation (JSON) format,
we stored the collected posts in the MongoDB database located in an in-house
Big Data cluster. Out of the collected posts, considering that we were interested
in topic modeling we randomly selected 4,502 posts of length more than 150
characters (Twitter has a restriction of 280 characters) and split the data set
into 4,000 for training sets (the structure is shown in Fig. 4) and 502 for the test
set, Fig. 5.

3.2 Data Pre-processing

Preprocessing is an important step in preparing text data for topic modeling.
It is the process of cleaning and transforming original text data into a format
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Fig. 5. The number of records in training and test sets

suitable for further processing. In our dataset, the unstructured and noisy nature
of Twitter data presents unique challenges for topic modeling and deep learning.
To clean the text we have removed punctuations, special characters, Twitter
handles, emojis, images, and URLs. Before performing tokenization, to reduce
the number of tokens, we also performed lemmatization (grouping together dif-
ferent forms of the same word), and in addition, converted all letters to lowercase
Fig. 6.

Fig. 6. Sample preprocessed, tokenized, and Lemmatized data

3.3 LDA

We used Gensim2 to generate the LDA model. Gensim is an open-source Python
library for natural language processing, specifically for topic modeling, document
similarity analysis, and text summarization. Sample output from LDA-generated
topics by Gensim is shown in Fig. 7.

Fig. 7. LDA Topic Distribution

The experiments were run on a CPU-based server (Intel(R) Xeon(R) CPU
E5-2609 v3 @ 1.90 GHz, 12-Core Processor, 65 GB Memory), enhanced by a
GPU (GeForce GTX 1080 with 8 GB of memory).
2 https://pypi.org/project/gensim/.

https://pypi.org/project/gensim/
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3.4 Optimal Number of Topics

Usually, in order to evaluate works, ‘Recall, Precision, and F-score’ [10] are
designed to be the metrics of classification tasks. In comparison, Perplexity is a
vital metric to evaluate a language model. It is used to evaluate the predictive
power of a language model, that is, whether the model can assign sequences in
the test set to a distribution similar to the training set. Perplexity is a measure
of how well a probability distribution or probability model predicts a sample
(similar to entropy), the smaller value indicates the better performance of the
model evaluation, it is shown in the formula below.

Perplexity = 2− 1
N

∑N
i=1 log2 P (wi)

where N represents the total number of distinct words. P (wi) means the proba-
bility of the ith word from documents. To find the optimal number of topics we
calculated perplexity for all options with the number of topics between 5 and 25.
While testing different numbers of topics, we also looked into different values for
learning decay, learning offset, and max iter and performed experiments with all
possible combinations. The max iter is the maximum number of passes over the
training data (aka epochs), learning decay is a parameter that controls learning
rate in the online learning method and to guarantee asymptotic convergence the
value should be set between (0.5, 1.0]. The learning offset (also called tau 0)is
a parameter that down weights early iterations in online learning, it should be
greater than 1.0. For topics, as mentioned earlier we considered the range from
5 to 25. From previous work, we concluded that for learning decay the value
should be between 0.7 to 0.95, and we tested all values with the step of 0.05.
Similarly, we considered for max iter and learning offset values 10 and 20, shown
in Fig. 8. We have noticed that the enforcing to calculate perplexity for every
item did not improve the performance but just slowed down the experiment sig-
nificantly. Therefore, we left the parameter evaluate every=-1, which indicates
to not evaluate perplexity for every item.

From the experiment results, where we tested all possible combinations of
topics, learning decay, max iter, and learning offset we found that the lowest
perplexity is 912.86 when the number of topics is 16, learning decay is 0.95, and
both max iter and learning offset are equal to 20 (As it is shown and highlighted
in Fig. 8). Therefore, we applied these values when generating keywords for 16
topics. We also identified that 12 keywords are sufficient to define the topics.

3.5 ChatGPT Annotation

The only involvement of humans in the annotation is to assign associated topic
names for 16 topics produced by LDA. This can be assisted, and we also relied
on ChatGTP 3.53 to identify associated topic names based on topic-specific
keywords and to possibly cluster more LDA-identified topics into one, as it can
be seen in Fig. 9. In our case, 16 LDA-generated topics were clustered into
3 https://chat.openai.com/.

https://chat.openai.com/
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Fig. 8. Parameters for optimal number of topics based on lowest perplexity

5 categories and named appropriately based on keywords. It is important to
mention that this task took only minimal effort and ensured that all training
data (4000 posts) for supervised learning were labeled. In contrast, a similar
task of annotation performed fully by humans in our previous project required
4,000 min (one minute per tweet) for annotation (about 66 h).

Fig. 9. Suggestion by ChatGPT based on LDA-generated words and dominant key-
words

After identifying suitable topics, based on keywords and assisted by Chat-
GPT, these values were updated in the MongoDB database and resulted in the
distribution shown in Fig. 10. It can be seen that most topics associate with
‘Bushfire’, followed by ’Others, and ‘NatureBasedSolutions’. This is in line with
annotation performed by humans on the same data set.
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Fig. 10. Topics generated by LDA named and clustered by humans based on keywords

3.6 Deep Learning Language Modeling

We have adapted the BERT model [8] to fine-tune our model with our LDA and
ChatGPT assisted annotated data. The BERT model is deeply bidirectional and
pre-trained using only a plain text corpus, which means it is designed to pre-train
deep bidirectional representations from an unlabeled text by joint conditioning
on both the left and right context. Bidirectionally trained models can have a
deeper sense of language context and flow than single-direction language models
and therefore can be fine-tuned with an extra additional output layer to create
a domain-specific model. These bidirectional fine-tuned Transformer models can
even surpass human performance in this challenging area.

We tested different BERT pre-trained models, as advised in [14], and con-
cluded that in our case the ‘bert-base-uncased’ model performed the best, there-
fore we used it for training the model. The concept for fine-tuning of the model
using problem-specific application data on top of the BERT pre-trained model is
shown in Fig. 114. The training was performed with a ‘learning rate: 4e−5’ and
‘num train epochs: 5’.

Fig. 11. Fine-tuning of pre-trained BERT model with annotated domain-specific data

The proposed concept takes a sample tweet text (pre-processed by removing
URL, punctuations, and stop words as well as lemmatized to reduce the number
4 http://jalammar.github.io/illustrated-bert/.

http://jalammar.github.io/illustrated-bert/
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of tokens) as input and predicts the target label with fine-tuned trained model. It
converts a sample tweet input into a feature tensor, which is next classified using
a Neural Network to determine its target label. Considering the fine-tuning of the
‘bert-base-uncased’ model with LDA annotated data leads to more accurate and
interpretable models. In the experimental evaluation of posts related to climate
change, we showed that the proposed concept is applicable for predicting topics
from short text without the need for lengthy and costly annotation.

4 Conclusion

Topic modeling is a useful technique that can automatically analyze text and
identify the underlying topic discussed. It can be valuable for different domains,
presenting potential advantages for diverse stakeholders. Various methods for
topic modeling have been proposed in the literature. However, both main meth-
ods (unsupervised and supervised) have shortcomings. To overcome disadvan-
tages this work proposes a hybrid topic modeling method that combines the
advantages of both unsupervised and supervised methods.

We built a hybrid model by combining Latent Dirichlet Allocation (LDA)
and deep learning built on top of the Bidirectional Encoder Representations
from Transformers (BERT) model. LDA is used to identify the optimal number
of topics and associated keywords. The only human input needed, with the help
of ChatGPT, is to suggest to suggest topic names based on topic-specific key-
words and possibly cluster more LDA-defined topics into one. This annotation is
used to train and fine-tune the BERT model. In the experimental evaluation on
posts related to climate change, we show that the proposed concept is applica-
ble for predicting topics from short text without the need for lengthy and costly
annotation. In this work, due to the harnessing of LDA, ChatGPT, and BERT,
we completed the annotation of 4,000 posts in about 30 min while the same task
required more than 66 h to be fully performed by humans. Testing the accuracy
on test data revealed that the proposed concept achieves good accuracy and
therefore the proposed concept is applicable for short text topic modeling.

As for future work, it would be interesting to further experiment with param-
eters for the LDA model to obtain better and maybe more keywords, which will
possibly allow better classification and naming of underlying topics. In addition,
it is also useful to experiment with deep learning parameters for fine-tuning
and different pre-trained models. It is also necessary to devise the method to
assess the accuracy of the hybrid method and experiment with other unsuper-
vised topic modeling methods as well as explore the feasibility of applying the
proposed method to other domains beyond climate change.
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