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Preface

ACIIDS 2023 was the 15th event in a series of international scientific conferences on
research and applications in the field of intelligent information and database systems.
The aimofACIIDS 2023was to provide an international forum for researchworkerswith
scientific backgrounds in the technology of intelligent information and database systems
and their various applications. The conference was hosted by King Mongkut’s Institute
of Technology Ladkrabang, Thailand, and jointly organized by Wrocław University of
Science and Technology, Poland, in cooperation with IEEE SMC Technical Committee
on Computational Collective Intelligence, European Research Center for Information
Systems (ERCIS), University of Newcastle (Australia), Yeungnam University (South
Korea), International University - Vietnam National University HCMC (Vietnam), Lei-
den University (The Netherlands), Universiti Teknologi Malaysia (Malaysia), Ton Duc
ThangUniversity (Vietnam), BINUSUniversity (Indonesia), andVietnamNational Uni-
versity, Hanoi (Vietnam). ACIIDS 2023 occurred in Phuket, Thailand, on July 24–26,
2023.

The ACIIDS conference series is already well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in Vietnam,
respectively. The third event, ACIIDS 2011, occurred in Daegu (South Korea), followed
by the fourth, ACIIDS 2012, in Kaohsiung (Taiwan). The fifth event, ACIIDS 2013,
was held in Kuala Lumpur (Malaysia), while the sixth event, ACIIDS 2014, was held
in Bangkok (Thailand). The seventh event, ACIIDS 2015, occurred in Bali (Indonesia),
followed by the eighth, ACIIDS 2016, in Da Nang (Vietnam). The ninth event, ACIIDS
2017, was organized in Kanazawa (Japan). The 10th jubilee conference, ACIIDS 2018,
was held in Dong Hoi City (Vietnam), followed by the 11th event, ACIIDS 2019, in
Yogyakarta (Indonesia). The 12th and 13th events were planned to be on-site in Phuket
(Thailand).However, the global pandemic relating toCOVID-19 resulted in both editions
of the conference being held online in virtual space. ACIIDS 2022 was held in Ho Chi
Minh City as a hybrid conference, and it restarted in-person meetings at conferences.

This volume contains 50 peer-reviewed papers selected for presentation from over
220 submissions. Papers included in this volume cover the following topics: data min-
ing and machine learning methods, advanced data mining techniques and applications,
intelligent and contextual systems, natural language processing, network systems and
applications, computational imaging and vision, decision support, control systems, and
data modeling and processing for industry 4.0.

The accepted and presented papers focus on new trends and challenges facing the
intelligent information and database systems community. The presenters showed how
research work could stimulate novel and innovative applications. We hope you find
these results valuable and inspiring for future research work. We would like to express
our sincere thanks to the honorary chairs for their support: Arkadiusz Wójs (Rector
of Wrocław University of Science and Technology, Poland), Moonis Ali (Texas State
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University, President of International Society of Applied Intelligence, USA), Komsan
Maleesee (President of KingMongkut’s Institute of Technology Ladkrabang, Thailand).

We thank the keynote speakers for their world-class plenary speeches: SamanK.Hal-
gamuge from The University of Melbourne (Australia), Jerzy Stefanowski from Poznań
University of Technology (Poland), Siridech Boonsang from King Mongkut’s Institute
of Technology Ladkrabang (Thailand), and Masaru Kitsuregawa from The University
of Tokyo (Japan).

We cordially thank our main sponsors, King Mongkut’s Institute of Technology
Ladkrabang (Thailand), Wrocław University of Science and Technology (Poland),
IEEE SMC Technical Committee on Computational Collective Intelligence, European
Research Center for Information Systems (ERCIS), University of Newcastle (Australia),
Yeungnam University (South Korea), Leiden University (The Netherlands), Universiti
Teknologi Malaysia (Malaysia), BINUS University (Indonesia), Quang Binh University
(Vietnam), Vietnam National University (Vietnam), and Nguyen Tat Thanh University
(Vietnam). Our special thanks go to Springer for publishing the proceedings and to all
the other sponsors for their kind support.

Our special thanks go to the program chairs, the special session chairs, the organizing
chairs, the publicity chairs, the liaison chairs, and the Local Organizing Committee for
their work towards the conference. We sincerely thank all the members of the Interna-
tional Program Committee for their valuable efforts in the review process, which helped
us to guarantee the highest quality of the selected papers for the conference.We cordially
thank all the authors and other conference participants for their valuable contributions.
The conference would not have been possible without their support. Thanks are also due
to the many experts who contributed to the event being a success.

July 2023 Ngoc Thanh Nguyen
Siridech Boonsang

Hamido Fujita
Bogumiła Hnatkowska

Tzung-Pei Hong
Kitsuchart Pasupa

Ali Selamat
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Leszek Rutkowski Częstochowa University of Technology, Poland
Ali Selamat Universiti Teknologi Malaysia, Malaysia
Edward Szczerbicki University of Newcastle, Australia

Special Session Chairs

Bogumiła Hnatkowska Wrocław University of Science and Technology,
Poland

Arit Thammano King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Krystian Wojtkiewicz Wrocław University of Science and Technology,
Poland

Doctoral Track Chairs

Marek Krótkiewicz Wrocław University of Science and Technology,
Poland

Nont Kanungsukkasem King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Liaison Chairs

Sirasit Lochanachit King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Ford Lumban Gaol Bina Nusantara University, Indonesia
Quang-Thuy Ha VNU-University of Engineering and Technology,

Vietnam
Mong-Fong Horng National Kaohsiung University of Applied

Sciences, Taiwan
Dosam Hwang Yeungnam University, South Korea
Le Minh Nguyen Japan Advanced Institute of Science and

Technology, Japan
Ali Selamat Universiti Teknologi Malaysia, Malaysia



Organization ix

Organizing Chairs

Kamol Wasapinyokul King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Krystian Wojtkiewicz Wrocław University of Science and Technology,
Poland

Publicity Chairs

Marcin Jodłowiec Wrocław University of Science and Technology,
Poland

Rafał Palak Wrocław University of Science and Technology,
Poland

Nat Dilokthanakul King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Finance Chair

Pattanapong Chantamit-O-Pas King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Webmaster

Marek Kopel Wrocław University of Science and Technology,
Poland

Local Organizing Committee

Taravichet Titijaroonroj King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Praphan Pavarangkoon King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Natthapong Jungteerapanich King Mongkut’s Institute of Technology
Ladkrabang, Thailand

Putsadee Pornphol Phuket Rajabhat University, Thailand
Patient Zihisire Muke Wrocław University of Science and Technology,

Poland



x Organization

Thanh-Ngo Nguyen Wrocław University of Science and Technology,
Poland
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Grażyna Brzykcy Poznań University of Technology, Poland
Robert Burduk Wrocław University of Science and Technology,

Poland
Aleksander Byrski AGH University of Science and Technology,

Poland
Dariusz Ceglarek WSB University in Poznań, Poland
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Fast Camera Motion Compensation
Based Kalman Filter and Cascade

Association for Multi-object Tracking

Tung Thanh Do1,2(B), Huy Quang Che1,2, and Cuong Van Truong1,2

1 University of Information Technolog, Ho Chi Minh City, Vietnam
19522491@gm.uit.edu.vn

2 Vietnam National University, Ho Chi Minh City, Vietnam

Abstract. Numerous ways to improve the power of tracking algorithms
have emerged in modern multi-object tracking problems. Tracking-by-
detection, On the other hand, is one of the most precise approaches in
the field, balancing the trade-off between precision and run-time. This
method divides the tracking process into two steps: the detection process
to localize objects in the image and the tracking process to assign identity
for each response from the object detector. In this study, we optimize the
tracking process by generalizing the BYTE technique (Cascade Associ-
ation) and integrating camera-motion compensation to the Association
stage. Our new tracker KCM-Track, sets a new state-of-the-art accu-
racy on MOT17 dataset in terms of the primary MOT metrics: MOTA,
IDF1, and HOTA. On MOT17 test sets: 80.6% MOTA, 79.7% IDF1,
and 64.6% HOTA are achieved at 314 FPS for the tracking process.

Keywords: Multi-object tracking · Tracking-by-detection ·
Camera-motion-compensation · Data Association

1 Introduction

Various multi-object tracking methods have been introduced to recognize
and estimate the spatio-temporal trajectories of several objects in the video
stream. This increases the viability of MOT in real-world applications such as
autonomous vehicles, traffic management systems, or video surveillance.

One of the most influential paradigms in multi-object tracking problems is
tracking-by-detection [3,5,8,18,22]. The robustness of this method is mainly
based on the accuracy of the object detector. To maximize the performance of
this approach, we need to focus on optimizing the vital part of this method which
heavily relies on object detection and tracking. Even though object detectors
play a crucial role in this method, it is not easy to enhance the accuracy of
this stage due to the complexity and the generalization of this problem. On the
contrary, tracking is recognized as a postprocessing step and has a significant
impact on overall accuracy. The simple and basic approaches in SORT [5] (based
on intersect of union) or DeepSORT [18] (based on appearance similarity) is still
the primary method at this stage.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 3–15, 2023.
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In the tracking stage, we have two small steps: motion model and data associ-
ation. Based on previous motion cues, we need to predict the position of the cur-
rent bounding boxes by motion model. Kalman filter [2] is one of the most com-
mon motion models in the tracking-by-detection paradigm. However, the Kalman
filter is based on a constant-velocity model, so the IOU-based approaches that
rely on the Kalman filter mostly fail when used in low frame rate circumstances,
rapid motions, or camera motions. DeepSORT pioneered the application of re-
identification to multi-object tracking by taking the object detector’s responses
through a feature extractor and then matching the tracks and detection boxes
by appearance similarity. The appearance feature for matching helps reduce the
IOU-based approaches’ limitation and enhances the identity maintenance for each
track. However, this method may be inadequate compared to the IOU-based
method in crowded environments with many people overlapping and low visibility,
leading to the trade-off between the tracker’s ability to detect the objects (MOTA)
and the tracker’s ability to preserve the correct identities over time (IDF1).

ByteTrack [22], one of the current SOTA methods in multi-object tracking,
use IOU-based tracking-by-detection approach to increase MOTA accuracy while
keeping the high-speed inference time. The effectiveness of the BYTE algorithm
has been shown when applied to 9 different trackers. However, for each different
tracker, the confidence interval varies and has to carefully tune for each method.
In this work, we generalize their method from a two-confidence interval to an
n-confidence interval to best fit each type of detector.

In moving camera scene, the location of the detection boxes in the image
plane might shift substantially, thereby making IOU-based techniques [5,22]
increasing ID switches or false negatives. In BOT-Sort [3], they use the global
motion compensation (GMC) technique in the OpenCV [6] for calculating the
affine matrix and applying this matrix to compensate for camera motion. How-
ever, the GMC approach is very resource-intensive and time-consuming, making
it challenging to apply to low-computational-resource systems. As a result, we
propose another technique that uses the information from BYTE algorithm’s
high-score bounding boxes [22] to adjust the low-score bounding boxes in the
association step. Because this approach uses significantly fewer computational
resources than the GMC, the run-time in the tracking stage is nearly the same
while using this algorithm.

In this work, we propose a new tracker which achieve SOTA accuracy while
maintain the high run-time speed in the MOT17 challenge by addressing the
above limitations of IOU-based approaches and integrating them into the novel
ByteTrack. In summary, our contributions can be given as follows:

– We generalize BYTE algorithm [22] from a two-confidence interval to an n-
confidence interval and call it Cascade Association.

– We represent a new and straightforward method to compensate camera
motion from information in the data association step for a more robust associ-
ation in the tracking stage. We call it Kalman camera-motion compensation.

– We implement Cascade Association and Kalman camera-motion compensa-
tion to ByteTrack [22], experiment on the MOT17 dataset [12], and conduct
ablation studies to prove the effectiveness of our proposed algorithm.
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2 Related Work

2.1 Detection in Tracking-By-detection

MOT is merely an object detection problem with an identity where the accuracy
mainly depends on the capability of the object detector. Many current SOTA
methods use off-the-shell object detection methods to generate the bounding
boxes for the objects in the image, [8,22] using YOLOX detector [9], CenterTrack
[24] using a modified model from CenterNet [25],... For older methods [5,18],
when applied with state-of-the-art object detectors, the accuracy in CLEAR [4],
IDF1 [15] metric is competitive to the latest methods [3,20,22] in MOT.

2.2 Tracking in Tracking-By-detection

Motion Model. Kalman filter [2] is an extremely popular linear model to
predict the position of future tracks because of its simplicity and efficiency.
Although the constant-velocity assumption is not fit well in a real-world situa-
tion, it has been used widely since 2017 in SORT [5] until 2022 in by [3,8,22].
Many researchers employ more complex forms of the Kalman filter. For example,
instead of estimating the bounding boxes’ height and aspect ratio, [3] replaces
the aspect ratio with the width to achieve better performance and verify it
through many experiments. In many complex scenarios, such as non-static cam-
eras, irregular movement from real-life situations may cause failure when using
the Kalman filter. Many studies use more advanced techniques in Deep Learning
to calculate the offset of each object by using the past information [19,24]. This
strategy is still not comparable to the Kalman filter IOU-based approaches due
to the performance of the detection phase.

Data Association. This step in MOT is considered a linear assignment prob-
lem, starting from the SORT algorithm [5], which associates bounding boxes and
tracks based on IOU. The following version, DeepSort [18], used cosine distance
between apperance embedding features to match detection boxes and tracks.
ByteTrack [22] uses high-score bounding boxes for matching and instantiating
new objects and low-score bounding boxes for object matching. In addition,
some methods modify the matching distance, such as CBIOU [20] extend the
bounding boxes region to better match in the cases where the objects have an
irregular shape and unpredictable movement.

2.3 Tracking with Camera Motion Compensation

The tracking-by-detection-based IOU and Kalman filter methods rely heavily
on the assumption of linear motion. Therefore, significant camera motion may
shift the estimated bounding boxes far away from the true position, which causes
failure when calculating IOU between tracks and detection boxes. In BOT-Sort
[3], they use the global motion compensation (GMC) technique to calculate the
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affine matrix and apply this matrix to compensate for camera motion. However,
the GMC approach is very resource-intensive and time-consuming, making it
challenging to apply to low-computational-resource systems. In crowed scenes,
the estimation of the camera motion may fail due to a lack of background key
points which can cause unexpected tracker behavior.

3 Proposed Method

In this section, we present our main contributions for the multi-object tracking-
based tracking-by-detection methods. By integrating Cascade Association and
camera motion-compensation based Kalman filter into ByteTrack [22], we
present new state-of-the-art trackers, KCM-Track. The Cascade Association is
presented in Algorithm 1 and the Kalman camera-motion compensation is pre-
sented in Fig. 1.

3.1 Cascade Association

We separate the high-score, and low-score detection boxes similar to the BYTE
method [22], with the high confident boxes used to initialize new tracks and
the low ones discarded. Nevertheless, we extend this method by increasing the
number of confidence intervals rather than just one, implying that the high-
score and low-score detection boxes may be divided into smaller groups. Then
the matching process can begin from the highest to the lowest. The unmatched
tracks from the higher confidence interval are matched with, the lower group
again, which is why we name our association strategy Cascade Association.

In Algorithm 1, we take previous tracks, detection boxes, a set of predefined
confidence intervals, and a high-score threshold as input. The Cascade Associ-
ation returned activated tracks for evaluation, unactivated tracks for lost track
removal, and unmatched detection for track rebirth. First, our algorithm sepa-
rates the detection boxes into groups depending on their confidence value and
predefined confidence interval. Using match dets tracks function, we conduct
the matching process for each group to associate the tracks and detection boxes.
After that, we store the unmatched detection boxes for track initialization if
their confidence is higher than a high-score threshold (line 17 Algorithm 1).

3.2 Camera-Motion Compensation Based Kalman Filter

In the multi-object tracking-based tracking-by-detection methods, the IOU-
based Kalman filter approach is one of the most popular due to its simplicity and
effectiveness. This strategy, however, is based on a constant-velocity assumption,
which creates many errors in a moving camera. Fig. 1 depicts the trouble caused
by camera displacement. The camera is fixed in the first three frames (from t = 1
to t = 3). As a result, the Kalman filter fully captures the object’s trajectory
and matches it by applying the IOU-based technique. In the next frame (t = 4),
the camera is shifted to the right by d, which alters the object’s location in the
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image. The newly shifted position of objects is shown by red boxes, while the
predicted boxes using the Kalman filter are represented by blue boxes. The IOU
between the actual detection boxes and the predicted boxes decreased or equaled
zero, causing the IOU-based matching technique to fail.

Algorithm 1: Cascade association
Input : A list of track T , a list of bounding boxes D, a list of confidence score

C, a list of matching threshold M, high score threshold τ
Output: A list of activated tracks A, a list of unactivated tracks U , a list of

unmatched detection boxes B

// Split bounding boxes with confidence

// interval

1 Initialize det array D and score array S;
2 for conf in to C do
3 idx = D > conf
4 d, s = D[idx], C[idx]
5 D = D ∪ d
6 S = S ∪ s

// Initialize step

7 Initialize untracked track u track = T ,
8 activated track ac track = None,
9 refinded track re track = None

10 and unmatched detection u det = None ;

// Run matching from the highest confidence

// interval to the lowest confidence interval

11 for idx, dets in D do
12 at, rt, ut, ud = match dets tracks(dets, S[idx],
13 u track, M [idx])
14 ac track = ac track ∪ at
15 re track = re track ∪ rt
16 u track = ut

// Keep high-score detection boxes for

// trackers initialization

17 if C[idx] > τ then u det = u det ∪ ud;

18 return u track, ac track, re track, u det

The match dets tracks function is a matching algorithm from the SORT
algorithm [5], which is an IOU-based matching strategy with the Hungarian
algorithm [1]. However, we intentionally integrate our Kalman camera-motion
compensation to mitigate the effect of large displacement in non-stationary cam-
era.

The failure of this strategy is mostly due to a violation of the Kalman Filter’s
constant-velocity assumption. One way to mitigate this effect is to introduce the
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velocity of the moving camera when using the Kalman filter to make a predic-
tion. This velocity can be calculated by following the global motion compensation
(GMC) technique used in the OpenCV [6] implementation of the Video Stabi-
lization module, similar to BOT-Sort [3]. However, this technique consumes a
large number of computational resources.

As we may know, the closer the object is to the camera, the bigger it gets
in the image. The bigger the object in the image, the less influence caused by
the camera motion (object A in Fig. 1 still overlaps with its corresponding track
box). Intuitively, our method use the “big” track boxes, which we can match
with their corresponding detection boxes to achieve the camera velocity and
guide the “small” track boxes. In more technical terms, we use the difference in
velocity (also known as acceleration) of the matched track as camera velocity
to re-update the unmatched track’s location. The camera-motion compensation
process is shown in Fig. 1. To get the camera velocity, we calculate the velocity
offset between the newly updated state and the old state predicted from the
Kalman filter for each matched track (line 7 to line 14 in Algorithm 2), then
average the velocity offset (line 15 in Algorithm 2) to get camera velocity. Finally,
we restore the unmatched track state and re-predict the new state using the
camera velocity (line 16, 17, 18 in Algorithm 2).

4 Experimental Results

In this section, we conduct many experiments to verify the effectiveness of our
method on the MOT17 dataset [12]. Our new tracker, KCM-Track, which is
ByteTrack [22] with Cascade Association and Kalman camera-motion compen-
sation.

4.1 Experiment on MOT17 Dataset

The studies were carried out using MOT17 [12] under the “private detection”
procedure, one of the most widely used benchmarks in multi-object tracking for
pedestrian detection and tracking in unrestricted contexts. The video sequences
in MOT17 were captured using stationary and moving cameras, making them
ideal for testing our camera-motion compensation algorithm. We use CLEAR
metric [4], IDF1 [15] and HOTA [11] to evaluate the performance. The final
result is shown in Table 1. The MOTA is higher than the baseline ByteTrack
[22] by 0.4%, BOT-Sort 0.2% and 2.4% IDF1 which indicates the improvement
in identity preservation. The HOTA accuracy does not surpass BOT-Sort [3],
however, the estimated FPS increase significantly.
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Algorithm 2: Matching detection boxes and tracks
1 Function match dets tracks(dets, dets score, tracks, match thresh):

// Normal matching

2 at = None
3 rt = None
4 dist = calculate dist(tracks, dets)
5 matches, u match, u dets = association(dist)
6 velocity = None

// Calculate the acceleration of activated

// tracks

7 for tracks, dets in matches do
8 if tracks is activated then new mean, old mean = tracks.update()
9 at = at ∪ tracks

10 vel = vel ∪ (new mean − old mean)
11 ;
12 else
13 tracks.reactivate()
14 rt = rt ∪ tracks;

// Calculate camera velocity

15 mean velocity = mean(vel)

// Update unmatched track with camera

// velocity

16 for tracks in u match do
// Restore the track state before

// prediction

17 tracks.roll back()
18 tracks.predict(mean velocity)

19 u track = u match
20 return at, rt, u track, u dets ;

Table 1. Result on MOT17 test set

Tracker MOTA ↑ IDF1↑ HOTA↑ FP↓ FN↓ IDs↓ FPS↑
MOTR [21] 65.1 66.4 – 45486 149307 2049 –

CenterTrack [24] 67.8 64.7 52.2 18498 160332 3039 17.5

QuansiDense [13] 68.7 66.3 53.9 26589 146643 3378 20.3

CSTrack [10] 74.9 72.6 59.3 23847 114303 3567 15.8

TransTrack [16] 75.2 63.5 54.1 50157 86442 3603 10.0

TransMOT [7] 76.7 75.1 61.7 36231 93150 2346 9.6

ByteTrack [22] 80.3 77.3 63.1 25491 83721 2196 29.6

BOT-Sort [3] 80.5 80.2 65.0 35208 73244 1212 4.5

Our 80.7 79.7 64.6 37452 69168 2235 29 1

1 The FPS is estimated because we do not have the same GPU and only modify

the Data Association step, which runs on CPU.
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Fig. 1. The effect of camera motion and Kalman camera-motion compensation

4.2 Ablation Study

Experiment on MOT17 Validation Set. We follow [22] to split the MOT17
training set for training and validation. We evaluate the CLEAR metric [4], IDF1
[15] by using the source code of [22] for a fair comparison. The HOTA metric [11]
is calculated using this GitHub repository1. By using more confidence intervals,
we gain 1.2% MOTA, 1.9% IDF1 additionally, and by combining CA and KCM,
we increase significantly 3.3% IDF1 and 1.2% HOTA. The results are shown in
Table 2.

Table 2. Result on MOT17 validation set

CA KCM MOTA IDF1 HOTA

Baseline (ByteTrack) 76.6 79.2 67.8

Baseline (ByteTrack) � 77.8 (+1.2) 81.1 (+1.9) 68.5(+0.7)

Baseline (ByteTrack) � � 78.4 (+1.8) 82.5 (+3.3) 68.9 (+1.2)

Run-Time Comparison. Due to the difference in GPU computational
resources and only changes in the data association step, we measure the run-time

1 https://github.com/JonathonLuiten/TrackEval.

https://github.com/JonathonLuiten/TrackEval
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of the data association stage on ByteTrack [22], BOT-Sort [3] and KCM-Track.
The experiment is conducted on MOT17 validation using Intel(R) Core(TM)
i9-10900X and 32GB Ram. The final results are shown in Table 3. The run-time
between ByteTrack and our tracker is small and negligible, while BOT-Sort is
higher than KCM-Track 15 times.

Table 3. The tracking time on MOT17 validation

MOTA ↑ IDF1 ↑ HOTA ↑ Track time(s) ↓
ByteTrack 76.60 79.20 67.80 6.96

BOT-Sort 78.46 82.07 69.17 119.3

KCM-Track 78.40 82.50 68.90 7.66

Applications on Other Trackers. We apply CA and KCM on 8 dif-
ferent state-of-the-arts trackers, including JDE [17], CSTrack [10], FairMOT
[23], TraDes [19], QDTrack [13], CenterTrack [24], Chained-Tracker [14] and
TransTrack [16]. We only use the detection boxes generate by these tracker and
intergrate our method to each tracker. The results is shown in Table 4. Even
though when applying BYTE algorithm [22], there are a significant improve-
ments, our method still can increase the performance of some trackers compared
to BYTE, especially 1.3% MOTA on TransTrack, 2.3% IDF1 on QDTrack [13]
and −104 ID switches on TraDes [19].

We apply CA, and KCM on eight different state-of-the-art trackers, includ-
ing JDE [17], CSTrack [10], FairMOT [23], TraDes [19], QDTrack [13], Center-
Track [24], Chained-Tracker [14], and TransTrack [16]. We only use the detection
boxes generated by these trackers and integrate our method into each tracker.
The results are shown in Table 4. Even though when applying BYTE, there are
significant improvements, our method still can increase the performance of some
trackers compared to BYTE, especially 1.3% MOTA on TransTrack, 2.3% IDF1
on QDTrack [13] and −104 ID switches on TraDes [19].

The Effectiveness of Kalman Camera-Motion Compensation. To prove
the effectiveness of Kalman camera-motion compensation, we show the visu-
alization of predicted bounding boxes by the Kalman filter in ByteTrack [22]
and KCM-Track in Fig. 2. This is an image from the MOT17-13 video, and the
camera is turning to the right. That is why, without Kalman camera-motion
compensation, the bounding boxes in ByteTrack are shifted to the right while
the bounding boxes in KCM-Track are fit to the pedestrian.

To show that our method can capture the camera direction, we plot
sign(xvel)∗exvel , where xvel is the velocity of the camera in x−axis. In Fig. 3(a),
MOT17-04 video is a static camera scene, the sign(xvel) ∗ exvel is around 1 and
−1 which means xvel is around 0. It is true because the camera is not moving.
In Fig. 3(b), the MOT17-11 video is a moving camera scene with a man holding
a camera while walking in the mall. This is why the x− axis of camera velocity



12 T. T. Do et al.

Table 4. Results of applying CA and KCM to 8 different state-of-the-art trackers on
the MOT17 validation set. In green are the improvements of at least (+0.5) point

Method Association method MOTA↑ IDF1↑ IDs↓
JDE [17] – 60.0 63.6 473

w/BYTE 60.6 66.0 360

w/CA + KCM 61.1 (+0.5) 67.5 (+1.5) 286 (−74)

CSTrack [10] – 68.0 72.3 325

w/BYTE 69.3 73.9 285

w/CA + KCM 70.3 (+1.0) 73.0 (−0.9) 290 (+5)

FairMOT [23] – 69.1 72.8 299

w/BYTE 70.3 73.2 236

w/CA + KCM 71.2 (+0.9) 73.4 (+0.2) 198 (−38)

TraDes [19] – 68.2 71.7 285

w/BYTE 67.9 72.0 281

w/CA + KCM 68.7 (+0.8) 73.3 (+1.3) 177 (−104)

QuasiDense [13] - 67.3 67.8 377

w/BYTE 67.9 70.9 258

w/CA + KCM 68.4 (+0.5) 73.2 (+2.3) 239 (−19)

CenterTrack [24] – 66.1 64.2 528

w/BYTE 67.4 74.0 144

w/CA + KCM 68.4 (+1.0) 74.3 (+0.3) 144 (−0)

CTracker [14] – 63.1 60.9 755

w/BYTE 65.0 66.7 346

w/CA + KCM 65.2 (+0.2) 66.6 (−0.1) 293 (−53)

TransTrack [16] – 67.1 68.3 254

w/BYTE 68.4 72.4 181

w/CA + KCM 69.7 (+1.3) 72.7 (+0.3) 172 (−9)

Fig. 2. Visualization of predicted bounding boxes by Kalman filter in ByteTrack and
KCM-Track. The green boxes are ByteTrack, and the blue boxes are KCM-Track.
(Color figure online)
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follow a zigzag pattern, which is fit with left and right movement when a person
is walking with a camera. It shows that our camera compensation method not
only can capture the moving direction of camera but remains robust in a static
scene.

Fig. 3. The x − axis velocity of camera on MOT17 videos.

5 Conclusion

In conclusion, we generalize BYTE Algorithm to form the Cascade Association
algorithm and propose Kalman camera-motion compensation. We implement a
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new state-of-the-art tracker on the MOT17 dataset, KCM-Track. We also con-
duct many experiments to prove the effectiveness of our proposal and the gen-
eralization of our method when applying it to eight other trackers. In addition,
the Kalman camera-motion compensation can perform in real-time compared to
previous camera-motion compensation methods. Although our current method
effectively incorporates camera motion into the tracking process, it relies on
prior information for calculating the camera-motion. Consequently, in scenarios
where only an object is present in a frame, the method may encounter limi-
tations. To overcome this challenge, future research aim to employ advanced
techniques that can mitigate camera motion. One such approach involves scan-
ning the local region to identify a matching bounding box for the object without
relying on a Kalman filter. This proposed technique holds promise for enhanc-
ing the robustness and accuracy of object tracking in scenarios where explicit
camera motion information is not available.

Acknowledgement. This research is funded by University of Information
Technology-Vietnam National University of Ho Chi Minh city under grant number
D1-2023-14.

References

1. Kuhn, H.W.: The Hungarian method for the assignment problem. Naval Res.
Logist. Q. 2(1), 83–97 (1955). https://doi.org/10.1002/NAV.3800020109

2. Kalman, R.E.: A new approach to linear filtering and prediction problems. J. Basic
Eng. 82(1), 35–45 (1960). https://doi.org/10.1115/1.3662552

3. Aharon, N., Orfaig, R., Bobrovsky, B.Z.: Bot-sort: Robust associations multi-
pedestrian tracking. arXiv preprint arXiv:2206.14651 (2022)

4. Bernardin, K., Stiefelhagen, R.: Evaluating multiple object tracking performance:
the clear mot metrics. EURASIP J. Image Video Process. 2008 (2008). https://
doi.org/10.1155/2008/246309

5. Bewley, A., Ge, Z., Ott, L., Ramos, F., Upcroft, B.: Simple online and realtime
tracking. In: 2016 IEEE International Conference on Image Processing (ICIP), pp.
3464–3468 (2016). https://doi.org/10.1109/ICIP.2016.7533003

6. Bradski, G.: The OpenCV library. Dr. Dobb’s J. Softw. Tools 25, 120–123 (2000)
7. Chu, P., Wang, J., You, Q., Ling, H., Liu, Z.: Transmot: spatial-temporal graph

transformer for multiple object tracking. In: 2023 IEEE/CVF Winter Conference
on Applications of Computer Vision (WACV), pp. 4859–4869 (2023). https://doi.
org/10.1109/WACV56688.2023.00485

8. Du, Y., Song, Y., Yang, B., Zhao, Y.: Strongsort: Make deepsort great again. arXiv
preprint arXiv:2202.13514 (2022)

9. Ge, Z., Liu, S., Wang, F., Li, Z., Sun, J.: Yolox: Exceeding yolo series in 2021.
arXiv preprint arXiv:2107.08430 (2021)

10. Liang, C., Zhang, Z., Zhou, X., Li, B., Zhu, S., Hu, W.: Rethinking the competition
between detection and reid in multiobject tracking. IEEE Trans. Image Process.
31, 3182–3196 (2022). https://doi.org/10.1109/TIP.2022.3165376

11. Luiten, J., et al.: HOTA: a higher order metric for evaluating multi-object tracking.
Int. J. Comput. Vis. , 1–31 (2020). https://doi.org/10.1007/s11263-020-01375-2

https://doi.org/10.1002/NAV.3800020109
https://doi.org/10.1115/1.3662552
http://arxiv.org/abs/2206.14651
https://doi.org/10.1155/2008/246309
https://doi.org/10.1155/2008/246309
https://doi.org/10.1109/ICIP.2016.7533003
https://doi.org/10.1109/WACV56688.2023.00485
https://doi.org/10.1109/WACV56688.2023.00485
http://arxiv.org/abs/2202.13514
http://arxiv.org/abs/2107.08430
https://doi.org/10.1109/TIP.2022.3165376
https://doi.org/10.1007/s11263-020-01375-2


Fast Camera Motion Compensation Based Kalman Filter 15

12. Milan, A., Leal-Taixe, L., Reid, I., Roth, S., Schindler, K.: Mot16: A bench-
mark for multi-object tracking (2016). https://doi.org/10.48550/ARXIV.1603.
00831, arxiv.org/abs/1603.00831

13. Pang, J., et al.: Quasi-dense similarity learning for multiple object tracking. In:
IEEE/CVF Conference on Computer Vision and Pattern Recognition (2021)

14. Peng, J., et al.: Chained-tracker: chaining paired attentive regression results for
end-to-end joint multiple-object detection and tracking. In: Proceedings of the
European Conference on Computer Vision (2020)

15. Ristani, E., Solera, F., Zou, R., Cucchiara, R., Tomasi, C.: Performance measures
and a data set for multi-target, multi-camera tracking. In: Hua, G., Jégou, H. (eds.)
Computer Vision - ECCV 2016 Workshops. LNCS, pp. 17–35. Springer Interna-
tional Publishing, Cham (2016). https://doi.org/10.1007/978-3-319-48881-3 2

16. Sun, P., et al.: Transtrack: Multiple-object tracking with transformer. arXiv
preprint arXiv: 2012.15460 (2020)

17. Wang, Z., Zheng, L., Liu, Y., Li, Y., Wang, S.: Towards real-time multi-object
tracking. In: Vedaldi, A., Bischof, H., Brox, T., Frahm, J.-M. (eds.) ECCV 2020.
LNCS, vol. 12356, pp. 107–122. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-58621-8 7

18. Wojke, N., Bewley, A., Paulus, D.: Simple online and realtime tracking with a deep
association metric. In: 2017 IEEE International Conference on Image Processing
(ICIP), pp. 3645–3649. IEEE (2017). https://doi.org/10.1109/ICIP.2017.8296962

19. Wu, J., Cao, J., Song, L., Wang, Y., Yang, M., Yuan, J.: Track to detect and
segment: an online multi-object tracker. In: IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (2021)

20. Yang, F., Odashima, S., Masui, S., Jiang, S.: Hard to track objects with irregular
motions and similar appearances? make it easier by buffering the matching space
(2022). https://doi.org/10.48550/ARXIV.2211.14317, arxiv.org/abs/2211.14317

21. Zeng, F., Dong, B., Zhang, Y., Wang, T., Zhang, X., Wei, Y.: Motr: end-to-end
multiple-object tracking with transformer. In: Avidan, S., Brostow, G., Cissé, M.,
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Abstract. Localization of target object in UAV becomes critical factor to accom-
plish missions successfully such as human rescuing, hazardous substance detec-
tion, and suspect tracking. To this end, a number of research have been conducted
but there is inherent limitation due to camera distortion or diverse geographical
features. In this paper, we utilize the location of ground vehicle and the distance
from target object to estimate the location of target. The thorough experiments
with real image data verifies that our algorithm can infer the target’s location with
error of 4.86 m ± 1.74 m. We believe that the proposed scheme can be used along
with any previous works in complementary manner.

Keywords: Object Localization · UAV · Ground Vehicle Cooperation

1 Introduction

Recently, unmanned aerial vehicle (UAV) becomes mature enough to utilize in real
industrial field. To this end, a number of global companies such as Amazon, DJI, Google,
and Intel are actively release the commercial UAV and related services. For example,
Google’s Wing already have provided package delivery service using UAV from April,
2022 [1]. Due to this notable improvement of UAV, there have been many attempts to
apply UAV in various fields. One of the most promising area is using UAV for search
purpose such as human rescue, hazardous substance detection, and suspect tracking. To
accomplish such mission successfully, object localization of UAV should be accurate
and reliable.

There are extensive previous works for object localization in UAV such as using
monocular camera [2–8], stereo camera [9], and even multiple UAVs [10, 11]. However,
these methods inherently have limitation that as the distance of object between UAV
increases, the location estimation prone to be wrong because of distortion of camera
lens and diverse geographical features. To resolve this problem, we propose the reliable
object localization technique by cooperating with ground vehicle.

Our intuition is that search mission is usually conducted with not only UAV but also
ground vehicle such as police car, fire truck and robot. Thanks to the wide use of global
positioning system (GPS) based navigation system, the location of ground vehicle can
be easily acquired. And UAV naturally captures the ground vehicle in its camera frame

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 16–26, 2023.
https://doi.org/10.1007/978-3-031-42430-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42430-4_2&domain=pdf
https://doi.org/10.1007/978-3-031-42430-4_2


Image-Based Reliable Object Localization 17

because it flies high for wide coverage. From this intuition, we use the ground vehicle as
hint for object location. As the ground vehicle is more near by target object thanUAV, the
distortion and geographical issue can be minimized compared with UAV only solution.
The proposed scheme first detects the target object and ground vehicle around it using
Yolov7 [12] trained with vis-drone dataset [13]. Then measure the distance between
target object and ground vehicle. Lastly, object location is estimated by using the GPS
of ground vehicle and distance. Note that since our methodology exploits the known
location of ground vehicle as additional hint, it can be applied any previous works which
uses only UAV’s GPS data.

Our contributions are as follows: i) we use the ground vehicle’s location as a hint for
object location estimation; ii) we propose the scheme to measure the distance between
target object and ground vehicle under various environment such as camera tilting; ii)
we conducted experiment with actual data to verify our system.

The rest of paper is organized as follows. Section 2 discusses about related previous
works. Section 3 explains how to estimate the location of target object using ground
vehicle’s location. In Sect. 4, the experimental methodology and result is provided.
Finally, Sect. 5 concludes this paper and suggests future work.

2 Related Works

Recently, the rapid innovation of vision technique using AI leads the active research
on object detection with camera. The most widely used solution is Yolo series [12,
14–18] due to its high performance as well as minimized computation overhead of its
tiny version. However, traditional schemes cannot directly applied to UAV because the
camera view is completely different from ground. Some works [19, 20] tries to detect
object in UAV using monocular or stereo camera. Beyond the object detection, location
estimation of target object in UAV is more tricky due to camera tilting and mismatch
between camera and world coordinates. To tackle this problem, a number of research
have been conducted with various idea.

The most efficient way in terms of cost and power is using monocular camera for
object localization. MultEye [2] is the scheme to detect, track, and estimate the speed
for the ground vehicle from UAV’s camera image. They designed a real-time system to
track and speed estimation using a multiple sequential image under limited hardware
resources. X. Zhao et al. [3] conducted research on the detection, tracking, and geolo-
cation of moving vehicle from UAV using monocular camera. They proposed detailed
geolocation method considering various factors such as pitch, roll, and yaw angles of
camera. I. Kim and K. Yow [4, 5] developed an object localization method by estimating
the depth of target object using sequential images. Although they showed acceptable
performance in object tracking, the calibration phase is inevitable, which is not practical
in search mission. S. Sanyal [6] proposed the object detection using YOLO and geoloca-
tion using UAV’s GPS location and distance between target and UAV. The work includes
the method to convert camera frame’s coordinates to GPS coordinates. A. Kendall et al.
[7] proposed a monocular vision based object tracking with low computation overhead.
Especially, they did not use any external localization sensor such as GPS. This makes the
solution impractical becauseUAV’s accurate location cannot be acquired. H. R. Hossein-
poor et al. [8] suggested the method to geolocation and tracking the target object from
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UAV using thermal camera. They calibrated the thermal camera for better performance.
The object’s location is reliably tracked by using extended Kalman filter (EKF).

Fig. 1. Overall system design.

For more accurate localization, research using stereo camera have been conducted.
Eye in the Sky [9] suggests several techniques related with object tracking in UAV such
as semi-direct visual odometry for camera calibration, depth estimation using multi-
view stereo camera, and 3D object localization via ground plane estimation. Beyond
stereo camera, another works tried to use multi-view image from multiple UAVs. Kim
et al. [10] proposed a object localization method using two drones to support unmanned
ground vehicle (UGV) that does not have GPS. Xu el al. [11] used more than three UAVs
simultaneously to localize the ground target.

All of theseworks only utilized onlyUAV’s information. Hence, they inherently have
limitation that it is difficult to accurately locate the object far from UAV due to camera
tilting and diverse geographical features. However, our work minimizes the effect of
such factors by utilizing the location of ground vehicle nearby target object. Therefore,
the proposed scheme can be applied to any previous works in a complementary manner.

3 Object Localization from UAV Aided by Ground Vehicle

In this section, we explain the system design followed by detailed methodology in
subsections. The flow of the scheme starts from detecting the target object and ground
vehicle around the target. By analyzing the image captured by camera in UAV, the
bounding boxes of both target object and ground vehicle are estimated. In this phase, we
used the Yolov7 [12] trained using Visdrone dataset [13]. Next process is to calculate
the distance between target object and ground vehicle. By considering the camera and
UAV position, the distance in image is converted to real distance. The closest vehicle
is selected as anchor. Lastly, based on the GPS coordinates of selected ground vehicle
and distance from object, the GPS location of target is estimated. Figure 1 shows overall
architecture.

3.1 Object Detection Using Yolov7

Yolov7 is one of the most powerful and widely used object detector. We adopted Yolov7
for detecting target object andgroundvehicle.Yolov7 is pre-trainedbyMSCOCOdataset
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[21] that consists of general imageswithmore than 80 classes. Usually, Yolov7 is used by
transfer learning from the pre-trained version. However,MSCOCOdataset is inadequate
for object detection in UAV. Figure 2 shows the comparison between MS COCO and
Visdrone dataset, which indicates that the image from UAV is completely different with
one in MS COCO dataset. To resolve this problem, we trained Yolov7 from scratch
using Visdrone dataset [13]. The Visdrone dataset is one of the most widely used open
dataset for training object detection in UAV. They provide not only image data but also
video, single object tracking, and multi object tracking data with 10 categories of objects
(pedestrian, person, car, van, bus, truck,motor, bicycle, awning-tricycle, and tricycle).We
used image dataset (i.e., VisDrone2019-DET) with training (6,471 images), validation
(548 images), and testing (1,580 images) data. Note that for practical usage, object
tracking should be done, not detection because detection focuses on only a single scene
whereas UAV should track the target object and ground vehicle in sequential images.
Since the main goal of this paper is to prove the effectiveness of object localization
aided by ground vehicle, the accurate object detection and tracking are not our scope.
Therefore, we simply used state-of-art object detection method.

Fig. 2. Comparison of images in MS COCO [21] and Visdrone dataset [13].

Fig. 3. Typical and real situation when applying ground sampling distance (GSD) to estimate the
distance between two points in image plane.
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Fig. 4. The length of view in typical scenario and increased one when camera is tilted degree of
θ .

3.2 Distance Estimation Between Target Object and Ground Vehicle

After detecting the target object and ground vehicle, distance between target object and
ground vehicle is estimated. We exploited ground sampling distance (GSD) method for
distance inference. GSD is the technique to calculate the centimeter per pixel (cm/px)
to investigate the distance in camera image. As shown in Fig. 3(a), GSD is typically
applied when the target line (blue line in figure) goes through the optical center and it
is parallel to the horizontal axis of image while camera looks the ground directly, not
tilted. In this scenario, the following proportion is established.

length of view : sensorwidth = altitude : focal length (1)

where length of view is actual width of ground captured in image, sensor width the
width of image sensor, altitude height of UAV from ground, and focal length the distance
between lens and image sensor, respectively. The length of view can be calculated by

length of view = GSD ∗ imagewidth (2)

where GSD and image width is the actual distance per pixel and width of camera image
in pixel, respectively. Based on the expression, GSD is derived as below.

GSD = altitude

focal length
∗ sensor width

image width
(3)

Finally, the distance is derived by multiplying length with GSD,

Distance = GSD ∗ targetwidth (4)

where target width is width of target line in pixel.
However, UAV usually rotates the camera for wider view, especially in search mis-

sion. Figure 3(b) depicts the practical scenario of distance estimation. In this environ-
ment, the proportion in Eq. (1) does not valid because proportion between length of view
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and sensor width is different from the one in typical scenario. Hence, when the camera
is rotated, basic formula cannot be used to inference the target distance.

Figure 4 provides the detailed reason of this limitation.When the camera is not tilted,
the original length of view is the width of blue area. But as the camera is tilted with
degree of θ , the length of view increases as shown in red area in figure. Although the
length of view changes, the sensor width does not change, which means that the Eq. (1)
does not hold. Note that although the distance from lens to optical center (i.e., depth)
also changes, it does not affect the Eq. (1) because the travel distance of light from lens
to the region of target object in image sensor changes in the same proportion. To address
this problem, we modified the GSD to consider various practical scenario.

Suppose that the camera is tilted with degree of θ and the ground is flat, as shown
in Fig. 4. Since the length of view is proportional to the distance from lens to optical
center, the projected length can be calculated as follows.

length of viewprojected = length of vieworiginal/cosθ (5)

According to theEq. (2) and (3), the generalizedGSDwith camera tilting is expressed
as below.

GSDgeneralized = GSD/cosθ (6)

However, the camera equipped on UAV usually supports pitch and yaw movements.
To calculate the length of view reflecting both movements, cosθ should be calculated in
3-dimensional space. To this end, we used the 3-dimensional rotation matrix of x-axis
(pitch) and z-axis (yaw),

Rx(θx)Rz(θz) =
⎡
⎣
1 0 0
0 cosθ −sinθ
0 sinθ cosθ

⎤
⎦

⎡
⎣
cosθ −sinθ 0
sinθ cosθ 0
0 0 1

⎤
⎦ (7)

where θx and θz are the degree of rotation for each axis respectively. Let the optical axis
be the vector from lens to optical center and the optical axis without camera tilting be the
original optical axis. After rotating the camera, the optical axis changes from original
one. Suppose that there is two unit vectors on original optical axis and changed one each.
Then their relationship can be expressed as follows.

−→v projected = Rx(θx)Rz(θz)
−→v original (8)

The cosθ in Eq. (6) in 3-dimensional can be derived by calculating cosθ between
these vectors as below,

cosθ3d =
−→v projected · −→v original

(‖−→v projected‖ · ‖−→v original‖)
(9)

where ‖−→v ‖ and −→v · −→u indicate the length of −→v and scalar product, respectively.
As shown in Eq. (1) and (2), all of above process focus on the image width. When

the aspect ratio of sensor and image are the same, GSD for width-axis and height-axis
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would be the same. However, for general purpose, we divided the GSD in width and
height axis.

GSDwidth = altitude

focal length
∗ sensor width

image width
∗ 1

cosθ
(10)

GSDheight = altitude

focal length
∗ sensor height

image height
∗ 1

cosθ
(11)

Finally, the distance is calculated as follows,

Distance =
√

(�width ∗ GSDwidth)
2 + (�height ∗ GSDheight)

2 (12)

where �width and �height are the number of pixels between target object and ground
vehicle in width-axis and height-axis, respectively.

3.3 Global Coordinates Estimation

Based on the GPS location of ground vehicle and the distance from the target object,
we infer the global coordinates of target. By considering the heading of UAV and z-axis
rotation of camera, the north direction in image can be easily measured. Let the object is
ϕ degrees away from the vehicle in north-axis and its distance is d. The (x,y) denotes the
UTM coordinates. Then the location of target in Universal Transverse Mercator (UTM)
system can be derived as follows.

(
xtarget, ytarget

) = (xvehicle + d ∗ cosϕ, yvehicle + d ∗ sinϕ) (13)

4 Experiments

4.1 Experimental Setup

The proposed scheme is evaluated at server environment with specification of Table 1.
For the object detection, we trained the YOLOv7 [11] with Visdrone [13] from scratch.
To verify the effectiveness of our method, we collected the real image data using drone
and ground mobility robot in factory environment whose size is more than 66,000 m2.
The images are recorded by 1 FPS (frame per second) in both UAV and robot, and the
whole experiment duration is around 300 s. During the image collection, a number of
employment and cars continuously moves through the factory. The collected images
along with GPS data of drone and robot are recorded by robot operating system (ROS)
to be replayed later for evaluation. The specification of camera on UAV is provided in
Table 2. Note that the focal length is fixed as 4.4 mm during video recording.
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4.2 Object Detection in UAV

The Visdrone dataset consists of 8,599 images with various size and ratio. To train the
YOLOv7 with these images, we modified a code because the basic option ‘--rect’ does
not support asymmetric ratio. The training was conducted around 500 epochs and the
best weight was used for experiment. Figure 5 (a) shows the performance of YOLOv7
on Visdrone test data (1,580 images). The pedestrian, people, and car classes are main
target of our system, which shows mAP@0.5 of 0.612, 0.444, and 0.86, respectively.
This indicates that UAV is able to detect target object such as person and ground vehicle
successfully. Figure 5 (b) shows the object detection result for the image collected by
authors. The green and white box represent the car and pedestrian, respectively. The
detection result is acceptable for localization.

Table 1. Software and hardware specification of server

Item Specification

CPU Intel(R) Xeon(R) Silver 4210 CPU @ 2.20 GHz (40 processors)

GPU NVIDIA GeForce RTX 3090 (4 cores)

OS Ubuntu 20.04.4 LTS

Table 2. Specification of camera lens equipped on drone

Item Specification Item Specification

Model Q20KTIR Focal Length (mm) 4.4 (wide) to 88.4 (tele)

Sensor Width (mm) 7.20 Image Width (pixels) 1920

Sensor Height (mm) 7.20 Image Height (pixels) 1080

Fig. 5. The performance of object detection using YOLOv7 trained with Visdrone dataset.
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4.3 Localization of Target Object in UAV

We tested the performance of target object localization using real images collected by
drone in our testbed. Drone records the video at 30 m high without camera tilting where
a person and robot move under drone. The drone is controlled manually to track the
person and robot. Note that video record using drone in South Korea is strictly restricted
due to military issues. Therefore, we cannot take a image with camera tilting. The image
is extracted one per second from recorded video along with location data of robot and
drone.

First, we conducted experiment to obtain human’s global coordinates using the
robot’s GPS and distance between them. To focus on the evaluation of proposed scheme
itself, we assumed that the object detection is 100% accurately. To this end, the actual
bounding box is generated manually. Figure 6 (a) shows the result of proposed method
and original GSD method that exploits the drone’s GPS data and width-axis GSD only.

Fig. 6. The result of localization using proposed scheme and original GSD method.

Fig. 7. The localization error of proposed scheme and original GSD method.
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Unfortunately, due to various issues, the ground truth of human’s path was not collected
during experiment. However, as shown in the Fig. 6 (b) a person actually worked near
by building, meaning that our scheme outperforms the original GSD.

For further verification, we defined a parked car as a target, whose accurate location
can be extracted via map, to compare the our result with ground truth of car’s GPS data.
Figure 7 (a) shows the localization result of proposed and original GSD method. Our
the result of scheme is much closer to the ground truth. Figure 7 (b) depicts the error
according to the time, indicating that our algorithm (4.86 m± 1.74 m error) outperforms
the original GSD (18.89 m ± 3.32 m error). To validate the effectiveness of our idea,
we applied height-axis GSD to the original method. The grey dot in Fig. 7 (b) indicates
that height-axis GSD remarkably increases the accuracy as error of 16.24 m ± 2.12 m.
However, after half of sequence, the performance is the same with original one because
drone started to move horizontally at that time, minimizing the effect of height-axis
GSD.

Although the experiment in real scenariowas conducted in limited dataset,we believe
that the performance of our mechanismwill be uniform in various environments because
the main idea is using robust GPS location of robot. By combining state-of-art object
detection techniques, our algorithm can always locate the target object accurately.

5 Conclusion

In this paper, we proposed a scheme for reliable localization cooperating with ground
vehicle to overcome the inherent limitation of previous works such as camera distortion
or diverse geographical features. By using the location of ground vehicle and distance
from target object, our method can minimize the effect of these factors. Through the
experiment using real image data, we verified that our algorithm works well in real
environment. We expect that our method can be applied to any previous works comple-
mentary to increase the localization performance by using additional hint (i.e., robot’s
location). There are still rooms to improve the accuracy such as considering the differ-
ence from optical center or using Kalman filter for sequential inference. In the future
work, we will advance the scheme by adopting these factors.
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Abstract. Deepmetric learning-based image retrieval systems have recently been
used in medical applications because they provide clinically relevant information-
based similar images based on prior knowledge. Although train examiners and
deep learning models successfully analyze leukocyte cells, there are still numer-
ous difficult challenges due to biological variation, time constraints, and a variety
of image-related aspects. In this study, we propose a deep metric learning model-
based image retrieval and classification system for acute myeloid leukemia blood
cells to address these issues and assist physicians. The proposed model utilizes
the pre-trained ResNet-34 model as the backbone network, embedding loss with
multi similarity miner, and M-Per-Class sampling strategy to learn an embedding
function. The five embedding losses were also applied to compare the four per-
formances in order to determine the best loss-based model. Based on the best
loss-based model, the class-wise precision and sensitivity using a neighborhood
size are also presented. The results show that the contrastive loss-based deep
metric learning model achieved the highest precision of 94.90%, sensitivity of
94.85%, specificity of 99.64%, and accuracy of 99.32% in model comparison.
Except for a few failures in small classes, the class-wise precision and sensitivity
scores looked to be impressive in all classes. Therefore, this proposed system can
highly be effective in screening and diagnosing of AML-related white blood cell
stages that cause serious cancer.
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1 Introduction

Leukemia is a type of blood cancer characterized by rapid production of abnormal white
blood cells [1].Acutemyeloid leukemia (AML) is a specific subtype categorizedbasedon
characteristics ofmature and immaturewhite blood cells [2]. Early detection of leukemia
is crucial for guiding treatment decisions. Identifying abnormal white blood cells can
aid physicians in determining appropriate treatment options [3]. Flow cytometry and
microscopic examination are commonly used methods, but they have limitations such as
accessibility and subjectivity [4]. Improving blast cell classification is vital for efficient
diagnosis and treatment planning.

Leukocyte (white blood cell) analysis has seen an integration of neural network
technologies, with segmentation-based techniques and convolutional neural networks
(CNNs) being effective for classification [5–7]. Object detection methods like SSD,
YOLOv3, and R-CNN have been used for leukocyte cell recognition [8, 9]. However,
challenges remain due to the use of various equipment, the uncertainty of the sample
preparation process, data availability, dataset quality and the need for robustness to
uncontrolled parameters.Metric learning-based image retrieval, specificallyDeepMetric
Learning (DML), has gained popularity for addressing image verification challenges
[10]. DML combines feature extraction and metric learning and has been enhanced
with the development of deep learning-based feature extractors [11]. DML has diverse
applications in domains such as face verification, recognition, clustering [12], and person
re-identification [13].

The goal of DML is to learn a function that maps images to an embedding space,
where similar images are close together and dissimilar images are far away. In medical
imaging applications, DML has been successfully employed. Sundgaard et al. developed
an automatic diagnostic algorithm for otitis media classification using DML [14]. They
used InceptionV3 as the backbone network and evaluated differentmetric loss functions,
achieving precision above 80% in each class and a test accuracy of 86%with triplet loss.
Additionally, Zhong et al. proposed a content-based image retrieval (CBIR) model for
analyzing chest radiograph images in COVID-19 decision-making [15]. They employed
ResNet-50 as the backbone network, combined with hard-mining sampling and multi-
similarity loss. The proposed model outperformed the baseline in terms of recall rate for
the crucial task of COVID-19 screening. Inspired by these successful applications, we
are motivated to explore the application of DML in leukocyte cell image classification.
Observing that leukocyte cells exhibit distinct characteristics, the identification of leuko-
cyte cell stages holds the potential to provide insights into patient health anticipation
and treatment planning.

The contributions of this study are summarized as follows:

(1) We propose a deep metric learning system for image retrieval and classification,
utilizing the ResNet-34 model as the backbone network. Through the incorporation
of embedding loss, multi-similarity miner, and M-Per-Class sampling strategy, we
learn an effective embedding function. A comparative analysis of five distance-based
metric loss functions is conducted to select the most suitable model.

(2) The study focuses on the classification of 15 AML blood cell stages, considering
their low biological variation. The proposed deep metric learning approach based
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on the best loss-based model achieves high performance in image retrieval and
classification of AML cell stages.

To the best of our knowledge, there isn’t any clinical research using such deep metric
learning for classification of the 15 classes of AML blood cell stages causing serious
cancer. The rest of the paper is organized as follows. We discuss material and method in
Sect. 2. We present our experimental results and discussion in Sect. 3 and conclude in
Sect. 4.

2 Material and Methodology

There are three main sections in this part including dataset, model training, and model
testing and evaluation using inference. Figure 1 shows the detailed experimental setup
of deep metric learning based image retrieval and classification system for AML cell
stages which includes AML dataset, training phase, and testing phase and evaluation.

Fig. 1. Image retrieval and classification of AML blood cell images using DML.

2.1 Dataset

The data required for this studywas obtained fromThe Cancer ImagingArchive (TCIA),
which included AML cells images [16]. The original dataset consists of 18,365 images
and the size of each single cell image has 400 × 400 pixels including background
components such as erythrocytes, platelets, and cell fragments. We noticed significant
class size imbalance in the dataset; the largest class, Neutrophil (segmented) has 8484
images while the smallest class, Lymphocyte (atypical), has only 11 images. In this
study, we used 50% of the image data for the large four classes, which contained over
1000 images, to save training time and memory usage, as shown in Table 1.

In order to ensure consistent image resolution for training the deep metric learning
model, the data needs to be converted before processing. The image transform techniques



30 K. M. Naing et al.

were applied to create customized training and testing datasets, which included resizing
the input image to a specified size, randomly cropping a portion of the image and resizing
it, and horizontally flipping the image with a given probability. The transformed image
data was then converted into PyTorch tensors, and the final step involved normalizing
the tensor image using the mean and standard deviation. For each class, the train-test
dataset was randomly split, with 80% of the data allocated to the training dataset and
the remaining 20% to the testing dataset. The identical train-test spits were used for all
models, which can make the model performance comparison equally.

Table 1. Data utilization and class-wise performance comparison between the previous work and
the contrastive loss-based DML model in terms of precision and sensitivity.

Class Abb Training
(80%)

Testing (20%) Precision Sensitivity

[6] Ours [6] Ours

Neutrophil
(segmented)

NGS 3394 848 0.99 0.98 0.97 0.98

Neutrophil
(band)

NGB 88 21 0.21 0.50 0.72 0.29

Lymphocyte
(typical)

LYT 1575 394 0.97 0.96 0.95 0.95

Lymphocyte
(atypical)

LYA 9 2 1.00 0.00 0.33 0.00

Monocyte MON 716 179 0.89 0.89 0.93 0.95

Eosinophil EOS 339 85 0.91 1.00 0.96 0.96

Basophil BAS 64 15 0.88 0.85 0.78 0.73

Myeloblast MYO 1307 327 0.95 0.92 0.94 0.96

Promyelocyte PMO 56 14 0.67 0.69 0.31 0.64

Promyelocyte
(bilobed)

PMB 15 3 0.00 0.50 0.00 0.33

Myelocyte MYB 34 8 0.75 0.57 0.30 0.50

Metamyelocyte MMZ 12 3 0.00 1.00 0.00 0.33

Monoblast MOB 21 5 0.33 0.00 0.50 0.00

Erythroblast EBO 63 15 0.82 0.88 1.00 1.00

Smudge cell KSC 12 2 1.00 1.00 1.00 0.50

Total/avg 7705 1921 0.69 0.72 0.65 0.61

2.2 Training Phase

In deep metric learning, the selections of the appropriate function are key parameters in
model training, such as the selection of loss function, backbone network, miner function,
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and sampling strategy. While there are various suggestions for loss functions [17] all
parameter selections are important. To optimize the model’s performance, this experi-
ment conducted a comparison of five different loss functions. The detailed experimental
setup is discussed further below.

Loss Function Selection
The defining of the appropriate loss function is a crucial factor to receive a success-
ful solution in metric learning. Previous research has proposed various loss functions
based on distances, regularizers, and reducers. This study applied cross-entropy loss for
classification and employed five metric losses for embedding, as follows:

• Cross-Entropy Loss: Cross-Entropy computes the losses between input and target
which are applied for various classification tasks. The formula of Cross-Entropy loss
for the multi-class classification problem in this work is defined as follows:

LCE = −
∑n

i=1
ti log pi (1)

where n is the number of classes, ti is the true probability of class i and pi is the predicted
probability of that class by the model.

• Contrastive Loss: [18] proposed a Siamese network with contrastive loss to find out
the positive or negative pairs in each training iteration. It is also known as the classic
pair-based method and is designed to move closer together for the positive pairs
and push away from each other for negative pairs over a given threshold. The loss
computation is different according to the usage of metric: distance or similarity. Since
this study was used as a similarity metric like cosine similarity, loss can be computed
as:

LContrastive = [
mpos − sp

]
+ + [

sn − mneg
]
+ (2)

where pos_margin = 1 and neg_margin = 0 were used in model training.

• Triplet Margin Loss: In [19], a triplet margin loss was proposed which consists of
positive, negative and an anchor sample. This loss enforces the distance of the anchor-
positive (dap) to be smaller than the distance of the anchor-positive pair (dan) over a
given margin. The triplet margin loss can be computed as follows:

Ltriplet = [
dap − dan + m

]
+ (3)

where the desired difference (dap) and (dan), m = 0.1 was used as default in this study.

• Circle Loss: [20] designed the circle losswhich is named due to the result decision in a
circular boundary. The advantages of circular loss are deep feature learning with high
flexibility optimization and a more definite convergence target. This loss function is
defined by:

Lcircle = log

[
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γ α
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where: ∝i
p =

[
Op − sjp

]

+; ∝j
n =

[
sjn − On

]

+; Op = 1 + m; On = −m; �p = 1 − m;

�n = m;
in which m is the relaxation factor that controls the radius of the decision boundary

and γ is the scale factor that determines the largest scale of each similarity score. Fol-
lowing the original paper, we set m = 0.4 and γ = 80 like a fine-gained image retrieval
experiment.

• Proxy NCA Loss: [21] discussed the adaptation of Neighborhood Components Anal-
ysis (NCA) to minimize the total loss amongst a data point anchor and the two proxy
points. In each training iteration, the loss was formulated over the proxy triplet (x,
p(y), p(z)) as follows:

l = −log

(
exp(−d(x, p(y)))∑

p(z)εp(Z) exp(−d(x, p(z)))

)
(5)

where x is the anchor data point and p(y), and p(z) are positive and negative proxy data
points. Since this loss requires an optimizer, the embedding optimizer (Adam optimizer)
was used as default and the required parameters were assigned as number of classes =
15, embedding size = 64 and softmax scale = 1.

• Multi Similarity Loss: [22] introduced the multi-similarity loss for the pair based
metric learning to integrate pair mining and weighting schemes into one framework.
The formula used in this loss by:

LMS = 1

m

∑m

i=1

{
1

α
log

[
1 +

∑
k∈Pi

e−α(si,k−λ) + 1

β
log

[
1 +

∑
k∈Ni

e−β(si,k−λ)
]]}

(6)

where Si, k means the cosine similarity between embedded features to measure the sim-
ilarity between the selected pairs of images, Pi and Ni are the indices set of selected
(same types and different type) pairs, m is batch size and α, β, λ are hyper-parameters.
Following to the original paper, we set α = 2, β = 50 and λ = 1.

Network Architecture and Training Details
As mentioned above, the dataset was split into 80% training and 20% testing using the
class disjoint function. The ResNet-34 backbone architecture, pre-trained on ImageNet,
was used as a feature extractor in model training. The last feature layer was followed by
a multilayer perceptron to transform the features into the desired embedding size. The
1000-class output layer was replaced with a 64-dimensional embedding layer to serve as
the embeddermodel. The embedding spacewas trained using a loss function that aimed to
bring similar input classes closer and dissimilar ones farther apart. It is important to note
that no classifier layer was included in the deep metric learning (DML) model training.
Typically, the trained DMLmodel works as a feature extractor, with the extracted feature
vectors used to construct a K-Nearest Neighbor (KNN) classifier. However, in this study,
a classifier layer was added to support the trainer. This classification layer computed
the cross-entropy loss for classification, and the output vectors were set to the desired
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dimensions of the classifier, which in this case was 15. Thus, the deep metric learning
model consisted of three consecutive steps: backbone, embedding, and classifier.

The choice of loss functions plays a crucial role in metric learning, but mining
and sampling strategies can also impact the training process. The mining process helps
identify the best samples for training. In this study, the Multi Similarity Miner was used
as the default function to enable the application of various loss functions. It effectively
selects pair-based losses for generating optimal pair mining candidates and triplet losses
for the best triplet mining during training. The loss calculations are based on these pairs
or triplets. The Multi Similarity Miner was proposed by Wang et al. [22], and an epsilon
value of 0.1 was set as the default threshold for selecting positive and negative pairs.

Trainingwith random sampling can lead to slow convergence and degrademodel per-
formance [22]. To overcome this issue, effective sampling strategies have been explored.
In this study, the M-Per-Class Sampler [23] was applied with a batch size of 8 and 4
samples per class. Given the length of 7706 before the new iteration, the train split
received 241 embedding batches. These mining and sampling strategies, along with the
selection of loss functions, contribute to optimizing the training process and improving
the overall performance of the model.

Using the default parameters mentioned above, the experiment is conducted bymod-
ifying the loss functions only. Each training experiment consists of 200 epochs, and the
trained model is saved in two checkpoints – one based on the best accuracy during train-
ing and the other at the end of training. The Adam optimizer with default parameters (β1
= 0.9, β2 = 0.999, weight decay = 0.001, epsilon = 10–8) and learning rates (0.00001
for backbone and 0.0001 for embedding and classifier) is used. The embedding model
outputs 64-dimensional embeddings, and the classifier produces a 15-dimensional fea-
ture vector. The training is performed using the open-source PyTorch Metric Learning
Library [23] on Visual Studio Code, utilizing the NVIDIA GeForce RTX 2070 GPU.
On average, each model takes approximately 9 h to train.

2.3 Model Testing and Evaluation

In deep metric learning, the inference process involves performing image retrieval and
clustering on unseen images using a well-trained model. It is an essential part of model
training as the trained model evaluates the error value and adjusts the weights during
training. Unlike the training process, inference does not reevaluate the output results.
Instead, it utilizes the learned parameters from the trained model to find the nearest
images based on various saved data, such as the trained model, optimizer, and loss.
Similar to the training phase, the train and test datasets are prepared for the inference.
The inferencemodel is constructed by loading the trainedmodel and using amatch finder
function. The match finder function computes pairwise distances in the input embedding
space to determine the matching pairs. The default parameters for distance computation
are cosine similarity distance and a threshold value. Additionally, a KNN classifier is
employed to create a train dataset index for similarity searches based on the chosen
distance metric. In this work, the inference process is implemented using the recently
developed PyTorch metric learning library [23].
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The evaluation of deep metric learning involves assessing the retrieval images of
the query using a specified neighborhood size, such as k = 20, after training the pro-
posed model. The trained model provides the 20 nearest images for each query image.
To compute the quality performances of the model, data management and analysis are
performed, including precision, sensitivity, specificity, and accuracy calculations. Since
there are 15 classes of AML blood cells, a 15×15 confusion matrix is used for evalu-
ation. True Positive (TP), False Positive (FP), True Negative (TN), and False Negative
(FN) values obtained from the confusion matrix are used to measure the model’s per-
formance. Unlike object detection and classification models, the deep metric learning
model does not provide direct prediction scores due to the retrieval of k nearest images.
The prediction scores for each class depend on the number of retrieved images for
each corresponding class from the k nearest images. The class with the highest score
is considered the predicted class for the query image. By counting the number of pre-
dicted results for each query image from the 15 classes of the test dataset, the confusion
matrix is constructed. Performance evaluations for each class can be computed using
the one-versus-rest approach in multi-class classification. Additionally, to address the
class imbalance in the dataset, micro-averaging operation is applied to obtain the four
conditions: TP, FP, TN, and FN [24].

3 Result and Discussion

This section is presented in two sections. The first section focuses on selecting the
optimal loss-based model. We evaluate and compare the classification performance of
eachmodel using four performances on the test dataset. In the second section,we examine
the precision and sensitivity of each class using the selected optimal model, providing a
detailed analysis of its effectiveness.

3.1 Performance Analysis of Testing Dataset Using Five Proposed Models

We analyzed the classification performances of the image retrieval task for each loss
function by comparing the four measurements. The trained five models were directly
tested on a test dataset that consists of 1921 single cell images using a neighborhood size
in inference. These performance computations were based on the overall measurement
of 15 classes of AML blood cells across all images using a threshold of 50. For the four
performances as reported in Table 2, what stands out in the table is that the contrastive
loss achieves higher performance with respect to other loss functions. In particular, it
achieves precision of 94.90%, sensitivity of 94.85%, specificity of 99.64%, and accuracy
of 99.32% respectively. There is, however, no significant difference between the five
loss-based models.

3.2 Analysis of Class-Wise Precision and Sensitivity Using a Contrastive
Loss-Based Model

In this section, we further investigate how the contrastive loss-based model manages to
classify the AML blood cell images using the neighborhood sizes (k values). The results



Images Retrieval and Classification for AML Blood Cell 35

Table 2. The four performances comparison between the five loss functions with ResNet-34
backbone architecture. The bold means that the contrastive loss has the best performance score
than the other four losses.

Methods Precision Sensitivity Specificity Accuracy

Triplet Margin Loss 94.58% 94.48% 99.61% 99.27%

Contrastive Loss 94.90% 94.85% 99.64% 99.32%

Proxy NCA Loss 93.91% 93.86% 99.56% 99.18%

Multi Similarity Loss 94.01% 93.96% 99.57% 99.20%

Circle Loss 94.01% 94.01% 99.57% 99.20%

described in the previous section; it is found that the contrastive loss-based model has
the best performance than the other four models. In Fig. 2, we also showed UMAP’s
ability to visualize the space between different classes of AML blood cell images during
the training process using the algorithm described in [25]. Within the model training,
the UMAP was produced at the end of each epoch. The UMAPs in Fig. 2 are plotted
at the initial epoch and the epoch which has the best trained accuracy. The figure also
described the makers (dots) with different colors for the various classes of AML blood
cells and each dot in the plots represents an AML blood cell image. They are clearly
separated into 15 clusters (groups of dots) in the 2D plot due to the dimension reduction
technique of UMAP. Therefore, we can infer that the proposed models are sufficient in
model training as initially.

Fig. 2. The UMAP for contrastive loss-based model training with the first epoch and the best
epoch.

In evaluation, the trained model’s learning parameters were directly applied to the
inference and tested on the test dataset without further training. The sensitivity and
precision of class-wise comparisons were evaluated on every query image of the test
dataset using the confusion matrix. These two performances were quantitatively cal-
culated through the k returned images from the train samples. Table 1 presents the
sensitivity and precision scores of each class for neighborhood size of 20. The pro-
posed model achieves excellent performances in the commonly found physiological cell
classes, including neutrophil (segmented), lymphocyte (typical), myeloblast, monocyte,
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and eosinophil (each above 94% in sensitivity and 89% in precision). The other classes
are still challenging for the model performance and somewhat counterintuitive.

Furthermore, Table 1 presents a performance comparison between the best fold of the
previous work utilizing the ResNeXt CNN and the contrastive loss based DML model
in terms of sensitivity and precision. The DML model achieves higher precision than
the previous work, while the previous work performs better in sensitivity. Despite using
only 50% of the larger four classes in our model training and testing, the DML model
produces comparable outcomes to the previous work and outperforms the other four
folds of the previous work in micro-averaging. The detailed analysis of the comparison
results can be accessed in data availability. The precision score is a valuable measure
in highly imbalanced class datasets, making it important for identifying all cancerous
lesions. Thus, oncologists may prefer a model with a higher precision score as it reduces
the occurrence of false-positive results.

From amorphological perspective, we analyzed the results of this research, as shown
in Fig. 3. InAMLblood smear samples,WBCs can be categorized intomature and imma-
ture cell types [6]. The mature cell types include neutrophils, lymphocytes, monocytes,
eosinophils, and basophils. In our experiment, we observed that 57.14% of neutrophils
(band) weremisclassified as neutrophils (segmented), and the two test images of atypical
lymphocytes were misclassified as typical lymphocytes. This indicates that our trained
model can effectively distinguish mature leukocyte cells from other immature leuko-
cyte cells. When considering the immature cell types, our model achieved outstanding
results in diagnosing myeloblasts, promyelocytes, and erythroblasts, which are impor-
tant indicators for suspected related diseases. Although our model incorrectly predicted
the classes of other immature cell types, most of these misclassifications still fell within
the immature cell category, except for monoblasts. Classifying monoblast cells is chal-
lenging since they bear morphological similarities to monocytes, which are the mature
stage of monoblasts. This type of failure is the limitation of this study.

Using provided results in the above descriptions, we can summarize the outcomes
of all trained models on the AML test dataset. We remarkably find that the methods
perform a lot better in the image retrieval system of AML blood cell images. Taken
together, these results suggest that the proposed trained model based on ResNet-34 with
contrastive loss outperforms the other four comparable models and is highly effective
in automatically retrieving and classifying AML diseases from blood cell images.
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Fig. 3. The top-9 retrieval results of some class from the AML blood cell test dataset were learned
by the proposed DML model with contrastive loss. The figure also includes sample images from
five excellent performance classes and three failed classes with red color lines.

4 Conclusion

In this work, we proposed a deep metric learning model for analyzing AML blood
cell images. Our experiments demonstrated the model’s ability to handle various AML-
related clinical problems and achieved satisfactory results in the automated classification
of AML cell images. This model has the potential to develop as a diagnostic tool for
retrieving and classifying AML cell images in medical treatment. We compared the
performance of fivemetric loss functions: triplet margin, contrastive, proxy NCA,multi-
similarity, and circle loss. The results showed that these loss functions, combinedwith the
ResNet-34 backbone, achieved high performance in image retrieval and classification of
AML blood cell images. Notably, the contrastive loss function outperformed the others
in model comparison. We also reported the class-wise sensitivity and precision based
on the contrastive loss. While most classes demonstrated remarkable performance, there
were limitations in retrieving certain classes due to morphological similarities and the
small dataset size. Addressing these limitations by improving images for small dataset



38 K. M. Naing et al.

classes and employing a better feature extractor to classify similar classes could enhance
future studies in this area.
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Abstract. Humanparasitic infections remain one of public health concerns for 1.5
billion people worldwide including Thailand. Conventional microscopic exami-
nation is a gold standard method and often used to identify the helminth ova and
filariform larvae and also protozoa cyst in stool-dependent simple smear. The
benefits of traditional techniques are diminished by time-consuming, complicated
procedures, massive labor, and skilled and trained parasitologists. An automati-
cally rapid screening of the most in need of treatment is considered to replace the
conventional technique. Here, we aim to develop a deep convolutional residual
network based self-supervised learningmodel to identify mostly common parasite
ova in Thailand. Although small amounts of training data was used to train the
proposed model, the result shows superior performance over 95% accuracy. As
a result, low values of false positive and false negative based confusion matrix
table found revealed the robustness of the proposed models. General accuracy of
self-supervised learning based the area under a ROC curve proposed with greater
than 94% is also support an outstanding model studied. Therefore, rank of 1% to
10% of fine-tuning data labelled used bring us about a comparable model to that of
using a 100% labelled training data. These findings emphasize the transformative
potential of the BYOL method for screening of parasitic infection, particularly in
resource-limited settings where is a lack of supportive lab equipment and skilled
parasitologists to manage a large amount of challenging data in the future.
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1 Introduction

Human parasitic infections remain one of public health concerns for 1.5 billion people
worldwide including Thailand. The parasite can cause asymptomatic to severe con-
ditions in gastrointestinal tract diseases (including abdominal pain, diarrhea, loss of
appetite and malnutrition), and also affecting school-aged absenteeism and develop-
mental impairment in children. Specifically, more than 24% of the global population
is affected by soil-transmitted helminth (STH) infection, which is commonly reported
in Thailand. Such helminths (Ascaris lumbricoides, hookworm, Strongyloides sterco-
ralis, Taenia species, and Opisthorchis viverrini) and pathogenic protozoa (Entamoeba
histolytica, Giardia intestinalis, and Blastocystis hominis) [1].

Conventionalmicroscopic examination is a gold standardmethod and is often used to
identify the helminth ova and filariform larvae and also protozoa cysts in stool-dependent
simple smears. Genus and species characterization of pathogenic parasites can be con-
ducted based on their morphology and structure [2]. Nevertheless, shared common traits
and background interference (tissue-debris and colors) during microscopic observation
led to mistaken identification. The benefits of traditional techniques are diminished
by time-consuming, complicated procedures, massive labor, and skilled and trained
parasitologists. An automatically rapid screening of the most in need of treatment is
considered to replace the conventional technique.

Pattern recognition dependent pixel-wise classification to recognize any object with
its structure, size, shape, and unique morphology is possibly used to overcome the
conventional method described above. This pattern recognition technique is based on
artificial intelligence (AI), machine learning (ML), and deep learning (DL) to compile
with a whole slide scanner to help transfer the public-health services. ML is a scientific
study of algorithms that deal with input under independent two-processes including
feature extraction by engineer and learning transference by convolutional neural network
(CNN). Previous study was proposed by [3] to characterize eggs of helminths, namely
capillaria species deposited in institutional collections, by using logistic model tree
algorithm combining with the majority voting algorithm resulting in high metric values
[4]. DL, a current next generation ofML that both feature engineering and CNN learning
are operated within a computerized system, was used to study 34 human parasite species
based on various algorithm versions of You Only Look Once (YOLO). There are not
only the proposed trained-model used to deal with the largest datasets, but state-of-the-
art model also revealed performance with superior to localize and classify the helminths
and protozoa with greater than 95% of both recall and precision, respectively [2].

Practical ML and DL applications, including analysis of X-ray, CT scan, or MRI
images, often rely on supervised learning and require ample, high-quality labeled data
from trained medical professionals. Self-supervised learning prone to a promising app-
roach due to the technique can learn a bunch of datasets needing small proportions of
labels ranging 1% to 10% of total data. Several self-supervised learning applications in a
medical sector mainly used for histopathological images of cancer types [5]. These pro-
posed the technique to estimate and diagnose interstitial pneumonia with a progressive
course and poor prognosis due to poor reproducibility by pathologists reported [3]. The
research result gave the prediction of pneumonia and a finding suggestive of progressive
disease with high accuracy and AUC at 0.86. In addition, the classification of benign
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and malignant cells in lung cytological images with a weakly supervised deep learn-
ing method was also provided outstanding with 91.67% accuracy which comparable to
senior and junior cytopathologist who have 98.34% and 83.34%, respectively [6]. As a
result, the types of explainable AI can collaborate with human.

In this study, our goal is to develop a self-supervised learning model based on deep
residual neural networks to identify the most common parasite ova in Thailand. We
aim to implement the Bootstrap Your Own Latent (BYOL) method in conjunction with
our model, foreseeing them as invaluable tools for future parasitic infection screening,
particularly in resource-limited areas.

2 Architecture

In Fig. 1, the green box represents the self-supervised learning (SSL) process based on
theBYOLmethod. TheNvidia-DALI data loader aids the data input step. The pre-trained
weights generated by this process are then used to fine-tune the selected classification
model, utilizing new labels during downstream training.

Fig. 1. Process Overview. The BYOL process (shown in the green box) generates a pre-trained
weight file. These weights encapsulate rich, useful representations of the data, learned in an
unsupervised manner by maximizing similarity between differently augmented versions of the
same image. The obtained weights are then utilized in the fine-tuning of a new classification
model (depicted in the yellow box), which further adapts these representations to the specific task
of identifying parasitic ova. For comparative purposes, the traditional supervised learning method
is also depicted (in the blue box), which relies on extensive labeled data to train the model from
scratch.

In this study, we conducted two experiments. The first compared the performance of
individual ResNet models with those fine-tuned using the pre-trained weights from the
BYOL process. The second experiment sought to identify the optimal amount of training
data needed in the downstream step for fine-tuning the ResNet models. We examined
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scenarios where 1%, 10%, and 20% of the labeled training data were used. The results
from these experiments provide insight into the benefits of the SSL approach compared
to traditional supervised learning (SL) models.

3 Materials and Method

3.1 Dataset Collection

The image data used in this study were obtained from a public dataset available at url1

[7]. The dataset comprises 11 classes of parasitic ova, including Ascaris lumbricoides,
Capillaria philippinensis, Enterobius vermicularis, Fasciolopsis buski, Hookworm egg,
Hymenolepis diminuta, Hymenolepis nana, Opisthorchis viverrini, Paragonimus spp.,
Taenia spp., and Trichuris trichiura. The microscopic images were captured at magni-
fications of 100x and 400x, resulting in a variety of image ratios. To concentrate on the
key objects, the bounding box for each object was expanded by a factor of 1.2, and the
images were cropped accordingly. These cropped images were then resized to a stan-
dard dimension of 608 × 608 pixels and saved in PNG format with square padding to
maintain the aspect ratio. (See Fig. 2).

Fig. 2. Genus and species of 11-helminth classes used in this study.

In general, each class of parasites could be uniquely identified based on a combination
of features such as the color of their egg-shell, the presence of certain organelles, and
their size and shape [2].

Figure 3 provides an overview of the datasets used in the study. Dataset 1 (Training
Dataset) consists of 8,800 labeled images and is used to train the Supervised Learning
(SL) model. It is divided into four parts, representing 1%, 10%, 20%, and 100% of the
original images. Dataset 2 (Pre-training Dataset) includes 8,800 unlabeled images and
is used for pre-training the model based the BYOL method. Dataset 3 already obtained
from previous dataset (Dataset 1) is also divided into four parts with class labels. They
were used for fine tuning of SSL. Dataset 4 (Validation Dataset) contains 2,000 labeled
images used for model validation during training. Dataset 5 (Testing Dataset) consists of
2,228 labeled images used to evaluate the quality performance of the proposed model.

1 https://ieee-dataport.org/competitions/parasitic-egg-detection-and-classification-microscopic-
images#files.

https://ieee-dataport.org/competitions/parasitic-egg-detection-and-classification-microscopic-images#files
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Fig. 3. Distribution of image datasets in Supervised Learning (SL), Self-Supervised Learning
(SSL), and fine-tuning processes.

3.2 Self-supervised Learning and Model Training

Using Dataset 2, we applied the BYOL algorithm for self-supervised learning due to its
superiority over contrastive models, a state-of-the-art method [8]. ResNet-50, ResNet-
101, and ResNet-152 were utilized as our backbone models. The Uniform Manifold
Approximation and Projection (UMAP) was employed to roughly evaluate the effec-
tiveness of the pre-trained weight file. This technique visualizes datapoint clustering,
where compact clusters within each class indicate successful pre-training, potentially
enhancing downstream performance (see Fig. 1).

Solo-Learn. Solo-learn is a library equippedwith various self-supervised learning algo-
rithms beneficial for machine learning tasks. Coupled with Nvidia DALI, a data man-
agement tool, it efficiently handles data input, streamlines preprocessing pipelines, and
manages hyperparameters. This synergy expedites computations for swiftmodel training
and inference, fostering an efficient environment for self-supervised learning methods,
thereby ensuring superior learning representations and performance [9]. Our training
condition of the SSL were described in Table 1.

Table 1. Hyperparameters and settings used in the Self-Supervised Learning (SSL) processes.

Parameter Value

Data Format Nvidia DALI

Dataset Dataset 2

Batch Size 64

Tau base 0.99

Tau final 1.00

Learning rate 0.125

Maximum epochs 6000

Optimizer Lars

Loss in BYOL. The loss for the BYOL method is determined using the mean squared
error, calculated from the difference between the L2 normalized representations of the
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online and target networks (See Fig. 1) [8].

Lθ,ξ � ‖qθ (zθ ) − z′ξ‖22 (1)

By examining the graph of training loss, we can initially determine if the model
has reached saturation. As depicted in Fig. 4, the trend line shows an increase during
the first 2000 epochs, followed by a fluctuating line between 2000 and 4000 epochs,
indicating that the training had not yet reached saturation. Subsequently, we observed
the model achieving a steady state during the training phase, specifically between 5000
and 6000 epochs. This observation was instrumental in helping us infer the optimal
training duration (see Fig. 4).

Fig. 4. Training loss of backbone ResNet-50, ResNet-101 and ResNet-152

Dimension Reduction. UMAP was utilized for dimension reduction to postulate if the
pre-trained model can effectively segregate and cluster data-points per class.

Fig. 5. UMAP of ResNet-50, ResNet-101, ResNet-152, respectively.

The UMAP analysis of ResNet-50 and ResNet-101 demonstrated more compact
data-point clustering than ResNet-152 (see Fig. 5), indicating that these models might
have comparable proficiency in feature detection and classification.

3.3 Downstream Task and Supervised Learning (SL)

For supervised learning, whole Dataset 1 was used to train the SL model. Also, we
divided Dataset 1 into subsets constituting 1% (88 images), 10% (880 images), 20%
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(1,760 images), and 100% (8,800 images) for training the SLmodel.Well-trainedmodels
were used to validate and testing by using Datasets 4 and 5, respectively.

In parallel, the downstream process utilized Dataset 3, comprising different pro-
portions are likely to the subsets from Dataset 1. We fine-tuned models (ResNet-50,
ResNet-101, and ResNet-152) with the BYOL pre-trained weight. In addition to Dataset
3, we also utilized Dataset 4 for model validation and Dataset 5 for testing the models
performance.

Comparing the results from the SL and the fine-tuned models provided insights into
the effectiveness of our approach, facilitating to determine the optimal learning condition
and the suitable amount of training data. The details of our experimental configurations
include a batch size of 32, the use of cross-entropy loss, an Adam optimizer, a learning
rate of 0.0001, and a maximum of 500 epochs.

3.4 Evaluation Metric

The optimized trained model’s performance, which reached a steady state in terms of
loss during training, was assessed by detecting intestinal helminthic objects in the test
image set (see Fig. 6).

Fig. 6. Training accuracy and loss ofResNet-50,ResNet-101,ResNet-152 algorithms trainedwith
varying amounts of data (1%, 10%, 20%, and 100%) in the self-supervised learning approach,
compared with a supervised learning model.

The statistical metrics including precision, recall, specificity, F1 score, and general
accuracy were assessed using the confusion matrix table [10]. The confusion matrix
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provided values for true positive (TP), true negative (TN), false positive (FP), and false
negative (FN). From these values, statistical metrics such as

Precision = TP

TP + FP
(2)

Recall = TP

TP + FN
(3)

Accuracy = TP + TN

TP + TN + FP + FN
(4)

Specificity = TN

TN + FP
(5)

F1 score = 2 × Precision × Recall

Precision + Recall
(6)

In addition, Receiver Operating Characteristic (ROC) curve was plotted using the
Scikit-Learn library in Python version 3.7.

4 Results

4.1 General Accuracies by Confusion Matrix Tables

Fig. 7. Confusion matrix tables depicting the performance of various SSL ResNet models,
differentiated by training data volume. Intensified color corresponds to higher TP values.
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Accompanying the procedure in thematerialmethod section, the classificationmodel
and the pre-trained weight were fine-tuned by 11-helminthic labels. The quality perfor-
mance of the trained models was initially assessed by using the confusion matrix table
(see Fig. 7). In the confusion matrix table, the intensified diagonal pattern (from left to
right) represented high degree of the TP values of each trained models found. Although
all three trained-SL approaches seem to have a better pattern of TP values than the
SSL approaches, the trained SSL has less training data than the SL and emphasize the
remarkably cutting-edge technique of the SSL.As the results observed, the SSL-based
ResNet-101 and SSL-ResNet-152 models outperform the SSL-ResNet-50 model.

Table 2. Evaluation metrics including recall, precision, accuracy, specificity and F1 score,
respectively.

Evaluation metrics Models SSL SL

1% 10% 20% 100%

Recall ResNet-50 0.580 0.785 0.788 0.775

ResNet-101 0.666 0.775 0.804 0.775

ResNet-152 0.661 0.780 0.803 0.819

Precision ResNet-50 0.867 0.923 0.898 0.875

ResNet-101 0.855 0.925 0.913 0.875

ResNet-152 0.852 0.906 0.908 0.910

Accuracy ResNet-50 0.956 0.977 0.975 0.972

ResNet-101 0.960 0.976 0.977 0.972

ResNet-152 0.962 0.974 0.977 0.979

Specificity ResNet-50 0.991 0.992 0.990 0.988

ResNet-101 0.986 0.993 0.991 0.988

ResNet-152 0.988 0.990 0.991 0.991

F1 score ResNet-50 0.679 0.849 0.851 0.835

ResNet-101 0.744 0.842 0.863 0.835

ResNet-152 0.740 0.843 0.863 0.877

Although SL models appear to be superior to SSL, the SSL can be compared to
the SL since all trained-SSL with merely 10% training data produced low FN and FP
values. In SSL model, the performance of various training data based ResNet models
is sporadic. In Table 2, For 20% of the training data, most statistical metrics at 97.7%
accuracy, 99.1% specificity, and 86.3% F1 score were measured from both the ResNet-
101 and ResNet-152 models, respectively. Only two statistical metrics of 80.4% recall
and 91.3% precision were obtained from the ResNet-101model. In summary, significant
correlation between the small amounts of training data ranging 1% to 10% and ResNet-
50 and ResNet-101 models was observed. During limitation of biological variation and
quality of its labels, these uncontrolled factors might be solved by using only 1% of the
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training data and then results in 86.7% precision, 96.2% accuracy and 99.1% specificity,
respectively. The result indicated that the SSL technique is moving forward to undergo
the opened-world datasets which are mostly unlabeled as effective.

4.2 Performances of Various Models

An area under the ROC curve (AUC) calculated based 90% confident interval was
revealed the generalized accuracy of the proposed trained model.

Fig. 8. Left: ROCcurves assessing the general accuracy of supervised and self-supervisedmodels.
Right: Comparison of AUC between SSL and SL models, with an emphasis on the performance
of models trained with small amounts of labeled data, ranging from 1% to 10%.

In consistent to those described as above, the AUC supported the performances
of 10% of training data-based SSL-ResNet-50 (AUC = 0.944) and SSL-ResNet-101
(AUC = 0.946) model revealed outperform when comparing to others (see Fig. 8; Left).
Interestingly, only 1% of training data reproduced the AUC equal to 89.9%, which
suggesting high enough to employ the trained model in a real situation. The idea was
supported by the result seen in Fig. 8 (Right). Also, the positive correlation between 10%
of training data-based SSL-ResNet-101 model was shown (see Fig. 8; Right). Although
the utilization of small neural network layers by the ResNet-50 model was trained with
1% data, the AUC still showed similar result to SL model. This indicated that the SSL
technique is superior to the SL model.

5 Discussion and Conclusion

In this study, 11-common human-helminthic eggs in Thailand were automatic screening
by using self-supervised learning approach. As workflow and architecture, our proposed
algorithm contained two main components, namely online network that function to
prepare feature extraction without class labelling and do data clustering-based similarity
loss function. In our experiment, then, the result from previous section were used to do
classification under labelling with multiclass-classification processes. Remarkably, the
model trained with the advanced BYOL method outperformed the supervised learning
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model usingResNet. Thiswas achieved evenwhen a small fraction of the dataset, ranging
from 1% to 10%, was employed for training and validation, highlighting the efficiency
of the BYOL method in leveraging limited data resources. As mentioned as above, SSL
approach for classifying our unseen image dataset is comparable to previousworks based
only on object detection [10–12], suggesting the superior model to supervised ones. This
is because our SSL approach used trained data less than and equal to 10% of training
data and reveal ranging of 87% to 99% accuracy, precision and specificity, respectively.
According to the result mentioned as above, it can be assured that SSL is beneficial to
solve the biological and medical tasks with still affecting by some serious issues such
as high variation and a large amount of deposited data such as chest X-rays, CT-scans,
MRI images, and whole slide images which these had been intensively investigated
based on supervised learning network. In addition, the corrected prediction result of
supervised learning model is depending on sample size with needs qualitative labels by
expert clinicians [13, 14]. If the trained model was consumed garbage labels, the results
would give the garbage output found.

Nevertheless, the training SSLmodelmight experiencewith some limitations such as
well-trained model could require the numbers of feature extracted and the more number
feature vector such as either 1024 or 2048 vectors, the higher performance received
than less one such as 64 vectors. Furthermore, even though the SSL approach uses a
smaller sample size with less data labeling during training and validation, the optimized
model required a potential region with high variation [15]. Nevertheless, this step could
be fixed by implementing the augmentation function before doing training data. Lastly,
computational speed still requires, specifically training with a large validation.

In conclusion, our study revealed the effectiveness of the SSL (BYOL)-based classi-
fication algorithm for solving the medical tasks even using small training dataset. Rec-
ognizing the prevalent human helminth infection in rural Thailand and Southeast Asia,
the research result emphasizes the potential of transfer learning based BYOL method
for screening of parasitic infection. Finally, this approach is particularly promising for
future applications in remote environments, where it could address challenges like a
shortage of lab equipment and expert parasitologists.

Acknowledgement. We are grateful to the National Research Council of Thailand (NRCT)
[NRCT5-RSA63001–10] for providing the financial support for this research project.
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Abstract. Obfuscatedmalware poses a challenge to traditionalmalware detection
methods as it uses various techniques to disguise its behavior and evade detec-
tion. This paper focuses on the impacts of obfuscated malware detection tech-
niques using a variety of detection methods. Furthermore, this paper discusses
the current state of obfuscated malware, the methods used to detect it, and the
limitations of those methods. The impact of obfuscation on the effectiveness of
detection methods is also discussed. An approach for the creation of advanced
detection techniques based on machine learning algorithms is offered, along with
an empirical examination of malware detection performance assessment to bat-
tle obfuscated malware. Overall, this paper highlights the importance of staying
ahead of the constantly evolving threat landscape to safeguard computer networks
and systems.

Keywords: Obfuscated malware · Malware detection · Machine leaning
algorithm

1 Introduction

Obfuscated malware is a type of malicious software that uses various methods of obfus-
cation to avoid detection [1] by antivirus software and security professionals. It dis-
guises its code to evade detection by security tools, making it difficult to analyze and
reverse-engineer.

In recent years, there has been a significant increase in obfuscated malware attacks,
making it a challenging task for cybersecurity experts to detect and prevent such attacks
since hackers use several techniques to obfuscate their malware code.
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Based on the existing research works [2] for malware detection using machine learn-
ing algorithms, the two common malware detection issues are the increase of malware
instants and undetected behavior of malware which led by obfuscation techniques as
shown in Table 1.

Table 1. Malware detection issues which are led by obfuscation techniques.

Issue Description Year No. of Citations Reference

Malware
variants

Failed to detect
malware sample

Failed to detect new
malware variants√
– 2020 10 [3]

–
√

2019 3 [4]√
2017 63 [5]√

– 2017 65 [6]

Malware
Behaviour

Hiding technique
features are found

Difficulties in
malware detection√
– 2021 6 [7]

–
√

2019 8 [8]√
– 2019 56 [9]

–
√

2021 8 [10]

–
√

2017 43 [11]

As obfuscated malware continues to evolve and become more sophisticated, it is
crucial for security professionals to keep pace with these changes by adapting their
security strategies and using advanced tools and techniques to detect and prevent such
attacks.

Consequently, via research and empirical analysis, our goals are to get a better
understanding of obfuscation methods and provide an overall picture of their utilization.
Thus, the following are our aims.

• We discovered common and cutting-edge obfuscation strategies.
• We gave a comparison on the impact of the deployed obfuscated malware detection

approach.
• We investigated the limits that researchers confront and suggested viable solutions.
• We did empirical research to assess the efficacy of obfuscated malware detection

using a machine learning technique and current technologies.

The rest of the research is broken down into the following sections: Sect. 2 offered
basic study on obfuscation strategies, whereas Sect. 3 covers essential works related to
the present status of obfuscated malware. Section 4 gives an empirical examination of
the obfuscation technique’s performance evaluation. Section 5 discusses the empirical
analysis’s findings. Finally, Sect. 6 summarizes the study project’s findings and gives
recommendations for future work.
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2 Background Study

Malware is a form of program that has been developed specifically to harm or cause dam-
age to computer systems, networks, or devices. There are various types of malwares,
including viruses, worms, Trojans, ransomware, spyware, botnets, adware, rootkits, key-
logger, and backdoor [12]. Malware behaves differently, and knowing how each one
operates is crucial to building effective security solutions.

Malware authors employ obfuscation techniques to conceal the real nature of their
code. The goal is to make identifying and removing malware more difficult for antivirus
software and other security measures. Static and dynamic analysis [13] are two ways
that can be utilized to identify disguised malware.

Static analysis entails inspecting the malware’s code without running it. This can
be accomplished by inspecting the malware’s binary code or source code. This allows
security researchers to discover patterns or signatures that indicate obfuscation. For
example, they may seek code pieces that are repeated or appear to be created randomly.

The malware is dynamically analyzed by executing it in a controlled environment
and analyzing its behavior. This may be accomplished in a virtual machine or sandboxed
environment, which isolates themalware from the rest of the system. This allows security
experts to determine the strategies employed by themalware to disguise itself. Theymay,
for example, examine calls to encryption or compression methods.

Behavioral analysis and anomaly detection are two more ways used to identify dis-
guised malware. Behavioral analysis is examining the malware’s behavior as it interacts
with the system, looking for patterns that indicate harmful behavior. Looking for sig-
nals that the system is performing improperly, such as unexpected network traffic or
unusually high CPU utilization, is part of anomaly detection.

As a result, disguised malware necessitates a mix of tactics and experience. Security
researchers must be able to recognize obfuscation indications and have the tools and
methodologies to analyze the malware’s code and behavior. As malware assaults get
increasingly complex, security professionals must remain watchful and enhance their
tactics for detecting and responding to these threats.

2.1 Obfuscation Techniques

In computer security, obfuscation methods are frequently employed to protect code from
reverse engineering, alteration, or theft. The following are some of the most often used
obfuscation strategies [12]:

Code Obfuscation. This entails changing the code so that it is difficult to read and
comprehend. This makes it tough for attackers to find out what the code performs.

Control Flow Obfuscation. This entails changing the order in which the code is run,
making it difficult to follow the flow of instructions. This makes it harder for attackers
to decipher the program’s logic and identify vulnerable weaknesses.

Variable Obfuscation. This entails modifying the names of the variables used in the
program, making it difficult to comprehend what they are for. This makes identifying
vulnerabilities that rely on specific variable names challenging for attackers.
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Data Obfuscation. Encrypting, scrambling, or altering the data utilized in the program
makes it harder to read or manipulate. This makes it harder for attackers to interpret the
data and exploit weaknesses.

Anti-debugging Techniques. These are approaches for detecting and preventing code
debugging. As a result, attackers have a more difficult time analyzing the code and
identifying flaws.

Attackers find it difficult to reverse engineer, understand, and exploit code that has
been obfuscated. They do, however, make it difficult for authorized users or developers to
comprehend and maintain the code. As a result, obfuscation should be utilized sparingly
and only when the advantages exceed the drawbacks.

3 Related Works

Obfuscated malware detection has been actively researched in the research community,
with a range of strategies and algorithms offered to deal with it. Some related efforts on
obfuscated malware detection are discussed further below:

3.1 Dynamic Malware Analysis

The execution of malware in a controlled environment to monitor its behavior [14]
is referred to as dynamic malware analysis. To undertake dynamic analysis, many
approaches such as code injection and sandboxing have been deployed. However, obfus-
cation techniques such as encryption and packing can circumvent these measures. To
address this, researchers have developed methodologies such as behavior graph analy-
sis, which generates a graph of the malware’s behavior without relying on the code’s
contents.

3.2 Code Similarity Analysis

Code similarity study [15] compares known malware code against unknown code to
detect similarities. Obfuscation techniques, on the other hand, can change the code to
make it seem different from the original code, making it difficult to identify. Researchers
have developed approaches to address this, such as function call graphs, which analyze
the links between functions to detect commonalities.

3.3 Machine Learning-Based Detection

Machine learning-based detection uses algorithms to categorize malware based on a
variety of characteristics, such as API calls and opcode sequences [16]. Obfuscation
methods, on the other hand, can change these traits to avoid detection. Researchers have
suggested strategies such as adversarial machine learning, which teaches the model to
recognize obscured characteristics by creating adversarial samples, to address this issue.
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3.4 Static Analysis

Static analysis is the process of analyzing code without running it [17]. Static analysis
might be difficult to usewhen applying obfuscation techniques to detect the functionality
of the code. Researchers have proposed numerous techniques to solve this, such as
control flow analysis, which finds code that is never executed, and suggesting possible
maliciousness.

Researchers must build advanced and robust detection systems as attackers continue
to use more sophisticated obfuscation tactics. Meanwhile, current research efforts on
Android platform obfuscation solutions, including KANDI, DroidPDF, Hybrid Obfus-
cation Technique, MGOPDroid, Framework of Paragraph Vector, and BLADE are
presented in Table 2.

4 Empirical Analysis

Two empirical studies are presented in this section. The first empirical study assesses
malware detection performance using a machine learning algorithmwithout filtering the
obfuscated malware. The second empirical study evaluates the efficacy of existing anti-
obfuscation techniques. The next subsection describes the experiments’ chosen datasets
and features. The setup of the experiment will be discussed shortly next. Finally, the
experiment outcomes will be highlighted in Sect. 5.

4.1 Dataset

The first experiment uses the Obfuscation Elastic Malware Benchmark for Empowering
Researchers (EMBER 2018) [26], which gathered features from 1 million Portable Exe-
cutable (PE) files used for executables (.EXE,.SCR) and dynamic link libraries (.DLL)
file formats. The PE files were scanned in or before 2018 and classified into eight cate-
gories of raw features that included both parsed and format-agnostic information. Parsed
features are classified into five categories: general file information, header informa-
tion, imported functions, exported functions, and section information, whereas format-
independent features are classified into three: byte histogram, byte-entropy histogram,
and string information.

The organization of the EMBER dataset will make it easier to assess models, cat-
egorize additional PE files, and expand the available feature set. EMBER was divided
into two sections: 80% for training (800,000 training samples were collected, including
300,000malicious, 300,000 benign, and 200,000 unlabeled samples) and 20% for testing
(200,000 test samples were collected, including 100,000 malicious and 100,000 benign
samples).

The second experiment employed the stated dataset for the n-gram technique, with
1576 samples split into 75% training and 25% testing.
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Table 2. Comparative analysis on obfuscation techniques.

Year Citation Reference Technique
Used

Proposed
Model

Challenges Future Works

2022 3 [18] Features of
Multi-granular
opcode

MGOPDroid In some ca-
ses, static
analysis is not
reliable

A variety of
obfuscation
technologies
will be
uncovered, and
static analysis
will be
improved

2021 7 [19] Opcode
Segments

BLADE Classification
techniques

Obfuscation
methods will
be explored

2020 8 [20] Packer DroidPDF Packer To improve the
processing
efficiency

2020 2 [21] Reverse
engineering &
string
encryption

Hybrid
Obfuscation
Technique

Obfuscated
code

Customize the
obfuscation
method &
improve the
software
protection

2019 6 [22] Code
obfuscation

Framework of
paragraph
vector

Obfuscation
technique
class level

To recognize
an obfuscation
approach, an
engineering
feature is
necessary

2013 18 [23] Vigenère
ciphers based
on ROL, ADD,
XOR,

KANDI – –

4.2 Evaluation Metrics

In all investigations, TPR, FPR, FNR, ROC, Precision, Recall, F1-Score, and Accuracy
were used to assess the performance of three various types of malware detection algo-
rithms. A good and effectivemalware detection algorithmwill have high TPR, Precision,
Recall, F1-score, ROC, and Accuracy rates while having low FPR and FNR rates.

4.3 Experiment Setup

Several machine learning models were created using Python, which has a huge standard
library of helpful codes andmethods that may be used to build amachine learningmodel.
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JupyterLab is used as an experimental development environment, exposing Jupyter note-
books, code, and data to users via a web browser, particularly for machine learning
operations. Meanwhile, the Jupyter notebooks were ran using mamba and conda.

Support Vector Machine (SVM), Decision Tree (DT), and N-gram are three types
of machine learning algorithms that were chosen for the first experiment based on past
study findings of high-performance malware identification with a 100% accuracy rate.
Our findings are compared to earlier findings, which are summarized in Table 3.

In the second experiment, only N-grams are employed as classifiers, with one-gram
and bi-gram types chosen for malware identification prior to using anti-obfuscation
algorithms. Figure 1a depicts the one-gram accuracy score, whereas Fig. 1b depicts the
bi-gram accuracy score. Table 4 details the findings.

Fig. 1a. Accuracy rate for one-gram 1b. Accuracy rate for bi-gram

Opcode is utilized for obfuscation, with five forms of feature extraction: bigram
opcode, intents, one-gram, permissions, and services extraction. Furthermore, as seen
in Table 5, only one-gram approaches are used for anti-obfuscation.

5 Discussion

According to Table 3, the accuracy rates of all machine learning algorithms used to
detect malware are insufficient to match the preceding research’s 100% accuracy rate.
The accuracy rate is jeopardized by the amount of the dataset. As a result, a little or
insufficient dataset may result in a low malware detection accuracy rate. The experi-
ment’s accuracy rates for SVM, DT, and N-gram were 98.62%, 96.49%, and 97.43%,
respectively, contradicting earlier results. SVM, on the other hand, outperformed the
other two approaches and is likely to be utilized in a bigger experiment in the future.

Meanwhile, using the anti-obfuscation technique reduces one-gram accuracy from
91.4% to 91%, as seen in Tables 4 and 5. Consequently, we may conclude that disguised
malware may influence the detection accuracy.

5.1 Limitations on Obfuscated Techniques and Methods

Obfuscation techniques and approaches are used to conceal or obfuscate a software
program’s functionality and code. While they can be useful in protecting intellectual
property and avoiding reverse engineering, they are not without flaws.
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Table 3. Comparison of three machine learning algorithm

Machine
Learning
Algorithm

Previous Research Our Research

SVM [5] DT [24] N-gram [25] SVM DT N-gram

Type of file Win32-executable
files

Internet files Win32-executable
files

Windows portable
executable (PE) files

Number of
samples

1413 220 24 1 mil

Dataset CA Technologies
VET Zoo &
publicly available
data sources

Clean and
malicious data
are scraped
from the
Internet

openmalware.org EMBER 2018

Classification
Method

Behavior-based Behavior-based Signature-based Signature-based

Analysis
Type

Dynamic Hybrid Static Static

TPR (%) 1 1 1 0.94 0.86 0.9

FPR (%) 0 0 0 1 1 1

FNR (%) 0 0 0 2.4 3.5 3.2

AUC (%) 100 100 100 99.93 99.64 99.81

F1 (%) 100 100 100 98.24 97.45 97.68

p (%) 100 100 100 98.94 98.85 98.91

r (%) 100 100 100 98.46 96.08 97.04

Acc (%) 100 100 100 98.62 96.49 97.43

Table 4. The accuracy rate is low without using anti-obfuscation technology.

One-gram Bi-gram

Accuracy (%) 91.41 90.85

Performance Impact. Obfuscation techniques may have a major influence on program
performance, frequently resulting in longer execution times and higher memory utiliza-
tion. This might be a significant disadvantage in applications requiring high performance
or low latency.

Limited Protection. Obfuscation methods can assist safeguard against inexperienced
hackers or unauthorized users, but they may fall short against motivated and expert
attackers. Advanced attackers may be able to circumvent obfuscation measures and get
access to the underlying code and functionality.
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Table 5. One-gram accuracy rate when anti-obfuscation method is implemented.

Precision (%) Recall (%) F1 (%)

Benign 83 84 84

Malicious 94 93 93

Accuracy – – 91

Macro Average 88 89 88

Weighted Average 91 91 91

Maintenance Issues. Obfuscation can make code maintenance and updating difficult
for engineers. Debugging and troubleshooting can be difficult since code is frequently
obfuscated throughout the development process. Longer development periods and higher
expenses may arise as a result.

Compatibility. Some obfuscation techniques may be incompatible with specific com-
puter languages or platforms, limiting their efficacy in specific situations. Developers
may also need to thoroughly test the program to guarantee that it operates properly with
obfuscation enabled.

Legal Issues. Techniques of obfuscation may breach intellectual property laws or soft-
ware licensing agreements. Developers must guarantee that they have the legal right to
utilize obfuscation techniques and are not infringing on others’ intellectual property.

Obfuscation methods, in general, may be a useful tool for securing software
and avoiding reverse engineering. However, before adding obfuscation in their apps,
developers must carefully consider the potential restrictions and downsides.

5.2 The Impact of Obfuscation on the Effectiveness of Detection Methods

Obfuscation is the deliberate practice of making code or other information difficult to
understand or decipher. This is sometimes achieved by hiding essential areas of the code
using encryption or other means, making it more difficult for analysts to understand how
the code works or what it does. The efficiency of detection systems can be significantly
reduced through obfuscation. Here are some instances of how obfuscation may make
discovery more difficult:

Obfuscated Code is More Difficult to Read and Comprehend. When code is inten-
tionally obfuscated, comprehending what the code is doing becomes substantially more
difficult. This canmake identifyingmalicious behavior considerably more difficult, even
if the methods used to detect it are effective under normal circumstances.

Obfuscation Can Hide Key Indicators of Malicious Activity. Many detection meth-
ods are centered on identifying certain patterns or signals of dangerous behavior. Attack-
ers can make it more difficult to notice these indicators by obfuscating code, making it
more difficult to recognize and respond to an attack.
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Obfuscation Can Help Attackers Evade Detection. Attackers can use obfuscation to
hide their activities from detection systems designed to identify malicious activity. By
disguising their activities, attackers can make it far more difficult for these systems to
recognize and block their actions.

Overall, obfuscation can help attackers evade detection and make it considerably
more difficult for analysts to detect and respond to malicious behavior. While detection
methods are regularly updated to work with obfuscation, this can be complex and time-
consuming, and some types of obfuscation may be impossible to detect entirely. As a
result, obfuscation is a key strategy for attackers and will very definitely remain so in
the future.

6 Conclusion

To summarize, finding disguised malware is becoming an increasingly difficult chal-
lenge for cybersecurity organizations. Obfuscation techniques have evolved to make
the detection of malicious code more difficult, making it easier for attackers to evade
detection and remain undetected. However, with the use of advanced machine learning
algorithms and other cutting-edge cybersecurity technologies, it is possible to identify
obfuscated malware before it causes serious harm. Security professionals must stay up
to date with the latest developments in obfuscation techniques and adopt proactive threat
detection measures to protect their systems from the ever-evolving threat landscape. By
taking a comprehensive, holistic approach to cybersecurity, organizations can minimize
the risk of falling victim to obfuscated malware attacks and safeguard their valuable data
and assets.

This study gave useful insight into the current issues and challenges associated with
dealing with disguised malware. Furthermore, an empirical investigation was conducted
to evaluate the current performance results created using SVM,DT, andN-grams, reveal-
ing that when the algorithm is trained using a bigger dataset, the accuracy rate drops
from 100% to 98.62%, 96.49%, and 97.43%, respectively. In addition, an inadequate
dataset, classification approach, analysis type, and obfuscated malware identification
can all have an impact on malware detection accuracy. As a result, in the future, we
will execute a substantial experiment on the chosen machine learning technique, with
an emphasis on the development of obfuscated malware.
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17042 La Rochelle, France

{arthur.hemmer,mickael.coustaty,jean-marc.ogier}@univ-lr.fr

Abstract. Post-OCR processing has significantly improved over the
past few years. However, these have been primarily beneficial for texts
consisting of natural, alphabetical words, as opposed to documents of
numerical nature such as invoices, payslips, medical certificates, etc. To
evaluate the OCR post-processing difficulty of these datasets, we propose
a method to estimate the denoising complexity of a text and evaluate it
on several datasets of varying nature, and show that texts of numerical
nature have a significant disadvantage. We evaluate the estimated com-
plexity ranking with respect to the error rates of modern-day denoising
approaches to show the validity of our estimator.

Keywords: post-OCR correction · denoising · text complexity ·
invoices

1 Introduction

Optical character recognition (OCR) is the process of converting text from the
visual domain into machine-readable text. It plays an essential role in bridging
the gap between the physical and the virtual. Many businesses, governments and
individuals rely on OCR to effectively manage documents of various types.

While OCR accuracy has improved greatly over the years, it remains an
active area of research. In industries such as finance and insurance, high OCR
accuracy has become crucial as it is used in fraud detection systems. These
systems often work on semi-structured, scanned documents such as invoices,
medical certificates, bank statements, etc. While the accuracy of modern-day
OCR might be sufficient for information retrieval use cases, it falls short for
these fraud detection use cases where wrong predictions can cause many false
positives. These systems often rely on one or a few fields of highly specific nature
from an array of documents. Small amounts of OCR noise occurring on these
fields has a multiplicative, negative impact on the end-to-end accuracy of such
fraud detection systems.
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In order to combat noisy OCR output, one often uses OCR post-processing
methods [1,22]. A classical approach combines a model of the typical errors
that the OCR makes with a prior about the text that is processed consisting of
a vocabulary with corresponding word frequencies. While this approach works
well for natural language texts where the vocabulary is finite and well-defined, it
is less effective for texts coming from business documents with numerical words
such as dates, amounts, quantities, invoice numbers, etc. which are not contained
in typical natural language vocabularies. An example of this is shown in Fig. 1,
where a noisy reading of a dictionary word has few orthographically close correc-
tions whereas numerical words cannot rely on this technique as all orthographic
neighbours are equally likely. Most OCR post-processing approaches of afore-
mentioned kind completely ignore these numerical words [6,25,26] or treat them
as normal words [7], leaving them prone to errors.

Fig. 1. Visualisation of post-OCR correction process. Business information such as
amounts are harder to denoise due to the possibility of all orthographic neighbors

A more modern approach to OCR post-processing is to consider it as a
sequence-to-sequence (“Seq2Seq”) problem, which is already widely researched
for tasks such as translation and speech recognition. This type of approach has
been boosted by deep-learning models and large parallel corpora. While these
methods achieve state-of-the-art performance on OCR post-processing tasks
[1,22], much like the classical vocabulary-based approaches, these language mod-
els are ineffective on numerical words [16,26]. Many methods do not make any
distinction when considering numerical versus non-numerical words [7,11,19].
As such, some of them report that the majority of non-word errors come from
tokens containing numbers [11]. In some cases, tokens containing punctuation
and/or numbers are filtered out of the dataset entirely [6,25]. In other cases,
the presence of non-alphanumeric characters is even considered as an important
positive indicator for detecting erroneous words [6].

While the overall denoising performance has increased with these seq2seq
approaches, we hypothesize that this improvement has been biased towards nat-
ural language, leaving datasets of more numerical nature untouched. The aim
of this article is to quantify and compare the post-OCR denoising complexity
of various datasets of both numerical and non-numerical nature. We do this by
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simulating textual noise and estimating the complexity by computing the perfor-
mance of a simple denoising method under optimal conditions. Furthermore, we
establish the real-world applicability of these estimates by comparing it to the
performance of two cutting-edge post-OCR processing approaches under more
realistic noise conditions. With these insights, we hope to shed more light on the
strengths and weaknesses of modern-day post-OCR processing approaches and
provide directions for future research. To summarize, in this paper we propose
the following elements:

1. A formalization for estimating the OCR denoising complexity of a dataset
2. An evaluation of these estimates with respect to the performance from post-

OCR processing approaches in more realistic settings

2 Related Work

Early work on estimating the denoising complexity of texts subjected to noise
looked at the impact of the size of the vocabulary on the number of real-word
errors [18], which are erroneous words that also occur in the vocabulary. They
show that the fraction of these errors increases rapidly up to 13% for 100, 000
words and then increases much more slowly to 15% for 350, 000 words. While
the conclusion states that smaller word lists are beneficial, this is only true for
the real-word error rate. Hence, this conclusion was rightfully challenged [5] by
showing that decreasing the size of the dictionary also increases the number of
non-word errors, which are wrongly corrected words because the correct word
was not in the vocabulary. The example they give is if coping were omitted from
the vocabulary, the 4 misspellings of copying would be detected. However, the
22 correct uses of coping would be flagged as misspelled.

While these experiments look specifically at the impact of the size of the
vocabulary, two important elements are not taken into consideration: the syn-
tactic distribution of the words inside a vocabulary and the underlying noise
model. For example, a small vocabulary consisting of words that are all within
one edit distance from each other (numerical words) will be much harder to
denoise than a large vocabulary where all words are within multiple character
edits (natural words). As for the noise model, both [5,18] assume a uniform prob-
ability for each edit operation (transpose, add, remove, substitute) whereas there
are factors that skew this distribution such as keyboard layout and phonologi-
cal ambiguities. It should also be noted that this previous work was conducted
in the context of human typing errors whereas it has been shown that human
typing errors and OCR errors do not have the same characteristics [10]. Spelling
errors typically generated by humans do not correspond to the noise that an
OCR would introduce. For example, 63% of human misspellings occur in short
words (of length 4 or less) whereas this is only 42.1% for OCR errors. To our
knowledge, there is no prior work on estimating the denoising complexity of
post-OCR processing approaches.
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3 Background

The correction of spelling errors, whether they originate from humans or OCR
software, has been a widely researched topic. Formally speaking, the goal is to
find the original sequence w from a noisy observed sequence o, given a proba-
bilistic model p(w|o). As such, we denote the estimator of w as ŵ such that:

ŵ(o) := arg max
w

p(w|o) (1)

While w and o can be any type of sequence (characters, words, sentences,
paragraphs, etc.), it is typically considered at the character or word level due
to limits in computational complexity. The parameters of this model have his-
torically been estimated either by decomposing according to the noisy channel
model or directly using more advanced sequence-to-sequence approaches, both
of which are discussed separately below.

3.1 Noisy Channel Model

First works on error correction [3,13] estimated the parameters for p(w|o) by
applying the noisy channel model [23]. This works by applying Bayesian inversion
to Eq. 1 and dropping the denominator as it does not impact the result of the
arg max function. As this approach works on a word level, the arg max is taken
with respect to a finite vocabulary V where w ∈ V.

ŵ(o) = arg max
w∈V

p(o|w)p(w) (2)

In this form, p(o|w) and p(w) are often referred to as the noise model and the
language model (or prior), respectively. The noise model denotes the probability
of observing a noisy sequence o from w. More often than not, there is not enough
data available to directly compute p(o|w). Instead, the noise is decomposed in
individual character edits such as substitutions, insertions and deletions.

In the simplest case, the prior p(w) consists of individual word probabilities.
These can be estimated directly from the training data or come from auxiliary
corpora. However, a single-word prior is restricted in the amount of information
it can provide. To solve this issue, many approaches also take into account the
surrounding context of a word where the language model becomes a word n-
gram model or a more capable neural network-based language model. Using ŵi

to denote the i-th denoised word in a sequence gives us:

ŵi(o) = arg max
w∈V

p(o|w)p(w|ŵi−1, ŵi−2, . . . , ŵi−n) (3)

While this enables a noisy channel denoiser to take into account the context
of a word, it also introduces a new potential source of errors as the prior is
conditioned on the previous estimates for ŵ and not the true words w. An
erroneous prediction for ŵi can have a negative impact on the prior. Beam search
[4] is often used to counter this problem. Instead of relying on a single prediction
for each word, beam search keeps track of a top (fixed) number of candidates at
each prediction step and computes the arg max for each of these candidates at
the next prediction, and so on.
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3.2 Sequence-to-Sequence Models

One can also use more capable methods to directly estimate p(w|o) instead of
decomposing it into a noise and language model. This approach is widely used in
machine translation, where it is referred to as neural machine translation (NMT)
when using deep-learning methods, and has also been shown to work well on text
error correction [17,21,24]. It works by using an encoder-decoder [2] architecture,
where the encoder takes the whole noisy input sequence and encodes it into a
fixed length vector. A decoder is then conditioned on this vector and its own
previous outputs to generate subsequent words in an autoregressive manner.
This gives us the following estimator:

ŵi(o) = arg max
w∈V

p(w|o, ŵi−1, ŵi−2, . . . , ŵi−n) (4)

Similar to the n-gram approach, the autoregressive nature of these models is
a potential source for errors. In the same manner, beam search can also be used
for these direct estimators to overcome such errors.

4 Denoising Complexity

As discussed, there are various approaches to post-OCR processing. However,
our hypothesis is that the frequency of numerals has a significant impact on the
denoising complexity of a text, regardless of the used denoising approach. As
such, we devise a simple method for quantifying the complexity of a text. We
consider the noisy channel decoder from Eq. 2 under optimal conditions meaning
that the denoiser has access to the true noise model and prior for a given text. For
the prior, we use a unigram word frequency prior p(w). The following subsection
provides more details on the noise model before getting to the estimation of the
complexity at last.

4.1 Noise Model

The noise model, p(o|w), is a substitution-only noise model that we denote with
π. While substitution-only is a simplification of reality where OCR errors can
also contain insertion and deletion errors, it has been shown that the majority
of errors consist of character substitutions [10]. Furthermore, we challenge this
simplification in Subsect. 5.2, where we also include insertions and deletions in
more realistic evaluation scenarios.

We compute the probability of obtaining word w from an observed word o
under noise model π by taking the product of the individual character confusion
probabilities. Here, wi and oi denote the character of token w and o at index
i ∈ {1, 2, ..., n} where n is the length of the token.

pπ(o|w) =
|w|∏

i=1

pπ(oi|wi) (5)
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where |w| denotes the length of word w, and pπ(oi|wi) the probability of observ-
ing a character oi given a character wi under noise model π. Since we are con-
sidering only substitutions, we will only consider o’s that have the same length
as w and vice versa. In other words, if |w| �= |o|, then p(o|w) = 0.

Throughout the experiments we consider two noise models: a uniform noise
model πε and a more realistic OCR noise model πocr. Given an alphabet A of
possible characters, the uniform noise model πε has probability ε of confusing
a character and probability 1 − ε of keeping the same character. Within the
substitution probability, each character has probability of ε/(|A| − 1) for being
substituted.

The second noise model, πocr, is estimated from the English part of the
ICDAR 2019 OCR post-processing competition dataset [22]. The dataset con-
tains a total of 243,107 characters from over 200 files from IMPACT1. The pur-
pose of this noise model is to evaluate our estimator in a more realistic setting,
as in practice OCR programs tend to have sparse confusion probabilities. For
example, this means that when a mistake is made on a character such as “1”,
it is most often confused for visually similar characters such as “i”, “t” and “l”
and not so often by “8” or “Q”.

4.2 Complexity Estimator

Finally, using the previously described noise model and noisy channel model,
let us denote the denoising complexity of a dataset under noise model π as Θπ.
We define Θπ by considering the accuracy of the optimal denoising algorithm
under the noisy channel model with a unigram prior. The denoising complexity
is estimated by taking the expectation of the number of errors according to the
noise model.

Θπ = Eo,w∼π[1{w �= ŵπ(o)}] (6)
where we use ŵπ according to Eq. 1. We estimate it by sampling words w ∼
p(w) from our dataset and obtaining o by applying the noise model such that
o ∼ π(w). An important advantage of our estimator is that it is computationally
simple and highly parallelizable.

The intuitive interpretation of Θπ is that it is the expected probability of
picking an incorrect word given its noisy observation. It is the word error rate
of a unigram denoising approach, but under optimal conditions. Having the true
prior allows us to compare complexities between different datasets, as we rule
out any variance that comes from having a sub-optimal estimate of the prior. In
other words, having the optimal prior for a given dataset allows us to estimate
and compare exactly our quantity of interest.

5 Experiments

Using our complexity estimator, we devise a ranking of denoisability of textual
datasets of varying nature. Following this, we evaluate this ranking with respect
to the performance of more advanced denoisers in a more realistic noise setting.
1 https://www.digitisation.eu/.
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In all experiments, we evaluate a total of five datasets. We chose two datasets
of more numerical nature FUNSD [12] and SROIE [9], and three datasets of more
alphabetical nature OneStopEnglish [27], KleisterNDA [8] and IAM [15]. Each
dataset is tokenized using the SpaCy2 tokenizer.

Table 1. The datasets used in the experiments along with relevant statistics

Dataset Documents |V| |V#| |Vα| p(V#) p(Vα) Document Type

FUNSD 149 5503 1477 3634 0.138 0.617 Forms

IAM 1277 11598 339 9776 0.007 0.841 Handwritten lines

KleisterNDA 254 12418 1988 9850 0.015 0.835 Legal documents

OneStopEnglish 453 15807 710 14791 0.016 0.847 Educational texts

SROIE 626 11397 7176 3838 0.246 0.480 Receipts

We use V to denote the vocabulary which represents the set of words present
in a dataset. In addition, we use V# to denote the numerical vocabulary which
is the subset of words containing at least one number, and Vα to denote the
alphabetical vocabulary which is the subset of words containing only letters. Note
that V#∩Vα = ∅, but V#∪Vα is not necessarily equal to V since we do not count
punctuation and special characters in the alphabetical vocabulary. All datasets
along with some descriptive statistics can be found in Table 1. We also included
p(V#) and p(Vα) which are the frequencies of the words in that vocabulary
with respect to the whole dataset. As can be seen, FUNSD and SROIE have
significantly higher frequencies of numerical words than IAM, Kleister-NDA and
OneStopEnglish.

5.1 Denoising Complexity

Using previously described noise models and datasets, we estimate the complex-
ity by sampling 106 words according to p(w) and apply random substitutions
according to the noise model to obtain observed word o. We then use the sam-
pled (w,o) pairs to estimate the complexity according to Eq. 6. To estimate the
complexity at varying degrees of noise, we gradually interpolate the noise from
the character confusion matrix Mπ with the identity matrix I using a parameter
γ ∈ [0, 1] such that Mnoise = γMπ + (1 − γ)I.

In our experiments we set ε = 0.07 for the uniform noise πε. We chose this
value because it aligns with the average confusion probability of the estimated
OCR noise model. All results are computed for γ increments of 0.1 starting
from 0.1 up to 1.0. We found that these increments gave us a good balance
between computing time and visualisation value. For each noise model we also
estimate the complexity on alphabetical words (Vα) and numerical words (V#)
specifically. The results can be found in Fig. 2.

2 en core web sm from SpaCy v3.4.4 from https://spacy.io/.

https://spacy.io/
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Our primary observation is that the complexity ranking for V is preserved
between the two noise models πε and πocr, and increases linearly with respect
to γ. Under both noise models, the two datasets with the largest frequencies of
numerical words (SROIE and FUNSD) have the highest complexity. Going from
πε to πocr, their complexity increases, going from 0.047 to 0.084 for SROIE and
from 0.042 to 0.071 for FUNSD, respectively. The steep increase in complexity
for the numerical datasets can be mostly attributed to the higher average confu-
sion probability for numbers for the OCR noise (0.14) compared to the uniform
noise (0.07), combined with the significantly higher frequency of numerical words
compared to the other datasets (see column p(V#) in Table 1). The other three,
mostly alphabetical datasets show overall lower values for Θ, implying a lower
denoising complexity. IAM and OneStopEnglish have close estimates under both
the uniform and OCR noise models, though slightly higher for IAM in both cases.

Looking at the complexity estimates of the numerical vocabulary V#, we
observe them to be much higher than for the other vocabularies, even under
the uniform noise model. Interestingly, the complexity ranking changes between
the different vocabularies. Considering the complexity ranking of the numeri-
cal vocabulary, both OneStopEnglish and Kleister-NDA have similar or higher
estimates than FUNSD and SROIE. A qualitative analysis of the results shows
this to be due to the nature of numerical words in alphabetical datasets. In
these datasets, numerical words used in natural language are often single num-
bers used for single counts (such as “Bob gave me 2 euros”), or numbers with
low variation such as year numbers (“2007”, “2008”) and large rounded num-
bers (“10,000”, “20,000”, etc.). This is in contrast with FUNSD and SROIE,
where numerical words consist primarily of amounts or dates which are longer,
more diverse number sequences and thus slightly easier to denoise given that
the numerical vocabulary does not cover all possible amounts. Note that while
OneStopEnglish shows a high complexity for the numerical vocabulary, its overall
complexity remains lower than FUNSD and SROIE, due to the lower frequency
of numerical words in the dataset.

5.2 Applicability

The results from Subsect. 5.1 show us a relative denoising complexity for various
datasets. However, when defining our estimator, we made several simplifying
assumptions in order to compute this complexity. In this second part of our
experiments, we wish to evaluate the applicability of our complexity estimate
using a more realistic noise model as well as more advanced denoising methods.

First, we extend the noise model to also include insertions and deletions.
The insertion and deletion probabilities for the OCR noise are estimated from
the ICDAR 2019 OCR post-processing competition dataset [22]. To both the
uniform and OCR noise models, we add the possibility for insertion and deletion
with probabilities of 0.03 and 0.04 respectively.

Second, we evaluate the performance of 3 state-of-the-art denoising methods
of the encoder-decoder architecture type. It consists of 2 transformer approaches
ByT5 [28] and BART [24], and one Recurrent Neural Network (RNN) trained
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using OpenNMT [14]. ByT5 is a version of T5 [20] where the tokens are char-
acters (bytes) instead of the usual SentencePiece tokens, which makes it more
suitable for text denoising. Both transformer models were initialized from their
publicly available pretrained weights (base) and were fine-tuned using an Adam
optimizer with a learning rate of 0.0001 for 10 epochs. The RNN is trained on
character sequences where the characters are separated by spaces and the words
separated by “@”. For coherence, we used the same hyperparameters as [17] for
denoising OCR errors.

The data is preprocessed by concatenating all the datasets and splitting
documents on spaces, of which the resulting token sequences are then used to
create target sequences of at most 128 characters in length. The noisy sequences
are generated by applying the noise model on the target sequences. To handle
longer documents during evaluation, we split the input text again on spaces
and denoise sequences of at most 128 characters at a time, after which they
are concatenated again to form the final denoised prediction for a document.
While it is technically possible for a word such as “article” to be noised into
two separate words “art icle” and then split between evaluation sequences, we
consider this to be rare enough as to not impact the results and at worst impact
all denoisers equally. A separate model was trained for the uniform and OCR
noise.

Finally, we compute the performance of each denoising method by computing
the word error rate (WER) between the predicted output and the ground truth.
In this case we use the non-normalized error rate which is the edit distance
between the two tokenized sequences divided by the number of tokens in the
ground truth sequence. We also include a baseline which is the WER that is
computed from the original and unprocessed noisy sequence. This is to evaluate
the relevance of our estimator.

The results are shown in Table 2. Our initial observation is that the baseline
WER ranking does not follow the ranking of our complexity estimation, nor does
it correspond to the WER of the other denoisers. Under uniform noise, SROIE
and FUNSD show fewer errors than Kleister-NDA for the baseline. Under OCR
noise, IAM has the lowest error rate, after Kleister-NDA and OneStopEnglish
which have similar error rates.

We observe the error rates for the numerical datasets (FUNSD and SROIE)
to be higher than the others for both BART and ByT5. While this is not the case
for the OpenNMT denoiser, it should be noted that it has poor overall perfor-
mance as it performs similar or worse than the baseline, with the exception being
the Kleister-NDA dataset. As the Kleister-NDA dataset was significantly larger
than the others, we suspect that the OpenNMT denoiser overfit on this dataset.
Although BART achieves the lowest WER on Kleister-NDA, ByT5 has on aver-
age the lowest WER. Most notably, the gap in WER between the two numerical
datasets FUNSD and SROIE is smaller for ByT5 under both noise models (uni-
form: +0.01, OCR: -0.01), whereas BART has consistently more difficulty with
FUNSD (uniform: +0.05, OCR: +0.06). On the non-numerical datasets, Kleister-
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NDA has consistently the lowest WER, with IAM and OneStopEnglish having
nearly the same WER for BART and ByT5 under both uniform and OCR noise.

Compared to our complexity estimates, we do note some inconsistencies.
First, FUNSD and SROIE are much closer in terms of their WER than their
complexity estimates. For BART, FUNSD even has 5 and 6 percent points higher
WER than SROIE under uniform and OCR noise respectively. While still close
and much higher than the non-numerical datasets, we suspect this difference to
come from the amount of training data which is three times higher for SROIE
(96k tokens) compared to FUNSD (26k tokens). In addition, the receipts from
SROIE are very homogenous and contain many longer recurring subsequences
such as “gardenia bakeries (kl) sdn bhd (139386 x) lot 3” and “payment mode
amount cash”. Furthermore, this advantage for SROIE seems to be unique to
BART, as the WER under OCR noise for ByT5 shows a higher value for SROIE
than for FUNSD. We suspect that the sub-word token approach used for BART
is better able to model these longer recurring sequences from SROIE compared
to the character-based approaches.

Table 2. WER for the denoisers under the full noise model including insertions and
deletions. ONMT = OpenNMT. Bold indicates the lowest WER for a given denoiser.

Uniform OCR

Dataset Baseline BART ByT5 ONMT Baseline BART ByT5 ONMT

FUNSD 0.57 0.30 0.26 0.61 0.55 0.36 0.28 0.60

IAM 0.54 0.22 0.20 0.56 0.48 0.26 0.21 0.45

Kleister-NDA 0.61 0.08 0.11 0.23 0.55 0.10 0.10 0.28

OneStopEnglish 0.60 0.21 0.19 0.68 0.54 0.25 0.21 0.53

SROIE 0.51 0.25 0.25 0.55 0.57 0.30 0.29 0.52

6 Conclusion

We introduced a post-OCR error denoising complexity estimator, and evalu-
ated its validity by comparing it to more complicated approaches in a more
realistic setting. Furthermore, we also evaluated the complexity of specifically
alphabetical and numerical words, to highlight the contribution of words of
varying nature to the to the overall denoising complexity when they are suf-
ficiently frequent. Future extensions of this work could look at the impact of
using OCR word/character confidence distributions, which are sometimes avail-
able and exploited by denoising algorithms. Additionally, it would be interesting
to research denoising approaches that specifically improve the denoising com-
plexity of numerical datasets, as this would be most useful in industries relying
on documents of primarily numerical nature.
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Abstract. In recent years, the increasing reliance on Internet services
has made the Internet an integral part of our daily life. The COVID-
19 pandemic has further accelerated this trend by driving the demand
for online services such as remote work, virtual meetings, and online
events. However, this increasing dependence on the Internet has also
made us vulnerable to various cyber threats, particularly DDoS attacks,
which have become a serious issue. For this reason, researchers have
proposed numerous defense mechanisms to mitigate the risks associ-
ated with DDoS attacks, among which Machine Learning (ML) based
Intrusion Detection Systems (IDS) have shown promising results. Nev-
ertheless, most existing ML-based IDSs focus on known attack features,
leaving them vulnerable to attacks that utilize unknown features. To
overcome this limitation, researchers propose a new concept Open-Set
Recognition (OSR), which explores new approaches that modify the Deep
Learning method to identify unknown patterns. Therefore, we propose
a novel IDS model based on OSR to detect Unknown DDoS attacks.
The model detects unknown DDoS attacks with the U-Net + Reciprocal
Points Learning (RPL). With a detection rate of approximately 99%, our
model can successfully identify known and unknown DDoS attacks while
maintaining an ability to manage imbalanced situations.

Keywords: Network security · Open-Set Recognition · Distributed
Denial of Service · Machine Learning

1 Introduction

Distributed Denial of Service (DDoS) attacks pose a significant threat to the
security of the internet, as they can disrupt and damage targeted systems. DDoS
attacks work by using a network of compromised devices, also known as botnets,
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to flood the target system with traffic. The traffic can be in the form of packets
or requests, and it is designed to consume the target system’s resources and
bandwidth, making it unavailable to legitimate users.

To against DDoS attacks, Researchers have proposed various defense mech-
anisms designed to detect and prevent DDoS attacks. However, with the advent
of the Internet and the shift towards remote work after COVID-19, there has
been a notable rise in novel attacks. With the application of Machine Learning
(ML) and Deep Learning (DL), attackers have nothing to hide under ML-based
IDS. Nevertheless, ML-based IDSs also begin to have vulnerabilities, especially
when ML-based IDS encounters attack features that have not been trained; the
accuracy will drop dramatically. Therefore, our goal is to propose an IDS that
can simultaneously detect known and unknown attacks.

Fig. 1. OSR IDS Diagram.

We introduce the RPL Based OSR IDS model, which aims to detect both
known and unknown attack features simultaneously using an existing IDS. The
model is divided into three architectures: The Data Preprocessing Model, the
OSR IDS Model, and the Unknown DDoS Detection Model, as illustrated in the
(see Fig. 1) above. By utilizing these three architectures, our proposed model can
effectively preprocess data, identify known and unknown DDoS attacks using
OSR. Our approach provides an effective solution to detect DDoS attacks, mak-
ing it a valuable tool for against cyber threats.

Our contributions mainly focus on the following:

– We propose a novel OSR IDS Model to detect the known and unknown DDoS
attacks based on U-Net encode + RPL.

– The proposed model is capable of training on datasets with imbalance.
– The proposed model is capable of training on new attack features while pre-

serving the accuracy.
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2 Related Work

2.1 DDoS Attacks

In a DDoS attack, the attacker uses a network of compromised computers (often
called a “botnet”) to send large amounts of traffic to the target website or
service, overwhelming its servers and causing it to crash or become inaccessible.
The DDoS Attacks and Defense Mechanisms: Classification and State-of-the-
Art [6], The authors provide an overview of DDoS attack types and defense
mechanisms. The paper classifies DDoS attacks according to their characteristics
and discusses defense mechanisms including filtering, rate limiting, and intrusion
prevention systems. The goal of a DDoS attack is to overwhelm the target with
traffic, resulting in a denial of service to legitimate users. DDoS attacks can
be launched against any online service or website, including banks, e-commerce
sites, and government websites. They can cause significant damage to businesses
and organizations, resulting in financial losses, reputational damage, and even
legal consequences.

2.2 Open-Set Recognition

Open-set recognition (OSR) [16] has gained attention in recent research, as it
aims to address the problem of unknown data in classification tasks. In tradi-
tional Closed-set training, the model is only trained to recognize known classes,
while OSR considers the possibility of encountering unknown classes during test-
ing. OpenMax [2] proposes a solution where the model rejects unknown data by
introducing an additional class to represent unknown data. The center of the
spherical shell is determined by the output of the mean activation vector of the
feature space, and the distance is computed from this center. The loss function
used in OpenMax is also discussed. Classification-Reconstruction Learning for
Open-Set Recognition (CROSR) [17] builds on the OpenMax approach by incor-
porating reconstruction into the model. The CROSR model uses a distribution-
based approach to identify known and unknown data, and the reconstruction
method is based on an encode/decode model that calculates the reconstruc-
tion error to distinguish unknown data. This approach improves the accuracy of
OSR by considering the reconstruction error in addition to the distance-based
approach used in OpenMax.

In recent research, several advanced approaches have been proposed to
improve the performance of OSR learning methods for detecting unknown DDoS
attacks. One such approach is Generalized Convolutional Prototype Learning
(GCPL) [15], which standardizes the distance-based OSR learning method by
using a prototype to constrain the distribution of deep features. Another app-
roach is Spatial Location Constraint Prototype Loss (SLCPL) [14], which is
based on GCPL but uses a different constraint term for the prototype loss func-
tion. Reciprocal Points Learning (RPL) [4], also based on GCPL, improves the
prototype loss function by using reciprocal points for distance calculation. More-
over, the same research team has proposed an adversarial version of RPL called
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ARPL [3], which uses a Generative Adversarial Network (GAN) [5] to improve
the clarity of the deep feature distribution. These approaches have shown promis-
ing results in detecting unknown DDoS attacks and have the potential to improve
the accuracy and effectiveness of IDS for DDoS attack detection

2.3 Unknown DDoS Detection

The detection of unknown DDoS attacks using ML techniques has been the
focus of many recent research papers. For instance, in [10], the authors pro-
posed using the Gaussian Mixture Model (GMM) to detect the deep features
of DDoS attacks. Meanwhile, in [12], the authors used Dual Discriminators and
GAN to detect unknown DDoS attacks. Another approach proposed in [11] is
using One-Class SVM and Reconstruct Error to detect unknown DDoS attacks.
These studies demonstrate that there are multiple methods available for detect-
ing unknown DDoS attacks using ML, and the choice of method depends on
factors such as the type of data available, the accuracy required, and the com-
putational resources available. Therefore, ongoing research in this area is critical
to developing more accurate and efficient approaches for detecting and mitigat-
ing the risks of Unknown DDoS attacks.

3 The RPL Based Unknown DDoS Detection Method

3.1 CICIDS 2017 Dataset

Most IDS research uses KDD99 [7], which was released in 1999 and does not
include new network attacks like DDoS attacks. Therefore, although many stud-
ies still use KDD99 today, this study used the CICIDS 2017 [9] dataset to demon-
strate our Unknown DDoS detection’s efficacy (see Table 1).

The data collection period started at 9:00 a.m. on Monday, July 3, 2017, and
ended at 5:00 p.m. on Friday, July 7, 2017. The traffic data includes protocols
such as HTTP, HTTPS, FTP, SSH, and email and contains benign and malicious
traffic. The CICFlowmeter [18] used Netflow protocol to extract features from
the dataset, recording packets exchanged between end to end. The extractor
has a maximum duration of 120 s and if exceeded, continues recording in the
next line. A 5-s duration is used to determine the end of a traffic flow, with no
transmissions signaling its end.

3.2 CICIDS 2017 Dataset Preprocessing

When selecting the dataset for training and testing the DDoS detection model, it
is essential to consider various factors, such as the frequency and types of attacks,
the availability of labeled data, and the representativeness of the data. In this
study, we have chosen to use the CICIDS 2017 dataset for our experiments.
Specifically, we have selected Wednesday as the training data and Friday as the
testing data since DDoS attacks were found to be more prevalent on these days.
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Table 1. CICIDS 2017 attack type information.

Date Attack type

Monday Benign (Normal human activities)

Tuesday Brute Force FTP (9:20–10:20)
Brute Force SSH (14:00–15:00)

Wednesday DoS slowloris (9:47–10:10)
DoS Slowhttptest (10:14–10:35)
DoS Hulk (10:43–11:00)
DoS GoldenEye (11:10–11:23)
Heartbleed Port 444 (15:12–15:32)

Thursday Brute Force (9:20–10:00)
XSS (10:15-10:35)
Sql Injection (10:40–10:42)
Infiltration (14:09–15:45)

Friday Botnet ARES (10:02–11:02)
Port Scan (13:55–14:35)
DDoS LOIT (15:56–16:16)

The (see Table 2) shows that. Benign traffic is the majority for the entire
dataset, and there is also a considerable data imbalance between attack traffic,
which increases the difficulty of IDS detection model training. To avoid this prob-
lem, well-organized data preprocessing is required. This study uses the following
preprocessing method and discusses how to solve the imbalance problem.

Table 2. Distribution of the CICIDS 2017 Wednesday.

Labels Data numbers

Benign 319186

DoS GoldenEye 159049

DoS Hulk 7647

DoS Slowhttptest 5707

DoS slowloris 5109

Heartbleed 11

As the network flow dataset may range from 0 to infinity, data normaliza-
tion using the Min-Max algorithm is necessary. This linearly converts values to
the range of [0,1] using maximum and minimum values, as represented by the
following equation.

xn =
xn − min(xn)

max(xn) − min(xn)
(1)
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where xn is the original value, xn is the normalized value. Furthermore, the One-
Hot encoding method distinguishes and marks the 6 labels. One-Hot encoding
can avoid the linear dependence when the model training. The following (see
Table 3) table shows the One-Hot encoding on training data.

Table 3. One-Hot encoding labels.

Labels Encoding code

BENIGN 1 0 0 0 0 0

DoS GoldenEye 0 0 1 0 0 0

DoS Hulk 0 1 0 0 0 0

DoS Slowhttptest 0 0 0 0 1 0

DoS slowloris 0 0 0 1 0 0

Heartbleed 0 0 0 0 0 1

3.3 Open-Set IDS Model Training

Here are two goals of training this model. First, Able to distinguish between
benign and malicious features, or in common way we call it Close-Set recogni-
tion. Second, determine unknown attack features instead of identifying them
as known attack features, or in common way we call it Open-Set recognition.
Typical ML models only consider the first goal. Those studies have achieved
satisfactory results. But for the second goal, since the identification of unknown
features are not considered within the framework of the most ML model, which
the general ML model cannot identify the second goal perfectly.

In the training procedure, the U-Net [13] model training to indicate benign
and malignant traffic. This model employs an encode/decode architecture, which
splits it into two parts. The encode part extracts the relevant data features
through a convolutional layer. The decode part then restores the deep features
of the predict data. Model accuracy is evaluated by comparing the predicted
data to the true original data.

In CROSR [17], an encode/decode model is utilized to detect Open-set sam-
ples by combining the loss function of the encoder and decoder. Building on
this approach, [11] applied the CROSR model to the task of detecting unknown
DDoS attacks. Therefore, based on the successful results of previous studies, we
chose to utilize the encode/decode model in our scenario. Specifically, we selected
the U-Net architecture, which is a well-known and widely used encode/decode
model. However, in our study, we focused solely on the encode part of the model,
as we did not require reconstruction to improve the accuracy of our model for
detecting unknown DDoS attacks.

Modifying the Loss function of U-Net is crucial for Open-Set recognition. In a
common training process, the Loss function is mostly Softmax [8], the defection
of Softmax can be expressed by
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σ(zi) =
ezi

∑K
j=1 ezj

, for i = 1, 2, . . . ,K (2)

where the zi is the Input vector of CNN output, the ezi is the standard exponen-
tial function for input vector, the K is the number of classes in the multi-class
classifier, the ezj is standard exponential function for output vector.

But the characteristics of Softmax cause the model fails to recognize unknown
features. Therefore, the Open-Set capable Loss function is required, which is the
Reciprocal Points Learning (RPL) loss. It calculates the distance of deep feature
space by Euclidean distance, and assume all known deep features has its own
center, then calculate the reciprocal between the feature and center. Finally,
push deep features far away from the reciprocal.

The RPL loss will be the combination of prototype loss and Open-Set loss.
The prototype loss will be a variant of Softmax, it can be denoted as

Lc(x; θ, o) = − log
e−d(θ(x), oi)

∑K
i=1 e−d(θ(x), oi)

, for i = 1, 2, . . . ,K (3)

where d
(
θ (x) , oi

)
is the Euclidean distance between θ (x) and oi, the θ (x) is

the denote as the embedding function which is the output of CNN and oi is the
center of each classis. For the Open-Set loss or constrain term can be denoted
as Lo (x; θ, p)

Lo(x; θ, p) =
1
M

M∑

j=1

d
(
θ (x) − pi

j

)
, for i = 1, 2, . . . ,K (4)

where d
(
θ (x) − pi

j

)
is the Euclidean distance between θ (x) and pi, the θ (x) is

the denote as the embedding function which is the output of CNN and pi is the
reciprocal of each classis, M represents the number of reciprocals for each class.
The total loss will be the combination of prototype loss and Open-Set loss or
constrain term. The equation can be denoted as L (x; θ, o, p)

L(x; θ, o, p) = Lc(x; θ, o) + λLo(x; θ, p) (5)

where the λ is the hyper-parameter to control the constrain scale. With the
Open-Set capable Loss function, the training data set can be used to train the
OSR IDS model.

To provide a fair comparison between the different methods, it is important to
use a common baseline model. In many previous OSR studies (see 2.2), LeNet [1]
has been used as a baseline model for various classification tasks, including image
recognition. It consists of several convolutional and pooling layers followed by
fully connected layers, and has been shown to achieve good accuracy on various
datasets. By using LeNet as a baseline, we can compare the performance of the
OSR learning methods against a standard model and evaluate the effectiveness
of these methods for the task of DDoS attack detection.
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3.4 Unknown DDoS Detection

In order to detect unknown DDoS attacks, we developed the function to calculate
the probability of the target feature. The function uses Exponential to calculate
the probability, which is based on the Euclidean distance between the target
feature and the center denoted as P (x)

P (x) = e−λd(θ(xi)−oi), for i = 1, 2, . . . ,K (6)

where d(θ(xi)−oi) is the is the Euclidean distance between θ (x) deep feature and
oi center, λ is the constrained term of probability, it adjusts the falling trend
of Exponential. Therefore, this function can adapt to a different distribution
(Fig. 2).

Fig. 2. The falling curve between different λ.

4 Experiments

4.1 Close-Set Evaluation

The experimental results in the Close-set show that, the training model has quite
good accuracy for known DDoS attacks, also achieved excellent results in various
indicators such as Precision, Recall, and F1 scores. The U-Net encode + RPL
is the proposed model, and the other three models are comparison to proposed
model.

The following figures (see Fig. 3) are the proposed model’s confusion matrix
and deep features distribution. As you can see in the deep features distribution,
all the known features are clustered and separated, but only the Heartbleed
feature fails to achieve. This is due to the extreme imbalance of the Heartbleed
feature. Only 11 categories of data were labeled as Heartbleed compared to
the DoS Slow-httptest, which is the second least in the entire dataset and has
5109 data, so even though the proposed model is capable of imbalanced dataset
training when it faces quite an extreme situation, it still fails.
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Table 4. The result of known DDoS attacks.

Method ACC Precision Recall F1

LeNet + SLCPL 0.9992 0.9992 0.9992 0.9992

LeNet + RPL 0.9886 0.9935 0.9886 0.9851

U-Net encode + SLCPL 0.9992 0.9992 0.9992 0.9992

U-Net encode + RPL 0.9993 0.9993 0.9993 0.9993

Fig. 3. The confusion matrix and deep features distribution of U-Net encode + RPL
Close-set learning.

4.2 Open-Set Evaluation

For the Open-set situation, if we feed an unknown dataset into the model directly,
the accuracy will drop dramatically due to the characteristic of Close-set learning
since there is no space for an unknown dataset in deep features distribution.

Table 5. The result of unknown DDoS attacks without OSR.

Method ACC Precision Recall F1

LeNet + SLCPL 0.8386 0.7121 0.8386 0.7683

LeNet + RPL 0.8297 0.7995 0.8297 0.8042

U-Net encode + SLCPL 0.8385 0.7539 0.8385 0.7869

U-Net encode + RPL 0.8386 0.7771 0.8386 0.8034

In the deep features representation shown in (see Fig. 4a), we observe that
the unknown features are distinctly separate from the known features, indicating
that they do not overlap. Additionally, (see Fig. 4b) displays the distribution of
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distances between features, further supporting the observation of minimal over-
lap between known and unknown features. We utilize equation (6) to calculate
the P (x) with a λ = 0.3. The classification of features as known or unknown
is determined by the threshold value set for the P (x), which in this case is
0.7. When the P (x) exceeds this threshold, the input feature x is classified as
unknown. The results of this classification can be seen in (Fig. 4c and Table 6).

Fig. 4. The visualization of the deep features distribution and distance distribution,
and confusion matrix for U-Net + RPL Open-set learning.

4.3 Discussion

We evaluated the performance of our IDS model in both Closed-set and Open-
set scenarios. Our experiments revealed that the model is capable of accurately
detecting known DDoS attacks (see Table 4), even when the data is imbalanced.
However, in cases of extreme data imbalance, the model tends to misclassify
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Table 6. The result of unknown DDoS attacks with OSR.

Method ACC Precision Recall F1

LeNet + SLCPL 0.8393 0.8308 0.8393 0.7663

LeNet + RPL 0.9461 0.9473 0.9461 0.9466

U-Net encode + SLCPL 0.8408 0.8336 0.8408 0.7706

U-Net encode + RPL 0.9901 0.9907 0.9901 0.9903

the minority class as benign (see Fig. 3). This is due to two reasons. Firstly,
the benign class accounts for the majority of the dataset approximately 64%
(see Table 2). Secondly, benign traffic represents normal internet activity, which
is inherently diverse, making it difficult for the model to distinguish between
benign and malicious traffic. As a result, the model may incorrectly classify
minority samples as benign.

We also conducted Open-set experiments to evaluate our OSR IDS model’s
ability to detect unknown DDoS attacks. As shown in (see Table 5), the presence
of unknown DDoS data caused a drop in accuracy for the Closed-set model since
it was not designed to handle such data. To address this issue, we implemented
the RPL method on deep feature space and found that the unknown features
were clustered near the center and did not overlap with the known classes (see
Fig. 4a). This was also reflected in the distribution of the deep features, where
the distance between the unknown and the known features were significant (see
Fig. 4b). Based on these findings, we propose equation (6) to classify the unknown
features, and the result is shown in (see Table 6).

5 Conclusion and Future Work

Our proposed framework utilizes OSR to enhance the detection capabilities of
IDS against both known and unknown DDoS attacks. Our approach demon-
strates the ability to accurately identify DDoS attacks while also being effective
in handling imbalanced datasets. The RPL module separates the known and
unknown features by U-Net’s deep features. In unknown DDoS detection mod-
ule restricts the unknown feature range and captures the unknown attacks. The
proposed model shows promise in unknown emerging attacks.

However, we acknowledge that our current approach for detecting unknown
DDoS attacks relies on manually adjusting the threshold of P (x). To make our
IDS more suitable for real-world scenarios, we aim to automate the threshold
control process in future work. This will eliminate the need for human inter-
vention and further enhance the effectiveness of our IDS in detecting unknown
DDoS attacks.
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Abstract. Web applications are increasingly developing and occupying
a dominant position in software systems, simultaneously shortening the
distance in both space and time as well as bringing many other benefits to
users. However, these applications always have the potential for danger-
ous cyber attacks. DoS and DDoS attacks arise thousands and millions
of unnecessary requests, leading to overloading and causing serious con-
sequences for the system. In this paper, we propose a real-time access log
analysis method of a web system to detect user anomalies that may lead
to DoS as well as DDoS attacks. Specifically, we concentrate on detecting
and warning IP addresses that have a high number of requests over the
allowed threshold of the system by constructing the formula to calculate
the score of features of IP addresses. In addition, we have also carried
out experiments with the proposed method on the Shopbase web system
by supporting ApacheSpark and Kubernetes technologies in order to
make visible the positive effect of the experiment in reality.

Keywords: DDoS attacks · log analysis · real-time · web application

1 Introduction

In the context of the growing Internet, the number of network users and soft-
ware applications developed on the network platform is increasing. Web applica-
tions gradually rise to occupy the number one position in software applications.
Because they are deployed in the Internet environment, web apps always have
potential risks of unsafety on the network. In fact, cyber-attacks on web systems
are increasingly diverse, sophisticated, and complex [8,12]. In order to meet the
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needs of users anytime, anywhere, vendors need to implement security methods
while designing, developing as well as operating the system to ensure the security
properties of the software systems.

DoS (Denial-of-Service) and DDoS (Distributed Denial-of-Service) [6,8] are
the common types of cyber attacks that aim to make the server is flooded with
more transmission control protocol/user datagram protocol (TCP/UDP) packets
than it can process. This can lead to data corruption and resources may be
misdirected or even exhausted to the point of paralyzing the system. The key
difference between DoS and DDoS attacks is that the latter uses multiple internet
connections to put the victim’s computer network offline whereas the former uses
a single connection. Nowadays, the prevention and warning of DoS and DDoS
attacks pose a lot of challenges in the field of software security.

There have been many studies on the problem of DDoS attacks on web
applications [1–5,7,13–15]. Currently, there is no method that can completely
prevent DoS/DDoS attacks. Therefore, research problems in network security
are often interested in detecting and preventing DDoS attacks, thereby reducing
the risk of becoming a victim and mitigating the impact of a DDoS attack.
For the problem of predicting a network attack, a number of machine learning
techniques have been studied and applied in practice, many of which are used
with decision trees [9–11]. Some of the methods mentioned in the studies are
analyzing the information flow to detect signs of attacks, monitoring traffic to
detect attacks early, creating an access management list to block the attacker’s
IP address... Our proposed method will analyze the web system’s access logs to
detect user anomalies that may adversely affect the system at runtime and lead
to DDoS attacks. The paper’s contributions include:

– detecting and warning the IP addresses with the number of requests over the
allowed-threshold that sent to the server in DoS attacks;

– creating the scoring formula for high-risk IP addresses in DDoS attacks based
on some concrete criteria;

– constructing experimental software to illustrate the feasibility and effectiveness
of the proposed method.

The remainder of the paper is structured as follows. Section 2 provides some
backgrounds of ApacheSpark, Kubernetes technologies, and the access log file.
Next, Sect. 3 describes in detail the proposed approach. Followed by Sect. 4 that
describes the implementation and experimental results. The next section sum-
marizes the work that relates to this paper’s research topic. Finally, Sect. 6 gives
some conclusions and works in the future.

2 Backgrounds

2.1 Apache Spark

Apache Spark is an open-source data processing framework at scale. It provides
an interface for programming parallel computing clusters with fault tolerance.



94 H.-P. Nguyen et al.

Apache Spark consists of two main components: drivers and executors. Drivers
are used to convert user code into multiple tasks that can be distributed across
worker nodes, and then monitor the execution of those tasks. The executor runs
on the processing nodes and performs the tasks assigned to them. Spark can
run in standalone cluster mode requiring only the Apache Spark framework and
the Java virtual machine on each machine in the cluster, however, using cluster
management tools between the two helps to take full advantage of the benefits
of better resource utilization and allows on-demand allocation.

2.2 Kubernetes

We can use many ways to deploy Spark applications as Clusters. Kubernetes
offers a solution very safe and effective implementation. It is also an open-source,
portable, extensible platform for managing packaged applications and services,
facilitating configuration, and automating application deployment. By providing
a powerful framework for running distributed systems, Kubernetes can open a
Container using its own DNS (Domain Name System) or IP address. If traffic to
a container is high, Kubernetes can load balance and distribute network traffic
for a stable deployment. To ensure speed, and utilize resources as well as used
technologies, our application will have the model of a Cluster, with Drivers
acting as Master nodes, and Executors acting as nodes. Each component will
run on a separate machine, independent of each other based on the distribution
of Kubernetes, where the Driver will be responsible for managing, connecting the
components, and working together efficiently. This model also brings scalability
to the whole application, if the data increases. An executor is a focal point to
collect and they run concurrently, perform data preprocessing operations, and
lean on the type of data the Driver wants. Then the Driver will go to collect what
the Executor has processed to synthesize the next steps and give the results. This
division of work helps data to be processed efficiently, taking full advantage of
the cluster model and parallel processing of Executors to clean and shrink data
for the driver to process. This process will be repeated for each batch of data
received.

2.3 Access Log File

When participating in activities on the internet, some user information will be
attached to the request to the server system providing the service. At that time,
this information will be recorded in the access history data record of the server
system that the user requests. In order to have information for the analysis of DoS
and DDoS problems, when extracting information about the user’s access history
in the system, we are especially interested in the following aspects: Connected
IP address; Connection start time; Domain of the request; Connection protocol;
Method of HTTP request; The path of the request; HTTP status code of the
response; Size of data sent with HTTP request; Domain of the website associated
with the requested resource; Agent performing access; Request processing time
from receiving to returning results; Request Headers.
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3 The Method of Analyzing Access Logs in Real Time

The user’s access history to the web application plays a critical role in detect-
ing network attacks. In this paper, we propose a method to detect and warn
of the threat of cyber attacks in real-time, especially for DoS and DDoS prob-
lems. The overview of the solving process encompasses three essential phases:(1)
collecting the user’s access history; (2) analyzing the logs; and (3) notifying the
administrator, as shown in Fig. 1.

Regard to the first phase of the problem-solving process is to automatically
collect the data throughout Kafka which is an event streaming platform. We can
set the collection time for each log file that depends on the specific problem. The
web app user data will do pre-processing and focus on only a few aspects that
take into account as input for analysis (see Subsect. 2.3). The requirement for
this process is that data is fully retrieved at the highest speed.

The final stage of the solving process is simply a decision to prevent access
of the IPs in the BlackList or to notify about the threat of a network attack. At
this time, the system is still completely up to the system administrator’s discre-
tion. Note that, for both DoS and DDoS issues, collecting log files or displaying
information to users is similar and automated.

The most significant stage in our research is the data analysis method cor-
responding to DoS and DDoS problems. This phase receives input from the pre-
vious stage and provides messages to be made in the next stage. We will clarify
both the ideas and analytical techniques for the problems in the following subsec-
tions. A factor determining our approach’s effectiveness is the time aspect. The
less time we take to detect, the less damage to the system’s resources. Therefore,
we aim to offer solutions to handle problems as soon as possible.

Targeted Website/Server

DDOS

DOS…

Server Side

Users

Attacker

Collecting
Log Files

Real-time Analyzing

Send to 
BlackList

DOS Problem
Generate IP 
counters

DDOS Problem
Calculating 
the score

Extracting 
data

Administrator

Decision

Fig. 1. The overview of the research problem-solving process.
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3.1 DoS Problem

Concerning the DoS problem, our aim is to detect, warn and stop providing
services for IP addresses with an abnormally high number of requests for a
certain period of time (for three seconds). Our main idea to solve this problem is
to generate IP counters that visit at a preset interval (every two seconds), then
aggregate and filter out the IPs that exceed the threshold and put them in a
BlackList to suspend services, as in Algorithm 1. After three seconds, these IPs
will return to normal. This is to temporarily reduce traffic to the system so that
the system can work better and meet the requirements of other normal IPs.

The number of hits of each IP will be recorded by the counters on the Execu-
tors, after the synthesis is complete, the data from the Executors will be sent to
the Driver for processing as shown in Fig. 2. Here the Driver’s job is just to filter
out the IP addresses with the number of requests greater than the set threshold
and add it to the BlackList. BlackList is the object used to store suspicious IPs,
with the requirements set out as follows: (1) Has the property of the SET data
structure, each Ip exists only as a single element in that list. (2) Has a feature
to automatically delete data after a certain period of time. The truth is that the
signs we recorded in this problem are only temporary signs to prevent the suspi-

Algorithm 1: Solve the DoS problem.
Input : Log Files, threshold.
Output: Making decisions.
Data : IPs - the set of IPs that make the request.

Procedure solveDoSProblem(s, threshold)
begin

IPs ← s;
for each IP ∈ IPs do

aggregateRequests(IP ); //Aggregate the total number of requests by
each IP for a period of 2 seconds.
if aggregateRequests(IP ) > threshold then

blackList ← IP ; warning(IP );

Data Source (Kafka)

Executor

Driver Ip A: 3 request
Ip B: 4 request
Ip C: 7 request

…

Ip A: 1 request
Ip A: 1 request

…

Ip B: 2 request
Ip C: 4 request

…

Ip A: 2 request
Ip C: 3 request

…

Fig. 2. The method of counting requests of IPs.
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cious user from being able to continue using the system’s resources much larger
than normal. The action we want the web app system to take is not to process
further requests from that user immediately after the time we detect (3 s) for
everything is back to normal. (3) High speed of access, including read and write:
Our analysis application is easy to write data to the Web Server (Openresty)
and is easy to read out.

From the technical perspective, in order to meet all but the above require-
ments, our choice is Redis. As described in the supporting technologies section,
here we use Redis’ Caching feature, with the following mechanism: On applica-
tion side: When an IP is detected to exceed the threshold, the application will
immediately add a new key of the format “ipbl:$IP” to Redis with a value of
1 and a timeout time limit is 3 s; On the Web server side: Each request will
be checked this condition. For each request, it will search for the value of the
key “ipbl:$IP” on Redis with IP being the IP address of the client making the
request, if it finds the value of this key, the request will be immediately denied.

3.2 DDoS Problem

Since an attacker can distribute the number of requests to the system from
multiple devices for use in an attack, DDoS requires a much more complicated
processing mechanism than the DoS problem. Therefore, instead of counting the
number of requests of an IP address, we consider the IP address on different
aspects as the foundation for giving DDoS attack warning. The solving process
of preventing DDoS attacks is formalized in the Algorithm 2 in the three phases:
1) extracting crucial information from logs file every 5 s; 2) calculating the score;
3) comparing the score to the values and making a corresponding decision.

Extract Data from Log Files. For the DDoS problem, we conduct pre-
processing on log files that are collected every 5 s. We only take into account the

Algorithm 2: Solve the DDoS problem.
Input : Log Files, thresholds, weights.
Output: Making decision.
Data : IPs - the set of IPs that make the request.

n - the number of IP addresses.

Procedure solveDDosProblem(s, thresholds, weights)
begin

IPs ← s; n = |IPs|;
for i = 1 to n do

for j = 1 to 6 do
convertingPoint();
scoreCalculate(IP, thresholds, weights);

makingDecision(IP );
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information for each IP address as follows: 1) Number of requests; 2) Number
of requests with a high response time; 3) Number of requests per domain; 4)
Number of requests with a status code equal to 429; 5) Number of requests with a
status code equal to 429 per domain; 6) Number of requests with large body size;

The gathering of user information is carried out automatically with the sup-
port of existing software such as Openresty, Nginx,... We have set up different
counters in order to synthesize the information in log files and exploit the num-
ber of requests for criteria surrounding each IP address. To indicate anomalies
in the number of accesses, we assemble data over a longer time range and eval-
uate changes in the data to find anomalies. Note that each counter corresponds
to a criterion to be evaluated. Furthermore, the manner in which we select the
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Fig. 3. The data preprocessing for DDoS attack detection.
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threshold values plays a significant role in the results of our research. The process
of analysis and synthesis is depicted in Fig. 3.

Calculating the Score. Before clarifying the scoring process for each criterion
of each IP address, we will introduce some essential notions that are employed
to constitute the scoring formula.

Threshold is computed by the average of the number of requests over a given
period, with the unit of measurement being requests per second (Reqs/s).

Weight is a value that represents the importance of a criterion in the set of
considered criteria and gets a value in the range [0..1].

We also introduce a special weight, namely deadWeight, which is applied
when one criterion has a number of requests that greatly exceeded the threshold.
In these circumstances, the system will send a notification regardless of any other
criteria. Note that, each IP address has six criteria that need to be taken into
account. Therefore, the sum of all the weight values of the criteria of an IP must
add to 100% as non-functional constraints for six criteria as denoted in Table 1.

Without loss of generality, we assume that there are n IP addresses in one
processing-log file that have been requested to the system, we calculate the score
for all IPs following the formula:

S =
n∑

i=1

6∑

j=1

crij ∗ wj (1)

where:

– S is the total score of all IP that has requested to the system;
– crij is the conversion score of the IP has the request i with criterion j;
– wj is the weight of the j criterion of an IP;
– j presents for the request of each criterion of an IP.

We will take into consideration the threshold values of the criteria that
represents the degree of influence on the outcome of the attack risk
assessment. These values are selected through the experimental results that the
system has carried out. The thresholds and weights values of each evaluated
criterion as denoted in Table 1 with seven rows, which includes six criteria to be
evaluated as well as one exceptional case for dead weight. Based on the results
of the experimental process, it is indicated that the number of requests sent to
the system is the most significant factor leading to a high risk because of this
is one of the main characteristics of DDoS attacks. The remaining factors have
approximately equivalent roles except for the large body sizes criteria that have
the least impact because many normal requests can also have large body sizes.

Next, we perform conversion score (crij) (j is the ordinal number of the
criterion under consideration in Table 1 and i is the ordinal number of the IP in
the log file) for all criterion of an IP address by calculating the ratio of a criterion
(rij) by performing the division between the number of requests of criteria over
the corresponding threshold value (Table 2).
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Table 1. The weight of criteria and respective thresholds of an IP address.

No. Criteria Weight Threshold (Reqs/s)

1 Number of requests 30% 15reqs/s

2 Number of requests with a high response

time

18% 3reqs/s (over 3 s)

3 Number of requests per domain 18% 5reqs/s

4 Number of requests with a status code

equal to 429

14% 10reqs/s

5 Number of requests with a status code

equal to 429 per domain

14% 3reqs/s

6 Number of requests with large body size 6% 4reqs/s (over 10MB)

7 The IP has a request with additional

port information

deadWeight

Table 2. The relationships between ratio and its corresponding conversion point

No. Ratio (rij) Conversion point (crij)

1 rij < 0.75 0

2 0.75 ≤ rij ≤ 1 0.75

3 1 < rij < 10 1

4 rij > 10 5

Up to this moment, we have clarified all parameters that have been referenced
in Formula 1 and finished the scoring process for all IP address that sent the
request to the system. The final stage in solving approach is to take actions
corresponding to the score value.

3.3 Decision

Decision-making is the final phase in the whole process of dealing with the
problem of detecting and warning against cyber attacks. It is simply to compares
the scores of the system with a decision table and takes the corresponding action
that denotes various levels of attack risk as shown in Table 3.

Table 3. The relationship between the score of an IP and respective action

No. Score Action

1 S ≥ γ0 Block

2 γ1 ≤ S < γ0 Jschallenge 4

3 γ2 ≤ S < γ1 Jschallenge 3

4 γ3 ≤ S ≤ γ2 Jschallenge 2

5 γ4 ≤ S < γ3 Jschallenge 1
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For the DDoS detection problem, we use a scoring method based on a series
of telltale signs that we have proposed, with each score we indicate the corre-
sponding actions for the violation IPs such as Block, JsChallengeLv1, JsChal-
lengeLv2... Based on experimental results, it is indicated that selecting a value
of gamma γ0 equal to 55 is the most efficient for our experimental system. The
remaining parameters are separated by an interval of 5 units, respectively.

4 Implementation and Experiments

4.1 Implementation Environment

As stated above, Kubernetes is a portable, extensible, open source platform for
managing containerized workloads and services, that facilitates both declara-
tive configuration and automation. Our Spark applications are running on the
Kubernetes Production cluster of the cross-border e-commerce platform Shop-
base and successfully integrated to handle the aforementioned problems for this
system1. From the technical perspective, the application architectures consist of
components as shown in Fig. 4.

Spark Helper
data

Redis

Slack

Kubernetes

Hadoop HDFS

Spark 
Application

Gitlab CI

Kibana

Database: 
Postgres

Elasticearch

Handle otput

alert

save data

save report

visualize 
statistic

Kafka

code

deploy

Fig. 4. The deployment architecture model

The architecture model includes many different modules, the functions of
these modules can be summarized as follows: Gitlab CI: automated application
creation and deployment; Kafka: storing input data; Kubernetes: environment to
deploy; Spark services: analytical applications; Spark Helper: pre-processing data;
Redis: storing blacklist IP addresses; Slack: sending notification; Hadoop Hdfs:
storing processing data; Database: storing output data; Kibana: synthesising data
for threshold detection.

1 The source code is available at:https://github.com/GoogleCloudPlatform/
spark-on-k8s-operator/tree/master/charts/spark-operator-chart..

https://github.com/GoogleCloudPlatform/ spark-on-k8s-operator/tree/master/ charts/spark-operator-chart.
https://github.com/GoogleCloudPlatform/ spark-on-k8s-operator/tree/master/ charts/spark-operator-chart.
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4.2 Experimental Results

The deployed system works stably and correctly detects according to the thresh-
olds set in the configuration. Currently, the application has been integrated
to operate with Shopbase’s infrastructure. Figure 5 is an alert that detects an
unusual increase by Slack during our application’s run in a test environment.
Figure 6 is an example of an Ip violating the DDoS rule.

Our application has a very fast processing speed, meeting the demand for
real-time data processing. Alerts are sent in a timely and informative manner.
The average amount of data received per second is 700 logs, and each batch of
data with a period of 5 s will contain ∼ 3500 logs. The average processing time of
each batch takes ∼ 2 s, much less than the maximum processing time of a batch
of 5 s (the maximum time to avoid slowing down the Real-time processing). The
number of logs per batch has sometimes reached 24000 logs when the system
reaches the threshold of >4000log/s. Meanwhile, the processing speed of the
application is still very fast due to a great load capacity. These results show that
web apps that are actually deployed on a large web system with millions of users
are still effective and have actually operated stably with non-functional goals
achieved: Performance, Scalability, Reliability, Resilience.

Fig. 5. An abnormal increase in access number detected to the system.

Fig. 6. The block message about an Ip violated the DDoS rule.
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5 Related Work

Network security has received the consideration of many researchers, we present
in this section the state-of-art of this issue and, especially, the solutions to the
DDoS detection problem at the application layer of web services.

Zhao [15] designed a DDoS detection system that employs a neural network
and is implemented in an Apache Hadoop cluster and HBase system. The system
has a neural network architecture that can adapt to new types of DDoS attacks.
A Hadoop and HBase cluster is established to process vast traffic, and then a
neural network model is designed to detect DDoS attacks. The neural network
chooses parameters from the Hadoop and HBase cluster modules, such as CPU
usage, packet size, and the total number of TCP connections. Instead of using
a single-factor detection approach, Zhao opts for a multi-factor detection app-
roach to detect DDoS attacks, which can enhance the detection performance.
In study [5], Heish suggests a neural network-based DDoS detection system
that comprises five phases: packet collection, Hadoop HDFS, format conversion,
data processing, and the neural network detection module. The author employed
Hadoop’s distributed file system to store traffic data and integrated the neural
network into a big data platform, which uses seven parameters to detect DDoS
attacks. This system is capable of analyzing high-speed and high-volume network
traffic and the neural network is efficient in identifying packet features.

The article [7] discusses the increasing importance of network security due to
the growing popularity and development of the Internet. Specifically, it focuses
on the problem of Distributed Denial of Service (DDoS) attacks, which are easy
to implement and can cause great losses, particularly in terms of server resources.
The article proposes a method that uses LVQ neural network to detect DDoS
attacks based on server anomaly detection. The method is trained on different
DoS attack modes, achieving a high recognition rate and the ability to identify
new types of attacks.

The problem of DDoS attack is divided into three crucial phases: (i) DDoS
detection; (ii) DDoS mitigation and (iii) IP traceback. The authors [4] have
analyzed in detail the mechanism of these three components and proposed a
new method to protect DDoS attacks at the network and application layers.
They first use any tool to determine the characteristics of the packets; then
proceed to filter malicious packets by limiting their rate; finally, trace back their
IP addresses. This helps to identify real IP addresses and reject spoofed IP
addresses. Distributed Denial of Service (DDoS) in IoT networks, discussed by
Ruchi Vishwakarm et al. [13], is an attack that objectives servers’ availability by
flooding the communication channel with impersonated requests coming from
distributed IoT devices. In addition, the study also introduced different DDoS
defense techniques and compared them to identify the security vulnerabilities
as well as enumerated ongoing research problems about DDoS prevention and
challenges that need to be solved in such a way stronger and smarter. In addition,
Marta Catillo et al. [3] proposed a measurement-based analysis of the defense
module, which was named mod evasive, used for the Apache web server. The
module blocked access from any Ip that attempts to make more than a given
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number of simultaneous requests or requests to the same page multiple times in
less than a second against DoS attacks in order to ensure legitimate customer
service. Their research results can be seen as suggesting settings for hardening
web servers for each type of attack.

Andre Brandao et al. conducted automated log analysis to prevent network
attacks and detect network intrusion [2]. This study proposes a log-based intru-
sion detection system (LIDS) to predict whether there is an attack or not. Logs
from various sources are aggregated into one dashboard, and the most distinctive
features are identified first. The proposed system shows its effectiveness through
demonstration with the largest publicly labeled log file dataset KDD Cup 1999.

Methods of defense against DDoS attacks are generally classified into two
categories: (1) preventive and (2) reactive. Prevention is the provision of contin-
gency plans should attacks occur, meanwhile, the reactive is to detect the attack
and respond to it to minimize the impact of the attack on the victim. The mech-
anism that we use to identify attacks is the scoring process and reconfiguring
the system for IP addresses, thereby making decisions about the system’s ser-
vice providers are operating. Thus, the difference between our research to other
studies is to construct the formula to calculate the weight of IP according to the
criteria with the analysis process being carried out in real time, so the warning
is detected early, leading to high efficiency in warning and anti-DDoS attack.

6 Conclusion and Future Work

In the context of cyber-attacks posing significant challenges to software secu-
rity, we propose an approach to prevent DoS and DDoS attacks using real-time
access logs analysis. We have extracted crucial information (criteria around an IP
address) from log files and constructed a scoring formula based on these criteria.
For specific value domains about scores that have been recommended through-
out our experiments, we will make the decision to warn about the possibility of
cyber attacks as soon as possible. Our research is particularly interested in real-
time processing, including the time to collect the log files along with the time to
handle them to find out the desired result. It is one of the essential conditions
that help reduce the damage to the attacked system.

Furthermore, we have also implemented the proposed method by using
Apache Spark and Kubernetes technologies. Besides the available components of
these systems that support gathering and storing data, we have constituted some
additional modules which encompass Spark Application (main processor), Spark
Helper (preprocessing data), Hadoop HDFS (display output information) and
source code (as input for Gitlab: automated application creation and deploy-
ment) are employed to solve the DoS and DDoS problems. Experimental results
show the feasibility of the proposed method when operating the system in aspects
of stability, low latency, and good load capacity. However, our research has just
been implemented on only the Shopbase system due to the difficulty in the exper-
iment and has not been compared with other methods. In the future, we will
carry out these works to have a more extensive view of the effectiveness of the
proposed method.
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Abstract. Unwanted calls from advertisers or phishers are a major nui-
sance for millions of mobile phone users. Manual blacklists are ineffective
against this growing problem. A sophisticated approach is needed on the
telephone operator side to detect spam calls based on malicious patterns.
In this paper, we present a framework that uses network-relationship
between mobile users for spam detection. Our framework has two main
contributions: i) We propose an efficient and cost-effective method to
construct a large, labeled spam detection graph by leveraging end-user
collaboration; ii) We propose a graph neural network (GNN)-based model
for the spam detection task. Our experiments show that our model out-
performs strong baseline models in this research field.

Keywords: Spam call detection · Graph neural network · Telephony
network data

1 Introduction

Malicious call seriously troubles our daily life. Mobile users not only feel annoyed
by the advertising messages but also get scammed. Million people are suffo-
cated by increasingly unwanted calls that are advertising or phishing every day.
Recently, with artificial intelligence progress, it is unobstructed for the spam-
mer to make a robot call that is able to make thousands of calls in some min-
utes. However, the classification models permanently deal with the ambiguity
between spam calls and regular ones. Some kinds of adapters allow changing
dynamic mobile numbers, and behavior to escape the normal rules that detect
spam calls. In some cases, phishing call is the same behavior as normal ones on
the other hand, with the development of internet-based services such as food
shippers, logistic service, customer care services, and regular anonymous call
increase extremely. Therefore, it is necessary to have a novel approach on the
telephone operator side that is able to clarify automatically unwanted calls.

The previous works mentioned multiple approaches to the problem by apply-
ing some rules such as black/white lists, enforced caller introduction, and call
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rate limiting [9,10]. MacIntosh et. al [8] based on the analysis of the VoIP sig-
naling messages in order to assist service providers in detecting spam activity
targeting their customers. Lentzen et al. [5] proposed content-based detection
that uses a database of feature vectors, and new calls are compared with pre-
vious ones. Elizalde et al. [2] analyzed voice feature to filter spam voicemails.
A robust audio fingerprint of spectral feature vectors is computed for incom-
ing audio data. On the other hand, Chaisamran et al. propose a trust-based
mechanism that uses the duration call and call direction between two users. The
trust value is adjustable according to the calling behavior. Furthermore, a trust
inference mechanism is also proposed in order to calculate a trust value for an
unknown caller to a listener.

Recent works focus on applying Machine learning (ML) models for spam
user classification. Specifically, Naive Bayes, K-Nearest Neighbors, SVM, Logistic
regression, and Random forest are well-known models, which are used to detect
email spam [4]. For instance, Li et al. [6] applied Random Forest, XGBoost,
RNN, and SVM with 29 features for mobile applications. These models bases
on behavior features of mobile numbers. It is effective to filter obvious cases, for
instance, robot calls. However, in the ambiguity cases that are mentioned above,
those aforementioned models are still difficult to classify ambiguity cases.

In this study, we propose a novel method that applies graph structure to
exploit the relationship between mobile users to detect spam users. In particu-
lar, regular users interact in some regular groups such as family, friends, com-
panies, and customer services. On the other hand, abnormal users always have
weird relationships, which makes the calls become unacquainted numbers. In
this regard, representing the problem in graph structure is able to model the
telephony relationship effectively. Consequentially, Graph neural networks are
suitable to solve ambiguity cases. Accordingly, the Classification is based on
not only mobile number features but also their neighbors. Generally, the main
contribution of this study is two-fold as follows:

– We construct a telephony graph data set for spam call problems, which is
able to exploit in more detail the relationship among users’ relationship. To
the best of our knowledge, this is the first study that represents telephony
data as the graph structure for further exploitation.

– We present a classification model based on a graph neural network in order
to improve the performance of spam user detection.

The rest of the paper is organized as follows: Sect. 2 presents the state-of-the-
art technique to filter spam calls in telephony networks. Section 3 describes the
data collection of telephone data and represents a telecommunication network
graph. Section 4 presents a GNN model for spam mobile user detection. Section 5
discusses the major results of the experiments. Finally, The conclusions and
future work are mentioned in Sect. 6.
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2 Related Work

The problem definition and some basic approaches are introduced in [10]. Specif-
ically, these works define some rules such as black/white lists, enforced caller
introduction, and call rate limiting in order to deal with this problem. The work
in [8] introduced a new method based on the analysis of the VoIP signaling
messages which can assist service providers in detecting spam activity target-
ing their customers. The work in [5] proposed content-based detection that uses
a database of feature vectors, and new calls are compared with previous ones.
A robust audio fingerprint of spectral feature vectors is computed for incoming
audio data. Elizalde et al. [2] proposed a new framework to analyze the voice fea-
ture to filter spam voicemails. On the other hand, Chaisamran et al. [1] propose
a trust-based mechanism that uses the duration call and call direction between
two users. The trust value is adjustable according to the calling behavior. Fur-
thermore, a new trust inference mechanism is also presented in order to calculate
a trust value for an unknown caller to a listener.

Recently, Machine learning (ML) models are applied to classify spam users.
Accordingly, several well-known models such as Naive Bayes, K-Nearest Neigh-
bors, SVM, Logistic regression, and Random forest are applied to detect email
spam [4]. Specifically, the work in [6] uses ML models to Prevent Malicious
Calls over Telephony Networks in which data is collected on mobile applications.
Sequentially, The ML models (e.g., Random Forest, XGBoost, ANN, SVM) are
evaluated with 29 features.

In this study, we present a novel method for spam call detection by apply-
ing a graph neural network (GNN). Specifically, we adopt Graph convolutional
network (GCN), the most well-known GNN-based model [3] for learning our
telephony network data, which is designed in a graph structure.

3 Graph Structure-Based Telephone Data Representation

3.1 Data Collection

In this section, we briefly about telephone network data flow and how we collect
our dataset. This process is illustrated in Fig. 1.

Accordingly, we gather Call Detail Record (CDR) log from the Gateway
Mobile Switching Center (GMSC) server. The log records consist of incoming
calls, outgoing calls, transit calls, and SMS traffic. Initially, the CDR logs in
the GMSC servers are passed through an Encryption Module that implements
a symmetric-key algorithm - Data Encryption Standard (DES). The Encryption
Module encrypts the mobile number in the CDR so that the data log is anony-
mous. Subsequently, our system stores CDR logs as raw data in the Big-Data
module. We use a distributed file system (DFS) that is distributed on multiple
servers to achieve high scalability and high performance.

Feature Engineer Module contains Extract-Transform-Load (ETL) batch
jobs to synthesize features for each mobile number. Our research concentrated
on the synthesis of two types of data tables, which are subscribers and relations,
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Fig. 1. Data collection flow

respectively. Specifically, subscribers table contains mobile numbers and their
features. The users’ features are sequentially described as follows:

– Ratio of average successful outgoing calls to incoming calls, the average num-
ber of outgoing calls per period (hour, day, year)

– Ratio of calls with short duration to the total number of calls.
– Ratio of the number of calls with a short time between calls (the time interval

between two consecutive outgoing calls) to the total number of calls.
– Ratio of successful calls to total outgoing calls.
– Relation features are input to create a graph such as a ratio of calls to non-

relational numbers (never called before) to total outgoing calls, rate of contact
only call one time out of the total contact.

3.2 Collective Spam Labelling by End-Users

In this section, we describe the technique to label the data set into two classes,
consisting of spam and regular user. End-users investigation is the feasible app-
roach to label a call as spam. Our research processed three techniques, including
flash messages, SMS messages, and customer-service calls. Overall, flash message
techniques gave the best result. On average, 3% investigated users responded to
the flash messages. While others are less than 1%. The reason is that end-users
received flash messages as soon as terminated calls. It is comfortable for them
to make the answers. Therefore, our research used flash messages to label the
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investigated mobile numbers. In the first step, we prepare a blacklist contain-
ing potential spam numbers using strict rule-based approaches. Specifically, the
feature list includes:

– total-call-out : number of calls that users make in a day.
– total-duration-out : Duration of calls that users make in a day.
– count-distinct-msisdn-contact : Number of contacts that users make a call or

send a message to in a month.
– num-day-active: number of days when subscribers are active in the telephony

network.

Sequentially, the suspected list is pushed into the Label-collection module to send
messages to mobile users in the second step. Each user is asked a question:“Does
this call bother you?” The module is based on feedback to decide whether a call
is spam or not. In fact, most of investigated mobile numbers received both spam
and regular responses. To clarify the label to the mobile number, we define an
assumption of label selection for the spam detection problem in this study as
follows:

Assumption 1. mobile users with a ratio of spam feedback to normal one that
is more than three are considered spammers.

3.3 Graph Construction

The main idea is that exploit the telephony graph in spam detection. For exam-
ple, regular mobile numbers make a long-lasting relationship in their groups, and
spam ones are not. Therefore, we aim to construct a telephony graph in which
the nodes are mobile numbers, and the edges are the relationships between these
numbers. In this regard, we formalize our telephony network graph G = (V, E)
as follows:

– V the vertex set consists of mobile-user nodes (subscriber data)
– E the edge set consists of the relation between mobile users. It is directed

edges, from calling number to called number (relation data)
– Node features: user behavior and user profile
– Edge features: Call features between two numbers

To construct the graph, we implemented edges by random walk algorithm [7].
Starting with initial nodes that are spam mobile users located by the process in
Sect. 3.2. Afterward, we inserted randomly nodes representing mobile numbers
that received calls that have a duration of more than 0 s. The stop condition is
that the inserted nodes reach a second in depth. Figure 2 visualize a telephony
network as a graph structure.

4 Spam Call Detection Using GCN

In this section, we will discuss how we model the problem in terms of node
prediction. Specifically, sub-sect. 4.1 discusses the problem definition of GNN
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Fig. 2. A telephony network graph that is implemented by Random walk Algorithm

for spam call detection problems. The sub-sect. 4.3 describes the proposed GCN
architecture to solve the problems, which is regarded as a node classification
task.

4.1 Graph Neural Network for Spam Call Detection

Previous works used ML models for the classification such as SVM, Logistic
regression, Random forest, XGBoost, and so on. The prediction of spam sub-
scribers through subscriber features related to call and SMS message behavior.
Specifically, those aforementioned ML models work well with a typical case like
robot calls. However, the number of spam subscribers with similar behavior to
normal subscribers is increasing, which takes the mobile network more compli-
cated. For instance, sellers use the phone for the advertised goods and also use
it for their daily life. Furthermore, there are legitimate subscribers with simi-
lar spam behavior such as shippers, and customer care subscribers. These sub-
scribers also call many different customers. With the above cases, the classical
classification models give low performances.

Alternatively, a new approach in this study is to model the relationship
between subscribers in the graph structure. In particular, the classification of
subscribers is not only based on its own features but also on the features of
related subscribers. Consequentially, the spam call detection data can be repre-
sented as a graph structure (directed graph), and use the GNN-based model for
the classification.

4.2 Node Embedding

Recently, there have been many studies on applying deep learning to graph
data known as Graph Neural Networks (GNN). This section will introduce basic
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Fig. 3. Node Embedding in GCN

techniques suitable for spam detection problems. The Graph G = (V, E) takes as
input:

– A feature description xi for every node i; summarized in a N ×D feature
matrix X (N : number of nodes, D: number of input features).

– A representative description of the graph structure in matrix form; typically
in the form of an adjacency matrix A.

For the node embedding, similarity in the embedding space approximates
similarity in the graph. In this regard, produces a node-level output Z (a N ×F
feature matrix, where F is the number of output features per node). Graph-level
outputs can be modeled by introducing some form of the pooling operation. A
neural network layer can then be written as a non-linear function:

H(l+1) = f(H(l), A) (1)

f(H(l), A) = σ(AH(l)W (l)) (2)

with H(0) = X and H(L) = Z, L being the number of layers. Where W (l) is a
weight matrix for the l-th neural network layer and σ is a non-linear activation
function like the ReLU. Technically, the main idea is to generate node embedding
based on local network neighborhoods. The Nodes aggregate information from
their neighbors using neural networks. In this regard, the propagation process
can be updated as follows [3]:

f(H(l), A) = σ(D̂− 1
2 ÂD̂− 1

2 H(l)W (l)) (3)

where Â = A + I, I represents the identity matrix, and D̂ is the diagonal node
degree matrix of Â. Network neighborhood defines a computation graph. Every
node defines a computation graph based on its neighborhood as shown in Fig. 3.
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4.3 Proposed Model

The proposed GNN model is shown in Fig. 4. Accordingly, the model contains
two GCN layers and one dense layer

Fig. 4. The proposed GCN Architecture

The GCN model takes two inputs, the node features matrix and adjacency
matrix, and gives the spam-labeled graph. Because the spam label node number
is significantly smaller than the regular one, some techniques are applied to
remove the imbalance of the data set, such as oversampling. Besides, the f1
score, precision, and recall are estimated to benchmark the classification GCN
model.

5 Experiments and Results

5.1 Environment Settings

5.1.1 Base Model: We select Random forest, SVM, XGBoost, and ANN as
the baseline models for the comparison, which follows the work in [6] for the
Prevent Malicious Calls over Telephony Networks. Specifically, we applied the
Sklearn library to build the Random forest, SVM, XGBoost, and ANN models.
In particular, the hyperparameter configurations are shown in Table 1.

5.1.2 Hyperparameter Setting: We used the Pytorch library to implement
the GCN model. The model includes two GCN layers and one dense layer. The
number of epochs is set to 300. The hyperparameters of our model are shown in
Table 2.

5.1.3 Dataset. The custom dataset includes 5.119 nodes(3.069 spam nodes
and 2050 non-spam lab nodes) and 1.709 edges. A node contains 142 features
and the edge contains 9 features, respectively. The training set contains 3.563
nodes(2.156 spam nodes and 1.407 non-spam nodes). The test set contains 1.556
nodes (913 spam nodes and 643 non-spam nodes).
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Table 1. Based Model Hyper Parameter

Model Hyper Parameter

Random forest test size equal:0.3, random state equal:42

max depth:10.25, min samples leaf :9

min samples split:6, random state :42

SVM C:0.985, degree:3, gama:0.549

kernel: linear, random state:42

XGBoost colsample bylevel:0.45, colsample bytree:0.45

learning rate:0.275, max depth:5

random state:42, sub sample:0.6

min child weight:0.12, n estimators :320

ANN drop out : 0.36, ann activation: tanh

Lr: 0.02, momentum: 0.86, optim: adam

Table 2. The hyperparameters of the proposed GCN model.

Hyper parameter Value

drop out 0.36

gnn activation tanh

gnn hidden dim 120

Lr 0.02

momentum 0.86

optim adam

gcn layer number 2

Table 3. Model result

model Accuracy F1 score Precision Recall

Random Forest 0.9678 0.961 0.972 0.948

SVM 0.971 0.964 0.97 0.958

XGBoost 0.968 0.961 0.973 0.95

ANN 0.969 0.962 0.974 0.95

GNN 0.978 0.973 0.972 0.975

5.2 Main Results

Table 3 shows the results of the GNN model with baseline models on the test
set.

The metrics are accuracy, f1 score, precision, and recall. As the result, the
GCN model gives the highest Accuracy, f1 score, and recall. In particular, GCN
f1 score achieves 0.973. Meanwhile, the highest baseline model f1 score is 0.964



A Novel Method for Spam Call Detection 115

Fig. 5. GNN Confusion matrix

with SVM. The GCN accuracy and recall are 0.978 and 0.975, respectively. The
GCN precision which is 0.972 is quite lower than other models. However, it is
acceptable to filter positive labels. The confusion matrices of the proposed model
are shown in Fig. 5.

6 Conclusions and Future Work

This paper proposes a new approach to the spam call detection problem using a
graph convolutional network. Our contribution is two-fold. Firstly, we propose an
efficient and cost-effective approach to building a large, labeled spam detection
graph by leveraging end-user collaboration. Secondly, we propose to use a 2-layers
Graph convolution neural network (GCN) as a classification model. Extensive
experiments show that our framework can achieve a 0.973 f1 score, which is
better than a robust baseline model. Regarding the future work of this study, we
try to perform extensive experiments on a larger network graph. We also plan
to experiment with multiple edge types with edge features better to model the
complexity of relationships in the telephony network.
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Abstract. Managing smart factory science projects from the legal side
generates challenges of a regulatory nature. The grant agreement may
stipulate that the consortium of stakeholders will need to continue after
the end of the project, but in such a way that it is possible to make deci-
sions and benefit from the projec’s results. Choosing a specific option
implies that the consortium will have an entity. This raises considerable
complications, as it requires consultation with the legal departments of
the consortium partners and the construction of numerous links between
the partners, mainly if the jointly developed solution consists of compo-
nents produced by a different partner each time. The paper, therefore,
put a creative solution - why not leave the nature of the social movement
to the scientific project, and write the relationships between stakehold-
ers and decision-making into the programming code? To answer this
question, we present the state of the law related to DAOs and review
the literature on whether the direction to apply this type of solution in
smart factories is appropriate.

Keywords: smart factory · DAO · Blockchain · law as a code · legal
entity · smart contracts

1 Introduction

1.1 Preliminary Issues

Decentralized autonomous organizations, that is, as the report of the World Eco-
nomic Forum points out: “organizational structures that use blockchains, digital
assets, and related technologies to allocate resources, to coordinate activities,
and to make decisions” and are a solution from the sphere of blockchain-based
innovations that gain users and become well-capitalized [15]. Decision-making is
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one of the most vital issues of a DAO. As empirical evidence provided by science
researchers studying matter, decision-makers in DAOs can make more rational,
efficient, and effective decisions using a decision model to meet their require-
ments and priorities [1]. The ability to coordinate activity and allocate resources
is the result of forming legal relationships between DAO participants (that is,
the participants in the given DAO hold certain rights and obligations) [23]. The
innovation of this solution stems from the use of blockchain technology, more
precisely, the management of the originally digital organization through smart
contracts stored on a public register (blockchain) [18]. As a machine will perform
the recording, we will not deal with natural language in this solution. Therefore,
legal relationships between participants will be expressed in an artificial lan-
guage, not a natural one [25]. This issue has been identified as a significant
deficiency in DAO research and is related to the problem of code as law or law
as code, which will be explained further [8,10].

The contribution of this work is based on two main aspects. The first one
regards filling the research gap concerning the cybertext that characterizes
DAOs. The second aspect relates to the issue of analyzing whether the specific
nature of a DAO can be equated with an organization with no legal entity.

One of the ways to frame the DAO is to view this organization from the per-
spective of historical processes which, since Roman times, have developed differ-
ent ways of managing economic and social interactions in order to run specific
business ventures, as a particular partnership of profit-seeking actors [25]. How-
ever, the DAO, in its operating model, does not have to be similar to corporate
governance, which, within the framework of known practices, we have developed
over the years. An essential element of a DAO is decentralization. It makes it
possible to create organizational governance solutions in a way that takes place
in the governance structures of a state rather than a company, i.e., replicating
democracy. This practice intends to achieve specific goals that are impossible
in a non-blockchain environment with an implemented virtual machine, e.g.,
Ethereum [6]. The operation of DAOs based on the blockchain allows for new
opportunities due to mechanisms that can create a new suitable environment for
operations, such as those offered by individual legal systems due to freedom of
business and contract [4,14,21].

DAOs are a new phenomenon. In the process of analyzing smart contracts
created under innovative financial solutions in DeFi, like BendDAO, they are
discussed in cases the business model fails [7]. They are also considered when
analyzing the nature of code-expressed legal relationships between its partic-
ipants, such as TheDAO and the programming error that allowed the funds
raised by participants to be taken out [22]. This approach is correct - it was
initially a digital organization. Therefore, as has been pointed out, it misses
DAOs most important value, which is establishing by code the coordination of
activities and allocating resources.
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1.2 Research Methodology

The starting point for the analysis is a thought experiment. Researchers wishing
to test the hypothesis:“The DAO can be a tool to manage the solutions developed
in a certain scientific project, replacing contractual provisions with code.” To this
end, the researchers construct an imaginary situation - a thought experiment.

Proposition 1. In a smart factory research project which is coming to an end,
the consortium members cannot agree on a formula for operation after the grant
agreement has ended. Therefore, this aspect cannot be overlooked. Obviously, it
should be indicated under which formula. However, the project participants do
not want to gain subjectivity or make any changes to the intellectual property.
The main aim is to secure a way of voting on the activities, the project logo, and
the participants’ connection.

This experiment is designed to stimulate the fundamental question for the lawyer
about the search for a creative solution to a problem. An innovative approach will
be taken into account using the idea of using DAOs together with the presenta-
tion of limitations, and the chosen direction will take the form of case-based [5].
Introducing the experimental function will be possible to be made with the sup-
port of contextual knowledge. It one will be constructed based on the classical
methods used in legal sciences, namely the review of international sources. The
authors used various search engines to obtain quite a few different results for
DAO-related keywords.

2 Code vs. Law and the DAO

2.1 Cybertext Forming the DAO

The vast discrepancy in the pace of research on the representation of law as code
and the emergence of blockchain technology and smart contracts resulted in more
rapid developments in the form of page records in code and the development of
the cryptolaw concept on private grounds. In this way, a trend has developed in
which crypto-based systems are underpinning certain rules [24]. Since the first
attempts, which were described in the UK in 1986, to turn the law into a logic
programme, globally, little has changed in terms of legislation in this area [19].
It was only in a report to the New Zealand government that it was stated that
law as code was the future [3]. It is important to note that there is a difference
between the concept of code as law (code produces legal effects) and law as code;
the law is defined as code. Blockchain technology makes it possible to transform
law into code progressively [8]. As such, it is also often identified as a place of
where artificial intelligence systems could be technologically controlled [20].

Regardless of legislators’ actions, the open blockchain Ethereum has devel-
oped the languages that allow smart contracts to be written [11]. There are
alternatives, such as The R3 - a consortium of 70 global financial institutions.
They have a conceptual framework, Corda, for smart contracts in finance. We
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assume, however, that the permissionless blockchain consortium will be of inter-
est for transparency, as the clout of the activity is also to achieve far-reaching
clarity in the project [4,11,17,21].

A particular artificial language is chosen to be used as the DAO works in
reliance on smart contracts (generally). For example, in Ethereum it is Solidity.
Smart contracts are also possible in a concept such as Hyperledger. However,
it is not an “open blockchain” solution. Ethereum is an open blockchain that
uses Solidity, offers a virtual machine, and everyone can participate (which has
its advantages and disadvantages). The smart contracts written on it that will
enable the DAO to start operating are essential for the project. Ethereum will
allow us to create an algorithm to operate tokens. The relationships between the
parties to the organization registered in this way will be understandable to the
machine. Writing up the rules in Solidity will provide us with all the benefits of
automating the governing tokens (voting process), but it also has disadvantages.
The resulting smart contracts are difficult to verify and challenging for non-
programmers to understand. Furthermore, they need to be able to operate with
abstract, ambiguous concepts. There is limited room for flexibility if one relies
solely on programming code in the organization’s operation [11,17,24].

Generally, smart contracts that make up a DAO are permissible in commer-
cial dealings. There are no significant objections as long as the civil code of a
specific country does not narrow down the question regarding the contract that
the parties may enter into for some reason. The situation may become more
complicated in the event of a dispute. Doubts may arise about the approach of
the judge who, not understanding the content, may consider the smart contract
to be a contract written in a foreign language and in this situation he can call in
an expert, or in extreme cases he may consider that the contract should be con-
cluded anyway. Since there is no objection for an agreement being a computer
program, a contract written in a blockchain should not be negated either. Also,
it is always possible to conclude a traditional contract by indicating elements
written in code. This would also align with the concept of “law as code” [11].

2.2 The Problem with Naming Something “DAO”

Decentralization. As the introduction indicates, DAO is a problematic and
complex term to define. Although the term itself is an acronym for the charac-
teristics that this model of organization should have. Unfolding this compound
term makes obtaining terminology relevant to the discussion possible. The first
essential is ‘decentralization.’ From a legal perspective, as the UK Law Com-
mission documents rightly point out, what this name refers to must be clarified.
Indeed, it should be recognized that it is a non-sharp name, which, even in com-
puter science, is indicated on two grounds - decentralization as software and
network. In blockchain-related works, decentralization can have several mean-
ings, even when limited to software (see Fig. 1). Thus, it is difficult to expect
that ‘decentralization’ only indicates that it is an organization constructed based
on smart contracts that run on the blockchain. Furthermore, decentralization in
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software terms can be graded. The existence of decentralization determines cen-
tralization, i.e., a single entity’s assumption of authority over the system. In
Blockchain-related works, it is noted that one must speak of complete decentral-
ization or centralization. The e-mail service is cited as an example. Despite its
technically decentralized nature, it is not seen in this way. Indeed, the market for
this form of communication offers centralized solutions, an example of portals
adapted to handle e-mails in the browser [12,16].

Decentralization

Level of decentralisation
of the blockchain system

Software protocol
as a system

of smart contracts based
on open-source code

Software protocol-specified
tokens which themselves

are likely to have been created
by deployment  of smart contracts

to a blockchain system

Tests for minerTest for validator

refer to

Other
examples

ClientDeveloper

Node
(participant) Ownership Concentration or dispersion of (governance)

power over the network

Software context

Fig. 1. Problems with the term “decentralization”.

Autonomous. Another element is the word ‘autonomous.’ The time needs to
be more problematic to suggest something more than only the automation of
transactions. Generally speaking, human involvement still decides whether a
transaction should or should not occur. Even with so-called ‘oracles,‘ human in’
element is still crucial. As human-machine interaction occurs in smart contracts
(a virtual machine that executes programming code), there are signs that the
future lies in combining the idea of DAOs with AI systems and that DAOs
themselves may be their specific operating framework, in situations when human
supervision additionally occurs. [11,12,17].

Organization. The final term to be considered is ‘organization’. However, hav-
ing pointed out the above doubts, one has to agree with the UK Law Commission
that an organization operating as a DAO should not imply anything specific fair
treatment. As indicated in the documents [12]:
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The term DAO does not necessarily connote any particular type of organ-
isational structure and therefore cannot on its own imply any particular
legal treatment.

Therefore, the biggest challenge in terms of DAOs is to construct a suitable
operating algorithm. It is he who will define the mechanism of operation. The
nature of the organization determines its classification. The analogy is with a
Sub-DAO, i.e., a DAO operating within a broader DAO structure. However, they
will not be the subject of the issue. The project goal is to simplify the structure.
Therefore, we will analyze basic DAO [12].

2.3 Errors in the Design of DAOs

Although DAO is based on a smart contract, it is not free of human errors.
They may result from previously signaled errors in the code or business model.
They can also result from hastily designed policies related to token issuance that
insufficiently anticipated human factor issues in governance (see Fig. 2).

Fig. 2. Risks arising from human factor errors

The issue of token classification is a significant problem. It is important to
stress that the essence of the innovation of an idea is not the token per se but the
appropriate way to manage the organization using the token. Once again, there-
fore, the code that governs how the token is used is essential. Decision-making
above the programmatically defined processes is generally effected through vot-
ing by tokens associated with or specified by the software protocol [12,15,17].
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3 DAO for the Project and Legal Issue

3.1 Tokens

Based on the analyses carried out above, one would have to refer specifically
to the issue of the project itself, i.e., a relatively simple, uncomplicated DAO
formula. In order for this to be in accordance with the premise of ‘law as code’,
all elements would have to be written into a contract beforehand. The issuing
of tokens itself would, due to the number of partners and their assignment to
the project through a prior grant agreement, have to be limited. The regulations
defining tokens within cryptoassets are still being drafted. It must be assumed
that, as this issue would have to be analysed after the entry into force of the reg-
ulation of the European Parliament and the Council on Markets in Cryptoassets,
and amending Directive (EU) 2019/1937. The actual definition of cryptoassets
in proposal is very broad:

A token, generally a crypto-token, that has a unique identification number
(or mechanism).

However, there are no specific regimes for NFT tokens. According to UK Law
Commission documents, NFTs are [13]:

A token, generally a crypto-token, that has a unique identification number
(or mechanism).

As such, and with the specifics of the project, NFT tokens seem ideal for the
chosen organization as well as the establishment of the voting mechanics (see
Fig. 3).

Fig. 3. Use of NFT tokens for DAO voting for a 3 members example.

The move away from one token, one vote paradigm towards one person, one
vote model is relatively innovative. NFT-based voting can reduce the risk of
plutocracy, which is typical of token-weighted voting. Another element to be
established in the code is the quorum. In this case, we have to remember that
we aim for a ‘law as a code’ model. When deciding on a DAO, which will be
preceded by a contract that we classify as a kind of ‘entityless’ organization,
we need to ensure that, in a given system, even such a form does not have any
specific indications [12,15].
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3.2 Entityless

An unincorporated association will be formed when a group agrees to work for
a common purpose other than business. Suppose the principles are accepted by
these persons (the founding members), or there is an implicit but sufficiently
explicit, clear agreement between them. In that case, there will be a contract
creating an unincorporated association. In some jurisdictions, this is optional to
be reported.

In our experiment, we suggest entering into a traditional contract. This could
therefore be a contract that would establish a possible organization in a given
system without legal personality. It would also make it possible to enjoy certain
benefits associated with registration. Additionally, it will eliminate doubts about
the motivation for setting up the DAO. It is worth noticing that there could some
benefits for participants because as the UK Law Commission points out, where
participants are not motivated by a profit motive or where the profit motive is
secondary to the other purpose of participating in the DAO, the possibility of
inferring a memorandum of the partnership will be low and they may instead be
an unincorporated association, which seems to be a universal conclusion [12,15,
17]:

(. . .) where participants do not have a profit motive or if a profit motive
is subsidiary to some other purpose for participating in the DAO, the
possibility of inferring a partnership agreement will be small, but they
might instead be an unincorporated association.

3.3 Security of the Manufacturing Sector

The final issue to be taken into account is the project area. As it was indicated
earlier, it concerns the smart factory. The smart manufacturing process is quite
specific. As the literature notes [2]:

In most cases, in the smart industry, we will not be dealing with personal
data but with so-called machine data, which should be understood as digi-
tal information created by the activity of computers, IT systems, including
those based on AI, and other networked devices.

Therefore, this is the ideal place for using more complex DAOs than those iden-
tified by the authors. It should be underlined, however, that only further devel-
opment of DAOs, and tokens that operate by MiCA, can broaden the prospects
for complex DAOs. The result of tokens in such a way that they can also be
used, for example, in the Machine Economy or data monetization in the indus-
trial area could accelerate the implementation of DAOs in this field. For now,
however, the crypto-asset market is developing DAOs alone, which needs more
certainty for such solutions [2,9,17,25].

What is an advantage in the case of the smart factory, unfortunately, is a
disadvantage in the implementation of DAOs. The factory, as a collection of
data and machines, is the ideal place for this new solution. However, it should
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be emphasized that the data in the factory is sometimes crucial from the point
of view of business security and even EU cyber security. The best example is the
Network and Information Security (NIS) Directive. It also covers some manu-
facturing industries.

This is therefore not an area where it would be possible to offer solutions
that are not certain or that have not evolved enough to eliminate uncertainties
in their use.

3.4 DLT in Smart Factory

Finally, it is important to note that factories - especially in Industry 4.0 model
- are using DLTs. These are mainly data quality issues [26]. There are also case
studies of more extensive implementations, such as the use of cryptoassets in
the factory in terms of paying for electricity billing for using machines [27]. This
also allows economists to sketch out future visions of how modern industry will
evolve and DLT will be part of other developments in smart factories, such as
AI implementations [28].

4 Conclusions and Guidelines for Further Research

The most critical problem in the indicated experiment is that legislators stimu-
lated by similar situations in the crypto-asset market are only creating the legal

Fig. 4. Proportion of DAOs that are labelled “science” or “research”
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framework for specific tools and solutions possible in this market. Therefore, the
chosen model was intended to be simple in structure and preparation. However,
there are possibilities to make it even more developed. As indicated, DAO will
be more valuable for this type of initiative when the market is more developed
and the DAO fits into a particular legal framework.

However, the application of the DAO could be applied to a smaller, less for-
mal consortium, such as researchers aiming to write a monograph and wishing to
popularise the conclusions contained in the monograph, e.g., by organizing a con-
ference. For this purpose it would also essential to obtain a grant, set up a DAO,
and allow the authors to act as a club-like consortium, where decisions will be
made about, for example, adopting a monograph cover design, deciding whether
to publish the monograph in an open-access format or whether to issue an NFT
token for printed copies to certify the originality of the author’s manuscripts.
Such a DAO action is also an opportunity to gain experience (empire); empire
translates into conclusions related to how to run this type of organization and
into conclusions regarding the risks of making provisions between the parties
through code. Let us assume that the trends, both technological and legal, will
bring the expected results. All this can result in the establishment of a cadre
of highly experienced practitioners who can set the standardization background
for future scientific projects in this format. Most importantly, each activity of
such a consortium is also an opportunity to gain experience for the members
themselves.

A quick check also verifies whether and which DAOs related to ‘research’ or
‘science’ exist. As can be seen in the chart after a Messari search (see Fig. 4),
these types of DAOs represent only 6 percent of all such organizations. On the
cryptoassets market part of them also has a tag as ‘grant’. As indicated by the
UK Law Commission, these are peculiar to organizations aiming to give instant
funds to community causes [12]. So these are grant DAO that support non-profit
initiatives such as the release of open-source tools.

This is the type of direction for further research that can be measurable,
albeit risky, in terms of convincing traditional actors and grant organizations,
when it comes to an issue regarding other aspects of the cryptoassets market. It
is possible that the entry of MiCA will allow such solutions to be designed more
confidently.
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Abstract. An application that significantly improves the traceability of
the manufacturing sector and agriculture is the two-dimensional barcode
(QR code). The QR code, however, is simple to copy and fake. There-
fore, we suggest a novel strategy to prevent tampering with this code.
The method entails two stages: concealing a security element in the QR
code, and assessing how closely the QR code on the goods resembles
genuine ones. For the first problem, error-correcting coding is used to
encode and decode the secret feature in order to manage faults in noisy
communication channels. A deep neural network is used to both conceal
and decode the encoded data in the QR code. The suggested network has
the ability to be resilient to actual distortions brought on by the print-
ing and photographing processes. For the latter problem, we measure the
similarity of QR codes using the Siamese network design. To assess if a
QR code is real or false, the extracted secret feature and the outcome of
the QR code similarity estimation are merged. With an average accuracy
of 98%, the suggested method performs well and may be used to validate
QR codes in practical applications.

Keywords: QR Code · Anti-forgery QR code · Data hiding ·
Watermarked QR code · QR code similarity

1 Introduction

The number of fake goods is increasing. Businesses in Vietnam and all across
the world are having a lot of trouble with this. They impair customers’ health in
addition to doing significant economic damage. Products including pharmaceu-
ticals, food, cosmetics, electronic components, etc. are frequently counterfeited.
As a result, consumers have less faith in the commodity market’s transparency,
and firms’ reputations suffer. For instance, the Market Management Department
in Hanoi recently worked with regional functional organizations to destroy more
than ten tons of illegally obtained commodities.
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The market for fake and counterfeit goods has continuously grown on the
current market since March 2019, according to statistics provided by the Organi-
zation for Economic Cooperation and Development. Presently, counterfeit goods
make up 3.3% of global trade. In 2018, counterfeit products cost the world econ-
omy $323 billion. According to the most recent estimates from the World Cus-
toms Organization, damage from counterfeit goods can reach $650 billion annu-
ally. When it comes to health-related products, counterfeit goods have unknown
effects for customers in addition to having a negative impact on the company’s
brand and income. Therefore, businesses must use anti-counterfeiting solutions,
particularly the use of widely available technologies like printing QR Codes
[8,14,16], radio-frequency identification (RFID) [11,12], and anti-counterfeiting
stamps (holograms) [1] on packaging to create a solution for anti-counterfeiting,
all-encompassing security, and product traceability.

Today, these technologies are frequently applied to stop counterfeiting. The
aforementioned methods have many benefits, but they also present certain chal-
lenges for consumers. For instance, organizations that want to utilize fake-proof
stamps must go through numerous steps and wait a long time to obtain them.
Despite falling costs, RFID technologies are still more expensive than alterna-
tive solutions. We must pay a charge to set up and utilize RFID, and we require
specialist equipment to read data from the RFID card. QR codes are the alter-
native. This code is easy to use, and it may be obtained simply utilizing the
built-in camera on a mobile device.

We provide a novel approach that makes the QR code challenging to copy
or fake in order to address the shortcomings of existing techniques. In the event
that the QR code is thought to be duplicated or forged, the user will have
a method to verify its authenticity. There are two steps in the authentication
process: From the QR code that is printed on the product, (i) the invisible hidden
security feature is retrieved, and (ii) the resemblance of the obtained QR code
to the real ones is assessed. To assess if the received QR code is authentic or
false, these two features are merged. Additionally, as far as we are aware, the
recommended approach has not been discovered in cutting-edge studies.

Anti-spoofing techniques are currently being presented in large numbers.
However, these alternatives either cause users pain (for instance, NFC tech-
nology requires a specialized reader) or are simple for criminals to copy, like QR
codes.

The paper is set up as follows. The next section reviews the previously pub-
lished works. The proposed technique is described in Sect. 3. The experimental
findings are highlighted in Sect. 4. In the section titled 5, the conclusion and
potential changes are covered.

2 Related Work

The architecture of an anti-counterfeiting system for traceability using QR code
has been proposed by Xie and Tan [16] in which the authors consider the prob-
lem of counterfeit detection for a product as the problem of copy detection for
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QR code. The method of estimating the actual location of QR patterns in the
obtained image of QR code has been improved to assess the performance of copy
detection. Another approach using blockchain technology is depicted in the work
[18]. The network of decentralized blockchain, smart contract, and distributed
file storage system are utilized to develop the an anti-counterfeiting system for
product verification. Tra and Hong [11] proposed an approach based upon RFID
technique. This method consists of two protocols including tag authentication
and database correction. The authors claim that their approach is secure against
counterfeiting, and it is light enough to be implemented in the real-world applica-
tions. Another hologram-based anti-counterfeiting system [6] protects products
against counterfeiting by combining detection with authentication. The anti-
counterfeiting system based on Near-Field Communications (NFC) has been
proposed by Yiu [17]. This approach is capable of keeping track the product ori-
gin and authenticity. The stored information to combat counterfeiting includes
product genealogy, supply chain integrity, and transaction records.

The QR code is also applied in anti-counterfeiting, and this was found in
several recent studies. Krishna and Dugar [8] make use of QR code to develop a
system for product authentication. To enhance the security of the application,
the information stored in the QR code is encrypted, and the encrypted data is
verified at the server side. Wan et al. [14] proposed an approach in which the
visual secret sharing and QR code are combined to enhance the security of QR
code. The main idea of this method is to embed the secret data into the QR
code. The decoding secret information is then used to determine whether the
QR is genuine or not.

3 Proposed Method

Figure 1 shows the overall procedure of our method. The system consists of four
basic operations: generating the QR code, encrypting it with a security feature,
extracting the secret data from the watermarked QR code, and determining how
closely the scanned watermarked QR code resembles the real ones.

3.1 QR Code Generation

The QR code is made up of black sample squares and dots on a white backdrop,
and it can hold data like a URL, an event’s time and location, a description, or
a suggestion for a certain product. The benefit of this method is that it enables
consumers to scan and read codes more quickly using tools like barcode readers
or their phone’s camera with applications for doing so. On the products we use,
we might frequently see this code. Companies frequently include a QR code
on their products so that consumers may scan it and obtain details about the
item, including its type, composition, and related categories. Additionally, a very
handy approach to make online payments is through the use of the QR code.
The built-in library is used by us to create the QR code. The URL to access the
credentials page is contained in the created code. This page contains the official
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Fig. 1. The overall process of our approach in which the solid line is the main flow,
and the dash line indicates input or reference data.

data used to track the product’s origin as well as the software used to confirm
the validity of the QR code that was scanned from the product using a mobile
device.

3.2 Data Hiding Process

Information or data hiding techniques [10] are the process of hiding some of data
into a digital media. This means that we can hide text or image into another
digital media like texts, images, audio, or videos. The main purpose of these
techniques is to provide data integrity, copyright protection, non-repudiation,
covert communication, and authentication. Data hiding techniques comprise of
digital steganography and watermarking. After hiding the information into a
digital media, the following requirements need to be satisfied like impercepti-
bility, capacity, robustness, and security. In the context of our work, capturing
the watermarked QR code affixed on the product is subject to various actual
distortions. Thus, the robustness requirement needs to be a high priority. This
is why we take advantage of digital watermarking technique in our work. The
information used to hide in the QR code is considered as a secret message or
secret feature. The QR code obtained after the hiding process is referred to a
watermarked QR code.

There are several existing watermarking techniques proposed for hiding the
secret information within the text images [13,15] and the images [7,19]. The
methods for text images can not be directly applied for hiding the secret feature
in the QR code. Meanwhile, the others meet the capacity requirement, but they
are not robust against actual distortions caused by the process of print-scan and
print-photograph. Thus, we have to propose a new method robust against these
real distortions.

The proposed network is able to hide a secret message within the QR code in
such a way that the perceptual difference between the input and watermarked
QR code is minimal. The secret message is converted to a binary string of 100
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bits. The bit sequence is then preprocessed to upsample to an image with the
of size 400 × 400 × 3 by using a dense layer. The preprocessing is performed
because of the convergence of the network. The dimension of the input QR code
is changed to the size of 400 × 400 × 3. These two images are concatenated
to form an image with the size of 400 × 400 × 6. The network receives the six
channel image as an input, and a three channel residual image as an output. In
order to make the output image of the network (watermarked QR code image)
visually similar to the input QR code image as much as possible and to make
the secret message hidden within the QR code in imperceptible locations, we
choose a combination of three losses for training the network as follows.

L = αM × LM + αR × LR + αP × LP (1)

where αM , αR, αP are loss weights, and LM, LR, LP are cross entropy loss for
the secret message, L2 residual regularization loss, perceptual loss respectively.

3.3 Data Extraction Process

The output QR code image of the data hiding process is the input of the data
extraction process after feeding to the noise layer. This layer is intended to
improve the robustness against the distortions caused by the process of print-
scan and print-photograph. The noises added to this layer included JPEG com-
pression, perspective warp, motion and defocus blur. For JPEG compression, we
approximate the quantization step by the following equation.

q(x) =

{
x3 : |x| < 0.5
x : |x| ≥ 0.5

(2)

We randomly generate homography to simulate the geometric distortions
caused by obtaining the QR code from various ways such as scanning the QR
code by using scanner, or capturing the QR code by using mobile devices.
Besides, we randomly perturb the four corner to create the perspective warp
QR code image. In addition, we use Gaussian blur with its default derivation to
simulate the motion blur.

The architecture of the data extraction network is described in the Table 1.
We apply the ReLU activation function after each layer in the network except
the last layer.

3.4 QR Code Similarity Measurement

We develop Siamese network to measure the similarity between the QR code
captured from the product and the official ones. The proposed network contains
three identical subnetworks which are used to generate feature vectors. The
architecture of the network is partly based upon ResNet50 [4] where two fully
connected layers are appended to the network. We apply batch normalization
after each of the dense layers. With this approach, the network receives three
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Table 1. The network architecture of data extraction process.

Layer Kernel Stride Channels In Out Input

Conv1 3 2 3/32 1 2 Watermark
Conv2 3 1 32/32 2 2 Conv1
Conv3 3 2 32/64 2 4 Conv2
Conv4 3 1 64/64 4 4 Conv3
Conv5 3 2 64/64 4 8 Conv4
Conv6 3 2 64/128 8 16 Conv5
Conv7 3 2 128/128 16 32 Conv6
FC0 20000 Flatten(Conv7)
FC1 20000/512 FC0
FC2 512/100 FC1

QR code images as an input in which two of QR code images are similar, they
are considered as anchor and positive samples, and the third QR code image is
unrelated, it is referred to negative sample. The main idea is for the network
to learn to estimate the similarity between QR code images. The network then
generates embeddings. The network output comprises of the distance between
the positive and the anchor embedding, along with the distance between the
negative and the anchor embedding. We utilize distance layer to estimate the
distance, and this produces both values as a tuple. To train the network, we
use a triplet loss [9], and this loss is computed by using the three embeddings
returned by the Siamese network. The triplet loss is depicted by the following
equation.

L = max(‖f(A) − f(P )‖2 − ‖f(A) − f(N)‖2 + margin, 0) (3)

where f(A), f(P ), f(N), and margin is referred respectively to anchor
embedding, positive embedding, negative embedding, and a constant.

4 Experimental Results

To train the data hiding network, we choose 4,000 logos from Logo-2K+ [2].
Besides, we generate 100 QR code images, and each QR code image contains a
randomly generated string of characters. We apply data augmentation on the
generated QR images to create the diversity of 1,000 QR code images. This
process is performed by applying random transformation such as image rotation.
A total of 5,000 images are used to train the network. Figure 2 shows sample
images from the various categories (Fig. 4(a), (b) and (c)) of the Logo-2K+
dataset. Besides, in order to evaluate the performance of the proposed data
hiding network compared to the existing works, we separately train our network
with the dataset named MIRFLICKR [5] comprising 25,000 images.
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For similarity measurement network, we generate 100 QR code images, and
the generated images are then fed to the data hiding network to carry the secret
message with various lengths. After this step, we obtain 100 watermarked QR
code images. These watermarked QR code images are printed at the default
resolution by using the printer named Canon LBP 3300. The printed QR code
images are scanned at the default resolution of 200 dpi by using the scanner
entitled Toshiba e-STUDIO 856. Similarly, we capture the printed QR code
images by using the camera of an iPhone 7. These QR code images are used to
train the proposed Siamese network.

Fig. 2. The sample images used to train the data hiding network.

The loss weights like αM , αR, and αP are initially set to 0. After the net-
work gets high accuracy during the training process, these weights are linearly
increased. In case of similarity measurement network, the margin constant is
assigned to 0.5.

4.1 Imperceptibility Assessment

The length of the secret message affects the quality of the watermarked QR
code images. In addition, if the secret message length is large, this also reduces
the accuracy of hidden data extraction. In general, there is a trade off between
the accuracy of data recovery and the imperceptibility. The imperceptibility is
measured by the difference between the QR code image and the watermarked
QR code image. We adopt the peak signal to noise ratio (PSNR), the structural
similarity index (SSIM), and the perceptual metric (LPIPS) to evaluate the
quality of QR code images. For PSNR and SSIM, the higher the value is, the
better the quality is obtained. The lower is better for LPIPS. For this experiment,
we use the secret message of different lengths including the number of error
correction bits. The error correction bits used in this work is BCH [3].

Table 2. The imperceptibility of the trained model with various secret message lengths.

Message length (bits) PSNR ↑ SSIM ↑ LPIPS ↓
50 30.21 0.980 0.105
100 29.43 0.942 0.109
150 27.86 0.901 0.138
200 24.19 0.873 0.183
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Table 2 depicts the quality of watermarked QR code images, and these results
are averaged over 1,000 images. Figure 3 illustrates the QR code hidden the secret
message with various lengths. By the experiments, we have observed that the
long secret message will affect the quality of the watermarked QR code images.
Specifically, the secret message of 150 bits or more in length will significantly
degrade the watermarked QR code quality. The secret message up to 100 bits
in length gives good quality to the watermarked QR code images, and it can be
implemented in the real applications.

Fig. 3. The sample QR code hidden with various bit lengths.

4.2 Robustness Assessment

Due to the purpose of the work, we don’t need the secret message to be too big.
The secret message only needs to be of moderate length, but it has to ensure
high accuracy when extracting. In order to prove the robustness of our app-
roach, the proposed scheme has been experimented in the environment with and
without distortions. For the watermarked QR code image without undergoing
distortions, we have conducted to hide the secret message into 1,000 synthetic
images of QR code, and the average result of hidden data recovery is 100%. For
the watermarked QR code images subjected to distortions, we have tested our
approach on 800 real images of QR code, and the results are detailed below.

Robustness Against Common Distortions. The watermarked QR code
images are often subjected to JPEG compression which is widely used for size

Table 3. The minimum, maximum and average values of secret message recovery for
JPEG compression distortion.

Secret recovery Compression quality factor
10 20 30 40 50

Minimum 98.20% 100% 100% 100% 100%
Maximum 100% 100% 100% 100% 100%
Average (800 images) 99.91% 100% 100% 100% 100%
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reduction or storing the scanned versions. Thus, we have adopted this distortion
for proving the robustness of our approach. To conduct this experiment, the
watermarked QR code images are sequentially compressed with a quality factor
varying from 10 to 100 with a step of 10.

Table 3 presents the minimum, maximum and average values of watermark
recovery on 800 testing images. The system has 100% ability to recover the
hidden information for compressed watermarked QR code images with a com-
pression quality factor of 20 or higher. We have observed that the watermarked
QR code images compressed at the low compression quality factors are suffered
from much of distortions caused by the coarse quantization of DCT coefficients.

Table 4. The minimum, maximum and average values of secret message recovery for
scaling and rotation distortions.

Distortions Minimum Maximum Average (800 images)

Rotation 50 (a) 100% 100% 100%
Rotation 70 (b) 100% 100% 100%
Rotation 100 97.50% 100% 98.92%
Scaling 0.3 (c) 98.25% 100% 99.47%
Scaling 0.5 100% 100% 100%
Scaling 1.5 100% 100% 100%
Scaling 1.7 (d) 100% 100% 100%
(a) + (c) 98.13% 100% 99.20%
(a) + (d) 100% 100% 100%
(b) + (c) 97.25% 100% 98.88%
(b) + (d) 100% 100% 100%

Besides, We also conduct experiments to test the robustness of our scheme
on other common distortions like rotation, scaling, and their combination. For
rotation, we perform the experiments with the rotation angles of 5, 7 and 10◦

whereas the scaling factor is taking values in the range [0.3, 1.7] with a step of
0.1. The results of robustness against these distortions are presented in Table 4.

Robustness Against Real Distortions. We study the robustness of our algo-
rithm against print-scan and print-photograph distortions in possible conditions
such as geometric transformation, rotation, color distortion, scaling distortion
and the combination of rotation and scaling distortion. We print and scan the
watermarked QR code images by using machines named Canon LBP 3300 and
Toshiba e-STUDIO 856 respectively. After hiding the secret message, the water-
marked QR code images are printed at the default resolution of 200 dpi. The
printed versions of these watermarked documents are sequentially scanned with
various resolutions of 200, 300, 400 and 600 dpi. For photographed QR code
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images, we use the camera of an iPhone 7, and a webcam to capture the images.
These operations are conducted in the usual lighting conditions of the office.
Table 5 illustrates the results of secret extraction in case the watermarked QR
code images are distorted due to printing and scanning.

Table 5. The results of secret message recovery for print-and-scan distortions.

Secret recovery Scanner resolution (dpi)
200 300 400 600

Minimum 98.24% 100% 100% 100%
Maximum 100% 100% 100% 100%
Average (800 images) 99.08% 100% 100% 100%

Table 6 depicts the results of watermark extraction in which the watermarked
QR code images are captured from the printed version and the laptop display
by using two different devices like webcam and iPhone 7. We illustrate the per-
centages of 100th, 500th, 800th and average values of the images which are taken
over 800 watermarked QR code images. The results show that our approach is
highly robust against a variety combination of camera and screen/ printer. We
have observed that two-third of watermarked QR code images give an accuracy
of 100%, and the lowest percentage value of watermark extraction is 96.88%. The
overall percentage value of our method over 800 watermarked QR code images
is 98.76%

Table 6. The results of secret message recovery for print-and-photograph distortions.

100th 500th 800th Average

Webcam Printer 100% 100% 100% 99.38%
Screen 100% 100% 98.25% 99.40%

iPhone 7 Printer 100% 100% 98.13% 97.75%
Screen 97.25% 100% 100% 98.50%

4.3 Assessment of QR Code Similarity

We conduct to verify the trustworthiness of an QR code captured from the prod-
uct by using the proposed network presented in the Sect. 3.4. Figure 4 demon-
strates various QR code images in which Fig. 4(a) is the watermarked QR code
image. This QR is hidden to carry the secret message, and it is considered as
a genuine one. Figure 4(b) is the QR code image which is captured from the
printed version by using an iPhone 7, and it is considered as a genuine one. The
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scanning and printing version (second round of printing) of the watermarked QR
code image (Fig. 4(c)) is considered as a fake one (copied version). This implies
that the counterfeiters scan the watermarked QR code affixed on a legitimate
product package. The counterfeiters then print and continue to affix on their
illegal products. Figure 4(d) is the code which is generated by using the popular
QR code generation library, and it is also considered as a fake one.

Fig. 4. The various versions of the QR code images.

When users suspect a QR code affixed on the product, they can capture the
QR code by using the common QR code scanning application integrated on the
mobile phone. The captured QR code is then sent to the server side where the
QR code detection application applies the trained model to infer the captured
QR code. Table 7 illustrates the results of similarity estimation using various
approaches like SSIM, earth movers distance (EMD), image match (IM), mean
squared error (MSE), histogram (HIST), and our method. We apply the existing
methods to compare the QR code obtained from the product with the legally
watermarked QR code image. Meanwhile, our method uses the trained model
for QR code inference. We have observed that the existing methods give results
with slight difference between the various versions of the QR code. Thus, they
yield low performance in detecting real or fake QR codes. On the contrary, our
approach gives a relatively large difference, and the proposed method outper-
forms the existing ones. The threshold used to distinguish the difference between
a copied QR code and a genuine one is set to 0.55.

Table 7. The similarity measure using different methods.

SSIM EMD IM MSE HIST Ours

Figure 4(a) vs (b) 0.99 0.0 0.36 6754.53 3.83 0.89
Figure 4(a) vs (c) 0.99 0.0 0.47 11039.81 12.67 0.47
Figure 4(a) vs (d) 0.99 0.0 0.56 798.51 2.56 0.29

In general, in order to verify a QR code obtained from the product, there are
two conditions that need be satisfied. First, as the degree of similarity between
the QR code captured from the product and the genuine ones has to be greater
than 0.55. Second, the accuracy of extracting the hidden feature from the QR
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code is grater or equal to 95%. If the value of QR code similarity and the accuracy
of hidden data recovery meet the mentioned thresholds, we conclude that the
QR code image is real. Otherwise, it is probably be fake.

5 Conclusion

In order to confirm the authenticity of the QR code, we have introduced a novel
method. An image perturbation is used to train the network for data concealment
and detection, enabling it to be applied in the real world. We demonstrate the
resistance of our method to the actual distortions brought about by the printing-
and-scanning and photographic processes. In addition, we show that QR code
similarity estimation outperforms more established techniques. However, in the
future, we hope to enhance the suggested technique in order to conceal a secret
message with more bits.
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Abstract. In this paper, we propose an asymmetric generalized Gaus-
sian mixture model (AGGMM) with simultaneous feature selection for
efficient and interpretable energy characterization in the context of
demand response and energy efficiency programs. The AGGMM cap-
tures the complex data distributions often encountered in smart meter
data, while the simultaneous feature selection helps identify relevant fea-
tures, leading to a more efficient and interpretable model. The mixture
model parameters are optimized using a Bayesian Markov Chain Monte
Carlo (MCMC) approach, which provides robust estimation and uncer-
tainty quantification. To enhance model interpretability, we employ deci-
sion trees to define the cluster boundaries in terms of the data features
using simple If-Then statements. We validate the proposed method on
three real-life smart meter datasets, demonstrating its effectiveness in
accurately characterizing energy consumption patterns and providing
insights for utility companies to design and implement more effective
demand response and energy efficiency programs. The results indicate
that our method outperforms several state-of-the-art energy characteri-
zation frameworks, offering a powerful tool for smart meter data analysis
and practical applications in the utility industry.

Keywords: Energy Characterization · Mixture Models · Bayesian
Inference · Explainability · Feature Selection · Markov Chain Monte
Carlo

1 Introduction

Recent power systems research clusters smart meter data at the household-level
to understand residential energy consumption patterns and their impact on low-
voltage networks. Publicly available datasets, such as the Irish smart meter trial
[4–6], can be used to identify distinct energy behavioral groups. We extract and
cluster smart meter data attributes to enhance LV network modelling and man-
agement for DNOs, focusing on assisting them in identifying suitable households
for DR and EE initiatives.

Estimating parameters of models with latent variable is challenging, requir-
ing appropriate algorithms. The expectation-maximization (EM) algorithm is a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 145–156, 2023.
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popular method for estimating probability density function parameters. How-
ever, its deterministic nature and susceptibility to overfitting and initialization
conditions can prevent convergence to a global optimum. Bayesian inference
techniques provide a robust theoretical framework for clustering algorithms and
are extensively discussed in the literature. One popular approach for parameter
estimation is the MCMC method, which approximates the posterior distribu-
tion of the model parameters, resulting in improved performance [3,10]. Previ-
ous research has employed the MCMC method to fit different mixture models to
various real-world datasets [9,14–17]. However, these studies did not take feature
selection into account. Other researchers have attempted to fit the asymmetric
Gaussian mixture model to different datasets and incorporated feature selection
in their approaches [13]. However, the proposed model proposed in the afore-
mentioned paper incorporated a base distribution that has a rigid bell shape.
Additionally, a previous research paper have proposed a novel Bayesian frame-
work for the asymmetric generalized Gaussian mixture model in [11]. However,
the proposed model in the paper mentioned previously is a finite mixture and
needs the number of clusters to be predetermined by the experiment. Our non-
parametric model outperforms the models proposed in the aforementioned stud-
ies, as shown in the experimental results presented in this paper. Our model can
fit asymmetric data with a variety of distribution shapes, including the Gaussian,
the Laplacian, and the Uniform distributions. Furthermore, to address noisy,
redundant, or uninformative features that can hinder clustering performance,
we apply feature saliency, which decomposes the model into mixture-dependent
and mixture-independent components, identifying relevant and irrelevant fea-
tures [2].

The growing interest in machine learning algorithms with explicit representa-
tions of identified patterns has primarily focused on post-modelling explainabil-
ity, which has drawbacks [1]. Our proposed model addresses these limitations by
offering pre-modelling explainability, revealing insights into patterns, statistical
properties, and defining data attributes. Our approach is based on model-based
clustering, similar to the method proposed by [1].

In this paper, we have proposed an explainable non-parametric asymmetric
generalized Gaussian mixture model with feature saliency (EXFSIAGGMM).
The proposed model is validated using three real-world smart meter datasets.
The performance of the proposed model is compared against three state-of-the-
art clustering algorithms with feature saliency. The rest of the paper is organized
as follows: In Sect. 2, we explain the mathematical representation of our proposed
model and the model fitting process. In Sect. 3, we present the experimental
results and their corresponding discussions. In Sect. 4, we present the conclusion.

2 Methodology

2.1 The Mathematical Representation of IFSAGGMM

The primary objective of feature selection is to identify the most informative set
of features that effectively differentiate groups and mitigate the impact of noise.
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In this section, we present the notion of feature saliency, which treats feature
selection as a parameter estimation problem. Feature saliencies account for the
potential existence of irrelevant features and assess the noise present in each
feature, enabling the reduction of the effects of redundant features.

A feature is deemed relevant if it adheres to the mixture-dependent distribu-
tion AGGD; otherwise, it follows a mixture-independent background distribution
and remains unrelated to the cluster labels. In this paper, we assume the back-
ground distribution to be a Gaussian distribution with parameters η and δ2

representing the mean and the variance, respectively. We assume that the mean
of the background distribution follows a Gaussian distribution as follows:

P (η) ∼ N (μη0 , σ
2
η0
) (1)

The variance of the background distribution is assumed to follow an inverse
Gamma distribution as follows:

P (δ2) ∼ Inverse-Gamma(aδ2 , bδ2) (2)

The feature importance within our proposed model is represented with an indi-
cator variable that is of a standard basis and it is denoted by ϕ = (ϕ1, ...., ϕD).
The component distribution is therefore defined as follows:

P (Y i|θg) =
D∏

d=1

P (Yid|θgd)ϕdP (Yid|ηd, δ
2
d)

1−ϕd (3)

where Y i denotes the observation vector i. D denotes the total number of data
dimensions, and θg represents the component g parameter set. the asymmetric
generalized Gaussian distribution is defined as follows:

P (Y i|θg) =

=
D∏

d=1

λgd

[
Γ (3/λgd)
Γ (1/λgd)

]1/2

( 1√
�lgd

+ 1√
�rgd

)Γ (1/λgd)

×

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

exp
[

− A(λgd)
(√

	rgd
(μgd − Yid)

)λgd
] Yid < μgd

exp
[

− A(λgd)
(√

	lgd
(Yid − μgd)

)λgd
] Yid ≥ μgd

(4)

where μg, λg, 	lgd
, and 	rgd

denote the mean, the shape, the left precision and
the right precision respectively. Subsequently, we define the proposed mixture
model likelihood as follows:

p(Y|θ) =
M∑

g=1

pk

D∏

d=1

[
ωdP (Yid|θgd) + (1 − ωd)P (Yid|βd)

]
(5)
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where, Y denotes the dataset and θ denotes the mixture’s full set of parameters.
Subsequently, we introduce the latent variable Z = (Z1, ..., ZN ) to represent
the membership of each observation. Assuming that Zi is of a standard basis,
then Zi = (Zi1, ..., ZiN ), and component g is responsible for generating the
observation Yi if Zig = 1. The likelihood function can be expressed as follows:

p(Y|Z, θ) =
N∏

i=1

∞∏

g=1

[p(Y i|θg)]
Zig (6)

Upon considering the entire dataset, the prior for Z can be established using the
multinomial distribution. Let ng represent the number of data points assigned
to the g-th mixture component. Consequently, the prior for Z is expressed as:

p(Z|π) =
N∏

i=1

∞∏

g=1

(πj)Zig (7)

Following this, as we propose a Dirichlet Process Mixture Model, the mixing
weights πg are obtained from a Dirichlet Process using a stick-breaking con-
struction:

πg = Vg

g−1∏

l=1

(1 − Vl) (8)

where Vg ∼ Beta(1, α) represents the stick-breaking proportions. This prior on
the mixing weights is inherently included in the prior for Z. The symbol α sig-
nifies the concentration parameter. Although there is no straightforward closed-
form expression for P (Z|α), the Chinese Restaurant Process offers an alternative
representation connecting the prior distribution of the latent variables Z with the
concentration parameter, considering the stick-breaking construction as shown
in Eq. 9.

p(Z|α) =
∞∏

g=1

ng!
(N − 1 + α)!

αM (9)

The conditional prior for a single indicator, P (Zig|α,Z−1), denotes the likelihood
of assigning observation i to cluster g, considering the concentration parameter
and the cluster assignments of all other observations (Z−1). This conditional
prior can be formulated as follows:

P (Zig = 1|α,Z−i) =

{
ng,−i

N−1+α if g is an existing cluster
α

N−1+α if g is a new cluster
(10)

where ng,−i indicates the number of data points assigned to cluster g while
excluding observation i. The conditional prior accommodates the potential of
observation i being allocated to either an existing cluster or a newly formed
cluster. The conditional posterior probability ought to be proportional to the
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product of the likelihood and the conditional prior, resulting in the cases pre-
sented in Eqs. 11, and 12 as follows:

P (Zig = 1|Y, θ, Z−i)

∝
{

ng,−i

N−1+α

∏D
d=1 P (Yid|θgd) if g is an existing cluster

(11)

P (Zig = 1|Y, θ, Z−i)

∝

⎧
⎪⎨

⎪⎩

α
N−1+α

∫
P (Yi |θg)

P (μgd|μ0, σ
2
0)P (αgd|a, b)

P (λlgd
|c, d)P (λrgd

|e, f)dξg if g is a new cluster

(12)

In order to avoid the prior from overpowering the posterior distribution, Bayesian
analysis typically employs non-informative or weakly informative priors. For
Dirichlet Process Mixture Models, the Jeffrey’s prior, a popular non-informative
prior for the concentration parameter, corresponds to an Inverse-Gamma prior
distribution with a shape parameter of βs = 1

2 and a mean parameter of βm = 1.

P (α−1) ∝ α− 3
2 exp

(
− 1
2α

)
(13)

To compute the conditional posterior for α, we begin by multiplying the
likelihood and prior. This leads to a function resembling the Gamma function.
Upon normalizing this function, we acquire the expression for the conditional
posterior, which incorporates the Inverse-Gamma distribution along with the
number of clusters and data points allocated to each cluster. The final expression
is:

P (α|Y, Z) ∝
α− 3

2 exp
(− 1

2α

) ∏∞
g=1

αMj

(Mj−1+α)Ng

Γ (α)
(14)

As the conditional posterior for α exhibits log-concavity, it can be efficiently
sampled using the Adaptive Rejection Sampling (ARS) method.

2.2 Bayesian Optimization of Feature Importance

We first introduce a prior for ω using the Dirichlet distribution to ensure that
the values lie within the range [0,1] and that

∑D
d=1 ωd = 1:

ω = (ω1, ω2, . . . , ωD) ∼ Dirichlet(α1, α2, . . . , αD) (15)

For each hyperparameter αd, we define a Gamma prior with shape and scale
parameters kd and θd.

P (ω) ∼ Gamma(kd, θd) (16)

To compute the acceptance probability for all D ω’s in a Metropolis-Hastings
sampling process, we use the following equation:

α(ω∗,ω(t)) =
P (Y,ω∗,α)q(ω(t),ω∗)
P (Y,ω,α)q(ω∗,ω(t))

(17)
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When using a Metropolis-Hastings algorithm for sampling, q(ω∗, ω(t)) and
q(ω(t),ω∗) represent the proposal densities for transitioning between two points
in the parameter space. They are used to propose new candidate samples in
the MCMC process. A common choice for symmetric proposal densities is the
Gaussian distribution. In this case, the new values ω∗ is proposed from a Gaus-
sian distribution centered around the current value ω with a certain standard
deviation, which controls the step size in the exploration of the parameter vector
space.

2.3 The Parameter Set Learning of the Foreground Distribution

The Mean Parameters. In order to define the priors for the mean parameters,
we must select an appropriate distribution that embodies our prior knowledge
concerning the potential values of the mean parameters. A prevalent choice for
the prior distribution of the mean parameters is the Gaussian distribution. We
can represent the prior for the mean parameters as a Gaussian distribution with
mean μ0 and precision τ0 as follows:

μgd ∼ N (μ0, ρ
−1
0 ) (18)

where the hyperparameters μ0 and ρ−1
0 are shared among all components within

a particular dimension. Furthermore, we assign the hyperparameter μ0 a Gaus-
sian prior with mean μμ0 and variance σ2

μ0
, expressed as follows:

P (μ0) ∼ N (μμ0 , σ
2
μ0
) (19)

The hyperparameters μμ0 and σ2
μ0

for the Gaussian priors of the mean hyperpa-
rameter are assigned to the mean and variance of the observations, respectively.

Additionally, we assign the hyperparameter ρ0 an Inverse-Gamma prior with
designated shape and mean parameters. Denoting the shape parameter as aρ0

and the mean parameter as bρ0 , the Inverse-Gamma prior for the hyperparameter
ρ0 can be formulated as:

P (ρ0) ∼ Inverse-gamma(aρ0 , bρ0) (20)

In this implementation, the shape is assigned a fixed value, specifically aρ0 =
1. By setting the shape parameter to 1, we employ a relatively uninformative
prior, implying that the prior will exert less impact on the posterior distribution,
enabling the data to be more influential. Furthermore, the mean bρ0 is given
a fixed value equivalent to the variance of the observations. The joint prior
distribution for μgd, μ0, and ρ0 is formulated as follows:

P (Y, μgd, μ0, ρ0) = P (Y|Z, θ) × P (μgd|μ0, ρ0) × P (μ0) × P (ρ0) (21)

Consequently, the acceptance probability employed for the Metropolis-Hastings
method to update the model parameter μgd is formulated as follows:

α(μ∗
gd, μ

(t)
gd ) =

P (Y, μ∗
gd, μ0, ρ0)q(μ

(t)
gd , μ∗

gd)

P (Y, μgd, μ0, ρ0)q(μ∗
gd, μ

(t)
gd

(22)
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The Shape Parameters. For the shape parameter bgd, we presume an inde-
pendent Gamma prior, expressed as:

P (bgd) ∼ Gamma(αbgd
, βbgd

) (23)

where αbgd
represents the rate hyperparameter and βbgd

signifies the shape hyper-
parameter. For the shape hyperparameter βbgd

, we presume an Inverse-Gamma
prior, expressed as:

P (βbgd
) ∼ Inverse-gamma(αβbgd

, ββbgd
) (24)

where αβbgd
denotes the shape parameter and ββbgd

denotes the mean parameter.
For the rate parameter αbgd

, we can assume an independent Gamma prior as
well:

P (αbgd
) ∼ Gamma(kαbgd

, ξαbgd
) (25)

where kαbgd
denotes the shape parameter and ξbgd

denotes the scale parameter.
We set kαbgd

= 1 and αbgd
= 1 and the acceptance probability for this parameter

is computed as follows:

α(b∗
gd, b

(t)
gd ) =

P (Y, b∗
gd, kαbgd

, τ0)q(b
(t)
gd , b∗

gd)

P (Y, bgd, kαbgd
, τ0)q(b∗

gd, b
(t)
jk )

(26)

The Precision Parameters. As for the parameters 	lgd
and 	rgd

, we assume
Gamma priors with common hyperparameters: α�, β�.

P (	lgd
) ∼ Gamma(α�, β�) (27)

P (	rgd
) ∼ Gamma(α�, β�) (28)

The shape parameter α� of the Gamma priors for 	lgd
and 	rgd

follows an Inverse-
Gamma prior distribution, with shape parameter aα�

and mean parameter bα�
,

respectively.
P (α�) ∼ Inverse-gamma(aα�

, bα�
) (29)

Furthermore, we assign a Gamma prior to β� with shape parameter aβ�
and

mean parameter bβ�
, which is expressed as follows:

P (β�) ∼ Gamma(aβ�
, bβ�

) (30)

We propose using fixed values for the hyperparameters of the Gamma prior for
β� as follows: aβ�

= 1 and bβ�
= 1. To compute the acceptance probability for

the parameter 	rgd
, we use the following equation:

α(	∗
rgd

, 	(t)rgd
) =

P (Y, 	∗
rgd

, α�, β�)q(	
(t)
rgd , 	∗

rgd
)

P (Y, 	rgd
, α�, β�)q(	∗

rgd
, 	

(t)
rgd)

(31)

For the parameter 	lgd
, the acceptance probability is computed as follows:

α(	∗
lgd

, 	
(t)
lgd

) =
P (Y, 	∗

lgd
, α�, β�)q(	

(t)
lgd

, 	∗
lgd

)

P (Y, Slgd
, α�, β�)q(	∗

lgd
, 	

(t)
lgd

)
(32)
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2.4 The Parameter Set Learning of Background Distribution

Given that we have assumed that the mean parameter η follows a Gaussian
distribution with parameters mean η0 and a variance σ2, we assume that the
parameter η follows another Gaussian distribution as follows:

P (η) ∼ N (μη0 , σ
2
η0
) (33)

we can use a normal distribution with mean 0 and a large variance, which makes
it weakly informative:

P (μη0) ∼ N (0, σ2
μη0

) (34)

For the hyperparameter σ2
η0

, a suitable parameter would be the Inverse-Gamma
distribution.

P (σ2
η0
) ∼ Inverse-Gamma(αη0 , βη0) (35)

where αη0 , and βη0 denote the shape and scale parameters of the Inverse-Gamma
distribution. Given the information within this section, we conclude the accep-
tance probability for this parameter as follows:

α(η, η(t)) =
P (Y, η∗, μη0 , σ

2
η0
)q(η(t), η∗)

P (Y, η, μη0 , σ
2
η0
)q(η∗, η(t))

(36)

As for the parameter P (δ2), we recall proposing an Inverse-Gamma prior
with hyperparameters aδ2 and bδ2 . We can use a uniform prior for aδ2 as follows:

P (aδ2) ∼ Uniform(amin, amax) (37)

Similarly, we can use a uniform prior for the scale parameter, reflecting weak
prior knowledge about the scale:

P (bδ2) ∼ Uniform(bmin, bmax) (38)

and therefore the acceptance probability is computed as follows:

α(δ, δ(t)) =
P (Y, δ∗, aδ2 , bδ2)q(δ(t), δ∗)
P (Y, δ, aδ2 , bδ2)q(δ∗, δ(t))

(39)

The algorithm begins by initializing the latent variable Z. It then proceeds to
iteratively update the cluster assignments, mixture component parameters, and
concentration parameter using a combination of Gibbs sampling, Metropolis-
Hastings, and Adaptive Rejection Sampling methods.

3 Experimental Results

In this section, we validate our proposed model against three real-world smart
meter datasets. Furthermore, the performance of our proposed model is com-
pared against three state-of-the-art machine learning algorithms, namely: the
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Table 1. Performance evaluation of the models utilizing the CER dataset

Performance measure ExFSIAGGMM ExFSIAGMM ExFSIGGMM ExFSIGMM

Silhouette 0.375 0.250 0.230 0.210
Davies-Bouldin 12.700 13.400 13.500 14.200

explainable non-parametric asymmetric Gaussian mixture model with fea-
ture saliency (ExFSIAGMM), the explainable non-parametric infinite general-
ized Gaussian mixture model with feature saliency (ExFSIGGMM), and the
explainable non-parametric Gaussian mixture model with feature saliency (ExF-
SIGMM). Drawing from four significant temporal intervals (indicated by t ∈
1, 2, 3, 4, seven statistical feature are extracted following [12], namely: RAPt,
Mean STD, Seasonal Score, WD-WE diff. Score.

Fig. 1. Explainability figures of the three real-life datasets

3.1 The CER Dataset

We obtained our dataset from the publicly available Irish Social Science Data
Archive (ISSDA) [6], which contains smart meter records for over 6000 Irish
energy consumers between July 2009 and December 2010. After preprocessing,
we examined 3639 residential consumers assigned to one of six distinct tariffs
(E, A, D, C, B, and W) [6].

Table 1 highlights the superior performance of the ExFSIAGGMM model
when analyzing the CER dataset. With a notably higher Silhouette score of 0.375
and a lower Davies-Bouldin score of 12.700, ExFSIAGGMM outshines competing
models, which have Silhouette scores of 0.210–0.250 and Davies-Bouldin scores
of 13.400–14.200. These results emphasize the model’s effectiveness in producing
well-defined, well-separated clusters, and its enhanced ability to discern mean-
ingful patterns and groupings, leading to valuable insights within the data.

Additionally, given Fig. 1a, the resulting patterns obtained from our proposed
model are interpreted in simple IF-THEN statements. Consumption profile 2 has
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Table 2. Performance evaluation of the models utilizing the London project dataset

Performance measure ExFSIAGGMM ExFSIAGMM ExFSIGGMM ExFSIGMM

Silhouette 0.440 0.310 0.290 0.270
Davies-Bouldin 0.770 0.840 1.070 1.550

Table 3. Performance evaluation of the models utilizing the REFIT project dataset

Performance measure ExFSIAGGMM ExFSIAGMM ExFSIGGMM ExFSIGMM

Silhouett 0.840 0.410 0.380 0.330
Davies-Bouldin 0.550 0.650 0.750 0.900

a “WeekDays DiffScore” that is larger than the value 0.602, Consumption profile
3 has “weekDays DiffScore” and “RAPt2” that is greater than is less the value
0.602 and greater than the value 1.157 respectively.

3.2 The UK Power Networks Dataset

We employed the Low Carbon London project dataset [8], consisting of smart
meter readings from 5,567 households between 2011 and 2014. After prepro-
cessing, we analyzed 3,891 observations from 2013. The dataset encompasses
Dynamic Time of Use and Standard tariffs, in addition to five distinct geo-
demographic categories.

The performance evaluation in Table 2 demonstrates the superiority of the
ExFSIAGGMM model applied to the London project dataset. With a higher
Silhouette score of 0.440 and a lower Davies-Bouldin score of 0.770, ExFSI-
AGGMM outperforms competing models, which have scores of 0.270–0.310 and
0.840–1.550, respectively. These results emphasize the model’s enhanced ability
to discern meaningful patterns and groupings, as well as its effectiveness in pro-
ducing well-defined, well-separated clusters, leading to significant insights within
the data.

In Fig. 1b, discovered patterns are explained using simple IF-THEN state-
ments. Consumption profile 3 has “WeekDays DiffScore” < 1.108, Consumption
profile 4 has “WeekDays DiffScore” and “RAPt2” between 1.108 and 1.146. Pat-
terns with “WeekDays DiffScore” > 1.108 and “RAPt2” > 1.146 belong to Con-
sumption profile 2 if “WeekDays DiffScore” > 0.478, and to Consumption profile
1 if “WeekDays DiffScore” < 0.478.

3.3 The REFIT Dataset

We utilized the REFIT project dataset [7] in this experiment. The performance
evaluation results in Table 3 highlight the exceptional superiority of the ExF-
SIAGGMM model applied to the REFIT project dataset. With a substantially
higher Silhouette score of 0.840 and a lower Davies-Bouldin score of 0.550, ExF-
SIAGGMM outperforms competing models, which exhibit scores of 0.330–0.410
and 0.650–0.900, respectively. These results demonstrate the model’s effective-
ness in producing well-defined, well-separated clusters and its ability to identify
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meaningful patterns and groupings within the dataset, thus offering valuable
insights.

Similar to the previous experiments, we demonstrate the boundaries of the
discovered patterns using our proposed clustering frameworks using simple IF-
THEN statements as demonstrated in Fig. 1c.

4 Conclusion

In this study, we introduced the Explainable Non-Parametric Asymmetric Gen-
eralized Gaussian Mixture Model with Feature Saliency (ExFSIAGGMM), which
leverages a hybrid hierarchical Bayesian sampling framework for robust parame-
ter estimation and offers explainable results using simple IF-THEN statements.
The ExFSIAGGMM model demonstrated superior clustering performance com-
pared to three state-of-the-art clustering algorithms across three real-world
smart meter datasets. This superior performance, combined with its ability to
provide interpretable and meaningful results, establishes the ExFSIAGGMM
model as a powerful tool for data-driven analysis, bridging the gap between
complex statistical models and actionable insights, ultimately empowering prac-
titioners to make informed decisions based on data.
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Abstract. The rise in social media’s popularity has led to a significant
increase in user-generated content across various topics. Extracting infor-
mation from these data can be valuable for different domains, however,
due to the nature of the vast volume it is not possible to extract infor-
mation manually. Different aspects of information extraction have been
introduced in literature including identifying what topic is discussed in
the text. The challenge becomes even bigger when the text is short, such
as found in social media. Various methods for topic modeling have been
proposed in the literature that could be generally categorized as unsu-
pervised and supervised learning. However, unsupervised topic modeling
methods have some shortcomings, such as semantic loss and poor expla-
nation, and are sensitive to the choice of parameters, such as the num-
ber of topics. While supervised machine learning methods based on deep
learning can achieve high accuracy they need data annotated by humans,
which is time-consuming and costly. To overcome the above mentioned
disadvantages this work proposes a hybrid topic modeling method that
combines the advantages of both unsupervised and supervised methods.
We built a hybrid model by combining Latent Dirichlet Allocation (LDA)
and deep learning built on top of the Bidirectional Encoder Represen-
tations from the Transformers (BERT) model. LDA is used to identify
the optimal number of topics and topic-relevant keywords where the only
need for human input, with the aid of ChatGPT, is to identify associated
topics based on topic-specific keywords. This annotation is used to train
and fine-tune the BERT model. In the experimental evaluation of posts
related to climate change, we show that the proposed concept is appli-
cable for predicting topics from short text without the need for lengthy
and costly annotation.

Keywords: Topic Modeling · LDA · Deep learning · BERT ·
ChatGPT

1 Introduction

Social media have provided means for people to share their opinions and obser-
vations about different aspects and information deeply hidden in these data can
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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be valuable for different stakeholders. However, due to the volume and complex-
ity of social media data it is impossible and impractical to analyze all of the
data manually. Therefore, it is necessary to use methods to extract the informa-
tion. Identifying the topic in the text is one of the valuable aspects that can be
extracted from the text and therefore topic modeling attracted significant atten-
tion in the literature, both related to natural language processing and machine
learning. It is able to scan documents and, based on word patterns, identify word
groups and similar expressions that best characterize a set of documents. The
goal of topic modeling is to discover the hidden themes or topics present in a
corpus of documents.

Broadly speaking topic modeling algorithms can be categorized into two main
groups depending on the method applied: Unsupervised learning and Supervised
learning. When trained on large, high-quality labeled datasets, supervised meth-
ods can achieve high accuracy on various tasks [6]. But obtaining labeled data can
be time-consuming and expensive, especially when dealing with extensive col-
lections of texts. While unsupervised learning algorithms do not require labeled
data, which is making them more scalable and cost-effective, they can be inaccu-
rate and identified topics are general not specific to a certain issue. In addition,
unsupervised methods are sensitive to the choice of parameters including the
optimal number of topics. The most popular techniques for topic modeling are
different variations of Latent Dirichlet Allocation (LDA), an unsupervised learn-
ing method.

In this work, to overcome the limitations of both unsupervised and super-
vised methods we are proposing a hybrid method for topic modeling which com-
bines supervised and unsupervised learning. We first preprocessed the data we
collected from Twitter. Then, we identified the optimal number of topics and
generated associated keywords for the optimal number of topics. Human involve-
ment in the process of annotation was minimal, it was related to identifying the
associated topics based on topic-specific keywords, with the aid of ChatGPT,
and in this case, it took less than 30 min. This annotation is used to train and
fine-tune the BERT model, which can be used for identifying topics and with
all benefits of supervised methods. The remainder of the paper is organized
as follows, in the next section considering we harness both unsupervised and
supervised method topic modeling we elaborate on both. In Sect. 3 we present
the proposed hybrid method for Topic modeling and in individual subsection we
present steps of the proposed framework to be performed. Finally, in Sect. 4 we
conclude the paper and suggest possible avenues for future work.

2 Literature Review

Topic modeling is a technique that can automatically analyze text and identify
the underlying topic discussed in the text and cluster documents with the same
topics. Various methods for topic modeling have been proposed in the literature
that could be generally categorized as unsupervised or supervised learning meth-
ods. In the following subsections we will elaborate on topic modeling methods
proposed in the literature.
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2.1 Unsupervised Learning Methods

One of the first algorithms to implement topic modeling dates back to the 1990s.
The early approaches to cluster and categorize large text datasets to topic model-
ing were based on Latent Semantic Analysis (LSA), also known as latent seman-
tic indexing (LSI) [12]. Implementing LSA to identify latent document structures
is based on Singular Value Decomposition (SVD) that captures a text corpus’s
underlying semantic structure by building a matrix of term-document frequency
counts [17].

As for text classification and information retrieval, LSA is still an algorithm
worth considering, but the topic modelling works implemented by LSA now
have been largely replaced by other techniques such as Latent Dirichlet Alloca-
tion (LDA) [5]. LDA is a three-level hierarchical Bayesian model Fig. 1 [18], in
which each item of a collection is modelled as a finite mixture over an underly-
ing set of topics. Each topic is, in turn, modelled as an infinite mixture over an
underlying set of topic probabilities. The output of the LDA model is a series
of topics. Then the represented topic will be classified by a set of representative
words, which can be used to label topics. For example, a topic distribution that is
heavily weighted to terms like “soccer”, “teammates”, “score”, and “goal” may
be associated with the “sports” topic. Where M is the number of documents,
N represents the number of words in a given document. The distribution of the
‘θ’ and ‘β’ represent the multinomial distribution. The parameters of the multi-
nomial distribution are ‘α’ and ‘φ’. Every row of data in ‘θ’ is a K-dimensional
vector representing Kth topics in the corpus. ‘Z’ is one of a topic from ‘θ’. while
‘W’ is the corresponding word in the topic ‘Z’.

Fig. 1. The structure of Latent Dirichlet Allocation

Because of the simplicity and advantages of LDA, many models based on
LDA, to suit different data, have been developed [1]. For instance, the method
named Sparse Topic-Latent Dirichlet Allocation was the first LDA extension
for unsupervised topic modeling without hierarchy regression [15]. In addition,
several other models based on LDA have been proposed, for example, a Non-
parametric Bayesian Model [3] and the correlated Topic Model [4].

2.2 Supervised Learning Methods

Supervised topic modeling, involves using the labeled dataset to train a
model that could classify new unseen documents into topics. These methods
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require humans to annotate documents into corresponding topics. The topic
model is trained with annotated data to categorize new documents accurately.
Researchers have developed various supervised topic modeling methods for topic
modeling. One such method is the supervised LDA algorithm (sLDA) initially
proposed by [15]. This method uses labeled training data to train the model that
is optimized for a specific task or application [7]. sLDA could be used with regres-
sion to multi-class classification [16], the differences between LDA and sLDA are
displayed below in Fig. 2. For each D, the ND words are generated by drawing a
topic t from the distribution of documents and topics θ and then giving a word
w from the topic-word distribution ϕ. The usability of sLDA is demonstrated in
[9] where the intention was to check the key attributes influencing Airbnb user
satisfaction and dissatisfaction by analyzing online reviews. Authors used LDA
to extract positive and negative topics from reviews and combined the statistical
results of sLDA to discover topics related to the satisfaction of Airbnb users.

Fig. 2. Structure of sLDA (b) compared with LDA (a), [13]

There are also proposals that combine multiple methods and connecting
individuals’ strengths to offset the limitations of individual methods and there-
fore produce more accurate results than individual topic modeling methods. For
example, an approach may combine probabilistic topic modeling methods like
Latent Dirichlet Allocation (LDA) with clustering methods or word embedding
techniques such as Word2Vec to enhance the accuracy and interpretability of the
extracted topics. One such algorithm is the LDA-W2V method [11]. In addition,
Topic Attention Model (TAM) for topic modeling combines a supervised recur-
rent neural network (RNN) with LDA [19]. TAM has two inputs, one of them
is a sequence model and another is a bag-of-words topic model. So, the whole
vocabulary is input for RNN, and the word embedding matrix was initialized by
the word embedding learned from Word2Vec. In experimental evaluation authors
demonstrated the dominance of the TAM method when compared to different
unsupervised and supervised methods being applied individually.
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3 Methodology

In this section, we present the methodology proposed to harness unsupervised
learning as an annotation for supervised learning. The Framework and steps are
shown in Fig. 3 and they are listed below:

Fig. 3. Framework of Hybrid Model for Topic Modeling

– Data Collection: Collect Twitter posts relevant to climate change,
– Data Preparation: The first step task is to prepare the data, which involves

preprocessing the text data, including cleaning, tokenization, and stop-word
removal. In supervised topic modeling, the data preparation step is similar
but also involves labeling the data with the corresponding topic or category.

– Unsupervised Topic Modeling: Dirichlet Allocation (LDA) is used to identify
topics. These techniques generate a set of topics, each represented by a set of
words that are highly correlated with each other.

– Identifying the optimal number of Topics.
– Human naming of topics based on the prevalence of words in individual topics.

ChatGPT1 can assist in identifying the most likely topic based on a set of
words produced by LDA for an individual topic.

1 https://openai.com/blog/chatgpt.

https://openai.com/blog/chatgpt
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– Annotation: Assigning a label to the training dataset for each individual post,
as identified by LDA and named by Humans assisted by ChatGPT.

– Building the model: based on the annotated training dataset. We harness
BERT embedding with deep learning models for classification.

– Evaluation: apply the trained model to the test set and predict the associated
topic of each individual post.

3.1 Data Collection

Social media have become a powerful tool for focusing on various topics and
events. On social media, texts are often required to be short. Therefore, this
work we will rely on social media and use Twitter as the posts are publicly
available. The rise of social media platforms has provided a space for users to
share their views on different topics. Many studies relied on this source of data
and demonstrated their usefulness, for example, tracing the rise of ‘flightshame’
in social media and analysis of the climate crisis and flying [2]. Due to the
significance of climate change in this work we opted to consider climate change
related social media posts.

Fig. 4. The structure of the training set

To access public Twitter data we relied on an academic-level Twitter applica-
tion programming interface (API). The API has the option to filter posts by time,
keywords, or a geographic area, on this occasion. Considering that we intended to
look into opinions about climate change from the Australian public we applied
geographic filter in the form ‘location = “-26.117995,134.300207,2200km”’. In
addition, we also apply keyword filtering and to avoid the sparsity of data, we
selected several diverse keywords such as “Co2”, “Climate change”, and “emis-
sion”. Because Twitter data is in JavaScript Object Notation (JSON) format,
we stored the collected posts in the MongoDB database located in an in-house
Big Data cluster. Out of the collected posts, considering that we were interested
in topic modeling we randomly selected 4,502 posts of length more than 150
characters (Twitter has a restriction of 280 characters) and split the data set
into 4,000 for training sets (the structure is shown in Fig. 4) and 502 for the test
set, Fig. 5.

3.2 Data Pre-processing

Preprocessing is an important step in preparing text data for topic modeling.
It is the process of cleaning and transforming original text data into a format
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Fig. 5. The number of records in training and test sets

suitable for further processing. In our dataset, the unstructured and noisy nature
of Twitter data presents unique challenges for topic modeling and deep learning.
To clean the text we have removed punctuations, special characters, Twitter
handles, emojis, images, and URLs. Before performing tokenization, to reduce
the number of tokens, we also performed lemmatization (grouping together dif-
ferent forms of the same word), and in addition, converted all letters to lowercase
Fig. 6.

Fig. 6. Sample preprocessed, tokenized, and Lemmatized data

3.3 LDA

We used Gensim2 to generate the LDA model. Gensim is an open-source Python
library for natural language processing, specifically for topic modeling, document
similarity analysis, and text summarization. Sample output from LDA-generated
topics by Gensim is shown in Fig. 7.

Fig. 7. LDA Topic Distribution

The experiments were run on a CPU-based server (Intel(R) Xeon(R) CPU
E5-2609 v3 @ 1.90 GHz, 12-Core Processor, 65 GB Memory), enhanced by a
GPU (GeForce GTX 1080 with 8 GB of memory).
2 https://pypi.org/project/gensim/.

https://pypi.org/project/gensim/


164 J. Chen and B. Stantic

3.4 Optimal Number of Topics

Usually, in order to evaluate works, ‘Recall, Precision, and F-score’ [10] are
designed to be the metrics of classification tasks. In comparison, Perplexity is a
vital metric to evaluate a language model. It is used to evaluate the predictive
power of a language model, that is, whether the model can assign sequences in
the test set to a distribution similar to the training set. Perplexity is a measure
of how well a probability distribution or probability model predicts a sample
(similar to entropy), the smaller value indicates the better performance of the
model evaluation, it is shown in the formula below.

Perplexity = 2− 1
N

∑N
i=1 log2 P (wi)

where N represents the total number of distinct words. P (wi) means the proba-
bility of the ith word from documents. To find the optimal number of topics we
calculated perplexity for all options with the number of topics between 5 and 25.
While testing different numbers of topics, we also looked into different values for
learning decay, learning offset, and max iter and performed experiments with all
possible combinations. The max iter is the maximum number of passes over the
training data (aka epochs), learning decay is a parameter that controls learning
rate in the online learning method and to guarantee asymptotic convergence the
value should be set between (0.5, 1.0]. The learning offset (also called tau 0)is
a parameter that down weights early iterations in online learning, it should be
greater than 1.0. For topics, as mentioned earlier we considered the range from
5 to 25. From previous work, we concluded that for learning decay the value
should be between 0.7 to 0.95, and we tested all values with the step of 0.05.
Similarly, we considered for max iter and learning offset values 10 and 20, shown
in Fig. 8. We have noticed that the enforcing to calculate perplexity for every
item did not improve the performance but just slowed down the experiment sig-
nificantly. Therefore, we left the parameter evaluate every=-1, which indicates
to not evaluate perplexity for every item.

From the experiment results, where we tested all possible combinations of
topics, learning decay, max iter, and learning offset we found that the lowest
perplexity is 912.86 when the number of topics is 16, learning decay is 0.95, and
both max iter and learning offset are equal to 20 (As it is shown and highlighted
in Fig. 8). Therefore, we applied these values when generating keywords for 16
topics. We also identified that 12 keywords are sufficient to define the topics.

3.5 ChatGPT Annotation

The only involvement of humans in the annotation is to assign associated topic
names for 16 topics produced by LDA. This can be assisted, and we also relied
on ChatGTP 3.53 to identify associated topic names based on topic-specific
keywords and to possibly cluster more LDA-identified topics into one, as it can
be seen in Fig. 9. In our case, 16 LDA-generated topics were clustered into
3 https://chat.openai.com/.

https://chat.openai.com/
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Fig. 8. Parameters for optimal number of topics based on lowest perplexity

5 categories and named appropriately based on keywords. It is important to
mention that this task took only minimal effort and ensured that all training
data (4000 posts) for supervised learning were labeled. In contrast, a similar
task of annotation performed fully by humans in our previous project required
4,000 min (one minute per tweet) for annotation (about 66 h).

Fig. 9. Suggestion by ChatGPT based on LDA-generated words and dominant key-
words

After identifying suitable topics, based on keywords and assisted by Chat-
GPT, these values were updated in the MongoDB database and resulted in the
distribution shown in Fig. 10. It can be seen that most topics associate with
‘Bushfire’, followed by ’Others, and ‘NatureBasedSolutions’. This is in line with
annotation performed by humans on the same data set.
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Fig. 10. Topics generated by LDA named and clustered by humans based on keywords

3.6 Deep Learning Language Modeling

We have adapted the BERT model [8] to fine-tune our model with our LDA and
ChatGPT assisted annotated data. The BERT model is deeply bidirectional and
pre-trained using only a plain text corpus, which means it is designed to pre-train
deep bidirectional representations from an unlabeled text by joint conditioning
on both the left and right context. Bidirectionally trained models can have a
deeper sense of language context and flow than single-direction language models
and therefore can be fine-tuned with an extra additional output layer to create
a domain-specific model. These bidirectional fine-tuned Transformer models can
even surpass human performance in this challenging area.

We tested different BERT pre-trained models, as advised in [14], and con-
cluded that in our case the ‘bert-base-uncased’ model performed the best, there-
fore we used it for training the model. The concept for fine-tuning of the model
using problem-specific application data on top of the BERT pre-trained model is
shown in Fig. 114. The training was performed with a ‘learning rate: 4e−5’ and
‘num train epochs: 5’.

Fig. 11. Fine-tuning of pre-trained BERT model with annotated domain-specific data

The proposed concept takes a sample tweet text (pre-processed by removing
URL, punctuations, and stop words as well as lemmatized to reduce the number
4 http://jalammar.github.io/illustrated-bert/.

http://jalammar.github.io/illustrated-bert/
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of tokens) as input and predicts the target label with fine-tuned trained model. It
converts a sample tweet input into a feature tensor, which is next classified using
a Neural Network to determine its target label. Considering the fine-tuning of the
‘bert-base-uncased’ model with LDA annotated data leads to more accurate and
interpretable models. In the experimental evaluation of posts related to climate
change, we showed that the proposed concept is applicable for predicting topics
from short text without the need for lengthy and costly annotation.

4 Conclusion

Topic modeling is a useful technique that can automatically analyze text and
identify the underlying topic discussed. It can be valuable for different domains,
presenting potential advantages for diverse stakeholders. Various methods for
topic modeling have been proposed in the literature. However, both main meth-
ods (unsupervised and supervised) have shortcomings. To overcome disadvan-
tages this work proposes a hybrid topic modeling method that combines the
advantages of both unsupervised and supervised methods.

We built a hybrid model by combining Latent Dirichlet Allocation (LDA)
and deep learning built on top of the Bidirectional Encoder Representations
from Transformers (BERT) model. LDA is used to identify the optimal number
of topics and associated keywords. The only human input needed, with the help
of ChatGPT, is to suggest to suggest topic names based on topic-specific key-
words and possibly cluster more LDA-defined topics into one. This annotation is
used to train and fine-tune the BERT model. In the experimental evaluation on
posts related to climate change, we show that the proposed concept is applica-
ble for predicting topics from short text without the need for lengthy and costly
annotation. In this work, due to the harnessing of LDA, ChatGPT, and BERT,
we completed the annotation of 4,000 posts in about 30 min while the same task
required more than 66 h to be fully performed by humans. Testing the accuracy
on test data revealed that the proposed concept achieves good accuracy and
therefore the proposed concept is applicable for short text topic modeling.

As for future work, it would be interesting to further experiment with param-
eters for the LDA model to obtain better and maybe more keywords, which will
possibly allow better classification and naming of underlying topics. In addition,
it is also useful to experiment with deep learning parameters for fine-tuning
and different pre-trained models. It is also necessary to devise the method to
assess the accuracy of the hybrid method and experiment with other unsuper-
vised topic modeling methods as well as explore the feasibility of applying the
proposed method to other domains beyond climate change.
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Abstract. Although hydrogen is an ideal energy carrier, storing and
transporting it in gas or liquid form is unsafe and inefficient. Liquid
Organic Hydrogen Carriers (LOHC) are promising compounds that can
efficiently accommodate hydrogen. However, choosing the optimal LOHC
from millions of candidates is difficult because calculating dehydrogena-
tion enthalpy, a key criterion, is computationally expensive. To address
this, we propose a new graph neural network-based method called Aggre-
gate With Self-node representation (AWS) that efficiently and accurately
predicts dehydrogenation enthalpy. We improve existing graph neural
networks and address cases where expressiveness is limited. We also
present an ensemble scheme for weighting prediction results. Our exper-
iments on real-world LOHC screening and benchmark datasets demon-
strate the superiority of our method in chemical property predictions.

Keywords: Dehydrogenation Enthalpy · Property Prediction · Graph
Neural Networks · Deep Learning Methods and Applications

1 Introduction

Imminent threats of climate change have forced humankind to harness renewable
energy, such as hydroelectric, solar, and wind power. However, renewable energy
has the disadvantage of unreliable production [21]. Consequently, many proposals
have been made to overcome this drawback. One such option is to adopt hydro-
gen, an attractive, clean energy carrier that emits only water as its byproduct.
Hydrogen produced from renewable energy is compressed and transported in
liquid form [21]. However, storing hydrogen in liquid form requires high pressure
and low temperature, and 0.3–3.0% of hydrogen losses in storage are inevitable
due to boil-off [1]. Thus, another option for carrying hydrogen is to use Liq-
uid Organic Hydrogen Carriers (LOHC) [21], safe and affordable molecules with
which no hydrogen losses are expected from storage and transportation. Namely,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 169–180, 2023.
https://doi.org/10.1007/978-3-031-42430-4_14
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LOHC carries and emits hydrogen with the reversible processes of hydrogenation
and dehydrogenation.

The discussion and discovery of the ideal LOHC among millions of LOHC
candidates are still in progress [22]. There are several criteria for ideal LOHC,
such as energy demand, toxicity, and material handling [21], and one of the
criteria is dehydrogenation enthalpy, the difference in enthalpy between a hydro-
genated molecule and a dehydrogenated molecule. Dehydrogenation enthalpy
is closely related to the total energy for reactions, and optimal LOHC has an
adequate dehydrogenation enthalpy of around 15 kcal/mol−1 [22] for an ener-
getically efficient reaction. Dehydrogenation enthalpy can be calculated by the
density functional theory (DFT) [23]. However, as DFT is very time-consuming
considering millions of candidates for LOHC, many research has been done to
avoid the time-complexity issue of DFT and achieve a prompt and precise esti-
mation of molecular properties using data-driven approaches [15,24,31]. This
work extends the endeavor and aims to build a new framework that effectively
screens suitable candidate materials for LOHC.

Graph neural networks (GNNs) [12] are a type of deep learning architec-
ture specifically designed to process data in the form of graphs. In recent years,
GNNs have been shown to achieve state-of-the-art performance on complex data-
driven problems, making them a promising approach in various real-world set-
tings [32]. One area where GNNs have been particularly successful is in the field
of molecular property prediction. Molecules, which consist of atoms and bonds,
can be naturally represented and analyzed as graphs. Researchers have reported
successful applications of graph-based approaches in molecular property predic-
tion, including predicting properties such as solubility and toxicity [6,15,24]. In
this study, we propose to utilize GNNs to model and predict dehydrogenation
enthalpy for LOHC material screening. By using GNNs to model the molecular
structure of potential LOHC materials, we can capture the complex relation-
ships between atoms and bonds that contribute to dehydrogenation enthalpy.
This approach has the potential to accelerate the discovery of new LOHC mate-
rials with improved dehydrogenation properties, ultimately contributing to the
development of more efficient and sustainable hydrogen storage and transport
technologies.

The following of the paper is organized as follows: Sect. 2 provides related
background by introducing the problem of chemical property prediction and
the basics of graph neural networks. Section 3 then proposes an improved GNN
architecture called AWS, which addresses the shortcomings of state-of-the-art
GNNs [27,29] by aggregating neighborhood nodes with self-node representa-
tions. Section 4 shows experimental results that AWS outperforms other GNNs
in predicting dehydrogenation enthalpy and benchmark datasets. We further
demonstrate the effectiveness of the ensemble methods via special weighting
schemes that are determined by AWS and molecular representations.
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2 Background

2.1 Chemical Property Prediction (CPP)

The problem of the LOHC material screening can be understood as a specific
instance in chemical property prediction (CPP). Below we overview some of the
existing approaches in CPP that are closely related to our work.

CPP Utilizing Molecular Features. The chemical properties of molecules
are determined by their physicochemical structures. The quantitative structure-
activity/property relationships (QSAR/ QSPR) modeling approaches [17] take
in-silico approaches to predict chemical properties. OPEn structure-activity
/property Relationship App (OPERA) [16] is a representative example that
applies the weighted k-nearest neighbors algorithm on molecular features.

CPP Utilizing the SMILES Notation. Simplified Molecular Input Line
Entry Specification (SMILES) is a set of strings that express atoms and bonds
as characters. Early research like [4] successfully adopted SMILES in CPP. One
caveat with SMILES is that a molecule may have multiple SMILES strings.
Accordingly, trivial approaches may result in models with permutation-variant
outputs. However, one issue with SMILES is that a molecule can have multiple
strings, leading to permutation-variant outputs with trivial approaches. Graph
Neural Networks (GNNs) solve this problem by utilizing connectivity between
nodes, making them permutation-invariant. GNNs have also shown superior per-
formance in CPP [25].

2.2 Graph Neural Networks

2.2.1 Definition
Suppose a graph G = {V, E} with node and edge sets V and E . Each node v ∈ V
has a node feature xv ∈ X (X denotes the node feature variable); and each edge
euv ∈ E connecting nodes v and u has a edge feature evu ∈ E (E denotes the
edge feature variable). A GNN produces a node representation h

(k)
v at its k-th

layer as:

h(k)
v = COMBINE(h(k−1)

v ,AGGREGATE({h(k−1)
v , h(k−1)

u , evu : u ∈ N (v)}))

where N (v) denotes the neighborhood node set of node v, and h
(0)
v = xv. At each

layer for node v, GNNs aggregate the node representations with neighborhood
nodes N (v) and update the node representation h

(k)
v by combining the previous

node representation h
(k−1)
v and the aggregated neighborhood representations.

Accordingly, as the number of layers increases, the receptive field (the node set
that determines the node representation) becomes larger. In other words, h

(k)
v

captures the information over the k-hop neighborhood of node v.
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2.2.2 Existing GNN Architectures
The operational specifications for the message passing, including the COMBINE
and AGGREGATE functions, vary with GNN architecture. For example, Graph
Convolutional Networks (GCN) [12] combine and aggregates node representa-
tions, executing graph smoothing by matrix multiplications D−1/2AD−1/2. How-
ever, such simplicity comes with constraints, as it is designed for a fixed graph
and only allows for transductive learning, which can be a major limiting factor
in various applications.

GraphSAGE [7] was proposed to address the transductive issue of GCNs by
sampling neighboring nodes and aggregating them using averaging. However,
this method may lead to overlapping node representations if two neighborhoods
produce proportionally identical aggregations, restricting GraphSAGE’s expres-
siveness [29]. On the other hand, Graph Isomorphism Networks (GINs) [29] use
summation for AGGREGATE, which generates distinct node representations
for different neighborhoods. In this respect, GINs are injective, meaning that
the model can discern multisets of duplicated elements. Graph Attention Net-
works (GATs) [27] use the self-attention mechanism [26] that GATs aggregate
and combine node representations based on attention weights calculated from
node features and their neighbors’ neighborhoods.

At the final layer K of GNNs, the READOUT function aggregate all node
representations for the graph-level tasks.

hG = READOUT ({hK
v : v ∈ V}) (1)

where the READOUT function can be any permutation-invariant function such
as simple methods including summation (global add pooling, GAP) and averag-
ing, or sophisticated methods including Graph multiset pooling (GMT) [2].

In addition to studying the design and effects of the COMBINE and AGGRE-
GATE functions, many researchers also investigate the architectural components
of GNNs. One such component is the pre- and post-processing layers, which are
essentially fully-connected layers that can be placed at the beginning and end
of a GNN [32]. The pre-processing layer modifies h

(0)
v for the first layer, while

the post-processing layer modifies h
(K)
v for the READOUT function. Skip con-

nections, like residual connections and dense connections, improve GNN perfor-
mance by allowing access to multiple layer representations [8,11,32]. Jumping
Knowledge Networks (JKN) [30] concatenate node representations from all GNN
layers, making optimal receptive fields available for decision-making.

3 Proposed Method

This section presents our proposed method, which addresses the limitations of
GATs and GINs, which we will discuss further below. During the discussion, we
will also explore the injectiveness of GINs, present an undesirable scenario, and
propose a solution. Lastly, we will suggest a set of weighting schemes to enhance
ensemble performances.
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3.1 Motivation

3.1.1 Limitations of Graph Isomorphism Networks (GINs)
GINs are currently considered the state-of-the-art architecture among GNNs.
This model, however, does not incorporate the self-node representation in its
aggregation process. As a result, the aggregated node representations are inde-
pendent of the self-node representation. The message passing of GINs can be
written as:

h(k)
v = MLP ((1 + ε)h(k−1)

v +AGGREGATE(k−1)({h(k−1)
u + evu : u ∈ N(v)}))

(2)
where AGGREGATE function is a summation, ε is a learnable parameter, and
MLP is a multi-layer perceptron. GINs do not utilize the self-node represen-
tation in their aggregation process, leading to aggregated node representations
that are independent of the self-node representation. Consequently, the expres-
siveness of the aggregated node representations may be limited. Additionally, as
demonstrated in [29], the aggregated node representations

∑
u∈N (v) f(u) should

be injective where f is a function f : v → R
n. Unfortunately, GINs utilize the

identity function (f(u) = u), which results in
∑

u∈N (v) f(u) not being injective
(see Sect. 3.3.1).

3.1.2 Limitations of Graph Attention Networks (GATs)
Recent success with the self-attention mechanism across different fields [26,27]
has prompted GNNs to incorporate attention layers that integrate the neigh-
bor node representations with the self-node representation. GATs, for example,
utilize attention weights αvu to aggregate neighborhood representations:

αvu =
exp(aTLeakyReLU(W [h(k−1)

v ||h(k−1)
u ||evu]))

∑
i∈N (v)∪{v} exp(aTLeakyReLU(W [h(k−1)

v ||h(k−1)
i ||evu]))

(3)

h(k)
v = αvv(Wh(k−1)

v ) +
∑

u∈N (v)

αvu(Wh(k−1)
u ) (4)

where W is a weight matrix, a denotes an weight vector and || stands for con-
catenation.

GATs employ the self-node representation for aggregation and are injective
since f is a mapping function with an attention coefficient αvu and weight matrix
W .

However, Eq. (4) presents an issue where a self-edge evv is necessary to com-
pute αvv, while the self-edge is unrealistic for a molecule that does not have
self-bonding.

3.2 GNNs that Aggregate with Self-node Representation

We propose Aggregate With Self-node representation (AWS) that combines the
advantages of GATs and GINs as below:



174 G. Choi et al.

Fig. 1. Cases when GINs are not injective (a) Two graphs with four types of nodes.
(b) Nodes with aggregated neighborhood nodes. (c) Types of nodes are reassigned by
the hash table, and nodes with two neighborhoods do not have the same type. (d) Two
molecules with the same node distribution as Fig. 1(a). (e) Two molecules with atomic
features. (f) Two atoms with two neighborhood atoms have the same representations.

h(k)
v = MLP (MLP (h(k−1)

v )||(
∑

u∈N (v)

MLP (h(k−1)
v ||h(k−1)

u ||evu)) (5)

In AWS, we concatenate the self-node representation with the neighborhood
node representations before the aggregation, and then concatenate it again with
the aggregated node representations. This allows the model to choose informa-
tion from both the self-node representation and the aggregated node represen-
tations. Unlike GINs, AWS uses an MLP to aggregate node representations,
rather than an identity function. Moreover, the aggregated node representation
is dependent on the self-node representation, similar to GATs. Importantly, AWS
does not require a self-edge evv for the aggregation.

3.3 Discussion

3.3.1 Atomic Features and Expressiveness of GNNs
Richer atomic features can improve the predictive performance of GNNs beyond
the basic atomic information (atomic numbers and chirality) [25]. Below, we
demonstrate through a simple example that richer atomic features are indeed
associated with injectiveness.

The Injectiveness and Atomic Features. The Weisfeiler-Lehman (WL)
graph isomorphism test [28] checks whether two graphs are identical based on
color refinement (Fig. 1(a–c)). It is an injective method and the most expressive
GNNs can be as powerful as the WL test [29]. For this reason, [29] claims that
GINs are considered as the most expressive GNNs. However, we found that GINs
can be non-injective in certain cases, as illustrated in Fig. 1.

In the case of the WL test, the node representations of two graphs, G1 and
G2 in Fig. 1(a), are determined by neighboring nodes and a hash table shown



AWS for Dehydrogenation Enthalpy Prediction 175

in Fig. 1(b) and (c). After the first step of the WL test, the middle nodes of
G1 and G2 have different representations as they had different neighborhoods.
However, if GINs are as expressive as the WL test, the middle atoms in G1 and
G2 (Fig. 1(d)) should have different representations since they have different
neighboring atoms. In particular, if we consider only two atomic features are
available (as in [10,25]), the middle atoms yield identical representations as in
Fig. 1(f), implying that GINs may violate injectiveness if atomic features or
representations are too simple. Therefore, GINs cannot guarantee injectiveness
without increasing the number of atomic features. This example highlights the
importance of using a larger set of atomic features to improve the expressiveness
of GINs.

Types of Atomic Features Used in Our Solution. We use 15 atomic fea-
tures, comprising nine static and six dynamic features, to learn injective repre-
sentations related to the molecule’s intrinsic properties. Static features, such as
atomic numbers, radius, volume, vdw radius, dipole polarizability, and electroneg-
ativities (en_pauling, en_allen, and en_ghosh), are position-invariant. Dynamic
features, such as chirality, IsInRing, total degree, total valence electrons, IsAro-
matic, and the number of hydrogens, are position-variant. We also add hydrogens
to the molecular graphs and use three bond features, including bond type, stereo
configuration, and conjugation. We use the Python libraries Mendeleev [19] and
RDKit [13] to obtain the feature values.

3.3.2 Post-hoc Performance Improvement via Ensemble
To address the issue of robustness in GNNs, ensemble approaches have been
applied [33]. Bui et al. [3] demonstrated that the simple averaging of multiple
results from GNNs could effectively solve the problem.

We take the average of predictions made by 25 GNNs and apply weights to the
predictions using a single weight matrix or MLP. However, since the networks do
not utilize the structure of molecules, we calculate weights based on molecular
structure using AWS. Molecular representation hout ∈ R

25 from AWS can be
used as weights for prediction results and directly multiplied with ypred ∈ R

25.

ASSIGN(hout, ypred) = hT
out ∗ ypred = y′

pred (6)

where y′
pred ∈ R

1. From Eq. (6), weights for some models can be very large and
cause overfitting since the range of weights is R. Hence, we restrict the range
of weights to be between zero and one using the softmax function. We multiply
softmax(hout) with ypred.

ASSIGN(hout, ypred) = softmax(hout)T ∗ ypred (7)

4 Experiments

We compare our proposed method with state-of-the-art GNN approaches and
demonstrate its effectiveness. We report and analyze the results on dehydrogena-
tion enthalpy prediction, benchmark chemical property prediction datasets, and
evaluate ensemble models using weights determined by molecular structures.
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4.1 Experimental Settings

The overall model structure is depicted in Fig. 2. It is composed of seven GNN
layers with residual connections. The specific operations at each layers are deter-
mined with the type of GNNs. We use GNNs with Eq. (2) where the AGGRE-
GATE function is the averaging (MEAN) or summation (GIN). We also use
GNNs consisting of Eq. (4) as GATs and Eq. (5) as AWS. Three hidden lay-
ers are attached to the beginning and end of the GNN layers, and all node
representations are concatenated at the end. To avoid overfitting and ensure
injectiveness, global add pooling (GAP) is used for the READOUT function
[2,14]. Additionally, 32 molecular features [13] are concatenated with the molec-
ular representations from GAP. Finally, We use MLP with four hidden layers
halving the hidden units and one hidden layer to make a final prediction.

For hyperparameters, we use 128 hidden units, batch normalization, and
Gaussian Error Linear Unit (GELU) [9] as the activation function for every
hidden layer. The checkpoint with the minimum validation loss is chosen,
and the model performances are recorded on the test set. For the dehydro-
genation enthalpy prediction and benchmark datasets, we use 3,000 epochs,
a batch size of 250, and a learning rate of 1e − 04. In the ensemble experi-
ments, we utilize 25 AWS models. The hyperparameters are chosen from epochs
∈ {10, 50, 100, 150, 200, 250, 300}, batch sizes ∈ {50, 250}, and learning rates
∈ {1e − 03, 5e − 03, 1e − 04, 5e − 04}.

We evaluate the performance using the mean absolute error (MAE) and
coefficient of determination R2.

4.2 Dehydrogenation Enthalpy Predictions

For the first set of experiments, we utilized 959 LOHC candidates with ring
structures, and dehydrogenation enthalpy calculated by DFT. We divided the
data into train, validation, and test sets in the ratio of 8:1:1 and performed
10-fold cross-validation with random splits. We compared the performance of
GNNs with different architectures (MEAN, GIN, GAT, and AWS). We also used

Fig. 2. Overall structure of networks
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Table 1. Model performances with different GNNs architectures

Method Dehydrogenation Enthalpy ESOL Freesolv LIPO
MAE R2 MAE R2 MAE R2 MAE R2

MLPonly 3.079 (0.515) 0.903 (0.040) 0.894 (0.090) 0.735 (0.040) 1.879 (0.202) 0.717 (0.092) 0.822 (0.033) 0.128 (0.096)
MEAN 2.378 (0.285) 0.944 (0.014) 0.853 (0.095) 0.757 (0.029) 1.543 (0.580) 0.802 (0.136) 0.655 (0.036) 0.420 (0.099)
GIN 2.449 (0.252) 0.941 (0.013) 0.898 (0.081) 0.732 (0.035) 1.434 (0.128) 0.821 (0.061) 0.669 (0.010) 0.403 (0.072)
GAT 2.444 (0.358) 0.930 (0.037) 0.842 (0.168) 0.739 (0.121) 1.488 (0.360) 0.828 (0.093) 0.683 (0.059) 0.369 (0.126)
AWS 1.955 (0.231) 0.954 (0.017) 0.799 (0.091) 0.778 (0.040) 1.431 (0.188) 0.855 (0.043) 0.633 (0.016) 0.454 (0.028)

molecular representations from atomic features with GAP and MLP (MLPonly)
having four hidden layers. The result of the experiment is shown in Table 1. We
observed that models with GNN architectures performed better than MLPonly
on all datasets. This suggests that GNNs play a crucial role in producing accurate
molecular representations for predictions. We also found that AWS had better
performance than other models with GNNs architectures.

In addition, we predicted the dehydrogenation enthalpy of five representative
LOHCs (Fig. 3) from [21] to demonstrate the effectiveness of our model. The
results are shown in Table 2, where we report both the actual dehydrogenation
enthalpy (Actual DH) from [21] and the predicted dehydrogenation enthalpy
(Predicted DH) from GIN, GAT, and AWS. We observed that our model more
accurately predicts the dehydrogenation enthalpy of all five molecules than other
GNNs, suggesting that our model can be effective in screening LOHCs with
dehydrogenation enthalpy. We have also shared the results to the domain experts
in the process of LOHC screening, and confirmed that the test predictions of our
model is similar to the actual dehydrogenation enthalpy within the confidence
interval, indicating that our model’s predictions are reliable.

4.3 Benchmark Datasets

On the benchmark test, we evaluated our model’s performance using three molec-
ular property prediction datasets: ESOL [5], LIPO [18], and Freesolv [20]. ESOL
contains solubility data for 1,128 molecules in water, LIPO contains solubility
data for 4,000 molecules in lipids, and Freesolv contains hydration free energy
data for 642 molecules.

Fig. 3. Two-dimensional structures of five representative LOHC
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Table 2. Actual and Predicted Dehydrogenation Enthalpy (DH) of standard LOHCs

Molecular name Actual DH Predicted DH
GIN GAT AWS

N-ethylcarbazole 53 61.012 61.219 56.144
Dibenzyltoluene 65.4 62.634 64.320 66.355
Naphthalene 66.3 65.674 68.025 66.543
Toluene 68.3 66.233 65.414 66.940
Phenazine 61.3 57.687 62.686 60.360

Table 3. Model performances with different ensemble methods

Method Dehydrogenation Enthalpy ESOL Freesolv LIPO
MAE R2 MAE R2 MAE R2 MAE R2

AVERAGE 1.661 (0.195) 0.966 (0.012) 0.758 (0.050) 0.802 (0.010) 1.310 (0.133) 0.864 (0.048) 0.615 (0.005) 0.488 (0.045)
1-Layer 1.738 (0.294) 0.964 (0.015) 0.774 (0.065) 0.795 (0.015) 1.290 (0.205) 0.809 (0.015) 0.614 (0.039) 0.476 (0.079)
MLP 1.691 (0.282) 0.967 (0.013) 0.750 (0.053) 0.809 (0.015) 1.262 (0.235) 0.866 (0.057) 0.606 (0.024) 0.495 (0.075)
GNNweight 1.589 (0.254) 0.968 (0.013) 0.833 (0.029) 0.758 (0.025) 1.335 (0.159) 0.853 (0.048) 0.626 (0.028) 0.444 (0.100)
GNNsoftmax 1.604 (0.246) 0.968 (0.012) 0.744 (0.046) 0.806 (0.007) 1.194 (0.245) 0.882 (0.054) 0.614 (0.003) 0.488 (0.045)

Table 1 presents the experiment results. We observed that AWS outperformed
other GNNs and that, except for AWS, the best performing GNN varied depend-
ing on the dataset. This highlights the shortcomings of GNNs, such as the use of
self-edges in GAT, can diminish the performance of the model. Our approach, on
the other hand, compensated for these shortcomings in other GNNs and resulted
in better performance on the datasets.

4.4 Ensemble Performances

We recorded performances by averaging prediction results (AVERAGE ) and
compared the performance to the other ensemble methods. The structure of the
ensemble model is shown in Fig. 4. We use a single hidden layer (1-Layer), and
MLP (MLP) with four hidden layers for the prediction, and we multiply weights
(GNNweight) from AWS using Eq. (6), and weights with the softmax function
(GNNsoftmax ) using Eq. (7).

The results show that averaging prediction results outperforms the perfor-
mance of using a single GNN in all datasets (Tables 1 and 3). The best performing

Fig. 4. Overall structure of ensemble models with weights determined by networks
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ensemble method varies depending on the dataset. However, GNNsoftmax shows
better performance than the Average method in all datasets and achieves the
minimum MAE in ESOL and Freesolv datasets. From the experiments, we found
that limiting the weight range improves the performance of ensemble models.

5 Conclusion

We proposed an enhanced GNN-based method, AWS, to predict the dehydro-
genation enthalpy of LOHC candidates and demonstrated its superior perfor-
mance compared to other GNNs. We confirmed improved performances of our
model not only in predicting dehydrogenation enthalpy but also on various
benchmark datasets, thereby demonstrating its ability in estimating other chem-
ical properties. Also, in the case of ensembles, we found that utilizing outputs
of multiple models with limited weight ranges could yield superior performance
compared to simply averaging predicted outcomes. Moving forward, we plan to
employ our model to predict LOHC criteria beyond dehydrogenation enthalpy,
such as melting point and boiling point to screen millions of LOHC candidates.
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Abstract. Oral health has become increasingly important because it
helps gain confidence in communication and work. Therefore, detecting
and diagnosing teeth as early as possible is essential to reduce adverse
patient effects and protect oral health. Nowadays the importance of the
oral cavity is recognized as a vital part of the human body. However, it
affects health status and causes mental and work productivity problems.
This study proposes a model applying the Unet3+ model to classify
and detect teeth in the jaw. The dataset consists of anonymized and
deidentified panoramic dental X-rays of 116 patients at Noor Medical
Imaging Center, Qom, Iran. The subjects cover various dental conditions,
from healthy to partial and complete edentulous cases. The experimental
results show Unet3+ model achieves promising results, with Accuracy
being 94.80 and F1-score being 0.9533.

Keywords: Oral health · Unet3+ · panoramic dental

1 Introduction

According to the report [1], oral health is one of the most important predictors
of general health, happiness, and quality of life. Dental diseases, including ero-
sion, caries, and periodontitis, are linked to several mental problems, including
severe mental illness, affective disorders, and eating disorders. As described in
[2], Mental health can affect oral health and cause the following diseases: Peri-
odontal disease, Tooth surface loss, Xerostomia, Dental caries, Chronic orofacial
pain, and Soft tissue lesions.

Oral health also dramatically impacts physical health; oral health has been
connected to cardiovascular disorders. The correlations between poor dental
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health and the prevalence of cardiovascular disease have been the subject of
numerous investigations [3]. In specially, the researchers looked at 150,774 sub-
jects [4]. Gastrointestinal cancer was analyzed according to periodontal disease
and oral hygiene indicators: frequency of tooth brushing, dental visits for any
reason, professional dental cleanings, and several missing teeth. Bacteremia and
systemic inflammation, two established mediators of cancer development, are
directly linked to poor oral hygiene. Regular tooth brushing was significantly
linked to a lower incidence of gastrointestinal cancer [4].

Applying technology in medical examination and treatment in oral health
care is widely applied. Because of that, tooth detection can help to treat the
disease effectively but also helps to reduce treatment time and cost. Using the
Unet model for automatic tooth segmentation to avoid tedious, challenging, and
time-consuming is widely used nowadays [5–7]. Unet models have also developed
many family models such as Unet++, RIC-Unet, Swin-Unet, and Eff-UNet used
for medical image analysis [8–10]. Through the research results, we found that
Unet3+ is most suitable for auto-segmentation on teeth [11] and decided Unet3+
is the critical technology in this research.

Unet3+ directly predicts teeth in input X-ray images by converting them
into image arrays. It outperforms other modern models in the Unet family when
there is enough data to train. Hyperparameters are optimized to maximize the
model’s Accuracy on the existing dataset. The results aid in tooth analysis for
treatment decisions. We compare and evaluate the Unet3+ results with other
Unet family models, such as Unet and Unet++.

This research article has used Unet3+ architectures to the pre-trained net-
works, with the major contributions as follows:

– Dental x-ray image segmentation has been extensively studied using Unet and
Unet++ deep learning architectures. We propose the Unet3+ model and com-
pare its efficiency with recent approaches, such as Unet and Unet++. Prior to
training the model, the x-ray images undergo picture preprocessing, includ-
ing transform size, color adjustments, contrast, and other image properties.
Preprocessing can shorten the training time and improve inference speed.

– In addition to using image generation techniques, we produced more than 600
additional images from the original set of 116 images by modifying a few of
the image’s properties and parameters.

– Our study performs CCA analysis to visualize the proposed model’s training
results.

2 Related Work

Currently, in dentistry, tooth segmentation from X-ray images is mainly per-
formed by doctors manually. However, tooth segmentation has been used exten-
sively for therapy and data collection. According to [12], 80% of studies use
images of the mouth, such as bite marks and periapical, to perform their exper-
iments. Segmentation of teeth in panoramic images is the ultimate goal that we
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aim for; our work is to continue to exploit to increase accuracy metrics based on
X-rays of panoramic images.

In 2019, using the 2-D Coupled Shape Model (the presented method is based
on a 3-D coupled shape), Witz et al. [13] achieved an accuracy of 0.887 on a set of
14 test images. The linked shape model has been expanded to include single 2-D
pictures for dental X-ray images. To depict the contour of objects and their rela-
tive transformation to the connected model’s center, deformable 2-D model ele-
ments and the accompanying 2-D transformations have been introduced. Using
a point distribution model (PDM) and principal component analysis, these 2-D
model elements are created and represented as statistical shape models (PCA).

In addition, the researchers also used the wavelet transform architecture for
processing bitewing X-ray images. For example, on a database of 681 teeth in 85
bitewing X-ray images, Salimzadeh [14] employed wavelet transformed to teeth
segmentation and achieved an accuracy of 90.6% [14]. The suggested technique is
based on separating dental contours across crowns through four phases, including
morphological processing, region of interest (ROI) determination, edge detection
using wavelet transform, and magic enhancement-fruit-separated teeth depend-
ing on dividing lines. The researchers point out that this approach may still be
applied as a component of ADIS when necessary.

Besides, the Unet architecture is also a bright spot in tooth segmentation
problems: 2022, Helli & Hamamcı [15] proposes a post-processing stage to obtain
a segmentation map in which the objects in the image are separated and apply
this technique to segment individual teeth using Unet. A dice overlap score
of 95.4 ± 0.3% is obtained in overall teeth segmentation. The proposed post-
processing stages reduce the mean error of tooth count to 6.15%, whereas the
error without post-processing is 26.81% by using a relatively small training
dataset with 105 images.

Moreover, recently, Unet3+ has been proposed to reduce network parameters
to improve computational efficiency. We continue to propose a model to apply the
Unet3+ model to classify and detect teeth in the arch to obtain more satisfactory
results when the actual result is 94.80% accuracy 95.33% F1-score (the F1-score
ratio is not reduced compared to the CNN mentioned above architecture).

3 Proposed Method

3.1 Overall of the Proposed Process

Prior knowledge of the data is beneficial when using techniques like segmenta-
tion, image preprocessing, data augmentation, accuracy metrics, and algorithms.

We collected 116 panoramic dental X-rays for Abdi’s study, manually seg-
mented by two dentists. First, the images were randomly selected for training
and testing processes, with 105 for training and 11 for testing. The images for
the training and testing processes in Fig. 1 were then randomly selected from the
dataset; 105 images were randomly selected for training and 11 for testing. The
Unet3+ model was chosen and optimized for the best output, compared with
the original Unet model. The results were presented in tables and graphs using
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various metrics. In neuroscience research, Canonical Correlation Analysis (CCA)
is a promising approach to detect joint multivariate interactions among several
modalities, increasing correlation by identifying linear combinations of variables.
Various CCA variants are used, including Kernel CCA, Restricted CCA, Deep
CCA, and Multiset CCA [16].

Fig. 1. Training and test Phases

3.2 Proposed Model (Fine-Tuned Unet3+)

To enhance the functionality of Unet and Unet++, Unet3+, a new semantic
segmentation model, was created [11]. To improve performance, Unet++ uses
skip connections, but it is unable to extract feature information from the com-
plete input data. By utilizing connectivity and interconnection, Unet3+ resolves
this issue while keeping spatial information even at higher encoder levels. As a
result, Unet3+ is computationally efficient and has high-performance segmen-
tation results, like Unet++. Figure 2 shows its structure. This includes down-
sampling and up-sampling as described in Fig. 3. Down-sampling decreases spa-
tial resolution, enhancing it while preserving 2D representation. The output acti-
vation of the model will be transformed using the Sigmoid function to ensure
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that the output value is between 0 and 1 after going through the convolution and
upsampling layers to decompress the data. After that, a threshold can be used
based on model output values to distinguish between segmentation and non-
segmentation regions. This is advantageous for segmentation because it enables
the application of a threshold to distinguish between segmented regions and
those not based on model output values. In addition, we altered hyperparam-
eter configuration using formulas like ReLu and maximum pooling, improving
precision and optimizing Accuracy for more reliable results.

Fig. 2. Describe the working architecture and process of the model Unet3+ [17]

Fig. 3. Down-sample flow and Up-sample flow [18]

To improve x-ray image segmentation accuracy, we created a tailored model
by altering hyperparameters and changing the input shape, number of layers, and
parameters like stack and filter num. In addition, the deep supervision parameter
was removed, and Fig. 4 shows the model design. These modifications improved
model performance, producing impressive output results.
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The ReLU activation function (Eq. 1) returns 0 if input < 0, and x if input ≥
0. It is popular in deep learning and effective in various applications, including
image classification, natural language processing, and reinforcement learning.

f(x) = max(0, x) (1)

The Sigmoid (Eq. 2) function maps input x to a value between 0 and 1 using
the exponential function of a math library, making it useful for binary classifi-
cation problems.

f(x) =
1

(1 + exp(−x))
(2)

To reduce the spatial dimensions of a feature map while retaining important
information, a max pooling operation (Eq. 3) divides the feature map into non-
overlapping windows of size (p × q). Then, it selects the maximum value of
each window as the new representation. The formula for max pooling can be
represented as:

y(i, j) = max(x(i : i+ p − 1, j : j + q − 1)) (3)

where x(i:i+p-1, j:j+q-1) represents the (p x q) window in the feature map and
y(i, j) represents the new representation of that window.

Fig. 4. Unet3+ architecture with image segmentation and hyper-parameters [17]
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4 Experiment

4.1 Dataset

The dataset used in this study consists of 116 panoramic dental X-rays taken
at the Noor Medical Imaging Center in Qom, Iran. The images have been thor-
oughly anonymized and deidentified to ensure patient privacy. The dataset covers
a diverse range of dental disorders, including healthy patients, partially edentu-
lous patients, and completely edentulous patients. In addition, two experienced
dentists have manually segmented the mandibles in each patient. This dataset
is the foundation for the study conducted by Abdi et al. [19]. Consequently, we
obtained more than 600 images from the initial dataset.

4.2 Evaluating Method and Comparison

This study divides the data set into two sets-training and testing. Compare the
results to Unet, Unet++, and Unet3+ using the accuracy metrics (Eq. 4), the F1-
score (Eq. 5), Recall (Eq. 6), loss using Mean Squared Error (MSE) metric (Eq. 7
with ytrue is actual label value. In contrast, ypred is the predicted value) and Dice
coefficient (Eq. 8). In which we focus on customization and use Accuracy as the
primary metric. An indicator of the model’s performance across all classes is
Accuracy. When all classes are equally important, it is helpful. It is measured as
the proportion of correctly predicted events to all predicted events. The formula
for the accuracy metric is described below.

Accuracy =
TrueNegative + TruePositve

TruePositve + FalsePositve + FalseNegative + TrueNegative
(4)

F1 − score =
2 ∗ Precision ∗ Recall

Precision+Recall
(5)

Recall =
TruePositive

TruePositive+ FalseNegative
(6)

MSE =
1
n

n∑

i=1

(ytrue − ypred)2 (7)

Dice =
2 ∗ TruePositive

(TruePositive+ FalsePositive) + (TruePositive+ FalseNegative)
(8)
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4.3 Scenario 1: Model Accuracy with and Without Using Data
Augmentation

In Scenario 1, we look at how data augmentation affects the precision of our
model Unet3+. In particular, we train our model on two distinct datasets, one
with and one without data augmentation. Then, we compare the model’s accu-
racy for each case using a different test dataset. As the model trained on the aug-
mented dataset outperforms the model trained on the original dataset without
augmentation, our results imply that data augmentation increases the model’s
accuracy as described by Table 1. These findings show how data augmentation
can effectively boost machine learning model performance, especially in situa-
tions where the size of the initial dataset is constrained.

Table 1. The performance of Unet3+ with and without using data augmentation

Model Accuracy Loss

Without Data Augmentation 92.04% 0.55%
With Data Augmentation 94.80% 0.04%

4.4 Scenario 2: Performance Comparison with Unet Family

Unet3+ Model: 120 epochs, 8 batch sizes, and adjustable parameters are recom-
mended. The activation is ReLU, output activation is Sigmoid, the batch norm
is true, the pool is max, and unpool is false. By taking the maximum value in
each local window, max pooling is a typical strategy used in CNNs to reduce
the dimensionality of a feature map. Un-pooling, which is the opposite of max
pooling, is used to up-sample a feature map by replacing the maximum val-
ues from the matching max pooling operation with zeros. When the pool and
unpool settings in a research article are set to “max” and “false”, respectively,
the model uses max pooling to downsample the feature map but not employing
any unpooling procedure to upsample. The feature map’s dimensions may be
decreased as a result, which may improve computing efficiency, but there may
also be a trade-off in terms of performance. The number of filters is [64, 128,
256, 512], filter num skip is [128, 128, 1], and filter num aggregate is 32. Loss is
tailored. Results are in Table 2 and Fig. 6.

Table 2. Results comparison Unet3+, Unet and Unet++

Model Accuracy F1-score Recall Loss Dice co-eff

Unet 91.80% 95.71% 92.00% 0.08% 91.98%
Unet++ 14.67% 23.80% 31.32% 0.23% 32.18%
Unet3+ (ours) 94.80% 95.33% 95.48% 0.04% 95.30%
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4.5 Scenario 3: Layer Dense Addition to the Unet3+ Model

The neural network design was modified to include hyperparameters and a dense
layer [256], which considerably increased the model’s accuracy Table 3. For the
best performance, network architecture components must be carefully chosen.
Even more precise outcomes might come from further investigation into dense
layer architectures. The results are presented in the Fig. 5.

Table 3. Results comparison Unet3+ with other layer dense

Model Accuracy

Unet3+(Layer[256]) 91.66%
Unet3+(Layer[256][256]) 91.79%
Unet3+(Layer[256][256][256]) 91.61%
Proposed Model(Unet3+ without dense layers) 94.80%

Fig. 5. Visualize Result of model training [17]
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4.6 Scenario 4: Performance Comparison with State-of-the-Art
Methods

Fig. 6. Result Comparison Chart

After collecting the model training results, we choose to predict the photos
in the test set in the subsequent phase. The outcomes are shown in Fig. 7.

Fig. 7. Illustrating Segmentation Results

Table 4 shows the proposed model’s performance in terms of Accuracy, Recall,
loss, Dice coefficient, and F1-score under three conditions. Results indicate that
the proposed method achieved positive outcomes in all three scenarios, with a
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prediction accuracy of 94.80%, Recall of 0.9548, loss of 0.04, Dice coefficient of
0.9530, and an F1-score of 0.9533 on the training set. In addition, compared
to the previous Unet and Unet++, the proposed model outperformed both,
achieving higher Accuracy, Recall, and F1-score.

Table 4. Performance comparison with state-of-the-art methods

Ref. Architecture ACC

Salimzadeh et al. [14] WAVELET TRANSFORM 0.906
Helli & Hamamcı [15] Unet (ReLU) 0.954 ± 0.003

Wirtz et al. [13] 2-D Coupled Shape Model 0.887
Gil Jader et al. [12] Mask R-CNN 0.98
TL Koch et al. [20] Unet (FCNs) 0.936
Yuya Nishitani et al. [21] Unet (ReLU) 0.89
Proposed model Unet3+ (Fine-tuned) 0.9480

5 Conclusion

Our selected Unet3+ architecture performs well in segmenting teeth in
panoramic images in the field of dental radiology. Our proposed model achieved
high Accuracy of 94.80%, a 95.48% recall rate, a 95.33% F1-score, and a 95.30%
dice coefficient. Our study has shown that adding dense layers has not been
effective with the Unet3+ model and that changing the hyperparameter set has
significantly improved its accuracy. When using Data augmentation along with
the best set of hyperparameters we have discovered, the Unet3+ model has
demonstrated great efficiency in our research.

In the future, We plan to improve the model by refining data preparation,
implementing visualization techniques, and augmenting the dataset. Our work
contributes to the field’s growth by offering new and improved dental X-ray
image segmentation models. Further study and innovation are necessary to
develop accurate and versatile segmentation techniques for various image for-
mats.
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Abstract. With the popularity of wireless communication technologies and smart
mobile devices, the researches and applications of Location-Based Services
(LBSs) have attracted the attention of many scholars and industries. Group trip
planning is one of active LBS topics. Although a number of related studies have
been proposed, few of them deeply discussed the group travel constraints and
preferences. In this paper, we address a novel group trip planning query based on
the travel time and ratio constraints of a group. To solve this query, we propose
an approach named Group-Trip-Mine to find the optimal group trip that best fits
for the group preferences under the group constraints. The experimental results
show that our proposed approach performs well under various group constraints
and is greatly better than the algorithm extended by the single-user trip planning
algorithm.

Keywords: Group trip planning · time constraint · ratio constraint ·
location-based service · data mining

1 Introduction

With the rapid development of economic and technological society, people often pay
more attention to leisure travel and other activities to regulate the quality of life. In
addition, due to the popularity of wireless communication technology and smart mobile
devices, the researches and applications of LBSs have attracted the attention of many
scholars and industries. Travelers can share travel information such as mood, travel,
location, trajectory and multimedia information through mobile devices, but travelers
cannot fully understand all the information in a limited time for an unknown city. Trav-
elers hope to plan a trip that meets time and budget constraints based on their expec-
tations. In terms of attractions, the activities, value-added, types, and the number of
people in different time periods will also change the level of preference for travelers.
The weather is unknown and changeable. The planned trip may become a different
result than expected due to weather conditions. Therefore, how to instantly recommend
the appropriate time and attractions to travelers especially a group of users is a rather
complicated issue. It must not only meet the needs of a single traveler, but also the
overall preferences and constraints of the group. Based on the above observations, we
find that the research on travel-related issues is quite interesting and changeable, and
has considerable commercial and academic value.
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In the past, many studies on recommended tourist attractions have been proposed.
We roughly divide trip planning related research into two categories. One type is to find
a travel path that takes the shortest distance or time in accordance with the constraints
of Points-Of-Interests (POIs) proposed by the user, e.g., Trip Planning Query (TPQ) [9]
and Optimal Sequenced Route (OSR) [16]. Another type is to find a travel plan with the
highest preference score, in compliance with the time constraint proposed by the user,
e.g., Trip-Mine [11]. However, previous related studies only considered a single traveler
or a groupof travelers as one.GroupTripPlanning (GTP) [7]wasfirst proposed to expand
the single-person trip planning problem TPQ into a group trip planning problem. Since
then, several related studies have been proposed. As far as we know, there has been no
research about the difference in peer travel preferences. Therefore, it is a critical issue
to plan group trip for travelers by considering their constraints and preferences.

In this paper, we address a new query called Group Trip Planning with Travel Time
and Ratio Constraints. This query is used to plan a set of travel itineraries with a user-
specified travel time constraint for a group of travelers, and let the group travelers travel
together to achieve the ratio constraint given by the members. The goal of this query is to
find a set of trips that are the most interest for all members of the group. In other words,
let the travelers visit the attractions with the highest scores. In order to solve this query,
we propose a method based on the extension of Trip-Mine, called Group-Trip-Mine to
plan the group trip for travelers. As we know, TPQ and Trip-Mine are proven as NP-hard
problems.Group-Trip-Mine based on Trip-Mine is also NP-hard. Therefore, our biggest
challenge is to find the optimal solution as efficient as possible.

The following part is the organization of the paper. We show a review of the related
work of trip planning problem in Sect. 2. In Sect. 3, we introduce the proposed app-
roach Group-Trip-Mine. Section 4 evaluates the proposed method by the experiments
and analyzes the results. In Sect. 5, conclusions and future works of the paper will be
mentioned.

2 Related Work

Single trip planning query is only for single traveler. The definition is to select some
appropriate POIs from a tourism environment, plan the best path based on different goals,
and satisfy the different constraints proposed by the traveler. In 2005, Trip Planning
Queries (TPQ) [9] question was proposed by Li et al. for solving single trip planning
queries. Ahmadi et al. proposed a Best-Compromise In-Route Nearest Neighbor Queries
[1]. The goal is to simultaneouslyminimize the total travel distance and the travel distance
to the selected POI, and emphasize that the path usually cannot optimize both standards
at the same time. Compared with the non-sequential TPQ, Sharifzadeh et al. proposed
an Optimal Sequenced Route (OSR) query technique [16]. They used the threshold to
filter out nodes that are unlikely to be the best path and then explored the shortest path
from the starting point through all demand type nodes. Li et al. proposed a backward
search and forward search method to solve the sequential path query of some interest
point categories [13]. Liu et al. proposed the Top-k Optimal Sequenced Routes (KOSR)
querying on large. The KOSR is the shortest path to find the top-k from a given source
to the destination to visit a specific category point [10]. Traveler preferences for various
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attractions and acceptable travel time constraints are not considered by the TPQ and
OSR. Such as time constraints, travelers can choose the attraction that they are most
interested in to make the trip the most enjoyable under time constraints. In 2011, Lu
et al. proposed the Trip-Mine [11] to efficiently explore the travel path that meets the
time constraint of users and has the highest attraction score.

Group trip planning is to plan a set of travel routes for a group of travelers. Safar
et al. proposed theGroup K-Nearest Neighbor (GKNN) problem [14], the POI closest to
the current location of all group members is found. Li et al. used the concept of Voronoi
diagram to solve the problem of minimizing the minimum distance [12], which is to
minimize the moving distance of all members. Further, Hashem et al. proposed a new
method forGroup Trip Planning (GTP) query [7]. The goal is tominimize the total travel
distance of all members. The same research team proposed to simultaneously minimize
the total travel distance and a maximum travel distance of group members [6]. The
same team also proposed a SubGTP (SGTP) query [8]. Tabassum et al. introduced the
concept of dynamic grouping for group travel planning queries and proposed Dynamic
GTP (DGTP) queries [17]. Similarly, Samrose et al. proposed Group OSR (GOSR)
technology [15] to solve the Sequenced GTP Queries (SGTPQ). Ahmadi et al. proposed
two algorithms for solving SGTPQ, namely Progressive Group Neighbour Exploration
(PGNE) [2] and Iterative Backward Search (IBS) [3]. Barua et al. proposed a GOSR
query with a weighted POI called Weighted Optimal Sequenced GTP (WSGTP) query
[4].

The above researches only concern the completion of the request for visits, and try
to find the minimum travel route to meet the demand, without considering the individual
needs, preferences and maximum time constraint for travelers. Fan et al. proposed a new
spatial social optimization problem called Optimal Group Route (OGR) [5], which is
the best group route query for multi-person travel planning. The goal is to find the travel
profit that can satisfy the total profit of all travelers. In terms of the existing research,
we believe that it is more in line with the needs of most travelers in real life to be able
to satisfy the proposed travel time of traveler and to maximize the preference of traveler
for the travel process. However, in the OGR queries, the entire travel itinerary requires
group action. We believe that some travelers may want to choose their favorite POI on
certain trips. Therefore, group trip planning problem considering travel time and ratio
constraints is a useful approach. Travelers can provide a travel ratio constraint. Group
actions must be maintained at least to travel ratio time during travel. so as not to become
a travel itinerary. In addition to guaranteeing a certain proportion of common travel
itineraries, travelers can choose other POIs that they are more interested in, and consider
the fun of group travel together, and also maintain their favorite attractions.

3 Proposed Method

We describe the entire algorithm in this section. Figure 1 shows the flow chart ofGroup-
Trip-Mine. In this flow chart, we first use the Improved Trip-Mine to find Group-Based
Attraction Sets. Then, we propose the Projection and Score Sorting methods to find
top scores of Individual Attraction Sets. Besides, Time-Alignment method is proposed
to find the group travel path that matches the top scores of time constraints and ratio
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constraints. If the solution cannot be found inTime-Alignment step, the score sorting step
is performed and go back to the time alignment method, until a valid solution is found or
no valid solution to satisfy the constraint can be found. Trip-Mine is the optimal travel
path algorithm for solving single-person travel problems meeting the time constraint of
traveler and the highest score based on the source, destination location and time constraint
of traveler, score and stay time of attraction, and travel time between attractions. To solve
the group travel problem by Trip-Mine expansion that solves the single-person travel
problem, we make three corrections to Trip-Mine: 1) We put the candidate attractions
that satisfy the travel ratio into theGroup-basedAttraction Sets, and this set of attractions
no longer generates a longer set of attractions with other collections of attractions; 2)
We only output the Group-based Attraction Sets that meet the time constraints and
meets the Travel Ratio; 3) Since Score Checking in Trip-Mine is based on the current
highest score of travelers in personal travel, the amount of calculation of Permutation is
reduced. However, in the group travel algorithm, each preference score of travelers for
the attraction is not necessarily the same. The Score Checking is not suitable for group
travel algorithms, so the Score Checking method is omitted.

Fig. 1. Flow chart of Group-Trip-Mine.

3.1 Improved Trip-Mine

We put all location data, attraction time costs, user-given group travel time and ratio
constraints into the algorithm. In Improved Trip-Mine, 1-sets of attractions with a length
of 1 are generated first. They are sorted according to the time cost of the attraction, i.e.,
the sum of moving time and stay time. Attraction sets are combined with other candidate
attraction sets into a set of 2 lengths of attractions. If the set of candidate attractions with
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higher time cost is placed in the front position. It happens to exceed the time constraint
and is deleted at an early stage. There is no need to perform the steps of combining with
other sets. This step can effectively reduce the number of operations. Low Bound (LB)
checking and Travel Ratio Constraints checking two filtering strategies are executed
when generating candidate attraction sets. In LB Checking step, the attraction set that
may exceed the travel time constraints is filtered by a very small amount of calculations.
In Travel Ratio Constraints checking, we find candidate attraction sets that exceed the
minimumTravel Ratio Time. TheminimumTravel Ratio Time is calculated by the travel
time constraint multiplied by the Travel Ratio Constraints. We call this set as the Group-
based Attraction Sets. The set of candidate attractions that meet Travel Ratio will no
longer be combined with other attractions to generate longer candidate attractions. We
stop this phase until the longer length of the set is an empty set.

3.2 Attraction Set Projection

We generate the Individual Attraction Sets for each Group-based Attraction set by pro-
jecting the Attraction score and the Group-based Attraction Sets obtained from the first
part of the algorithm.We use LBChecking to initially filter the Individual Attraction Sets
that may exceed the travel time constraint. Each base is one of its Individual Attraction
Sets. Put the attraction of length 1 and not yet appearing on this base. The Individual
Attraction Sets is generated that is one more than the length of the base. Suppose the set
length is k, we place the n attractions that do not appear in this Group-based Attractions
Set. The n new the candidate Individual Attraction Sets are generated. Next, we take two
the candidate Individual Attraction Sets of length k and which have k-1 attractions of the
same attractions. We combine each other to generate a candidate Individual Attraction
Set of length k + 1. It is not possible to be combined in each two individual attrac-
tion candidate group of length k. This step is repeated to complete candidate Individual
Attraction Sets of length k+ 2, k+ 3, etc. until the longer candidate Individual Attraction
Sets can no longer be generated.

3.3 Path Score Sorting

The scores of candidate Individual Attraction Sets generated by Group-based Attraction
Sets are sorted. Because each score of travelers for each attraction is not necessarily the
same, the order of candidate Individual Attraction Sets under the same base is different
for each traveler. All travelers choose their Top Individual Attraction Sets. The structure
of Tree is used to record the number of components of this Individual Attraction Sets.
Its Group-based Attraction Sets and Individual Attraction Sets score are recorded. Each
Individual Attraction Sets is recorded by a separated Tree structure. We use the Linked
list to link all child nodes. The child nodes with the top score in all Tree structures can
be found through the Linked list, and get the top score for the Individual Attraction Set
output.

3.4 Time-Alignment

We use the Time-Alignment to find out the Top Individual Attraction Sets that satisfy the
travel time constraint and the ratio constraint. If a valid solution is not found at this step.
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Then the score sorting step be executed. The Time-Alignment method is repeated until
a valid solution is found or we can never find the solution with Travel Time and Ratio
Constraints. The concept is to operate through the product of attractiveness. All possible
attractive visit sequence results are listed, and a set of effective solutions are found by
waiting for each other during the trip. The Time-Alignment can be roughly divided into
four steps. All valid solutions in this attraction sets are generated. The first step is all
possible visit orders for each attraction selected by the traveler are listed. Attraction
set product operation means to multiply all the visit orders listed in the previous step.
The Based Attractions Sequential step is to remove the product results of different
group-based attractions in different trips of travelers. The reason is that the meaning of
group-based attractions is that travelers in all groups must participate in the attractions
together. In the case of different attractions, the travelers will wait for each other to cause
a deadlock. The last step, Base Attractions Time Adjust, the Last Enter Time finding for
group-based attractions must be find, and we align all the Attractions of traveler with the
time of the last visit to this attraction. Travelers who could have started this group-based
attraction must wait for the traveler to arrive at the slowest. Therefore, the waiting time
of the group-based attractions is generated in this step. Travel time also is adjusted. If
the adjusted total travel time is in line with the travel time constraint, then this attractive
visit order is the last best solution.

As shown in Fig. 2, different colored arrows represent different travelers. Each solid
arrow is represented as a group-based attraction, and the dotted arrow is represented as
the attraction that the traveler can visit alone. The length of the arrow is represented as
the Stay Time at the attraction. The middle blank is the moving time. Travelers who
arrive at the group-based attractions first must wait for other group members. Members
visit and leave the group-based attractions at the same time. We use the Base Attractions
Time Adjust step to align the travelers to the same attraction to the last arrival time. After
we align all the group-based attractions in sequence, we can find the length from the start
to the end, for the total travel time of all the travelers who participate in the attraction and
finally arrive at the destination. If a valid solution cannot be found by the combination
of this attraction set in the Time-Alignment method, we use the candidate solution with
the highest score to do the solution finding method. We assume that there are n travelers
in the group. The n new Individual Attraction Sets be generated by the solution finding
method. Each Group-based Attractions Set is mapped to a Tree structure. In each new
Individual Attraction Set, the next highest score set for different travelers are found in
their own tree structure. Then, we compare the newly generated Individual Attraction
Set with other Individual Attraction Sets already in the tree structure of this Group-
based Attractions Set. We only do sort score calculations for the Individual Attraction
Set. The Individual Attraction Set with the highest score is found in the tree structure
of group-based attractions, and it is compared with the highest score of the Individual
Attraction Set of the other group-based attractions.We select the highest score and repeat
the Time-Alignment step.
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Fig. 2. Time-Alignment step.

4 Experimental Evaluation

We conduct a series of experiments with various simulation data to evaluate the perfor-
mance of Group-Trip-Mine. In the experiment, we adjusted the parameters and output
data to evaluate and analyze execution time and memory cost. We use Java 1.8 to imple-
ment our algorithm. For the experimental computer, CPU is Intel i7–4470 GHz and
memory is 32 GB.

4.1 Experimental Data and Setting

To evaluate the performance and scalability of the algorithm, we design a simulation
model to generate synthetic data. Table 1 summarizes the main parameters in the simu-
lation model and their default values. We use a |W |× |W | network to simulate a trip map.
All attractions are randomly generated in the map, and the number of attractions is deter-
mined byNA. For each attraction, the scores of travelers and stay time are determined by
an uniform distribution within the range given based on RRS and RST , respectively. The
moving time between attractions RTT is determined by the Euclidean distance between
the attractions. The travel time constraint is specified by the parameter CTT . The travel
ratio constraint is specified by CTR. The ratio time can be independently fixed and con-
trolled by TTR. The number of members in the travel group is given by NP. We adjust
the two kinds of constraint settings and make detailed analysis of each output result in
terms of execution time and memory cost.
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Table 1. Parameter setting range and default value.

Parameter Description Default Value

|W | |W | × |W | trip map network 100 km

NA The number of attractions in the network 15

RRS The range of rating score for each attraction 1–10

RST The range of stay time for each attraction 15–90 min

RTT The range of travel time between locations -

CTT The travel time constraint 150 min

CTR The travel ratio constraint 0.3

TTR The travel ratio time 45 min

NP The number of people in the travel group 4

4.2 Experiment with Naïve Method

Due to this problem is first proposed by us, no other existing method can be used
directly, so the existing single-person travel planning algorithm is directly expanded
into a method that can solve group trip planning, called Naïve algorithm. Figure 3 show
that our algorithm Group-Trip-Mine has much better execution time and memory cost
than the Naïve algorithm. The execution time and memory cost are improved about 81%
and 89% compared with the Naïve algorithm, respectively. This shows the necessity of
studying an algorithm for group tourism planning.

(a) Execution time (s) (b) Memory cost (MB) 
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Fig. 3. Execution time (a) and memory cost (b) compared with the Naïve algorithm.

4.3 Impact of Travel Time Constraint

When we change the travel time constraint, the ratio time constraint will also be changed
since the travel ratio is fixed. To avoid two parameters changes at the same time, we only
change the travel time constraints but fix travel ratio time. Figure 4 shows the execution
time and memory cost when changing travel time constraints. We observed that when
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the travel time is less than 150 min (the default value), the lower bound time of the
generated Group-basedAttraction Set is unchanged due to the fixed ratio time. The range
of boundaries that can be generated becomes smaller than the previous experiment. On
the other hand, when the travel time is greater than 150 min, the boundary range that
can be generated becomes larger than the previous experiment for the same reason. The
number of Group-based Attraction Sets and Individual Attraction Sets has also changed
greatly or less, and increase the memory cost. In the case of a large amount of travel time,
the execution time and the number of times of Time-Alignment are relatively moderate.
We speculate that it may be that the number of candidate solutions is increased. An
attraction set with a higher score but is not previously considered the candidate solutions
is also found. When the attraction set that is spent less stay time is the Group-based
Attraction Set, it is just given a higher score. It is a very favorable situation for finding
a valid solution.
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Fig. 4. Experimental results of changing travel time constraint.

4.4 Impact of Travel Ratio Constraint

Figures 5 shows the experimental results of changing the travel ratio constraint. When
the ratio constraint is smaller, the time for the traveler to act independently and freely
increases. Conversely, the greater the ratio constraint, the closer the group travel plan-
ning problem that the group must act together. All values are zero after the travel ratio
constraint reaches 0.5. The reason is that in our definition of the travel ratio constraint, we
only calculate the attraction time of the attraction as the ratio time. In order to achieve the
travel ratio constraint, the sets need to add more stay time of attractions, but attractions
will increase the movement time between more attractions. If the stay time is deducted
and the remaining time is not enough to accommodate these movement times, there is no
candidate set. However, this algorithm cannot generate any effective solution, resulting
in a zero result. The design of our algorithm leads to an increase in the Travel Ratio Con-
straint that only reduces the arrangement of the permutations. Therefore, the higher the
ratio, the better for our algorithm. When the Travel Ratio Constraint is low, the Group-
based Attraction Set is generated less, and also project fewer Individual Attraction Sets.
It can be seen that our algorithm is beneficial regardless of whether the Travel Ratio
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Constraint is low or high. When the Travel Ratio Constraint is equal to 0.15, the number
of Time-Alignment times is reduced. The possible reason is that the effective solution
of the highest score can be found in advance at this ratio.
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Fig. 5. Experimental results of changing travel ratio constraint.

5 Conclusion and Future Work

In this paper, we have addressed a new query called Group Trip Planning with Travel
Time and Ratio Constraints. In this query, we consider the travel time constraint, ratio
constraint, the preference scores of each traveler for each attraction, the movement and
stay time between the attractions to plan a group trip. The purpose of the query is to
find the optimal trip with the highest total score of the total preference of group meeting
the constraints, and reduce the query time and memory cost as much as possible. To
efficiently solve this problem, we have proposed aGroup-Trip-Mine approach to reduce
the execution time and thememory cost. The experimental results show that our proposed
method has advantages in every travel ratio constraint given by the travel group. It is
much better than the Naïve algorithm extended by the existing single trip planning
algorithm. The execution time and memory cost decrease more than 80% compared to
the Naïve method. It shows the necessity and importance of planning an algorithm for
group travel planning. As far as we know, this paper is the first group travel planning
query and approach that considers travel time, travel ratio, and traveler preference.

In the future, we think that this algorithm can be further improved. For example, in
the path score sorting step, we can add more screening and optimization strategies. Fur-
thermore,more pruning strategies can be designedwhen projecting Individual Attraction
Sets. It is possible to filter the attraction sets that cannot be solution early. The output
data generated by these two steps will greatly affect the number of combinations of
the Time-Alignment steps. If we can filter from these two parts early, we can expect to
greatly improve the overall performance of the algorithm and reduce the memory cost.
Although this paper has considered the preference of traveler for attractions, time and
ratio constraints, there are some important information that have not been considered.
For the attraction, the opening time, cost, the upper limit of the number of people, the
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appropriate season, and so on may be considered. For the travelers, we may also con-
sider budget constraints, group composition types, group preferences similarities and
differences. For the road network data, the road segment properties and traffic flow at
different time periods have not been considered. We further think that perhaps the route
is not used when there are attractions in the road map, but the concept of activities. Some
special events and celebrations are not necessarily held in a fixed place. When the event
is held somewhere, the place will become an attraction during the event period. In the
experimental part, we currently refer to Trip-Mine settings. In the future, we can add
more realistic considerations in parameter setting to be closer to real life.
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Abstract. The Bag-of-Words (BOW) model is simple but one of the
successful representations of text documents. This model, however, suf-
fers from the sparse matrix, in which most of the elements are zero.
Topic modeling is an unsupervised learning method that can represent
text documents in a low-dimensional space. Latent Dirichlet Allocation
(LDA) is a topic modeling technique used for topic extraction and data
exploration, with interpretable output. This paper presents a thorough
study of potential benefits of applying LDA, as a feature extraction, to
topic discovery and document classification in Thai news articles, com-
paring with TF–IDF and Word2Vec. We also studied how much of the
top Thai terms extracted from LDA with the different numbers of topics
can be interpretable and meaningful, and can be a representative of the
corpus. Besides, a set of Topic Coherence measures were included in our
study to estimate the degree of semantic similarity of extracted topics.
To compare the performance and optimization time of classification of
features from the different feature extraction methods, various types of
classifiers, e.g., Logistic Regression, Random Forest, XGBoosting, etc.,
were experimented.

Keywords: Topic Modeling · Latent Dirichlet Allocation · Word
Embedding · Bag of Words · Text Mining · Thai News

1 Introduction
In a Bag-of-Words (BoW) model, a text document is represented as a distinct
vector of weights of tokens, indexed words or terms in a vocabulary. The weights
from a term weighting indicate the importance of terms in a document and/or
their discriminative power in differentiating one document from the others on
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specific tasks, though it lacks perception of word morphology, grammar and word
order. Examples of term weighting are raw or normalized term frequency (TF),
variants of TF-Inverse Document Frequency (TF–IDF) and BM25 weighting.
Generally used in natural language processing (NLP), information retrieval (IR)
and machine learning (ML), the BoW model has several good reasons owing to
its simplicity and robustness. Previous studies showed that simple systems, e.g.,
in IR and ML, using large amount of data could outperform complex ones using
fewer data [8]. As a trade-off for performance, BoW-based systems sacrificed
their computational cost due to high dimensional feature vectors regarding a
large vocabulary. However, BoW does not consider similarity between words
and co-occurrence statistics between words.

Word embedding is a dense continuous word representation, capable of cap-
turing the syntactic and semantic relationship of words. Focusing on the sequen-
tial combination of words, word embedding models assume that the appearance
of each word is only related with a limited set of words before it. Commonly
available and notable pre-trained word embeddings include Word2Vec [11]. In
this paper, we utilize Word2Vec as a representative approach from word em-
bedding to reduce a document representation from based on words to based on
sentences in a document.

Towards dimensionality reduction and semantic information extraction, topic
modeling is one of the unsupervised learning techniques for document represen-
tation. Independent on any language, topic modeling can reduce a noisy BoW
to a more compact representation based on topics. Regarded as the state-of-the-
art topic modeling method, Latent Dirichlet Allocation (LDA) [3] showed better
performance than Non-negative Matrix Factorization (NMF), Latent Semantic
Analysis (LSA) and probabilistic LSA (pLSA) [16].

1.1 Goals of the Paper
The main goal of this paper is to conduct a comprehensive study of potential
advantages of applying latent topics, as extracted features, to text mining tasks
in Thai news articles. In general, Thai language is considered more complex
to mine than others. This is due to the lack of word boundary defined in a
Thai sentence, introducing ambiguity in word tokenization. Topic modeling is a
language-independent technique that can reduce such complexity. However, there
have been a few studies of topic modeling in Thai corpora [16]. This paper aims
to answer the following research questions by conducting two sets of experiments
regarding two text mining tasks (i.e., topic discovery and text classification):

Q1: How does LDA perform in discovering a set of k topics, represented by
top-ranked terms? Are the top-ranked terms for each topic meaningful and
interpretable, especially for the Thai language?

Q2: How can we define the number of k topics on modeling? Does topic coherence
provide a rough estimate of the number of topics discovered by LDA?

Q3: Other than the benefit of meaningful and interpretable features from LDA in
Q1, how much do the performance and computational trade-off of TF–IDF,
LDA with three different numbers of k topics and Word2Vec gain or lose in
text classification
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1.2 Previous Work

Li et al. [9] proposed a new model for clustering short English texts from aca-
demic abstracts, represented by paragraph features of Word2Vec and topic fea-
tures of LDA as well as their unique embeddings derived from the combination
of the two features. They compared the performance regarding clustering perfor-
mance with a traditional TF-IDF BoW model. Inspiring the work of Li et al., a
hybrid approach of Wang et al. [18] used both Word2Vec and LDA as document
features. By ad-hoc varying the number of topics, Wang et al. however only
studied on the aspects of topic distribution over terms and distance between dis-
covered topics. Instead of using Word2Vec. Asawaroengchai et al. [2] added the
contextual relationships among words to all topics in a semantic space by using
N-gram as input to LDA. In comparison with a traditional LDA, their Topic N-
grams model was evaluated on a BEST2010 Thai corpus. Nararatwong et al. [14]
simply improved topic extraction of LDA in Thai tweets by adding a refined
stop-word list as a text pre-processing step.

2 Experimental Design

2.1 Data Preprocessing

We conducted the experiment on Thai news articles from BangkokBiz news
website1, published in separate categories. We collected 30,092 news articles, ex-
cluding their headline, from seven main categories, i.e., Politics, Finance, World,
Economic, Lifestyle2, Business, and Royal from April 11, 2019 to March 30, 2020
by using Beautiful Soup library. The numbers of documents out of 30,092 in each
category are 8,567, 7,379, 5,485, 3,853, 3,577, 864 and 367, respectively.

PyThaiNLP library for Thai text processing provides modules to support
all four steps in data pre-processing, i.e., word tokenization, stopword removal,
stemming and noise removal. The library provides many tokenization algorithms
(i.e., newmm (default), longest, deepcut, attacut, icu and ulmfit) to choose. How-
ever, Chormai et al. [7] showed that deepcut was better than the others in term
of segmentation quality but worse in term of computational time. We also con-
firm the Chormai’s findings in our pilot study that newmm is inferior to deepcut.
For example, “หัวเว่ย”, which is transliterated from “Huawei”, was erroneously to-
kenized to two separated tokens, “หัว” for “Hua” and “เว่ย” for “Wei”, by newmm,
but was correctly tokenized to “หัวเว่ย’ by deepcut. Accordingly, we chose to use
deepcut exploiting the convolutional neural network to tokenize our dataset after
removing the characters that were not letters or vowels. Then, low-frequency to-
kens appearing less than five times were filtered out. Afterwards, we filtered out
all function words in Thai and English by using two stopword lists as provided
by PythaiNLP and Natural Language Toolkit (NLTK), respectively. The prepro-
cessing of 30,092 articles resulted in a total of 5,898,527 tokens, approximately

1https://www.bangkokbiznews.com
2“Lifestyle” category includes contents from other subcategories, e.g., health and sport.
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196 tokens on average per article. Out of these tokens, 29,537 were unique. The
preprocessed articles were then randomly splitted into 70% for training and 30%
for testing which is 21,064 documents with 29,220 unique tokens for training and
9,028 documents with 26,565 unique tokens for testing.

2.2 Feature Extraction

To answer Q3, we selected TF-IDF, LDA and Word2Vec for comparison. They
were applied to extracting features from the preprocessed articles. We chose
to use Scikit-learn to extract the articles into 29,220 TF–IDF (BoW) features.
Then, we consider the final results from these features as a baseline for Q3. Ac-
cordingly, we chose to use Gensim that features both LDA and topic coherence.
Practically, the proper numbers of topics and iterations have to be investigated
by a preliminary experiment.

To answer Q1, the top-ranked terms of k topics must be interpreted to com-
pare with the seven collected categories of the news articles to show whether
the latent topics from LDA can represent all of the categories. Accordingly, we
started our experiment with seven as the number of topics for LDA (LDA7),
resulting in seven features for training a model. However, setting the number of
topics to be the same as the number of categories of a corpus is not practical
with other datasets as they are not pre-categorized. Besides, LDA is an unsuper-
vised algorithm to find latent topics, by which we in practice do not know the
actual number of topics. Then, we determined the number of topics using the
topic coherence scores of the results from LDA with different numbers of topics
ranging from 1 to 50. However, as LDA is a generative probabilistic model, the
estimation is not always the same. Accordingly, for each number of topics, we
experimented ten times to get its average coherence score.

Furthermore, we experimented all four topic coherence measures provided
by gensim, i.e., UMass, UCI, NPMI and CV to answer Q2. When the number
of topics, as suggested by the topic coherence, was not equal to seven or not
the same as the number of seven main categories that we had collected, we
would get two sets of the top-ranked terms from LDA. Otherwise, there would
be only one set of the top-ranked terms to be further used for answering Q1
and Q2. Also, LDA with two different numbers of topics were then used to
extract features for the next step to answer Q3. Gensim also features Word2Vec
algorithm including both Skip-gram and Continuous Bag-of-Words (CBOW)
models. As Mikolov et al. [11] suggested Skip-gram provided a better semantic
accuracy than CBOW, we therefore applied Skip-gram as a training algorithm
to Word2Vec and used default settings for the other parameters in our study.

We further set the dimensionality of the word vectors to 300 and set the
context (window) size to five according to Mikolov et al. [12]. As the number
of features extracted from Word2Vec is 300 (W2V), we also set the number of
topics in LDA to 300 (LDA300) to get the same number of features from W2V
in order to set a fair comparison between them. Accordingly, there were five sets
of features for our comparative experiment.
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2.3 Modeling and Evaluation

To answer Q3, we measure the performance and computational trade-off when
applying different types of features (i.e., TF–IDF, LDA, Word2Vec) to a down-
stream task (e.g., multi-class text classification.) We therefore studied on vari-
ous machine learning algorithms to classify Thai news articles into seven classes,
labeled by the actual categories of our dataset. These algorithms included Logis-
tic Regression (LR), Multilayer Perceptron (MLP), Decision Tree (DT), Support
Vector Machine (SVM), Random Forest (RF), Adaptive Boosting (ADAB), Gra-
dientBoosting (GBM) [4] and XGBoosting (XGB) [6].

We performed the model optimization by tuning hyperparameters using Grid-
SearchCV with k=5, to cross-validate each classifier with its set of permuted
parameters to control its learning process. The best parameters of each classifier
were maintained to fit the model on a training set, previously split by a simple
hold-out method. Each trained model was subsequently validated on the remain-
ing test set. All experimental runs were conducted on Google Cloud Platform by
running on virtual machines with the specifications; zone: asia-southeast1-b, ma-
chine type: n2-custom (8 vCPU, 32 GB memory), boot disk: balanced persistant
disk (50 GB) and OS: Ubuntu 18.04 LTS.

To evaluate the performance of a classifier with different sets of features, we
employed two evaluation metrics; accuracy and macro F1. Those metrics are
suitable for multi-class classification problem, and especially when we have an
imbalanced dataset but all classes are equally important. Computational time
for tuning hyperparameter by GridsearchCV was also reported to compare the
time spent on fitting and tuning models by features from different extraction
methods. Lastly, the trade-off between performance and time was computed
by the fraction of the performance gain over Time Loss (TL). When considering
the performance gain by Accuracy Gain (AG), we call it Accuracy-to-Time (AT)
ratio defined as:

AT-ratio =
AG + ϵ

TL + ϵ
(1)

where ϵ is a very small constant that is added to the denominator to avoid prob-
lems of division-by-zero and added to the numerator to avoid misinterpretation
when the numerator is equal to 0. For example, when accuracy values of two
experiments are the same number as the minimum accuracy of all experimental
runs but with different time losses, the one with the lower time loss should be
considered as a better one. Provided epsilon was not added to the numerator,
two experiments would be considered the same because both of them would be
equal to zero. Besides, the addition to both numerator and denominator also
gives us the number 1 as a baseline, which is the number of the ratio when an
experiment performs the worst but spends the least computational time, instead
of 0/0. The epsilon was set to 0.001 in our experiment.

AG is calculated from the Accuracy metric (acc) and the minimum of Accu-
racy of all experimental runs3. The AG can be formalized as follows:

3As Accuracy is in percentage, we do not need any normalization like TL.
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AG = acc− min(acc) (2)

TL is the difference between a computational time (t) and the minimum
computational time of all experimental runs scaled by Min-Max normalization.

TL =
t− min(t)

max(t)− min(t) (3)

When we consider the performance gain by F1 Gain (FG), we call it F1-to-
Time (FT) ratio. It can be derived by simply replacing AG with FG in the AT
ratio where FG can be calculated by the following equation from the macro-F1:

FG = F1− min(F1) (4)

3 Results and Discussions

3.1 Q1 and Q2

In each of the seven topics extracted by LDA7, we retrieve the top ten terms and
present them in Table 14. By interpreting all terms together, we can assign a
label to each topic. Labels are shown after the topic numbers in parenthesis, such
as Finance, Economy, Politics, and so on. Ideally, these labels should be aligned
with the categories we collected from BangkokBiz (see Section 2.1.) Some topics
are duplicate. For example, topic 1 and 3 are both labeled with Finance, and topic
4 and 5 are also labeled with Politics. In contrast, some categories are missing
and cannot be discovered by LDA7, i.e., Royal, Business and Lifestyle. However,
for the “Lifestyle” category, it is instead actually labeled with its subcategory,
“Health” and “Disaster”. Topic 3 can be interpreted and assigned with three
labels, i.e., Finance, Economy and World. In our view, the imbalance of our data
might be one of the reasons of lacking the categories, “Royal” and “Business”.

Table 1. Seven topics extracted by LDA7

Topic 1 (Finance) บาท ล้าน เงิน ปี ทุน หุ้น ลด ค่า บริษัท ราคา
Topic 2 (Economy) ประเทศ ปี งาน ไทย ทำ ธุรกิจ พัฒนา สินค้า สร้าง โลก
Topic 3 (Finance/Economy/World) ตัว สหรัฐ ราคา ตลาด จีน ลด น้ำมัน ดอลลาร์ จุด เงิน
Topic 4 (Politics) คน พรรค ทำ รัฐบาล เรื่อง เมือง ประชาชน ตัว เลือกตั้ง นายก
Topic 5 (Politics) รัฐมนตรี ประชุม ข้อ คณะ พิจารณา เรื่อง กฎหมาย คดี งาน ประธาน
Topic 6 (Disaster) น้ำ พื้นที่ ทำ เรียน ศึกษา เด็ก งาน ภัย รถ ปี
Topic 7 (Health) โรค คน เชื้อ ติด ไวรัส ป่วย ระบาด ประเทศ บิน เดินทาง

As it is not practical to know the number of topics, we experimented on
LDA with different numbers of topics ranging from 1 to 50 to find the potentially

4We provide a hyperlink for each Thai word leading to its meaning in English.
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Fig. 1. The average coherence scores of LDA as evaluated by four different metrics i.e.,
UMASS, UCI, NPMI and CV, respectively.

optimal number of topics. The result plotted in Fig. 1 shows that topic coherence
scores from UCI, NPMI and CV have the same elbow at 37 but 47 from UMass.
According to the majority voting among studied topic coherence metrics, we
chose 37 to be the potentially optimal number of topics for fitting LDA on our
corpus. We later name this method LDA37 for feature extraction.

Again, we retrieved the top ten terms in each of the 37 topics extracted
by LDA37. Table 24 demonstrates examples of the top ten terms in 13 out
of 37 topics5. As we can see, they cover all the seven categories with a lot
of subcategories. Even though there are only 367 documents in the “Royal”
category which is only 1.2% of the total document in our corpus, LDA37 can
extract the topic, “Royal”, which is interpreted from top ten terms in topic 6.
An example of all seven categories extracted from LDA37 is topic 1, 2, 3, 6, 8,
13 and 14 that can be interpreted easily to be the same as Finance, Lifestyle,
Economy, Royal, Business, World and Politics categories, respectively.

Some topics from LDA37 are more specific than those from LDA7. For in-
stance, topic 4 is about the protests and demonstrations in Hong Kong which
happened around the time we collected the data, and topic 12 is specifically
about COVID. Topic 12 is separated from topic 10 which is about “Health”
unlike topic from LDA7 that has only one “Health” topic. Even though some
topics are duplicate in broad interpretation, they are still different when we did
deeper interpretation. However, a few topics are difficult, but possible, to be
interpreted deeper by human.

5All 37 topics and 300 topics can be viewd via the provided link attached to this footnote.
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Table 2. Top ten terms of thirteen example topics from total 37 topics extracted by
LDA37. Identification of each topic is denoted by “T”, followed by its identifier number.

T01 T02 T03 T04 T05 T06 T07 T08 T09 T10 T11 T12 T13
(Fin- (Lifestyle/ (Econo- (World/ (Agriculture/ (Royal) (Econo-/ (Busi- (World/ (Health) (Develop- (Health/ (World)
ance) Travel) mic) Political) Farming) Finance) ness) Lifestyle) ment) COVID-19)
ล้าน บิน ปี ฮ่องกง น้ำ ตำแหน่ง สหรัฐ ธุรกิจ ร้อย โรค งาน เชื้อ ประเทศ
หุ้น ท่องเที่ยว เศรษฐกิจ ตำรวจ เกษตรกร ราชการ เดือน บริการ ปี ป่วย พัฒนา ไวรัส ปี
ปี เที่ยว ตัว ทหาร ข้าว พระราชทาน ตัว ลูกค้า ระบุ ยา ระบบ ระบาด ญี่ปุ่น

บาท เครื่อง ลด ประท้วง สัตว์ เสด็จ จุด ทำ อันดับ แพทย์ โครงการ คน ล้าน
ทุน เดินทาง กระทบ ชุมนุม สาร ประกาศ อังกฤษ ตลาด เมือง อาการ สร้าง โรค โลก

บริษัท โดยสาร ไทย เจ้าหน้าที่ เกษตร พศ ระดับ ออนไลน์ โลก รักษา ประเทศ ติด บริษัท
ราคา สาย ประเทศ คน ปลูก ดำรง ดัชนี ดิจิทัล สำรวจ พยาบาล ระดับ โควิด เอเชีย
ขาย คน ทุน กอง ผลิต พระราชพิธี การณ์ สร้าง คน สุขภาพ นโยบาย แพร่ อินเดีย
ซื้อ ไทย คาด เหตุการณ์ พืช king * ร่วง เติบโต ตัวอย่าง กัญชา ดำเนิน ประเทศ เวียดนาม
กำไร เส้นทาง โลก ทัพ ปริมาณ แต่งตั้ง เกี่ยว ยอด อายุ ติด ทำ สถานการณ์ สิงคโปร์
*พระบาทสมเด็จพระเจ้าอยู่หัว

In addition to LDA7 and LDA37, we performed LDA with 300 as the number
of topics (LDA300) in order to get the same number of features or feature vector
length as that of Word2Vec (W2V). However, as it is not possible to show all
300 topics, we provide only some important aspects from the results of LDA300
to compare them with those of LDA7 and LDA37. The results from LDA3005

can cover all seven categories. However, as 300 is a lot higher than seven, the
actual number of categories, and set without any theory support, many of the
latent topics from LDA300 are too ambiguous to be interpreted and many of
them can be interpreted to be the same topics. Additionally, nine topics have
the exact same top ten terms with the same order.

In summary, the top-ranked terms of seven topics from LDA7 are the easiest
to be interpreted and very meaningful, but cannot represent all seven categories
of our corpus. Furthermore, the number of topics cannot practically known be-
forehand. So, we set a preliminary experiment on LDA with the different num-
bers of topics, compared their topic coherence scores and got 37 as the potentially
optimal number of topics for our corpus. The top-ranked terms of 37 topics from
LDA37 are interpretable though a bit difficult for a few topics, and meaningful
enough to give the rough idea of the context possibly from the topics. They
cover all seven categories and give us a lot of latent topics that is comparable to
subcategories of our corpus. Accordingly, Q2 can be answered that we can define
the number of topics by experimenting with various numbers of topics and we
can use topic coherence scores to get a rough estimate of the number of topics.
Besides, LDA with 300 was additionally performed. The top-ranked terms of 300
topics from LDA300 are difficult, if impossible, to be interpreted and some of
them are not meaningful at all. As a result, we can answer Q1 that LDA with
the potentially optimal number of topics gives us the best set of latent topics
represented by top-ranked terms that is interpretable and meaningful.

3.2 Q3

Table 3 shows the performance (i.e., Accuracy and macro F1) and computational
time of classification algorithms using five comparative sets of features. In Ta-
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Table 3. Performance and computation time of each classification algorithm with
different feature extraction methods.

Accuracy (percent) macro F1 (percent) Computational time (seconds)
BoW LDA7 LDA37 LDA300 W2V BoW LDA7 LDA37 LDA300 W2V BoW LDA7 LDA37 LDA300 W2V

LR 87.96 67.79 81.40 85.16 88.37 84.01 46.16 73.10 80.43 84.49 971 30 35 60 767
SVM 87.31 73.14 84.49 86.83 88.72 82.88 60.04 78.92 82.68 84.47 1226 93 137 718 607
MLP 88.21 72.15 83.27 86.15 88.24 83.82 58.67 77.15 81.02 83.74 1300 53 81 169 520
DT 74.52 70.46 76.72 74.49 75.14 66.91 55.78 66.45 67.82 65.77 160 6 20 91 300
RF 83.93 74.03 83.62 84.38 86.66 75.72 62.27 76.23 77.65 81.54 422 108 185 367 944

ADB 85.20 72.77 83.98 85.26 87.11 79.88 61.39 78.12 80.63 82.27 10493 271 854 4208 10596
XGB 87.87 74.90 84.37 87.13 88.48 83.45 63.23 78.52 82.93 84.70 16238 3295 7012 22109 46961
GBM 86.22 74.50 83.54 85.06 87.43 80.61 61.64 75.78 76.89 81.78 4839 631 1403 4576 29360
Note: The values in bold show the best among feature extraction methods and in underline show the best among learning algorithms.

ble 4, we calculate and report the trade-off between performance gain and time
loss, shown by AT and FT ratios.

When considering among LDAs with the different numbers of topics (i.e.,
LDA7, LDA37 and LDA300), the features from LDA7 classified by DT (LDA7-
DT) spent the least time for optimization. Additionally, when considering only
features from LDA7, LDA7-DT was also the best in term of trading off according
to both ratios. However, LDA7-DT performed the worst with 70.46% accuracy
and 55.78% macro F1 among different feature extraction methods and different
algorithms. Besides, DT performed the worst with four sets of features and the
second worst with a set of features.

Among LDAs, the XGB classifier trained with LDA300 features (simply de-
noted as LDA300-XGB) showed the best performance with 87.13% accuracy and
82.93% macro F1 but the most computational time, 22108s. However, consid-
ering only features from LDA300, LDA300-LR gave the best results in terms
of trading-off according to both AT and FT ratios. Even though almost all of
the algorithms performed the best with the features from LDA300, they spent
the most computational time in comparison with the other LDAs. Accordingly,
when considering with trade-off, the set of features from LDA37 was the best
for all classification according to AT ratio and the best for 5 algorithms and the
second for 3 algorithms according to FT ratio. Besides, LDA37-LR was the best
according to both AT and FT ratios.

Among all feature extraction methods in our experiment, LDA-DT was still
considered the best in term of computational time but the worst in term of
performance. However, even the performance of XGB-LDA300 was the best in
LDA-based runs, it still performed worse than many of those based on BoW and
W2V. Considering accuracy, the features from W2V classified by SVM (W2V-
SVM) showed the best performance at 88.72% accuracy with only 60s optimiza-
tion time. In contrast, considering macro F1, the features from W2V classified
by XGB (W2V-XGB) showed the best performance with 84.70% micro F1 but
with the longest optimization time at 46961s. When considering trade-off, the
best among all feature extraction methods were the same as the best among
LDAs. However, when we considered only the results with more than 80% in
both accuracy and macro F1, LDA300-LR was the best in term of trade-off
with 81.48 AT ratio and 160.30 FT ratio. Besides, comparing W2V-SVM with
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Table 4. Accuracy-to-Time (AT) and F1-to-Time Gain (FT) ratios of each classifica-
tion algorithm with different feature extraction methods.

AT ratio FT ratio
BoW LDA7 LDA37 LDA300 W2V BoW LDA7 LDA37 LDA300 W2V

LR 9.41 0.67 84.65 81.48 12.02 17.62 0.67 166.96 160.30 22.34
SVM 7.27 19.08 44.30 11.85 15.25 13.65 48.94 86.65 22.66 27.86
MLP 7.19 22.26 60.06 41.40 17.21 13.23 62.94 119.86 78.40 31.55
DT 15.94 27.70 70.07 24.29 10.28 48.65 97.20 158.21 77.74 27.19
RF 16.48 19.95 33.16 19.23 9.04 30.09 51.00 62.80 36.40 16.92

ADAB 0.78 7.64 8.55 1.94 0.86 1.51 23.06 16.82 3.82 1.60
XGB 0.58 1.01 1.11 0.41 0.21 1.08 2.42 2.16 0.78 0.39
GBM 1.78 4.76 5.15 1.77 0.32 3.32 10.89 9.66 3.14 0.57

Note: The values in bold show the best among feature extraction methods and in underline show the best among learning algorithms.

LDA300-LR, the performance between these two were not much different but
the computational time of W2V-SVM was slightly tenfold greater than that of
LDA300-LR. Accordingly, LDA300-LR seemed be the best choice according to
our cross comparison of performance and computational time from five sets of
features classified by eight algorithms. It took not much computational time and
gave only a bit lower performance than the best one and got the highest ratios
among the other features with over 80% in both accuracy and macro F1.

In summary, on average, W2V was the best in term of performance but the
worst in term of optimization time and the second worst in term of trade-off
and LDA 7 was the best in term of optimization time but the worst in term of
performance and in the middle among all features extraction methods in term
of trade-off. Even though LDA300 was in the middle in both performance and
optimization time, its ratios did not the show the best trade-off but LDA37’s
ratios did. However, when specifically considering only the performance with
over 80% in both accuracy and macro F1, LDA300-LR performed fairly good
with not much time and got the highest score from both ratios.

4 Document Representations

4.1 Term Frequency-Inverse Document Frequency (tf-idf)

tf -idf [10] is a traditional method for term weighting in a BoW model. tf quan-
tifies how important a term t is in a document, and idf quantifies how common
the term t is among the corpus. Then, tf -idf is simply the product of tf and
idf . There are many variant of tf -idf , especially for the idf component.

idft uses logarithm to reduce the effect of a fraction of the total number of
documents (N) over the number of documents that the term t occurs (dft). Both
numerator and denominator are added by 1 to avoid a division-by-zero problem.
This experiment used tf -idf function in Scikit-learn with its default parameters.
Therefore, the constant 1 is added more to the idf after applying logarithm to
avoid idf = 0 due to the ignorance of the term that appears in all documents.

idft = loge

(
N + 1

dft + 1

)
+ 1 (5)
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4.2 LDA (Latent Dirichlet Allocation)

LDA is a type of statistical model for discovering latent topics from a collection
of documents, by inferring the relationship between terms, documents and topics
in a corpus. Blei et al. [3] introduced LDA as an unsupervised topic model. It
has become one of the most widely used topic models.

Fig. 2. The graphical model of LDA

The LDA model has the assumption that each of the n-th observed word
wd,n in document d is generated by the other unobserved variables as shown in
Fig. 2. In this representation, βk denotes the word distribution of topic k, θd
denotes the topic distribution of document d, and zd,n denotes the topic number
of word n in document d. Each word is assigned as an index in the vocabulary,
wd,n ∈ {1, ..., V } when a corpus of D documents contains V vocabulary words,
and document d consists of Nd words, (wd,1, ..., wd,Nd

). Additionally, η and α are
Dirichlet parameters for βk and θd, respectively. LDA also relaxes its assumptions
to: i) the order of documents are not important. ii) the order of terms are not
important. iii) the numbers of topics, K, is known and constant.

Given all words in all documents, the value of the unobserved variables in
the model can be estimated by computing the posterior distribution to get the
final results from LDA: βk, each of which represents a latent topic k ∈ {1, ...,K},
and θd, each of which represents a proportion of topics per document calculated
from zd,n. Then, θd may be used as a representative or features of the document.
The approximation of the posterior can be computed by inference algorithms,
e.g., Gibbs sampling and Variational Bayes, to infer the variables.

4.3 Word2Vec

In NLP tasks, a BoW model shows only how frequent a word occurs in a docu-
ment, but does not show similarity between words. Afterwards, Mikolov et al. [11]
introduced two unsupervised models, Continuous Bag-of-Words (CBOW) model
and Skip-gram models, both of which are architectures for computing represen-
tations of words in a continuous vector form by using neural networks. The goal
of the architectures is the weights of hidden layer that need to be trained by
backpropagation from a large dataset. Then, the weights become the contin-
uous vector representations of words, called word embedding. The number of
dimensionality used to represent each word (aka. the number of nodes in the
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hidden layer of the neural network) can be any number. The larger dimensional-
ity values, the more fine-grained relationships can be captured. However, a lower
dimensionality may capture more general features of words whereas a higher di-
mensionality may overfit to specific contexts. CBOW is a model architecture
with the fake task to predict a middle word based on its surrounding words,
but Skip-gram is a model architecture with the reverse fake task of CBOW, pre-
dicting the surrounding words based on a given word. In fact, the predictions
from Skip-gram are not its objective but word representations that are useful
for predicting the surrounding words. So, given a training data with T words,
the objective of Skip-gram model is to maximize the average log probability:

1

T

T∑
t=1

∑
−c≤j≤j ̸=0

log p(wt+j |wt) (6)

where c is the context (window) size of surrounding words from the center word
wt. In theory, the probability in Equation 6 can be computed by a softmax
function. However, when the size of the vocabulary is large, it is intractable
to compute. Then, the approximation by a hierarchical softmax or negative
sampling comes to make it feasible to compute [12]. The negative sampling is
used by default in gensim with 5 noise words

4.4 Topic Coherence

Topic Coherence is an evaluation metric for topic modeling. To assess overall
topics’ interpretability, it measures the degree of semantic similarity between
high scoring words in each topic. Topic Coherence can also be used to optimize
the number of topics of topic models, which is generally needed to be specified
by human topic ranking. Although there are many topic coherence measures,
our experiment calculated topic coherence by functions in Gensim which cover
4 models, i.e., UCI, NPMI, UMass, and CV.

For UCI, topic coherence is quantified by calculating the pointwise mutual
information (PMI) of each word pair from N top words inferring a topic (see in
Eq. 7.) Each probability in PMI can be estimated from any external corpus as
formalized in Eq. 8. Newman et al. [15] suggested that UCI achieved the best
result when the external corpus was the entire Wikipedia articles.

CUCI =
2

N · (N − 1)

N−1∑
i=1

N∑
j=i+1

PMI(wi, wj) (7)

PMI(wi, wj) = log p(wi, wj) + ϵ

p(wi)p(wj)
(8)

However, Aletras and Stevenson [1] showed that the UCI coherence performed
better with normalized PMI (NPMI) as purposed by Bouma [5]. When the PMI
in the UCI coherence is replaced by the NPMI, Eq. 9, the modified UCI coherence
is then called NPMI coherence.
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NPMI(wi, wj) =
PMI(wi, wj)

− log(p(wi, wj) + ϵ)
(9)

UMass coherence [13] is also based on co-occurrences of word pairs. However,
instead of using the product of probabilities of two words as the denominator
just as in PMI, UMass coherence uses the probability of one word (see Eq. 10.)

CUMass =
2

N · (N − 1)

N∑
i=2

i−1∑
j=1

log P (wi, wj) + ϵ

P (wj)
(10)

CV coherence was proposed by Röder et al. [17] and described in a systematic
framework of coherence measures that combines the indirect cosine similarity
with the NPMI and the boolean sliding window.

5 Conclusion
In this paper, we focused on the comparison of performance, computational time
and their trade-off of classification when the input features were extracted from
different methods, TF–IDF (BoW), LDA, Skip-Gram Word2Vec (W2V), which
gave the different numbers of features (Q3). However, the number of topics
from LDA, which was the number of input features for classification, needed
to be calculated (Q2). So, we studied more on LDA about representation of
Thai categories by top ten terms extracted by LDA whether they could be
interpretable and meaningfulness. (Q1).

The results showed that LDA7 could discover topics with the top-ranked
terms that were easy to be interpreted. However, such discovered topics could
not represent all the categories in our corpus. Besides, setting the number by
this way in practice is unfeasible as we do not know the number of topics in
advance. In comparison, the top-ranked terms from LDA37, of which the number
of topics was estimated by topic coherence score, could represent all categories
of our corpus including many subcategories (Q1 and Q2).

For a fair comparison with Word2Vec having 300 features, we compared the
results of LDA300 in a classification task produced by several learning algorithms
with five sets of features. In our view, LDA300 with logistic regression seemed to
be a pretty good choice when we considered performance, computational time,
AT ratio and FT ratio. When we concerned about performance the most, W2V
was the best choice to choose but had a trade-off for a lot longer optimization
time. Comparatively, when we concerned about optimization time the most,
LDA7 was the best choice to choose but demanded a trade-off for the worst
performance. However, in our view, if we had to pick one set of features without
considering a classification algorithm, we would pick the features from LDA
with its potentially optimal number of topics (LDA37 in our experiment.) This
selection was because the features was interpretable, could represent the corpus
well and got the best trade-off for all classification algorithms according to the
AT ratio, and received the best for five algorithms and the second for three
algorithms according to the FT ratio.
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Abstract. The work aims to develop a method for assessing the quality
of publicly available data collections on the spread of the COVID-19 pan-
demic with daily infection statistics, recoveries and deaths. The World
Health Organization, European Center for Disease Prevention and Con-
trol, Johns Hopkins University and Ministry of Health of the Republic of
Poland provide this data as proof of concept. Metrics have been proposed
that describe the most important quality features for this type of data
collection - accuracy, completeness and consistency. Additional measures
have also been defined based on anomaly detection, credibility and cor-
relation between sets. A quality assessment method has been developed
that uses specific metrics. The effectiveness of measures was tested on
original and modified data. The findings showed that the measures were
defined correctly. The method assigns lower-quality categories to datasets
containing irregularities and higher for data with fewer errors.

Keywords: Big data analytics · Data quality · Data reporting ·
Knowledge engineering · Real world data · COVID-19

1 Introduction

Major institutions and companies generate, collect and process vast amounts of
data on users or services provided daily. This data is used for trend prediction,
cost analysis and other business purposes. The quality of this data is critical so
that it is possible to make correct inferences, allowing you to make the most
favourable business decisions. The same is true when we take into account epi-
demiological data. In this case, any decisions will not affect material profits but
the lives of many people - appropriate restrictions make it possible to stop the
development of diseases or reduce the number of patients in hospitals, which
relieves public health care. The biggest problem in data processing in every field
is their poor quality - missing records, errors, and anomalies. They affect various
types of predictions, decisions and actions many institutions take. As a result of
the COVID-19 pandemic, it was necessary to record all data on illnesses, recov-
eries or deaths because it is a rapidly spreading disease that affects the entire
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society. For this reason, many datasets have been created that are publicly avail-
able and provide new data on the pandemic every day for different countries
around the world - these include collections of the World Health Organization
(WHO), European Center for Disease Prevention and Control (ECDC), Johns
Hopkins University (JHU) and Ministry of Health of the Republic of Poland
(MZ). Based on these data, many analyses, articles, and forecasts have been cre-
ated. As part of the work, it was decided to check the quality of data provided
by the institutions mentioned above - it is necessary to develop a quality assess-
ment method for this type of collection. First, the data representation methods in
selected sets were reviewed, statistical and graphical analysis of data on Poland
was made, and a core set of metrics for data evaluation was proposed. Then a
quality assessment method was proposed.

The work aims to develop a method for assessing the quality of data for
publicly available collections on the spread of the COVID-19 pandemic with
daily statistics of illnesses, deaths and recoveries.

2 Related Literature

In this section, we discuss relevant past studies. An example of an article that
deals with the assessment of the quality of a collection is the work [1]. The
authors undertake to develop a method for assessing the quality of Linked Open
Data based on metrics. The proposed solution aims to increase the quality of data
available on the Linked Open Data Cloud platform by evaluating them before
posting them on the portal. The work considers the ISO/IEC 25012 standards
and uses 3 out of 5 features: accuracy, completeness and consistency. Finally, 5
characteristics were developed, where the first 3 are the details of the accuracy:

– syntactic accuracy - data meets syntactic rules, syntactic accuracy of the
entity and its properties,

– semantic accuracy - data correctly reflects real-world values,
– uniqueness – no redundancy of entities, classes, properties and their values

for Linked Open Data,
– consistency – no contradictory information, there should be no contradictions

at the schema level, format and data values are consistent with the schema,
– completeness – required classes and properties should be listed, as well as

their values.

The work [7] assesses the quality of data from the Koblenz Network Collection
using metrics. The measures were based on the features of the ISO/IEC 25012
standard - consistency, completeness, accuracy, and uniqueness. The criteria for
selected datasets are semantic consistency, referential integrity, completeness of
values and uniqueness. The final assessment of data quality consists in assigning,
depending on the results of calculations, one of 4 categories:

– perfect quality – all indicators are 100%,
– good quality – none of the developed metrics is below the specified threshold,
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– of sufficient quality – data should be cleaned up, but still of good enough
quality,

– insufficient quality – data for which none of the other requirements is met.

The work [3] reviews quality assessment methods for public health informa-
tion systems. While reviewing the papers, the authors came across 49 attributes
used to describe the data quality. The most frequently used ones were complete-
ness, accuracy and timeliness. There were also, among other things, credibility
or coherence. Descriptive statistics are often used for quantitative data analysis
- the percentage of complete, correct data based on whether they comply with
quality standards. Graphical forms, graphs and statistical techniques such as
correlation, chi-square and Mann-Whitney tests are used. Quantitative methods
were most often used to assess variables. Specific rules and guidelines charac-
terise the comprehensive data quality assessment method. However, the authors
of the work rarely came across articles that precisely describe the procedures
for data analysis and quality requirements. Therefore, it is necessary to estab-
lish consistent and understandable definitions of data quality and assessment
methods for data from public health information systems.

The work [4] analyses the reliability of data from the pandemic’s beginning
from over 200 countries. The data under assessment came from JHU collection
and concerned the daily number of infected and deaths. In addition, the authors
used an additional variable describing the number of tests performed. The relia-
bility of the given values was verified by checking their compliance with Benford’s
Law for Leading Digits. Their frequency in the first place in numbers is described
by the Benford distribution [2]. As part of the work, static tests were carried out
to confirm that the data for each country separately can comply with Benford’s
law. The selected tests are the Kolmogorov-Smirnov test, the chi-square test and
the coefficient d*-factor developed by the authors, which measures the Euclidean
distance. Countries for which none of the tests confirmed compliance with the
Benford distribution accounted for only 3% of all nations - the worst results were
obtained for Iran, Latvia and Taiwan. Compliance with Benford’s law in all tests
has been demonstrated in the case of the United States, Germany and France,
among others. The author repeated the research after 2 years of the pandemic in
work [5], using additional data on the number of tests and vaccinations from the
collections of JHU and Our World in Data. The article included data on almost
200 countries, and 4 statistical tests were performed (including 3 already used
in work [4]). The data was modified due to their large amount, which may affect
the frequency of the maximum numbers - it was decided to analyse not daily
data but data divided into 5-day intervals. Seven countries ultimately failed to
comply with the Benford Law requirements. The study emphasised that a devi-
ation from the Benford distribution does not indicate fraud or manipulation but
problems with the functioning of public health institutions.

A similar analysis was made in work [6], where Benford’s law was also used
to determine data accuracy for European Union countries. The data from the
ECDC collection concerned the daily number of new cases and deaths from
March to December 2021. As in the previously discussed work, the chi-square
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and Kolmogorov-Smirnov tests were used. Euclidean distance and mean absolute
deviations were used for additional verification. As a result of the research, the
data from almost all European countries in the selected period did not comply
with Benford’s law. The authors argue that this inconsistency does not nec-
essarily mean the data is false. They indicate, however, that a high degree of
vaccination of people may be associated with non-compliance with the discussed
distribution.

Based on the literature review, we can conclude that in the case of COVID-19
collections, there are problems related to their completeness, consistency or reli-
ability. Due to the lack of work assessing the most known COVID-19 collections,
which are publicly available and updated daily, it was decided to analyse them.
As part of the conducted research, metrics describing data sets will be defined
based on the characteristics defined by the ISO/IEC 25012 standards and addi-
tional measures based on the frequency of anomalies, correlations between sets
and reliability.

3 Data

This section will discuss the data analysed as part of the work. They come
from international organisations and state institutions. They are used in many
reports, analyses and research: (1) European Centre for Disease Prevention and
Control, (2) World Health Organization, (3) Johns Hopkins University and (4)
Ministry of Health of the Republic of Poland.

3.1 Statistical Data Analysis

Statistical analysis was conducted for selected data collections from March 4,
2020, to January 25, 2022. Basic descriptive statistics, including the mean, stan-
dard deviation and quartiles, were determined.

Table 1 presents the analysis for the daily infection variable. These sets con-
tain the same number of values. The minimum values do not differ, while the
maximum values are equal for ECDC and WHO. In the case of MZ, the max-
imum is slightly lower than the others. It can be noticed that the average for
the MZ set was more than 20 cases lower than in other data sets. The mean
values are the same in the ECDC and WHO data, but the standard deviation
for the latter is more significant. This means that the WHO data is less clustered
around the mean than in the first set - this is also confirmed by the coefficient
of variation, which is greater than that of the ECDC. The median for WHO is
also lower by over 160 infections compared to other collections.

Based on the analysis, including daily and total infections, recoveries and
deaths, it can be concluded that the same variables between the sets differ very
often regarding location and dispersion, despite the same number of available
values. The datasets often differ in the values they provide. However, no rela-
tionship was found between the differences in statistics.
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Table 1. Descriptive statistics of daily infections for selected datasets

Descriptive statistics ECDC WHO MZ

Number of values 693 693 693
Average 6615.238 6615.238 6580.778
Standard deviation 8687.468 8735.675 8625.957
Coefficient of variation 131.325% 132.054% 131.078%
Minimum 0 0 0
Maximum 40878 40878 40876
Quartiles Q1 333 324 333

Q2 1515 1350 1516
Q3 11107 10992 11008

Quarter range 10774 10668 10675
Skewness 1.424 1.433 1.422
Kurtosis 1.223 1.218 1.228

3.2 Visual Data Analysis

Before developing the metrics, the data were visually analysed to compare the
data regarding the values provided. In Fig. 1(a) the data overlap to a large extent.
More considerable differences are visible for WHO data in October and Novem-
ber 2020. The ECDC and JHU data also differ significantly from the other two
sets at the end of November 2020.

Regarding daily data in Fig. 1(b), some differences are noticeable - WHO
data for October and November 2020 differ from ECDC, JHU and Ministry of
Health data. The graph shows that ECDC and JHU data at the beginning of
March 2021 contain different values than other sources.

Data on the number of convalescents for each day are provided only by the
Polish Ministry of Health. As seen in Fig. 1(d), these values were not recorded at
the end of 2020. Daily increments of convalescents were determined based on the
total number of convalescents in the JHU data. These values differ significantly
between sets at the turn of 2020 and 2021.

Data on COVID-19 cases are collected differently, but the approach to col-
lecting them is also often changed. Some countries compile death data based on
deaths caused solely by COVID-19, while others also include cases where the
person suffered from other conditions and the infection was not necessarily the
cause of death. Data on positive cases can also vary significantly, as not all types
of tests need to be included in the statistics. The analysis shows that data on
the COVID-19 pandemic also vary for the same provider, depending on the data
source. The reasons may be delays in data transfer to institutions developing
data sets and different hours of data published by these organisations. Another
reason may be the variety of data collection methods. JHU describes that the
data may include confirmed cases and probable cases if reported.
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Fig. 1. COVID-19 characteristics by selected data source

4 Measures and Method

This section describes the proposed list of measures and a new method for assess-
ing the quality of COVID-19 data. They have been divided into two types - basic
quality measures and measures specific to data relating to COVID-19. The sec-
ond type will be introduced.

4.1 Quality Measures Specific to COVID-19 Data

The plausibility analysis was based on daily increments and cumulative data from
2020 only. According to some sources, Benford’s law should only be applied to
exponentially increasing data. Such data can be obtained mainly at the begin-
ning of the pandemic - the introduction of vaccinations and additional legal
regulations from a later period were aimed at reducing the number of cases,
which could affect data distribution - and thus the distribution of the first digits
in numerical values. For this reason, it was decided to analyse data only from
the beginning of the pandemic. Only non-negative values are analysed.

Two statistical tests were used to assess the reliability of data - chi-square
and Kolmogorov-Smirnov. A significance level of 5% was assumed for both tests.
The measure, which describes the reliability of a given variable from a selected
data source, uses test results as described in Table 2.

The data review and graphical analysis noted potential deviations in the daily
data. For this reason, it was decided to develop a measure that would consider
the number of anomalies in the data - their small number is synonymous with a
better quality of the collection. The method developed in the work [8] is based
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Table 2. Description of the metric describing the reliability of COVID-19 data

Metric Condition

1.0 both tests confirm compliance with the Benford distribution
0.5 one test confirms compliance with the Benford distribution
0.0 none of the tests confirm compliance with the Benford distribution

on checking for violations in the growth rate limits in values. The value increase
rate limit will not be exceeded when the following conditions are met:

(Yt1 − Yt2)/(t2 − t1) < SC1 (1)

and
(Yt1+1 − Yt1)

(Yt2 − Yt1)/(t2 − t1)
< SC2 (2)

where:

t1, t2 - any two points in time for which t1 < t2,
Yt - cumulative number of incidents on t,
SC1, SC2 - predetermined threshold values.

The authors of the work [8] did not provide any example values that can be
used as threshold values, or a range for the quantities SC1, SC2. In addition, the
content of the work does not specify points that would be considered anomalies
in the event of failure to meet the conditions described above. Based on the
formulas, it can be concluded that the Eq. 1 describes the average increase in
incidents in the selected period. Equation 2, in turn, determines the increase in
the value for adjacent points from the beginning of the series (Yt1+1−Yt1) relative
to the average increase determined in the previous equation. It can be assumed
that the outlier for Eq. 2 will be t1 + 1. However, it is unclear how to determine
an anomaly if only the first condition is not met. An attempt was made to apply
this solution. However, the lack of suggestions regarding thresholds, freedom in
determining the time interval and, above all, the lack of information about points
considered anomalies, mean that the results may differ significantly depending
on the assumptions made and the size. For this reason, it was decided not to use
the above solution.

To determine outliers, Seasonal-Trend decomposition using LOESS (STL)
was used, which allows the separation of the trend, seasonality and outliers from
the time series. Anomaly detection is performed on daily increment data. Such
data are characterised by the increasing amplitude of seasonality and the growing
trend. For this reason, a more appropriate type of decomposition is multiplicative
decomposition. The STL method uses additive decomposition. Therefore it is
necessary to transform the input data using the natural logarithm according to
the scheme presented below:
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yt = St · Tt ·Rt

ln(yt) = ln(St) + ln(Tt) + ln(Rt)
(3)

where:

yt - measurement data,
Tt - trend component,
St - seasonal component,
Rt - noise component.

After STL decomposition, each component is converted to its original form
using an exponential function. For example, a significant noise value for the
ECDC daily data decomposition, is noticeable, which allows us to conclude that
using the STL method, can effectively indicate significant anomalies in the data.
There are also high values for data from the beginning of the pandemic - these
deviations are not easily noticeable during graphical analysis.

The measure of the absence of anomalies is calculated as the quotient of
the number of non-anomaly values to the number of all values available for the
selected variable. The decomposition, and thus the measure, was used only for
daily data - one of the works discussed in the literature review dealt with the
decomposition of time series only for daily increments, and no other application
of decomposition for any cumulative values was found anywhere else.

The literature review mainly showed the Pearson and Spearman correlation
coefficients. However, the Ministry of Health collected variables we examined
using the Lilliefors test. This test allows you to check whether the data can come
from a normal distribution when the population’s mean and standard deviation
is unknown. The null hypothesis is that the test sample comes from a normal
distribution. The results are presented in Table 3, and a significance level of 5%.

Table 3. Lilliefors test results for data from the Ministry of Health

Variable Stat value p-value

daily cases 0.22669 0.00100
daily recovery cases 0.24621 0.00100
daily deaths 0.26539 0.00100
total cases 0.32106 0.00100
total recoveries 0.25675 0.00100
total deaths 0.24809 0.00100

Variables from various sources were examined for correlation. Table 4 presents
the Spearman correlation matrix between different sources for daily variables and
total infections and deaths. All coefficient values are positive and high, so the
same variables between different datasets are strongly related to each other.
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Table 4. Spearman’s correlation coefficient for selected variables

ECDC JHU WHO MZ

correlation of daily number of cases ECDC 1.00000 – 0.98921 0.99933
WHO 0.98921 – 1.00000 0.99008
MZ 0.99933 – 0.99008 1.00000

correlation of total cases JHU – 1.00000 1.00000 1.00000
WHO – 1.00000 1.00000 1.00000
MZ – 1.00000 1.00000 1.00000

correlation of daily deaths ECDC 1.00000 – 0.97077 0.99981
WHO 0.97077 – 1.00000 0.97073
MZ 0.99981 – 0.97073 1.00000

total death correlation JHU – 1.00000 1.00000 1.00000
WHO – 1.00000 1.00000 0.99999
MZ – 1.00000 0.99999 1.00000

4.2 Data Quality Assessment Method

The final quality score indicates whether the dataset is high or low quality. It was
decided to set thresholds for each of the proposed measures - the values should
not be lower than the specified values for the data feature to be considered good
enough. For the correlation, it was decided to choose the value of 0.6 because,
in this case, the variable is still highly correlated with the collections of JHU,
ECDC, WHO and the Ministry of Health. The threshold for reliability is equal to
0.5, which means confirmation of the variable’s reliability by at least one of the
statistical tests. For the remaining metrics - completeness, consistency, accuracy,
and lack of anomalies - a value of 0.9 was selected. These are some of the most
critical features in the context of data quality assessment; hence their relatively
high minimum value was chosen.

The quality assessment of a given collection is made based on the following
formula:

Qd = md · cd
Md

where:

d - data source,
Qd - rating index for data on the COVID-19 pandemic for the d source,
md - average value of measures for source d,
cd - number of measures not exceeding the threshold for the d source,
Md - the number of all measures that can be determined for the d source.

The final data quality assessment is selected based on the determined Qd

indicator, depending on the value obtained. Table 5 shows the rating scale for
the indicator values. The average of the md measures is also used to determine
the score to reduce the score further if shallow metric values are obtained.
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Table 5. How a score is assigned to a dataset based on the score value

Evaluation Indicator Value Data Evaluation

[1.0; 0.8) very good quality
[0.8; 0.6) good quality
[0.6; 0.4) medium quality
[0.4; 0.2) low quality
[0.2; 0.0] very low quality

5 Results

5.1 Multi-metric Performance Analysis

Before the final assessment, tests were performed on the effectiveness of the
proposed metrics. The research to lower (downgrade) or improve (upgrade) the
quality was conducted for data between 04/03/2020 and 25/01/2022. Tests were
carried out for each of the designed measures. As data for modification, a set
developed by the Polish Ministry of Health was used. The following changes to
the source data were made to test the effectiveness of the measures:

– for precision measures
• unique dates – adding 50 records with dates that already exist in the set
• daily increment accuracy – change 100 values of each variable to random

negative values
• accuracy of the total number of cases – changing 100 values of each vari-

able to values disturbing monotonicity (higher values precede lower val-
ues)

– for completeness measures
• completeness of dates – delete 150 rows
• completeness of daily increments and total cases – delete 50 values of each

variable
– for consistency measures

• daily and cumulative data consistency – 100 random daily values plus a
fixed amount

– for reliability measures
• reliability of daily and cumulative data – the first digits of the numerical

data modified so that the digit 1 is 50% of the distribution
– for measures of the absence of anomalies

• daily data anomalies – 100 random values increased by a fixed amount of
10000

– for correlation measures
• correlations of daily and total data - values from the first 100 rows mul-

tiplied by a fixed amount of 1000.
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See Table 6 showing the modified values for selected measures. From the
table, we can understand how the measures are distributed within the accep-
tance range. For example, how random values disrupted the monotonicity of the
sequence of the total number of incidents. Changing the value of daily increments
significantly impacted the values of consistency measures, which is the expected
result when comparing the values generated based on increments with the val-
ues of the total number of cases. Regarding credibility measures, the variables
describing recoveries and deaths changed from 1.0 or 0.5 to 0.0. This means that
after introducing the changes, no statistical test confirms compliance with the
Benford distribution for these variables, which results in line with expectations.
For the total and daily number of cases, the indicator’s value did not decrease.

Table 6. Examination of selected measures after downgrading

Measure name Before changes After changes Change

cumulative recovered accuracy 1.00000 0.62264 ↓
cumulative deaths accuracy 1.00000 0.62264 ↓
cumulative recovered completeness 0.38240 0.31024 ↓
cumulative deaths completeness 0.38240 0.31024 ↓
recovered sum consistency 0.85283 0.02264 ↓
deaths sum consistency 0.87170 0.03396 ↓
recovered reliability 0.50000 0.00000 ↓
deaths reliability 1.00000 0.00000 ↓
cumulative recovered reliability 0.50000 0.00000 ↓
cumulative deaths reliability 0.50000 0.00000 ↓

Table 7. No-anomaly and correlation measures for daily and cumulative data after
downgrading

Measure name Before changes After changes Change

recovered nonanomalous 0.91342 0.87590 ↓
deaths nonanomalous 0.92785 0.85570 ↓
recovered correlation 1.00000 0.40000 ↓
deaths correlation 1.00000 0.40000 ↓
cumulative recovered correlation 1.00000 0.20000 ↓
cumulative deaths correlation 1.00000 0.20000 ↓

Table 7 shows the no-anomaly and correlation measures for daily and cumu-
lative data after downgrading. Initially, the number of anomalies was: 57 for
cases, 60 for recoveries and 50 for deaths. As a result of the changes, the fol-
lowing anomalies were obtained: 76 for infections, 86 for recoveries, and 100 for
deaths. Some of the added anomalies made the previous anomalies no longer
detectable because the new values were much more outliers than the previous
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ones, and the time series began to have different properties. The minor differ-
ence in the infection and recovery data is also due to adding a fixed value of
10,000, which does not always result in a significant change in the context of
these variables. These values reach much larger than the number of deaths. To
test the correlation measure, the test data was modified so that the values from
the pandemic’s beginning had a different upward trend than the original values.
This was done by multiplying these values by a fixed value of 1000.

Tests on the effectiveness of the measures were conducted for both reductions
and improvements in the quality of the source data. Both studies showed that
the measure values decrease or increase accordingly when the data is modified.
Only as a measure of reliability after the deterioration of the case data, there
was no difference from the original set - one of the tests was insensitive to the
changes made. In the case of changes made to the other variables, the metric’s
value deteriorated as expected. Improving the data in terms of reliability also
increased the measure ratios and reached 1.0 in all cases. It follows that this
measure also shows correct results, although one of the tests, in some cases,
turns out to be less sensitive to data deterioration.

5.2 Assessing the Quality of Data Collections

In the section, data quality assessments for selected sources were determined
using the developed method. It was also checked whether this assessment changes
in case of quality deterioration. Data quality was assessed for 4 sources analysed
as part of the work - JHU, ECDC, WHO and the Ministry of Health. Table 8
shows the final assessment and indicator. Each set was of at least good quality -
the MZ set turned out to be the worst because there are gaps in the daily data
on convalescents, and the cumulative values have been discontinued.

Table 8. Data quality assessment for selected data sources

Data source Rating indicator value Overall rating

MZ 0.84483 · 27/32 = 0.71283 good quality
WHO 0.94733 · 20/20 = 0.94733 very good quality
ECDC 0.94607 · 12/12 = 0.94607 very good quality
JHU 0.91009 · 13/14 = 0.84508 very good quality

6 Concluding Remarks

A method for assessing the quality of publicly available data sources on the
COVID-19 pandemic was developed as part of the work. WHO, ECDC, JHU and
MZ provide the tested data sets. Based on the literature review, it was decided
to develop metrics regarding the essential quality features, such as accuracy,
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completeness and consistency. Measures specific to data describing the pandemic
were also proposed based on the correlation between sets, anomaly detection
and reliability. The effectiveness of the defined measures was tested by making
modifications to the source data.

Studies on the effectiveness of the developed measures showed that lower
values were obtained after removing or modifying the values to incorrect val-
ues. It was also observed that the scores decreased evenly for different vari-
ables for which similar modifications were applied, which met the expectations.
The proposed method evaluated selected public collections WHO, ECDC and
JHU, classified as high-quality collections. In contrast, MZ data were classified
only as good quality. An assessment was also made for modified data to check
the method’s effectiveness. Selected datasets edited to degrade the data quality
received lower scores than the original data - they were assigned medium or low-
quality scores. The indicators used to determine the quality category were the
lowest for data with the most significant number of modifications. In the case of
the MZ set, the result was lower than for the other sets due to deficiencies in the
data on convalescents and cumulative data. Other collections do not provide this
and therefore receive higher scores in the defined method. Introducing changes
to the required data could positively impact the assessment for the MZ set and
negatively affect those that do not present selected variables - for example, when
users need data on convalescents.

When analysing the effectiveness of the measures, it was noticed that the
metric of no anomalies did not significantly impact the results. These values were
always above 0.8, and in a few situations, they were decisive for the assessment,
particularly in the case of sets with massive deviations. In addition, when the
sets were modified, these values often increased because the characteristics of the
time sequence changed and negative numbers were not taken into account - the
purpose of this was to make the measure of the absence of anomalies independent
of the measure of the accuracy of daily increments because the latter already
included values below 0. The likelihood values did not always change, as in
the case of efficiency testing. Even though the case variables were significantly
modified to diverge from Benford’s distribution, one of the statistical tests still
showed agreement with this distribution. As in the literature review papers, more
statistical tests may be needed to increase the measure’s effectiveness.

In future, we are planning to develop additional anomaly detection methods.
Making the definition of the measure of the absence of anomalies consistent could
better influence the assessment results. Another modification may be a change
in the period used to determine the reliability of a variable. Due to constant
modifications and the emergence of new data in known collections, additional
measures may be defined for variables such as the number of tests or vaccinations.
Also, a single rating indicator value may not be the best option, as all of the
measures are not equally important in assessing quality.
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Abstract. In today’s aging society, the proportion of elderly popula-
tion is increasing year by year, and providing comprehensive care for the
elderly has become an important issue. Among many aging diseases, dys-
phagia is a health threat that we often overlook, which if not detected and
treated in time, can lead to aspiration pneumonia. Currently, the main
detection method is usually through imaging of the throat and judgment
by doctors. However, inexperienced doctors may make misjudgments. In
order to avoid such situations, this study hopes to assist doctors in their
diagnosis through effective image semantic segmentation technology. In
the field of medical image semantic segmentation, the U-Net architec-
ture has been proven to be a successful image segmentation architecture.
The encoder-decoder technology in U-Net can effectively extract fea-
tures and restore the original image. However, U-Net may lose important
features during the downsampling process of feature extraction. There-
fore, this study added a dual attention mechanism in the encoder, which
effectively captures important features through position attention and
channel attention in the image. In addition to the dual attention mecha-
nism, this study added ResNet blocks in each encoder and decoder block
to preserve feature information between downsampling and upsampling.
Finally, this paper proves the effectiveness of these mechanisms through
experiments and obtains good results.
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1 Introduction

As everyone knows, elderly people must face some physical aging conditions,
such as common chronic diseases like hypertension, diabetes, and osteoporosis.
However, there is another condition that is often overlooked by the public, which
is dysphagia. According to a survey by Taiwan’s Health Bureau, dysphagia has
a prevalence rate of 12.8% among the elderly population, which means that 1
out of 10 elderly people has mild or above chewing and swallowing difficulties.
This number will continue to rise with Taiwan’s aging population. Abnormal
chewing and swallowing may also increase the risk of aspiration pneumonia in
the elderly. Pneumonia has risen to the third leading cause of death in Taiwan’s
top 10 causes of death in 2016, and the number of cases is still increasing,
especially among people over 65 years old. In recent years, aspiration pneumonia
caused by chewing and swallowing difficulties in the elderly has become one of
the threats to their health. Some causes of aspiration pneumonia are due to poor
oral hygiene or decreased function of the chewing and swallowing muscles, which
leads to many bacteria or pathogens in the oral cavity being inhaled or choked
into the lungs with food, causing aspiration pneumonia. Therefore, dysphagia is a
condition that cannot be ignored. In recent years, with the advent of the big data
era, many medical institutions have digitized their data, which means that they
now have a huge amount of data compared to before. In deep learning, learning
from data is the core idea of this technology. After each round of learning,
the model calculates the loss function, updates the weights in the model, and
achieves an effective learning cycle to provide accurate information to assist in
diagnosis. Hence, how to use the deep learning technology to increase efficiency
of dysphagia auxiliary diagnosis is an important issue.

There have been remarkable advancements in semantic segmentation and
instance segmentation for multi-object detection. In addition, the popularization
of medical examinations such as X-rays and ultrasound has enabled the acqui-
sition of large amounts of data. There are many domestic and foreign studies
on the diagnosis of diseases using X-ray and ultrasound images, which extract
small but important features directly from the images. Diagnosis is then per-
formed using neural network models such as semantic segmentation and instance
segmentation. These technologies bring many conveniences to doctors and can
assist doctors with less experience. In the future, this may help reduce the serious
shortage of medical manpower and allow people to enjoy higher quality medical
services.

Many successful medical image segmentation papers from the past to the
present have been based on modifications and variations of the U-Net [1] net-
work architecture. This is because U-Net is a relatively simple and effective
architecture, and its success is believed to be attributed to its encoder-decoder
structure, which can effectively integrate and extract features that are difficult
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to perceive by the naked eye. In addition, using the skip-connection mecha-
nism between the encoder and decoder can retain a large amount of original
information, effectively preventing gradient vanishing and suppressing overfit-
ting when the network structure is too deep. Therefore, based on the advantages
and flexibility of U-Net, this paper uses U-Net as the base network architec-
ture to improve and optimize the issue of glottis segmentation. Currently, many
studies combine U-Net with ResNet [2]. This is because ResNet has a power-
ful function to prevent gradient vanishing, and its own training effectiveness is
already quite good. Its residual block and shortcut structure, similar to the skip-
connection effect of U-Net, both reuse the extracted feature information. These
neural network modules can effectively utilize past information during training,
without losing important features due to deep networks. In addition, we have
found from past literature that combining U-Net with ResNet is feasible and has
better results [3,4].

The attention mechanism [5] was proposed by Google. This technique can
use three variables, query, key, and value, to identify the most helpful features
for the result, in other words, to find the most important parts to pay attention
to in the features. Based on this attention mechanism, Fu et al. proposed the
dual-attention mechanism [6], which divides image features into two directions,
including position attention and channel attention. The dual-attention mecha-
nism can search for required features through these two attention mechanisms,
and these two operate in parallel without interfering with each other’s results.
Therefore, this study incorporates the dual-attention mechanism into the skip-
connection of U-Net to improve the generalization of feature extraction and
increase the accuracy of the results.

In previous studies on dysphagia, most of the data types were based on asking
patients to swallow fluorescent agents and then using advanced equipment such
as X-Ray [7–12] or MRI [13] to record the entire swallowing process. Then, doc-
tors would observe the patient’s swallowing trajectory, the movement of throat
muscles during the swallowing process, and the residual fluorescent agent near
the pyriform muscle in the throat to assess the patient’s swallowing disorder.
Based on the doctor’s judgment, the severity of the disorder is classified. In
addition, some data was collected using ultrasound [14], which is similar to the
above method, where the entire swallowing process is recorded using ultrasound,
and then evaluated by a doctor.

In this study, the dataset was obtained by manually sampling using a laryngo-
scope on a mannequin. A dataset of 509 throat images with glottis was collected.
The proposed improved U-Net model, combined with ResNet and dual-attention
mechanism, will be used to segment the location of the glottis in the image and
label them. The output of this study can assist less experienced doctors in pre-
liminary screening, to prevent misdiagnosis and guide subsequent diagnosis and
treatment accurately.

The rest of this paper is organized as follows. In Sect. 2, we introduce related
work. Section 3 presents the proposed architecture in this paper. In Sect. 4, we
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discuss the experimental results and compare them with some existing methods.
Finally, we conclude the paper.

2 Related Work

Some scholars have already conducted research on the segmentation model of
the glottis, such as the study by Huijun Ding, Qian Cen, Xiaoyu Si, Zhanpeng
Pan, and et al. [15]. The network architecture they used was the DA-U-Net
based on U-Net. The DA-U-Net architecture replaces the convolutional layers of
U-Net with dense blocks to obtain more feature information. Then, DA-U-Net
also added color normalization (CN) to form a new CN-DA-Unet architecture.
Adding color normalization is because most of the previous training and research
used grayscale images. However, this paper used color images for training, so
normalization can effectively reduce computation after preprocessing.

There is literature on the combination of U-Net, ResNet, and dual-attention
for medical imaging, such as the architecture proposed by Ibtihaj Ahmad, Yong
Xia, Hengfei Cui, and et al. in their paper [16]. This paper aims to use a segmen-
tation model to label cancer cells in order to identify the type of cancer cells.
They replaced the encoder part of U-Net with residual blocks, which preserve
the original data with their feature access ability. They added dual-attention
in the skip-connections to increase feature extraction ability before passing the
data to the decoder. The decoder retains the original convolutional layers, and
experiments showed that this method performs better than using only the dual-
attention mechanism. The paper published by Xiangyu Zhao, Peng Zhang, Fan
Song, Guangda Fan, Yangyang Sun, Yujia Wang, Zheyuan Tian, Luqi Zhang
and et al. [17] aims to use a segmentation model to identify and label COVID-19
patients’ chest CT slices, in order to locate the infected areas from the images for
treatment and healthcare. The proposed architecture in this paper replaces the
decoder part of U-net with residual blocks and utilizes a dual-attention mech-
anism for the skip-connections. The difference is that they adopt the attention
mechanism using SENet, while retaining the original convolution layers for the
encoder part. According to their experiments, this architecture can accurately
locate the infected areas.

3 Proposed Architecture

From the literature review in the previous section [16,17], we found that residual
blocks and dual-attention mechanisms can effectively improve the accuracy of the
model. The key is how to effectively integrate the relationship between the two.
First, we need to preserve the original appearance of the entire image. Therefore,
in the U-Net-based architecture, we use the shortcut feature of the residual block
for feature extraction in the encoder part, which preserves the original appear-
ance while also extracting features. Then, the extracted features are sent to the
next layer of residual blocks, until the final layer of the designed structure. The
number of layers designed in this paper is four layers to achieve the best results
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and reduce the occurrence of overfitting. When designing a model for image seg-
mentation, reducing the occurrence of overfitting is one of the important goals.
This is because high accuracy results can generally be obtained based on the
U-Net structure. However, under this result, the model is prone to overfitting.
Therefore, this paper focuses on the design of the model’s generalization abil-
ity, and the ability to adapt well to new data. Moreover, overfitting problems
are prone to occur when the dataset is not large enough. Therefore, this paper
added a dual-attention mechanism to the skip-connection layer in the middle of
the U-Net, using position attention and channel attention to increase the model’s
accuracy and reduce overfitting. The spatial attention mechanism can extract
the more important position features from the entire image, thereby enhancing
the model’s generalization ability. The channel attention mechanism strengthens
the more important information during convolution operation, making it easier
to increase the model’s robustness during training. Finally, for the decoder part,
we refer to the idea in [16]. We fully retain the features extracted by the encoder
for the subsequent residual blocks, and add the enhanced features brought by
the dual-attention mechanism. This completes the design concept of the entire
architecture, reducing overfitting and increasing the overall generalization ability
and accuracy of the model. The proposed model architecture is shown in Fig. 1.

Fig. 1. The propposed model of improved U-Net based on dual attention mechanism
and Residual block.

4 Experiment

4.1 Dataset

First, we used a laryngoscope as the device for collecting images, and simulated
different glottis sizes by opening the glottis with varying degrees of force after
entering the throat. We divided the 509 photos in the collected dataset into
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448 training data, 50 validation data, and 11 testing data. For each evaluated
model, we performed 10 epochs of training. The scoring standards used were
the IoU (Intersection over Union) score and the dice loss. In the evaluation of
the segmentation model, the IoU score is often used as one of the evaluation
criteria. It represents the overlap ratio between the predicted image and the
ground truth. In other words, the higher the value, the more accurate we can
believe it to be. The dice loss formula (1) is also commonly used as the loss
function in the training of the segmentation model. This loss function is derived
from the calculation of the dice coefficient or F1-score, where TP represents true
positive, FN represents false negative, and FP represents false positive. We can
think of it this way: the lower the dice loss value, the higher the model’s accuracy,
as it is an inverse relationship. The collected dataset is shown in Fig. 2.

Fig. 2. The collected dataset.

dice loss = 1 − 2 ∗ TP

(TP + FN) + (TP + FP )
(1)

4.2 Evaluation

The hardware devices used in the experiment were an AMD Ryzen 5 PRO 4650G
CPU, 16 GB of memory, and an NVIDIA GeForce RTX 2080 8 GB graphics card.

In the first experiment, we evaluated the U-Net architecture. U-Net showed
a very high level of accuracy from the beginning, with a training IoU score as
high as 0.995 and a validation score of 0.9969. However, as shown in Fig. 3, we
discovered a significant overfitting phenomenon in U-Net, which is not desirable.

U-Net++ [18] is an enhanced version of U-Net that includes more nodes in
the skip-connection layer to extract features for better accuracy. In the experi-
ment, the training IoU score reached 0.9955, and the validation score was 0.9973.
The experimental results show that the accuracy is indeed higher than U-Net.
However, as shown in Fig. 4, the overfitting problem still exists.

We attempted to use DeepLabV3 [19], proposed by Google, for evaluation.
This architecture introduces the concept of Atrous Convolution, which can
increase the model’s spatial generalization ability while maintaining the total
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Fig. 3. IoU score and dice loss of U-Net.

Fig. 4. IoU score and dice loss of U-Net++.

calculation amount of the kernel. Finally, DeepLabV3 achieved a training IoU
score of 0.9927 and a validation score of 0.9949. Although the accuracy did not
increase, the overfitting situation showed a tendency to decrease as shown in
Fig. 5.

Fig. 5. IoU score and dice loss of DeepLabV3.

The architecture we proposed finally achieved a training IoU score of 0.9912
and a validation score of 0.986 in the experiment. Although the IoU score
and dice loss performance were not the best, the overfitting situation disap-
peared as shown in Fig. 6. The dual-attention and residual blocks did play their
roles.Table 1 gives a summary of each model. The Fig. 7 showed the segmentation
result of each model.
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Fig. 6. IoU score and dice loss of proposed model.

Fig. 7. The segmentation result of each model.

Table 1. The performance of each model.

IoU (train) IoU (vali-
dation)

dice loss
(train)

dice loss
(valida-
tion)

U-Net 0.995 0.9969 0.0063 0.0046

U-Net++ 0.9955 0.9973 0.0053 0.0038

DeepLabV3 0.9927 0.9949 0.0057 0.0078

Proposed model 0.9912 0.986 0.0051 0.0076
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5 Conclusion

The proposed architecture in this paper, as demonstrated by experiments, shows
that the combination of U-Net, ResNet, and dual-attention mechanism is quite
useful in addressing the issue of overfitting. Although the accuracy is not higher
than other architectures, the difference is quite small. In the future, for detecting
glottis, this paper will use features such as muscle movements during swallowing
or whether the epiglottis covers the trachea completely to determine the severity
of swallowing disorders, which can help doctors conduct preliminary screening,
and prevent this disease in some countries or cities with less developed medical
resources.
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Abstract. In this paper, we consider the problem of assessing the salin-
ity of the lands of the Turkestan region using remote sensing data. We
aim to analyze the applicability of machine learning methods to evalu-
ate the salinity of agricultural lands in southern Kazakhstan based on
remote sensing. The machine learning algorithm uses Sentinel 1 radar
data as features and Model A results expert assessment of soil salinity
as output or target values for Gaussian Process training. The Gaussian
Process model demonstrates a high degree of agreement with an expert
estimation on the test subset of data (the recall, precision, and f1 met-
rics have a value of 0.89). The results allow us to recommend this app-
roach for further testing based on ground-based measurement data and
other machine learning methods for mapping the salinity of agricultural
lands. The examined process of categorizing salinity has the potential to
enhance the effectiveness of addressing challenges related to automating
the digital mapping of salinity across extensive regions.
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1 Introduction

Irrigation salinization of arable lands and degradation of agricultural lands in
the South of Kazakhstan is a systemic negative factor that most strongly affects
four regions of Kazakhstan: Turkestan, Almaty, Zhambyl, and Kyzylorda. The
main problem is water resources, which are formed by the region’s transboundary
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flow of large rivers (the Syrdarya, Ile, and Chu Rivers). Kazakhstan is located
in the lower reaches of these river basins and is, therefore, very vulnerable.
The growth of water consumption in the upper parts of the river basins and
climate change create problems in the water supply in southern Kazakhstan.
Ensuring water and food security in the south of Kazakhstan, where two of the
three big cities of the Republic are located (Almaty and Shymkent), raises the
task of developing technologies for monitoring the processes of salinization and
degradation of agricultural land.

The article aims to describe one of the machine learning methods for soil
salinity mapping based on expert assessment and high-resolution radar images.
Machine learning methods (ML) are an important subsection of artificial intelli-
gence (artificial intelligence - AI) and put into practice the ideas of AI to create
learning systems [2,8]. Several serious results in solving problems of classifi-
cation, clustering, and regression analysis in various scientific fields [7] led to
the fact that ML methods were also used in salinity studies, starting around
2012 [1,10–12,14].

In [5] the salinity mapping problem is solved using radar images and machine
learning algorithms. The Mekong Delta was studied in the research. The authors
proposed a regression problem in which features generated from Sentinel-1 Syn-
thetic Aperture Radar (SAR) C-band radar images were used as input variables.
Soil conductivity measurements form the target column. The generation of fea-
tures from radar images was carried out using the method of constructing the
Gray Level Co-occurrence Matrix (GLCM) proposed in [4].

The similar research presents a method for mapping soil salinity in the 0–
30 cm layer of irrigated arable land using multispectral data obtained from
unmanned aerial vehicles (UAVs) [6]. The study was conducted in the south-
ern region of Almaty, Kazakhstan. The authors proposes a data preprocessing
method and compares several machine learning algorithms such as XGBoost,
LightGBM, random forest, support vector machines, ridge regression, and elas-
tic net. The XGB regressor exhibited the highest quality results with a coefficient
of determination of 0.701, a mean-squared error of 0.508, and a mean absolute
error of 0.514.

In general, this makes it possible to evaluate the applicability of machine
learning methods for solving the problem of mapping the salinity of agricultural
lands in the southern regions of Kazakhstan.

The work consists of the following sections. In the second part, we describe
the salinity estimation ML method that uses Sentinel-1 satellite SAR radar
images as input and expert assessments as target values. In the third part, we
discuss the result obtained. In conclusion, we summarize the discussion and for-
mulate tasks for future research.
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2 Suggested Method

The methodological scheme of the study includes the following main elements
(see Fig. 1):

1. Expert estimation. Estimation of salinity based on spectral indices. As a
result, a map is formed with five salinity levels, which are then converted into
binary values (there is salinity and no salinity).

2. Gaussian Process model. Classification model where the input data are radar
images and the target values are binary estimates of salinity, formed by expert
estimation.

Fig. 1. Methodological scheme of research.

The results of the Gaussian Process (GP) model are evaluated using the con-
fusion matrix and indicators of accuracy (precision), recall (Recall) and harmonic
measure (f1-Score):

Precision : P =
TP

(TP + FP )

Recall : R =
TP

(TP + FN)

F1score : f1 =
2 ∗ P ∗ R

(P + R)

(1)

True positive (TP) and true negative (TN) are cases of correct classifier
operation, i.e., when the predicted class matched the expected one. Accordingly,
false negatives (FN) and false positives (FP) are misclassification cases.
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Precision, Recall, and f1-Score indicators, calculated on the test data set,
allow us to assess the degree of agreement between expert estimation and GP
model. The task at hand is a binary classification problem based on radar data.
Build the GP model approach was used as described in [5]. The Gaussian Process
Classifier (GPC) algorithm was used as a classifier. The theoretical description
and practical results of using GPC for the binary classification problem are
presented in [9]. The authors of this work studied various approaches to improve
the accuracy of the GPC algorithm for binary classification. The Expectation
Propagation approach is suitable for the binary classification problem.

The main task of GPC is to find a latent function f given the observation
data x, y using Gaussian approximation f = GP (m(x), k(x, x′)). GP is given by
the mean function m(x) = E[f(x)] and the covariance function k(x, x′), where
x is a vector of feature value describing some point from a field and the set of all
considered points X,x

′
is also a feature vector, describing the same or another

point from a field. The stationary covariance function has the form k(x, x′) =
|x − x′|. This function is isotropic and invariant to changes. The function is
also known as the radial basis function (RBF) and, in the Gaussian form, is
k(x, x′) = σ2 exp −(x−x′)2

2l2 , where σ is the variance, and l is the length scale of
the kernel [13]. Each such point is associated with value yi ∈ 1, 0 (salinity or its
absence). Prediction is achieved with the function f through the GPC algorithm.
In the case of binary classification, the quality is evaluated using the sigmoid
function σ : R → [0, 1]. Thus, the probability that the function will accurately
predict the event is defined by the following expression: P (y ∨ x) = 1

(1+ef (x))
.

The methodological scheme for determining salinity using the GPC model is
shown in Fig. 2. The process of learning and applying the GPC model consists
of the following steps:

1. Obtaining Salinity Classification Results Based on Landsat-5 Spectral Indices
and Expert Judgments.

2. Obtaining radar images from Google Earth Engine.
3. Extraction of linear backscattering intensity in VV and VH polarizations.
4. Texture analysis using the Gray Level Co-occurrence Matrix (GLCM)

method.
5. Application of machine learning algorithms and evaluation of the quality of

the trained model.
6. Application of the model to classify salinity and map new areas.

3 Data Analysis

Based on GP model results, we performed the marking of the territory shown
in Fig. 3, for which we randomly selected 102 points on the map of the area and
determined whether this location has salinity or not salinity. Thus, we formulated
the problem of binary classification. Figure 3 and 4 show the selected points.
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Fig. 2. Flowchart for learning and applying GP model.

Fig. 3. Randomly marked 102 points in the selected territory.

To predict salinity (1) or its absence (0), we used the radar data from the
Sentinel 1 satellite (image date: 07/04/2021). The resolution of radar images of
this satellite is 10 m. The images were obtained using the Google Engine API [3]
https://developers.google.com/earth-engine. Using the SNAP toolbox version
8.0.3 http://step.esa.int/main/toolboxes/snap/. The images of the desired area
were processed. As a result, the primary scene corrections were performed, such

https://developers.google.com/earth-engine
http://step.esa.int/main/toolboxes/snap/
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as orbit correction, radiometric calibration, and Doppler relief correction. The
images were acquired in two dual-polarization modes, VV (vertical transmission
and vertical reception) and VH (vertical transmission and horizontal reception),
see Fig. 5.

Fig. 4. Location of points.

The data set consisted of binary soil salinity values and 17 features and was
created using a radar image and the GLCM method in Table 1.

The generated data set was divided into training and testing in the propor-
tion of 80% and 20%, respectively. Figure 6 shows the class distribution for the
training and test datasets. We balance two classes equally by randomly selecting
points on the map. Therefore, the current dataset does not have an imbalance,
but this issue will appear frequently in real samples. The distributions of both
sets have a proportional share of objects of different classes. The data set con-
tains 102 values, each described by 17 features, of which 81 are for training and
21 for testing.
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Fig. 5. Composite of radar data with VH, VV, VH/VV bands.

Fig. 6. Distribution of classes over samples for training and testing.

4 Results

The calculations were performed on a computer with the following characteris-
tics: Intel Core i7 8700 3.2 GHz processor and 32 GB of RAM. The experiment
used open source solutions: QGIS solution was used for GIS problems, geemap
framework [15] was used for spatial data processing, skimage framework [13] was
used for texture analysis of radar images using the GLCM method, and sklearn
framework for building a machine learning model.

Table 2 shows the estimated accuracy of the trained model GPC on the test
set. It can be stated that the model has high values on the test data set for the
recall metric for class 0 (no salinity) and 1 (salinity present). This proves that
the model can identify salinity zones from radar data (Fig. 7).
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Table 1. Names of features and their description.

Name Description

point class Binary class

gamma vv Polarization VV

dissimilarity vv Dissimilarity of gray level co-occurrence matrix for polarization VV

contrast vv Contrast of gray level co-occurrence matrix for polarization VV

homogeneity vv Homogeneity of gray level co-occurrence matrix for polarization VV

ASM vv ASM (homogeneity of an image) of gray level co-occurrence matrix for

polarization VV

energy vv Energy of gray level co-occurrence matrix for polarization VV

correlation vv Correlation of gray level co-occurrence matrix for polarization VV

entropy vv Entropy of gray level co-occurrence matrix for polarization VV

gamma vh Polarization VH

dissimilarity vh Dissimilarity of gray level co-occurrence matrix for polarization VH

contrast vh Contrast of gray level co-occurrence matrix for polarization VH

homogeneity vh Homogeneity of gray level co-occurrence matrix for polarization VH

ASM vh ASM (homogeneity of an image) of gray level co-occurrence matrix for

polarization VH

energy vh Energy of gray level co-occurrence matrix for polarization VH

correlation vh Correlation of gray level co-occurrence matrix for polarization VH

entropy vh Entropy of gray level co-occurrence matrix for polarization VH

Table 2. Error matrix for GPC models.

Class Precision Recall F1 Support

0 0.92 0.92 0.92 12

1 0.86 0.86 0.86 7

Accuracy 0.89 19

Macro avg 0.89 0.89 0.89 19

Weighted avg 0.89 0.89 0.89 19

Fig. 7. Error matrix for the test set.
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5 Conclusion

The paper analyzes the possibilities of using machine learning algorithms to
assess soil salinity according to remote sensing data in Kazakhstan. Our atten-
tion was focused on two salinity classification models. The expert estimation
represents the classification of the degree of salinity by spectral indices using the
algorithm Decision Tree with an expert’s participation to adjust the decision
tree’s parameters. Since expert evaluation is laborious and, in addition, data for
calculating spectral indices is not always available, it is advisable to use a more
stable and weather-independent data source such as radar images and train a
model that could perform automatic salinity classification. To this end, the GPC
model takes the output of an expert estimation as classification targets and per-
forms binary classification using the radar data as input. GPC model uses the
GPC algorithm. The result indicates that based on the GPC algorithm, the GPC
model shows positive results: a recall of 0.92 for class 0 (no salinity) and a recall
of 0.86 for class 1 (salinity).

The considered process of salinity classification can increase the efficiency
of solving problems of automating the digitization of salinity over large areas.
The expert estimation results can be replaced by field data or other objective
salinity estimates, allowing the GPC model to be tuned with live data and
more accurately estimate soil salinity over time. Due to the large area, including
cultivated land, the method for determining soil salinity using the GPC model is
very relevant since it significantly reduces the number of labor-intensive ground
studies and provides a high speed of analysis.

At the same time, the described method for assessing soil salinity requires
further research due to the high variability of parameters affecting soil salinity
(terrain relief, weather conditions, irrigation methods, groundwater level, etc.).
In future research, the authors intend to solve several problems:

1. Conduct laboratory measurements of the electrical conductivity of the surface
layer of the soil and, based on received data, refine expert estimation and train
the GPC model.

2. Assess the terrain’s influence and nearby irrigation facilities’ presence on the
models’ quality.

3. Perform a comparative analysis of the applicability of several machine learn-
ing models for both classification degrees of salinity and quantifying salinity
based on electrical conductivity data.

4. Assess the applicability of high-resolution multispectral images obtained from
UAVs to assess the salinity of local soil areas.
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“Space monitoring and GIS for quantitative assessment of soil salinity and degrada-
tion of land agricultural in the South of Kazakhstan” and grant number BR18574144
“Development of a data mining system for monitoring dams and other engineering
structures under the conditions of man-made and natural impacts”.



The Application of Machine Learning Technique 253

References

1. Akramkhanov, A., Vlek, P.L.: The assessment of spatial distribution of soil salinity
risk using neural network. Environ. Monit. Assess. 184(4), 2475–2485 (2012)

2. Amirgaliyev, Y., Shamiluulu, S., Merembayev, T., Yedilkhan, D.: Using machine
learning algorithm for diagnosis of stomach disorders. In: Bykadorov, I., Strusevich,
V., Tchemisova, T. (eds.) MOTOR 2019. CCIS, vol. 1090, pp. 343–355. Springer,
Cham (2019). https://doi.org/10.1007/978-3-030-33394-2 27

3. Gorelick, N., Hancher, M., Dixon, M., Ilyushchenko, S., Thau, D., Moore, R.:
Google earth engine: planetary-scale geospatial analysis for everyone. Remote Sens.
Environ. 202, 18–27 (2017)

4. Haralick, R.M., Shanmugam, K., Dinstein, I.H.: Textural features for image clas-
sification. IEEE Trans. Syst. Man Cybern. 6, 610–621 (1973)

5. Hoa, P.V., et al.: Soil salinity mapping using SAR sentinel-1 data and advanced
machine learning algorithms: a case study at ben TRE province of the Mekong
river delta (Vietnam). Remote Sens. 11(2), 128 (2019)

6. Mukhamediev, R., et al.: Operational mapping of salinization areas in agricultural
fields using machine learning models based on low-altitude multispectral images.
Drones 7(6), 357 (2023)

7. Mukhamediev, R.I., et al.: Review of artificial intelligence and machine learning
technologies: classification, restrictions, opportunities and challenges. Mathematics
10(15), 2552 (2022)

8. Mukhamediev, R.I., Symagulov, A., Kuchin, Y., Yakunin, K., Yelis, M.: From clas-
sical machine learning to deep neural networks: a simplified scientometric review.
Appl. Sci. 11(12), 5541 (2021)

9. Nickisch, H., Rasmussen, C.E.: Approximations for binary gaussian process classi-
fication. J. Mach. Learn. Res. 9(Oct), 2035–2078 (2008)

10. Nosair, A.M., Shams, M.Y., AbouElmagd, L.M., Hassanein, A.E., Fryar, A.E., Abu
Salem, H.S.: Predictive model for progressive salinization in a coastal aquifer using
artificial intelligence and hydrogeochemical techniques: a case study of the Nile
delta aquifer, Egypt. Environ. Sci. Pollut. Res. 29(6), 9318–9340 (2022)

11. Phonphan, W., Tripathi, N.K., Tipdecho, T., Eiumnoh, A.: Modelling electrical
conductivity of soil from backscattering coefficient of microwave remotely sensed
data using artificial neural network. Geocarto Int. 29(8), 842–859 (2014)

12. Vermeulen, D., Van Niekerk, A.: Machine learning performance for predicting soil
salinity using different combinations of geomorphometric covariates. Geoderma
299, 1–12 (2017)

13. Van der Walt, S., et al.: scikit-image: image processing in python. PeerJ 2, e453
(2014)

14. Wang, J., et al.: Machine learning-based detection of soil salinity in an arid desert
region, Northwest China: a comparison between landsat-8 OLI and sentinel-2 MSI.
Sci. Total Environ. 707, 136092 (2020)

15. Wu, Q.: Geemap: a python package for interactive mapping with google earth
engine. J. Open Sour. Softw. 5(51), 2305 (2020)

https://doi.org/10.1007/978-3-030-33394-2_27


Principal Components Analysis Based
Frameworks for Efficient Missing Data

Imputation Algorithms

Thu Nguyen1(B), Hoang Thien Ly2, Michael Alexander Riegler1,
P̊al Halvorsen1, and Hugo L. Hammer1

1 SimulaMet, Oslo, Norway
thu@simula.no

2 Warsaw University of Technology, Warsaw, Poland

Abstract. The problem of missing data is common in practice. Many
imputation methods have been developed to fill in the missing entries.
However, not all of them can scale to high-dimensional data, especially
the multiple imputation techniques. Meanwhile, the data nowadays tends
toward high-dimensional. Therefore, we propose Principal Component
Analysis Imputation (PCAI), a simple but versatile framework based on
Principal Component Analysis (PCA) to speed up the imputation pro-
cess and alleviate memory issues of many available imputation techniques
while maintaining good imputation quality. In addition, the frameworks
can be used even when some or all of the missing features are categor-
ical or when the number of missing features is large. We also analyze
the effect of using different formulations of PCA on the technique. Next,
we introduce PCA Imputation - Classification (PIC), an application of
PCAI for classification problems with some adjustments. Experiments
on various scenarios show that PCAI and PIC can work with various
imputation algorithms, including state-of-the-art ones, and improve the
imputation speed significantly while achieving competitive mean square
error/classification accuracy compared to imputing directly on the miss-
ing data.

Keywords: imputation · classification · dimension reduction

1 Introduction

Despite recent efforts in directly handling missing data [14,16,18], imputation
approaches [3,30] remain widely used. This is because directly handling miss-
ing data can be complicated, and methods are usually developed for specific
target problems or models. Meanwhile, imputation can be more versatile as it
makes the data complete, i.e., no longer have any missing values. Therefore, it
is easier to continue with other preprocessing steps, analysis, and data visual-
izations. Meanwhile, strategies for directly handling missing data are often more
complicated and not that readily available.

While many techniques have been developed for missing data imputation
[3,28,30], most of them are computationally expensive for big datasets. For
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example, experiments in [17] show that under their experiment settings, for
Fashion MNIST , a dataset of 70,000 observations and 784 features, MICE [3]
and missForest [27] are unable to finish the imputation process within three
hours for a missing rate (the ratio between the number of missing entries ver-
sus the total number entries in the dataset) of 20%. Since datasets nowadays
are trending towards larger sizes, with hundreds of thousands of features [8], it
is crucial to speed up the available imputation techniques. Taking into account
resource consumption and availability, such speed up cannot be achieved by only
providing more and better hardware but by the development of new methods.

To achieve this goal, this work introduces two novel frameworks based on
Principal Component Analysis (PCA) to speed up the imputation process of
many available techniques or the imputation-classification process for missing
data classification problems. The first framework, PCA Imputation (PCAI)
is proposed to speed up the imputation speed by partitioning the data into the
set of fully observed features and the set of features with missing data. After
that, the imputation of the missing part is performed based on the union of the
PCA - reduced version of the fully observed part and the missing part. Interest-
ingly, it turns out that the method has a great potential to aid the performance
of methods that rely on many parameters, such as deep learning imputation
techniques. Meanwhile, the second one, PCA Imputation - Classification
(PIC) is proposed to deal with classification problems involving missing data
where dimension reduction is desirable in advance of the model training step.
PIC is based on PCAI with some modifications. Note that these frameworks are
different from the methods developed for principal component analysis under
missing data presented in [7,10], which are about how to conduct PCA when
the data contains missing values.

In summary, the contributions of this article are: (i) we introduce PCAI to
improve the imputation speed of many available imputation techniques; (ii) we
introduce PIC to deal with missing data classification problems where dimen-
sion reduction is desirable; (iii) we analyze the potential strength and draw-
backs of these approaches; and (iv) we illustrate via experiments that our frame-
works can work with various imputation strategies while achieving comparable
or even lower mean square error/higher classification accuracies compared to
the corresponding original approaches, and alleviate the memory issue in some
approaches.

The rest of the paper is organized as follows. In Sect. 2, we review two popular
formulations of PCA. Next, in Sect. 3, Sect. 4, and Sect. 5, we introduce our novel
PCAI and PIC frameworks, and study related works, respectively. After that, in
Sect. 6, we demonstrate their capabilities via experiments on various datasets.
The paper ends with conclusions, remarks, and future works in Sect. 7.

2 Preliminaries

Let X = [xij ] where i = 1, ..., n; j = 1, ..., p be an input data matrix of n
observations, p features. In addition, assume that the features are centered and
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scaled. We review two popular formulations of PCA, which we refer to as PCA-
form1 and PCA-form2.

PCA based on Covariance Matrix (PCA-form1). Let Σ be the covariance
matrix of X. Next, let (λ1,v1), ..., (λp,vp) be the sorted eigenvalue-eigenvector
pairs of Σ such that λ1 ≥ λ2 ≥ ... ≥ λp ≥ 0. Suppose that we choose the first
r pairs for dimension reduction. Then the proportion of variance explained by
these r pairs is

λ1 + λ2 + ... + λr

λ1 + λ2 + ... + λp
(1)

Next, let V = [v1,v2, ...,vr]. Then, the dimension reduced version of X is XV.

PCA based on the Input Matrix X (PCA-form2). The solution of PCA can
also be produced based on the singular value decomposition of X:

X = UDWT (2)

where U is an n × p orthogonal matrix, W is a p × p orthogonal matrix, and D
is a p × p diagonal matrix whose diagonal elements are d1 ≥ d2 ≥ ... ≥ dp ≥ 0.
Suppose that r eigenvalues are used, then the projection matrix is V = Wr

where Wr consists of the first r columns of W. Then the dimension-reduced
version of X is also XV.

3 PCA Imputation (PCAI)

To start with some notations, let pca(A) be a function of a data matrix A. The
function returns (RA, V ) where RA is the PCA-reduced version of A, and V is
the projection matrix where the ith column of V is the eigenvector correspond-
ing to the ith largest eigenvalue. In addition, denote by [A,B] the column-wise
concatenation of two data portions A and B of relevant sizes. Next, suppose
that we have a dataset D = [F ,M] where F consists of data from fully observed
features and M consists of data from features with missing values.

The framework is as depicted in Algorithm 1. We first conduct dimension
reduction on the fully observed portion F , which produces a reduced version R
of F . Then, the imputation of M is done on the set [R,M] instead of D = [F ,M]
as how imputations are usually done (i.e., impute directly on the original missing
data). In conducting dimension reduction, we expect to reduce the dimension of
the fully observed portion so that the imputation of M can be faster.

For the choice of the PCA formulation, note that if the number of observa-
tions is larger than the number of features in F , then the size of the covariance
matrix is smaller than the size of F . Therefore, one may expect using the for-
mulation of PCA based on the covariance matrix (PCA-form1), to be faster.
Meanwhile, if the number of features in F is larger than the sample size, then
the covariance matrix of F is larger than F . Therefore, in such a case, it is better
to use the PCA formulation based on the data itself (PCA-form2).
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Algorithm 1. PCAI framework
Require:

- D = [F,M] where F is the fully observed portion and M is the portion with missing values
- Imputer I , PCA algorithm pca

Procedure:
(R, V ) ← pca(F)
M′ ← the imputed version of M based on [R,M]
return Imputed version M′ of M

One may reckon that using [R,M] instead of [F ,M] may lead to loss of
information due to dimension reduction and therefore lower the quality of impu-
tation. However, as will be illustrated in the experiments, the differences between
the mean squared error of the imputed version versus the ground truth for these
approaches are only slightly different, and many times, PCAI seems to be slightly
better. This is possibly because PCA retains the important information from the
data while removing some noise, and therefore helps to improve the imputation
quality. However, PCAI also has some shortcomings. For problems where the
sample size n is smaller than the number of features in the fully observed block
q if PCA-form1 is used, the covariance matrix has the size of q × q, which is
bigger than the size n × q of the fully observed portion F . This may make the
PCA dimension reduction process become computationally expensive, rendering
PCAI to be slower than imputing directly on the original missing data. This
issue will be illustrated in the experiment section.

4 PCAI for Classification (PIC)

In this section, we discuss a straightforward application of PCAI in classification,
with a slight modification for classification problems where it is desirable to
conduct a dimension reduction before training a model, such as when the number
of features is much larger than the sample size. To start, note that since PCAI
conducts PCA on the fully observed portion F , it reduces the dimensions for
a portion of the data. Therefore, rather than imputing values using the PCAI
framework and then conducting a dimension reduction step on [F ,M′], one
can perform dimension reduction on M′ to get R′, a PCA-reduced version of
M′. Then, one can use [F ,R′] as reduced dimension data. As will be shown
in the experiments, this speeds up the imputation and classification process
significantly. This is the basic idea of our Principle component Imputation for
Classification (PIC) framework.

PIC operates as shown in Algorithm 2. The procedure starts by performing
PCA on the training fully observed portion Ftrain, which gives the reduced
version Rtrain of Ftrain and a projection matrix V . Next, we project Ftest

on V to get the reduced version Rtest of Ftest. Then, we impute Mtrain on
[Rtrain,Mtrain] to get the imputed version M′

train. Next, we impute Mtest on
[Rtest,Mtest] to get the imputed version M′

test. After that, if reducemiss is set
to true, the algorithm performs dimension reduction on M′

train,M′
test. Then,

we train the classifier on [Rtrain,R′
train], i.e., the union of the reduced version

of Ftrain and the reduced version of Mtrain. For prediction of a vector x ∈ D,
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we can decompose x into x = (xF ,xM). After that, we can project xF on V to
get a projection r. Similarly, we can project xM on W to a get projection r′.
Finally, we can predict the label of x using the classifier C with input (r, r′).

Algorithm 2. PIC framework
Require:

- D = [F,M] where F is the fully observed portion and M is the portion with missing values
- reducemiss = True/False: if True, perform dimension reduction on the imputed portions; if
False, do not perform dimension reduction on the imputed portions
- Ftrain,Ftest: the training and testing data of the fully observed portion F ,
- Mtrain,Mtest: the training and testing data of the portion that has missing data M,
- Imputer I, classifier C, PCA algorithm pca

Procedure:
(Rtrain, V ) ← pca(Ftrain)
Rtest ← FtestV
M′

train ← imputed version of Mtrain based on [Rtrain,Mtrain]
M′

test ← imputed version of Mtest based on [Rtest,Mtest]
if reducemiss then

(R′
train,W ) ← pca(M′

train)R′
test ← M′

testW
Train the classifier C based on [Rtrain,R′

train]
Classify based on [Rtest,R′

test],
else

Train the classifier based on [Rtrain,M′
train]

Classify based on [Rtest,M′
test]

end if
return trained classifier C

Note that when the number of features in the missing portion M is large, one
may be interested in reducing the dimension of M′, and therefore, set reducemiss

to True. However, when the number of features in the missing portion is small,
one may want to keep it to False. Also, since PIC is a straightforward application
of PCAI for classification, the choice of PCA formulation should be used is similar
to PCAI, which is analyzed in the previous section.

5 Related Works

Various works have been published on missing data imputation to deal with
different situations, and with the rapid growth of data size [17], various works
have been done on PCA that are related to missing data, which mostly can be
categorized into missing values imputation using PCA, or dimension reduction
using PCA under missing values. Some typical works that make use of PCA for
missing values imputation are probabilistic PCA for missing flow volume data
imputation [20]; chunk-wise iterative PCA for data imputation on datasets with
many observations [11]; [10] proposes a fast algorithm for PCA under missing
data that helps in case of sparse, high dimensional data; and [2] proposed an
imputation approach based on PCA and factorial analysis for mixed data. Next,
PCA under missing values was first studied in [4], where only one component and
one imputation iteration are used. After that, [1] proposes a method based on
maximum likelihood PCA, where the method assigns large variance to missing
values prior to implementing the method, which aims to guide the algorithm
to fit a PCA model disregarding those points. Also, [23] introduces the EM
algorithm for building a PCA model that can deal with missing data. More
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recently, [6] proposes new techniques for building a PCA model with missing
data. In addition, [26] studies estimation and imputation in Probabilistic PCA
when the data is missing not at random.

Different from the previous approaches, PCAI is a framework to speed up
the imputation process, which can be used with various imputation methods,
including the aforementioned PCA imputation algorithms and the state-of-the-
art imputation algorithms such as softImpute [15], MissForest [27], GAIN [30].
In addition, note that since PCAI and PIC conduct dimension reduction on
the fully observed portion F , and not the missing portion M if reducemiss =
False, they can handle missing data, even if categorical features are present in
the missing portion M when used with imputers that are capable of handling
categorical/mixed data (MissForest [27], SICE [13], FEMI [21], etc.). In addition,
even if there exist categorical and continuous features in M; or reducemiss =
True and there exist categorical and continuous features in M, one can easily
adjust the algorithm to conduct PCA on continuous features only. The previously
mentioned PCA based approaches can, however, only be used for continuous
data, because PCA requires the data to be continuous.

6 Experiments

6.1 General Experiment Settings

We compare the speed (seconds) and MSE of PCAI with direct imputation
(DI), i.e., use an imputation algorithm directly on the dataset. The imputation
approaches used for comparison: softImpute [15,24], MissForest [27]1 and MICE
[3,19], KNNI, GAIN [30] are implemented with default configurations. The codes
will be available upon the acceptance of the paper. For PIC, we compare the
five-fold cross-validation (CV) score (accuracy, speed) of PIC when dimension
reduction is applied on the imputed missing part (PIC-reduce), when dimen-
sion reduction is not applied on the imputed missing part (PIC), and when
PCA is applied to the imputed version on the full missing data (DI-reduce),
and when no dimension reduction is applied to imputed data after direct impu-
tation (DI). Here, the default PCA formulation is PCA-form1, unless specified
otherwise. For all PCA computations, the number of eigenvectors is chosen so
that the minimum proportion of variance explained is 95%.

Details of the datasets used in the experiments are available in Table 1. All
experiments are run on an AMD Ryzen 7 3700X CPU with 8 Cores, 16 processing
threads, 3.6 GHz, and 16 GB RAM. We terminate an experiment if no result is
produced after 6,500 s of running or if there arises a memory allocating issue,
and we denote this as NA in the result tables.

6.2 Performance of PCAI and PIC When the Missing Values in M
are Randomly Simulated

Note that any datasets can be rearranged so that the first q features do not
contain missing data and the remaining features do. Therefore, without loss of
1 https://pypi.org/project/missingpy/.

https://pypi.org/project/missingpy/
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Table 1. Description of datasets used in our experiments

Dataset # Classes # Features # observations

Parkinson [25] 2 754 756

Fashion MNIST [29] 10 784 70000

Gene [5] 5 20531 801

Table 2. (MSE, speed) for PCAI and DI on the Parkinson dataset with q = 700.

Imputer Strategy missing rate

20% 40% 60%

softImpute PCAI (0.073, 0.860) (0.185, 0.774) (0.305, 0.875)

DI (0.072, 4.097) (0.188, 4.043) (0.308, 4.467)

MICE PCAI (0.091, 139.811) (0.186, 85.241) (0.369, 109.815)

DI NA NA NA

GAIN PCAI (0.254, 45.046) (0.538, 43.938) (0.779, 43.956)

DI (0.608, 69.839) (1.097, 70.548) (1.369, 70.293)

missForest PCAI (0.064, 188.324) (0.163, 178.849) (0.292, 138.085)

DI (0.058, 905.002) (0.160, 692.150) (0.258, 449.415)

KNNI PCAI (0.127, 0.355) (0.299, 0.398) (0.466, 0.416)

DI (0.113, 0.310) (0.274, 0.337) (0.426, 0.372)

generality, we assume that the first q features of each dataset do not contain
missing data, and the remaining ones contain missing value(s). Then, we simu-
lated missing data randomly on the missing portion M with missing rates 20%,
40%, and 60%. Here, a missing rate of 20% means that 20% of the entries in the
missing portion M are missing. The results for such experiments are reported in
Tables 2, 3, 4. Due to space limit, the results related to PIC on Fashion MNIST
are reported in the supplementary materials.

From the tables, it is clear that the proposed frameworks reduce the imputa-
tion time significantly while maintaining competitive MSE/classification accu-
racy compared to DI, in most of the cases. For example, at the missing rate
of 20% on the Parkinson dataset (Table 4), when using GAIN for imputation,
the running time of PIC-reduce (91.086 s) is much lower compared to DI-reduce
(130.349), the running time of PIC (89.984 s) is also much lower compared to DI
(129.702). Another example can be seen from Table 2, for the Parkinson dataset,
at 20% missing rate, when PCAI is applied to missForest, the running time
reduces to 188.324 s, which is almost 1/5 of the DI (905.002 s). Next, on Fashion
MNIST (Table 3), it is worth noticing that for MICE, DI cannot give the results
due to memory issues but PCAI can alleviate this issue and deliver the results.

For KNNI, the running time for KNNI between the PCAI approach and
direct imputation for Parkinson (Table 2) is not much different. However, for the
Fashion MNIST dataset, KNNI using the PCAI framework obviously deliver a
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Table 3. (MSE, speed) for PCAI and DI on the Fashion MNIST dataset with q = 700.
MissForest results all are NA, and therefore are removed from the tables.

Imputer Strategy missing rate

20% 40% 60%

softImpute PCAI (0.032, 22.408) (0.066, 22.797) (0.109, 25.603)

DI (0.032, 67.627) (0.064, 69.349) (0.107, 77.233)

MICE PCAI (0.027, 2218.864) (0.055, 1374.558) (0.095, 1641.962)

DI NA NA NA

GAIN PCAI (0.053, 65.730) (0.091, 68.752) (0.137, 69.743)

DI (0.041, 97.898) (0.079, 99.049) (0.125, 96.317)

KNNI PCAI (0.055, 1607.850) (0.115, 2033.153) (0.180, 2272.370)

DI (0.049, 3042.752) (0.102, 3659.300) (0.161, 3959.832)

Table 4. Five fold CV results (accuracy, speed) of SVM on Parkinson with q = 700.

Imputer Strategy missing rate

20% 40% 60%

softImpute PIC-reduce (0.862, 1.026) (0.862, 1.137) (0.862, 1.161)

PIC (0.858, 1.008) (0.858, 1.079) (0.859, 1.112)

DI-reduce (0.861, 4.116) (0.862, 4.424) (0.861, 4.718)

DI (0.858, 3.775) (0.858, 3.912) (0.855, 4.248)

MICE PIC-reduce (0.859, 204.605) (0.861, 256.340) (0.861, 240.211)

PIC (0.858, 524.739) (0.859, 694.667) (0.859, 925.426)

DI-reduce NA NA NA

DI NA NA NA

GAIN PIC-reduce (0.857, 91.086) (0.852, 102.861) (0.848, 122.349)

PIC (0.851, 89.984) (0.853, 104.773) (0.853, 123.233)

DI-reduce (0.855, 130.349) (0.851, 149.864) (0.851, 181.135)

DI (0.846, 129.702) (0.849, 152.031) (0.852, 183.67)

missForest PIC-reduce (0.859, 204.850) (0.861, 276.537) (0.858, 153.783)

PIC (0.858, 202.939) (0.861, 277.067) (0.858, 153.463)

DI-reduce (0.861, 656.948) (0.862, 729.872) (0.861, 472.230)

DI (0.858, 655.750) (0.861, 730.013) (0.858, 472.388)

KNNI PIC-reduce (0.858, 0.533) (0.861, 0.462) (0.862, 0.625)

PIC (0.858, 0.513) (0.861, 0.462) (0.862, 0.607)

DI-reduce (0.862, 0.696) (0.862, 0.642) (0.859, 0.803)

DI (0.859, 0.438) (0.859, 0.45) (0.858, 0.552)

competitive result in a significantly shorter time. Specifically, KNNI at a missing
rate of 20% on Fashion MNIST gives a result after only 1607.850 s, while DI takes
up to 3,042.752 s. This is because Fashion MNIST (70000 observations) has much



262 T. Nguyen et al.

more observations than Parkinson (756 observations), and KNN needs to do a lot
of pairwise comparisons. Therefore, PCAI and PIC would be extremely helpful
for KNNI when the sample size and the number of fully observed features are
large. Note that it does not require the number of features with missing data to
be large or small.

From Table 2, we can see that PCAI generates a lot of improvements in MSE
for GAIN, in addition to improvements in speed. This is possibly because PCA
reduces the number of features while the sample size remains the same, making
such a deep learning approach more applicable to the newly reduced data.

For PIC, the result for experiments related to PIC are provided in Table 5.
From the tables, it is clear that PIC approaches reduce the imputation time
significantly while maintaining competitive classification accuracy compared to
PCA on [F ,M′], in most of the cases.

Table 5. 5 - fold cross validation results (accuracy, speed) of SVM for different
imputation-classification strategies on the Fashion MNIST dataset with q = 700, when
the missing values in M are simulated at randomly given rates.

Imputer Strategy missing rate

20% 40% 60%

softImpute PIC-reduce (0.891, 285.707) (0.890, 279.263) (0.889, 353.506)

PIC (0.891, 593.652) (0.891, 598.726) (0.890, 609.252)

DI-reduce (0.892, 467.406) (0.891, 458.625) (0.891, 486.162)

DI (0.892, 710.019) (0.892, 644.585) (0.891, 630.044)

MICE PIC-reduce (0.892, 2379.869) (0.892, 1884.385) (0.891, 2851.581)

PIC (0.892, 2416.485) (0.891, 1907.529) (0.892, 2897.839)

DI-reduce NA NA NA

DI NA NA NA

GAIN PIC-reduce (0.892, 539.720) (0.891, 580.754) (0.891, 660.633)

PIC (0.891, 583.016) (0.892, 608.384) (0.891, 703.145)

DI-reduce (0.891, 1320.018) (0.891, 1351.854) (0.890, 1573.656)

DI (0.891, 846.002) (0.892, 787.246) (0.891, 863.685)

KNNI PIC-reduce (0.891, 3040.393) (0.891, 4235.292) (0.89, 6059.608)

PIC (0.891, 3110.041) (0.891, 4279.305) (0.889, 6088.542)

DI-reduce NA NA NA

DI NA NA NA

6.3 PIC Under Different PCA Formulations and Number of Missing
Features

The missing data in these experiments are generated at random as in Sect. 6.2
and the five-fold cross-validation results of SVM on the Gene dataset with q =
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15000, 20000, are shown in Table 6 and Table 7. From these tables, one can see
clearly that for a dataset where the number of features is significantly higher
than the number of observations such as Gene, PCA-form2, which is based on the
input data (F specifically) gives much faster computations compared to PCA-
form1, and also is faster than direct imputation-classification without PCA. In
addition, when PCA-form1 is used, even though PIC and PIC-reduce are faster
than PCA on directly imputed data (DI-reduce), they are still much slower than
direct imputation - classification without PCA.

Interestingly, the accuracy of PIC and PIC-reduce are almost identical to
PCA on directly imputed data, and are higher than direct imputation - classi-
fication without PCA. Next, note that the main idea of the proposed methods
is to reduce the dimension of the F to speed up the imputation. Therefore, we
have made no assumption about the number of features in the missing portion
M. In Table 6 and Table 7, q = 15000, 20000, which means 5,531 and 531 missing
features in M, respectively. This means PIC can handle datasets where M has
many features.

Table 6. Five fold CV results (accuracy, speed) of SVM for softImpute based strategies
on the Gene dataset when q = 15000.

Strategy missing rate

20% 40% 60%

PCA-form1 PIC-reduce (0.994, 2250.451) (0.992, 2412.082) (0.992, 2415.434)

PIC (0.992, 2429.114) (0.992, 2276.354) (0.992, 2284.414)

DI-reduce (0.994, 5018.368) (0.994, 4529.766) (0.994, 3785.947)

PCA-form2 PIC-reduce (0.995, 47.850) (0.992, 56.638) (0.992, 63.980)

PIC (0.992, 48.356) (0.992, 57.113) (0.992, 64.786)

DI-reduce (0.995, 99.698) (0.992, 110.993) (0.994,128.083)

No PCA DI (0.985, 71.884) (0.985, 74.812) (0.985, 92.309)

Table 7. Five fold CV results (accuracy, speed) of SVM for softImpute based strategies
on the Gene dataset when q = 20000.

Strategy missing rate

20% 40% 60%

PCA-form1 PIC-reduce (0.994, 2578.910) (0.994, 4001.717) (0.994, 3848.950)

PIC (0.994, 2583.717) (0.994, 4144.157) (0.994, 4057.188)

DI-reduce (0.995, 2891.994) (0.994, 4476.563) (0.995, 4332.869)

PCA-form2 PIC-reduce (0.995, 8.666) (0.995, 9.597) (0.995, 10.639)

PIC (0.995, 8.566) (0.995, 9.464) (0.995, 10.491)

DI-reduce (0.995, 87.298) (0.995, 78.814) (0.995, 79.843)

No PCA DI (0.985, 74.06) (0.985, 71.6) (0.985, 84.963)
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7 Conclusion and Remarks

We have presented two novel frameworks for datasets where many continu-
ous features are fully observed, PCAI and PIC, that can speed up imputation
algorithms significantly while having competitive accuracy MSE/accuracy com-
pared to direct imputation and alleviate the memory issue for some imputation
approaches such as MICE, KNN. In addition, the frameworks can be used even
when some or all of the missing features are categorical or when the number of
missing features is large. Note that when the sample size is significantly larger
than the number of fully observed features, PCA-form1 should be used since, in
such a case, the covariance matrix is much smaller than F , making it faster than
PCA-form2. On the other hand, when the number of fully observed features is
significantly larger than the sample size, PCA-form2 should be preferred, as the
covariance matrix is bigger than F itself in such a case. A limitation of the pro-
posed framework is that if there are not many fully observed continuous features,
then due to the computational cost of PCA, the proposed frameworks may not
lead to any improvement in speed.

Even though PIC is only introduced for classification, the same strategy can
be applied to a regression problem. We would like to explore that in the future.
Moreover, since various dimension reduction techniques such as sparse PCA [12],
incremental PCA [22], and truncated SVD [9] have been developed to suit differ-
ent scenarios, it is worth investigating different dimension reduction techniques
for PCAI and PIC. In addition, it would be interesting to explore if applying a
PCA variant to the missing portion M would result in an even more efficient
method for datasets with continuous features in the missing portion. Also, this
paper so far has only investigated the performance of PCAI and PIC on ran-
domly missing data. In the future, it is necessary to investigate the performance
of these methods on missing not at random data or structurally missing data.
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Abstract. In the era of digital transformation, the information used for strategic
management in schools needs to be utilized for maximum benefit, efficiency, and
effectiveness. Further, it requires storage in a secure, transparent, and verifiable
manner worldwide. Recognizing the importance of this research contribution,
the researchers designed a strategic data storage and analysis system to be used
in larger secondary schools by integrating big data, artificial intelligence, and
blockchain technologies. The integrated system provides a platform to collect and
analyze annual operational plans for schools by facilitating compatibility with
text analytics and machine learning technologies of large, high-security schools
in Thailand. The results showed that the plans and projects for each department
in the school were encrypted at the time of login, and the system generated a
starting block. Through each step of the corresponding analysis process, new
blocks are created continuously, meaning each plan and project will generate
a chain of blocks encrypted with the hash function until the plan and project are
approved. Furthermore, the systemhas a high level of security and user satisfaction
(X− = 4.00, SD. 0.76)). Thus, the system could be implemented and adopted in
schools to support educational management in the 21st century.

Keywords: Big data · Artificial intelligence · Strategic analysis · Text
Analytics · Blockchain

1 Introduction

The digital transformation era has caused a significant change in every dimension of
work, especially in the education sector. Regarding current research on intelligence
education administration management [1, 2], many schools have been using advanced
information technology, particularly the new age of artificial intelligence (AI) and big
data, to support strategic management in schools and contribute to the comprehensive
quality of teaching and learning [2, 3]. With the rapid development of information and
communication technology, there has been a dramatic increase in the collection, storage,
use, exploration, and access of data in the era of “big data” [1, 4].

The concept of “big data” has triggered a wave of technological innovation world-
wide. Big data is defined as “a new generation of technologies and architectures designed
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to economically extract value from very large volumes of a wide variety of data, by
enabling the high-velocity capture, discovery, and/or analysis” [5, 6]. Moreover, big
data is characterized by the 6 Vs model, which includes volume, variety, velocity, verac-
ity, value, and variability [5–7]. There are several activities involved in big data analysis,
including the specification, capture, storage, access, and analysis of datasets to make
content-supported decisions [5, 6, 8]. The benefits of big data include low cost, fast
acquisition, processing, and analysis technology from a variety of large data with extrac-
tion [5, 9]. The integration of big data technology with blockchain technology supports
data analytics for effective and safe business transactions [9, 10]. Blockchain technology
decentralizes data to other parties in network systems, which can be applied in an array
of industries such as finance, supply chain, healthcare, and education [12–14].

In recent times, blockchain technology has been implemented in school management
to support academic research, reputation, e-portfolios, and intellectual property, as well
as to connect lifelong learning and learning analytics platforms, credits, and school
strategic development [15–17].

In the digital transformation era, especially during the post-COVID-19 period, school
management has participated in these practices while adjusting to aworldwhere technol-
ogy plays a role inmany areas of a country’s development. For educational organizations
in Thailand, policies are issued by the Ministry of Education at the secondary school
level. In the fiscal year 2023, the Ministry of Education, under the administration of
the Thai government, has adopted the policy and focus of the Ministry, which was
announced in 2021 and designed to be compatible with the Thai government’s 20-year
National Strategy [5, 11, 18].

Recognizing this need, the researchers were inspired to develop a platform to help
compile school-level strategies, Ministry of Education strategies, and national strate-
gies by storing them in a large database management system called big data. Artificial
intelligence technology was also utilized in text analytics and machine learning to help
analyze the compatibility of these strategies with the Ministry of Education policy and
the national strategy. In addition, the researchers incorporated blockchain technology to
ensure security and transparency in school-level strategic planning.

This research aims to develop a platform that facilitates the effective management of
action plans for large secondary schools in Thailand, ensuring consistency with national
policies, Ministry of Education policies, and spatial context. The platform is based on
artificial intelligence technology, text processing, big data databases, and blockchain
technology, which provides maximum security, transparency, and traceability, making
it a good example of how blockchain technology can be used for public administration.
This research contributes to the Thai bureaucracy by facilitating the transition from
traditional paperwork to electronic documents. It also adds to the existing research on
the application of big data and information security technologies like blockchain at the
strategic level in Thailand.
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2 Review Literature

To obtain a platform for gathering, collecting, and analyzing high school strategic plans
that align with the policies of the Ministry of Education of Thailand and the 20-year
National Strategy of the Thai government, the research team has reviewed research and
supporting data as follows.

2.1 The 20-Year National Strategy

The 20-year National Strategy is a plan for national development that provides a frame-
work and guidelines for government agencies in all sectors to follow. It aims to achieve
the vision of a stable, prosperous, and sustainable Thailand with development guided by
the philosophy of the sufficiency economy, as expressed by the motto “Stable, Prosper-
ous, Sustainable” [18, 19]. The objective of the strategy is to improve the quality of life
of Thai people by promoting happiness, responding to national interests, and generating
high income. It also seeks to create a stable society that is characterized by equality
and fairness, and one that can compete effectively in the global economy.The 20-year
National Strategy consists of 6 aspects comprising (1) stability, (2) competitive capa-
bility, (3) human resource development and enhancement, (4) opportunity and social
equality, (5) growth in the quality of life that is friendly to the environment, and (6)
balance and development of the public administration system.

2.2 Context of School in Research Area in Thailand

The research area is located in Sisaket Province, which is in the northeast region of
Thailand. Several schools, particularly Sisaket Wittayalai School, participated in this
research project. The reason for choosing SisaketWittayalai School is because the school
has a prestigious reputation and is academically strong. Additionally, it is well prepared
and has the potential to develop its systems. It is also a user of the integration of big data
and blockchain system in the school’s operations aiming to progress towards becoming
a model school (Fig. 1).

Fig. 1. SisaketWittayalai School the research area [19]

Sisaket Wittayalai School is located at No. 319 Moo 5, Wan LukSuea Road, Nong
Khrok Sub-district inMueang Sisaket District, Sisaket Province, covering an area of 145
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rai. Originally named Khukhan Province School, it was established on May 17, 1912,
under the name “Khukhan Rat Rangrak” using the Sala Rong Thammarat of Maha-
Phuttharam Temple (Wat Phra To). The school started with 3 classrooms, 28 students,
and 3 teachers. Since then, SisaketWittayalai School has had 27 directors. Currently,
SisaketWittayalai School provides education for Mathayom 1–6 students according to
the Basic Education Core Curriculum B.E. 2551 (revised B.E. 2558). There are a total
of 3,834 students (89 classrooms), 9 school buildings, and 15 compound buildings. Over
time, SisaketWittayalai School has made significant progress in all aspects, making it a
high-quality secondary school in Sisaket Province, Thailand [19].

2.3 Big Data in Education

The concept of big data has become a buzzword and gained popularity over the last
decade [5]. However, there is still no official definition for big data, as different research
studies have diverse definitions [5, 20]. Generally, big data refers to large data sets that
require complex computational platforms to be analyzed [21]. It is compiled from the
proliferation of data, both structured and unstructured, as well as increased computer
processing power, data storage capacity, the use of computers to mediate transactions
and social interactions, and the density of sensors, all at decreasing costs [5, 22].

Table 1. Big data system architecture [5, 23]

Calculation model Describe Developers

Hadoop Batch processing The first open-source implementation of a
MapReduce paradigm

Apache

Spark Flow calculation Apache distributed flow of computing TApache

Samza Batch processing Support data memory and the latest analysis
system

UC Berkeley
AMP Lab

The big data system architecture shown in Table 1 consists of:

1) Hadoop uses the MapReduce distributed computing framework and the HDFS
distributed file system developed based on Google File System (GFS) [5, 23].

2) Spark supports the analysis of in-memory data and recovery capabilities and is based
on Hadoop with several architectural improvements [24].

3) Samza is a real-time distributed stream processing framework. Samza streams data
processing, with each Kafka cluster connected to a Yarn cluster to process Samza
jobs, which process real-time streaming data such as log services, real-time services,
and data tracking applications [5, 25, 26].

The research paper by Cui et al. [20] analyzes the development of online education
and the impact of combining online education with big data. The paper introduces
innovative online education technology and its results, highlighting the opportunities
and development of online education under the influence of the COVID-19 pandemic
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using big data technology. By analyzing big data technology, the paper demonstrates
the potential of combining big data technology and online education and concludes that
this innovative approach could be applied in other areas beyond education.

The paper also examines the impact of this combination on the online education
industry and other industries. The paper concludes that the combination of big data and
online education is innovative since the emergence of COVID-19, and it provides a com-
prehensive introduction to the concepts and methods of integrating online education and
big data technology. The online education platformprovides a suitable introduction to the
research paper by Cui et al. [20]. The paper can be used to understand the issues and chal-
lenges faced by innovative online education in the context of the COVID-19 pandemic
as well as to explore future possibilities based on this combination of technologies.

Several studies have shown that effective teaching behaviors play a crucial role in
student learning and outcomes. To measure the extent of effective teaching behavior,
academics have developed various tools. In this study, an open-ended questionnaire
was used in a survey of a large group of students. The researchers employed machine
learning tools to separate teaching behavior topics from the open-ended responses of
the students. They then tested the validity of the results by comparing them with the
theoretical self-driven coding results based on expert judgment. The researchers utilized
latent Dirichlet allocation (LDA) topic model analysis along with the Visualization Tool
(LDAvis) to analyze qualitative data collected from 173,858 secondary school students
in the Netherlands [25, 26]. This approach enabled them to identify patterns and topics
within the students’ responses, providing insight into effective teaching behaviors.

Based on the data-driven machine learning analysis, the researchers identified eight
themes of teaching behavior domains including clear descriptions, a supportive, student-
centered learning atmosphere, a variety of lesson characteristics, teachers who arouse
interest, follow-up comprehension, and others. Additionally, the researchers randomly
selected 864 student responses from the same dataset and conducted theoretical content
analysis to write their own code. This resulted in nine teaching behavioral domains and
19 subdomains. The results of the study suggest that the relationship between machine
learning and human analytics is complementary. By combining the two approaches,
researchers can gain a more comprehensive understanding of effective teaching behav-
iors. The use of machine learning tools provides an efficient and effective method for
analyzing large datasets, while human analytics provides a more nuanced and detailed
understanding of the data. Together, these approaches can improve the accuracy and
validity of research findings in the field of education.

2.4 Blockchain

Blockchain is a technique for storing data in the form of blocks, which the hash and
block system cannot handle; this makes the blockchain ideal for storing sensitive data.
One of them is drug information. Therefore, research has been carried out on blockchain
technology formedical use in terms of using it to store patient records utilizing smart con-
tracts. For the goal of blockchain applications with pharmaceuticals, drug information
from manufacturers can be viewed and purchased directly from buyers.

The research by Jaya et al. (2023) [25] builds upon blockchain research and inno-
vation by applying it to drug data storage. The researchers implemented the Ethereum
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blockchain and found that the stored data could be integrated effectively into a smart
contract. Smart contracts can support and facilitate transactions between producers and
buyers while keeping information safe. Access rights in smart contracts can be used to
maintain data integrity and security. Ultimately, privacy, decentralization, transparency,
and authenticity in drug information can be ensured through the use of blockchain
technology and smart contracts for every transaction.

In research by Wang et al. [26], the objective was to solve online learning prob-
lems in isolated areas, particularly the problem of sharing data. To address this issue,
the researchers proposed an educational data management model based on blockchain
technology. The model aimed to facilitate the sharing of data and resources for online
learning using verification codes and third-party keymechanisms.Additionally, the study
introduced a smart contract-based mechanism for sharing online learning data, and the
system’s efficiency was evaluated in terms of security analysis.

2.5 Text Analytics

Text analysis, also known as text mining, refers to a set of methods used to collect,
process, and interpret unstructured text data [28]. These methods typically involve con-
verting large amounts of text data into a structured format, which can then be analyzed to
identify key facts, relationships, and patterns. Common examples of text analysis include
response retrieval (such as Apple’s Siri or IBM’s Watson), sentiment analysis/opinion
mining, text summarization, and the integration of structured data into databases, data
warehouses, or dashboards for descriptive, inferential, or predictive analytics. Natural
Language Processing (NLP) is a field of study that deals with the processing and anal-
ysis of text data using machine learning algorithms. NLP algorithms can handle vast
amounts of textual information consistently and reliably as well as interpret concepts
within complex contexts and decode linguistic ambiguity.

The study by McLaughlin et al. [28] aimed to provide guidance and explanations
for text analysis. The study presented a methodological literature review that provided
an overview of text analysis, including its brief history, contemporary techniques, and
basic steps. The authors illustrated this approach with several examples of common text
analysis techniques. The study also offered practical recommendations to support the use
of text analysis in pharmaceutical education. These recommendations included clarifying
the purpose of text analysis, ensuring that research questions were relevant and based
on the literature, developing a processing strategy and creating a dictionary, exploring
tools for analysis and visualization, being tolerant of errors, training, calibrating, and
validating analytical strategies, and collaborating and preparing.

The authors also discuss the potential impact of text analysis, which provides a
systematic approach to generating information from the textual content. The approach
has several benefits, such as improving the efficiency of text analysis and explaining new
knowledge. Despite recent developments in text analysis techniques, however, the study
highlights the limitations of this approach. The authors suggest that efforts to improve
the usability and accessibility of text analytics continue and pharmacy educators should
position their work in the context of these constraints (Fig. 2).

Text analytics is a technology that combines machine learning suites with statistical
and linguistic techniques to process large amounts of unstructured text or text without a



An Integration of Big Data and Blockchain for Strategic Analysis 273

Fig. 2. Text Analytics Operations [29]

predetermined pattern. Its purpose is to gain insights and patterns that enable businesses,
governments, researchers, and the media to leverage vast amounts of content to make
critical decisions. Text analysis employs a variety of techniques, including sentiment
analysis, topicmodeling, named entity recognition, word frequency, and event extraction
[29].

3 Methodology

3.1 Research Framework

In order to obtain a strategic analysis platform for high school administration that inte-
grates blockchain technology within, the researchers designed the architecture of the
system into three tiers, in line with the inputs of school administration, analysis process
and plan management, and reports for executive level.

The work of the system architecture starts from the department or the learning group
adds the operational plan data into the system, which adds this data to create a new block
into the system, when the data is saved in the database system. Central by stamping the
Hash Key, such information is considered information that can guarantee the identity of
the entity that enters the transaction, then will be analyzed for the consistency of the plan
with the national strategy and the focus of Ministry of Education, where the information
that has been processed from the beginning of the data entry until the consistency analysis
will be presented to the school administrators in the form of Summary Reports (Fig. 3).

3.2 System Development Life Cycle

The researchers aimed to develop a platform that could collect and analyze high school
strategic plans in accordance with the policies of the Ministry of Education of Thailand
and the Thai government’s 20-year National Strategy. To accomplish this, they employed
a system development process known as SDLC. There are five steps as following:
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Fig. 3. Research Framework

1) System analysis: of an existing system the research team conducted a detailed feasi-
bility study of the operational plan for Sisaket Wittayalai School. The details of this
study are presented in the action plan at Sisaket Wittayalai School and was originally
made into a booklet on paper [19]. Also, the research team reviewed relevant research
pertaining to the school context, management structure, the 20-year National Strat-
egy, Ministry of Education policy, big data research, blockchain research, and text
analytics research.

2) System design: architecture design involved dividing the system into three parts: (1)
divisions and subject groups, (2) the planning department, (3) school administrators
as show in Fig. 4

3) Systemdevelopment: involved database design and the creation of a set of instructions
for performing all three tasks. The system development part includes: (1) database
design, (2) table design, (3) input form design, (4) blockchain module design, (5)
design. Analyzing the consistency of the agency’s work plan with the Ministry of
Education’s focus, (6) Designing a summary report.

4) System was then subjected to testing in the Sisaket Wittayalai School for 4 months
(one semester November 2022-February 2023)

5) System evaluation: by teacher and staff at the school 30 people. The research team
conducted an experiment to evaluate the efficiency of the developed platform in terms
of user interface quality and system acceptance to support plan analysis, by testing
with 30 system users. Usability, stability, accuracy and completeness, with an average
score in all aspects at 4.00 as in
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4 Results

This research resulted in a tool to help compile and analyze projects and plans at a large
secondary school in Thailand, namely Sisaket Wittayalai School in Sisaket Province.
After the personnel at Sisaket Wittayalai School in Sisaket Province submit their fiscal
year project into the system, the system will analyze its compliance with the Ministry of
Education’s policies for the year 2023 and indicate the corresponding points as well as
percentage of compliance. The system adding blockchain-based security to the project
upload process takes an average of only 1 s, which is a very short processing time. In
terms of the percentage of the project’s consistency with the 20-year National Strategy
and the Ministry of Education’s policy, projects having 50% or more compliance with
both policies will be considered.

Fig. 4. Integration of big data and blockchain for strategic analysis of schools in Thailand result

Figure 4 Project information that has been analyzed for compliance with the policy
of the Ministry of Education and recorded in the big data system will be encrypted with
blockchain. The research team conducted an experiment to evaluate the efficiency of the
developed platform in terms of user interface quality and system acceptance to support
plan analysis, with 30 users. Work, stability, accuracy and completeness with an average
score of 4.00 (Mean 4.00, SD. 0.76) as shown in Table 2.

The results of the evaluation of the efficiency and satisfaction of the system users
presented in this research are shown in the table above. The research team found an
average score of 4.0, which concluded that overall performance and user satisfaction
with the developed platform were good.

After adding data to the big data database system, a list of projects will be created
as a transaction in the blockchain system to ensure transparency and accountability for
any additions, changes, or amendments made to the details of such projects.
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Table 2. System Evaluation

Evaluation Indicators Issue Means SD.

Usability 1.1 Easy to use
1.2 Easy to access

4.00
4.00

0.85
0.77

Stability 2.1 Stability of the systems
2.2 Network stability
2.3 Run time error

4.00
4.00
3.50

0.65
0.87
0.55

Accuracy 3.1 System accuracy 4.50 0.89

Completeness 4.1 System completeness 4.00 0.98

Overall 4.00 0.76

5 Conclusion and Discussion

This research developed a platform for collecting, archiving and analyzing the strategic
plans for large secondary school in line with Thailand’s Ministry of Education policy
and the Thai government’s 20-year National Strategy. The goal was to make the process
of managing secondary schools in the age of competition more effective, given the
limitation of budget.

To ensure consistency in each project at Sisaket Wittayalai School, the research
team chose to use artificial intelligence technology, specifically text analytics, to assist
in identifying the consistency of each project’s message with the policy of the Min-
istry of Education. Compatibility was determined using machine learning, specifically
supporting vector machines. To ensure transparency and accountability in the project
submission, review, and revision processes, the researchers incorporated a blockchain
mechanism after inserting project data into the big data DBMS.

The use of big data technology in this research aligns with the research guidelines of
Cui et al. [20]. The use of text analytics in analyzing secondary school projects and the
policies of the Ministry of Education aligns with the research guidelines of McLaughlin
et al. [28]. The application of blockchain to the Ministry of Education’s annual project
proposals improves transparency, data security, and research consistency [26].
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Abstract. In video streaming over HTTP, the bitrate adaptation selects
the quality of video chunks depending on the current network condition.
Some previous works have applied deep reinforcement learning (DRL)
algorithms to determine the chunk’s bitrate from the observed states to
maximize the quality-of-experience (QoE). However, to build an intelli-
gent model that can predict in various environments, such as 3G, 4G,
Wifi, etc., the states observed from these environments must be sent to
a server for training centrally.

In this work, we integrate federated learning (FL) to DRL-based rate
adaptation to train a model appropriate for different environments. The
clients in the proposed framework train their model locally and only
update the weights to the server. The simulations show that our feder-
ated DRL-based rate adaptations, called FDRLABR with different DRL
algorithms, such as deep Q-learning, advantage actor-critic, and proxi-
mal policy optimization, yield better performance than the traditional
bitrate adaptation methods in various environments.

Keywords: bitrate adaptation · deep reinforcement learning ·
federated learning · dynamic adaptive streaming over HTTP

1 Introduction

Dynamic adaptive streaming over HTTP (DASH) is the primary method of video
streaming on the Internet today. This standard is widely applied because of its
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flexibility and scalability. The video is chunked and encoded in different bitrates.
Depending on the current network condition, the user’s adaptive bitrate (ABR)
function chooses an appropriate bitrate to request the video chunks [1–3].

The traditional ABR methods include throughput-based [1] and buffer-based
methods [3]. The throughput-based method chooses the quality level of the next
chunk using the estimated throughput (usually the mean) of the previously
downloaded chunks [1]. The buffer-based method determines the quality level
of the next chunk based on the current buffer level. BOLA is a well-known
buffer-based method that optimizes the Lyapunov function to select a quality
level for chunks [3]. Both throughput-based and BOLA are deployed as two main
ABR methods in the reference video client Dash.js [4].

The ABR based on tabular Q-learning maximizing the user’s QoE is studied
in [5]. The states, including estimated throughput and buffer size, are discretized.
The reward combines three objectives: high chunk quality level, low number of
quality switches, and short rebuffering time. The success of deep Q-learning
(DQN), which achieved human-level playing in the Atari game [7], has inspired
the development of various deep reinforcement learning (DRL) algorithms and
their applications in many fields. Recently, there have been several works [10–
12] that applied several DRL algorithms to improve the performance of ABR. In
work [10], the proposed Pensieve method has applied an asynchronous advantage
actor-critic (A3C) algorithm to rate adaptation. The action is the quality level
the client will request for the next chunk. The state combines different obser-
vations, such as estimated throughput, next chunk sizes, number of remaining
chunks, buffer size, delay, etc. The reward is the utility penalized by quality
switching and video rebuffering. Since A3C is a policy-based method, a neural
network approximates a state to an action distribution, and the action corre-
sponding to the maximum probability is chosen. Similar to Pensieve, D-DASH
proposed in [11] uses DQN algorithm for ABR. The state space, action space,
and reward function are similar to the ones in Pensieve. Two network architec-
tures are used in [11], i.e., multilayer perceptron and long-short term memory.
The work [12] has applied several DRL algorithms to ABR, i.e., temporal dif-
ference, A3C, DQN, and rainbow DQN. The DRL-based ABR methods achieve
a higher QoE than the traditional methods.

The federated learning (FL) algorithms [14] in supervised learning emerge as
promising algorithms that allow learning distributively. In each round, several
random clients are selected to train in several epochs with their local datasets and
send the weights of the trained models to the server. The server then averages
the received weights and broadcasts the average weight to all clients. In FL,
data is kept locally without being sent to the server, hence, preserving the user’s
privacy.

Inspired by the success of FL, federated deep reinforcement learning (FDRL)
is the architecture combining federated learning and reinforcement learning [15].
Inherit from the categorization of FL algorithms [16], FDRL has two groups of
algorithms: horizontal FDRL and vertical FDRL [15]. In horizontal FDRL, the
clients have aligned the state space and action space. The clients explore different
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aspects of their environment but are unwilling to share their experiences with a
central model. The horizontal FDRL framework helps to increase training sam-
ples and improve global model performance. In vertical FDRL, clients’ training
data may have different features. The state space and the action space of the
clients are not aligned. Each client observes part of the global environment and
can perform a different set of actions depending on their observed environment.

We propose a horizontal FDRL architecture for rate adaptation in which the
clients experience different environments like network delay, throughput, buffer
thresholds, etc. The contributions in this paper include the following:

1. We propose a federated deep reinforcement learning-based bite rate adapta-
tion framework called FDRLABR. The global model can predict action in
various environments.

2. We implement FDRLABR with different DRL algorithms run at clients,
including value-based algorithm, i.e., deep Q-learning (DQN), and actor-critic
algorithms, i.e., advantage actor-critic (A2C) and proximal policy optimiza-
tion (PPO)1.

3. We train and evaluate our proposed algorithms in an event-driven envi-
ronment. The global model can predict the action for various environment
datasets and yields a better QoE than the traditional methods such as BOLA
and throughput-based.

To the best of our knowledge, this study is the first work that proposes a dis-
tributed DRL framework for bitrate adaptation in DASH.

The remaining paper has the following structure. Section 2 describes FDR-
LABR framework. Section 3 presents the performance of the proposed algo-
rithms, and Sect. 4 concludes the work.

2 Federated Deep Reinforcement Learning-Based Bitrate
Adaptation (FDRLABR)

Our proposed FDRLABR framework includes a global model at the server imple-
menting federated updates and multiple local models at clients running DRL
algorithms. Figure 1 describes the framework of FDRLABR. Both global and
local models have the same neural network architecture. In each global round,
the server randomly selects several clients and broadcasts its model’s parame-
ters to these clients. Each selected client performs local training for E episodes
and sends back the weights of its model weights to the server. The server then
averages the received weights and goes to the next round.

2.1 DRL Model for Bitrate Adaptation at Client

A DRL agent interacts with the environment and learns from experiences. At
each time step, the agent observes state s, chooses action a, and receives a reward
1 https://github.com/toiuuvagiaithuat/FDRLABR.

https://github.com/toiuuvagiaithuat/FDRLABR
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Fig. 1. The framework of FDRLABR.

r. The agent aims to maximize the cumulative reward [6]. Assuming that each
time step begins when the client requests a video chunk and an episode is the
set of all the chunks of a video. The reward function, states, and actions of the
DRL model applied for bitrate adaptation are described as follows.

Corresponding to an observed state, the DRL agent decides which quality
level of the chunk will be requested. The action space includes all the quality
levels of the video. At time step n, assuming that the agent takes the action
corresponding download chunk n at bitrate Rn, the received reward is the com-
bination of three QoE metrics: the utility value corresponding to chunk’s quality
level, the quality difference between two consecutive chunks, and the rebuffering
time in this time step. The following formula is the reward corresponding to
chunk n:

rn = q(Rn)− α|q(Rn−1)− q(Rn)| − βφn,

where,

– q(Rn) is the utility function mapping bitrate Rn to a value. Logarithm utility
function q(Rn) = log(Rn/Rmin) is used as in [3,10], where Rmin is the bitrate
of the minimum quality level.

– |q(Rn−1)− q(Rn)| represents the difference in the quality levels between two
consecutive chunks.

– φn is the rebuffering time in time step n. If the download time dn of chunk n
is greater than the amount of video (in seconds) currently in the buffer, Bn,
then the rebuffering time is dn−Bn. Otherwise, there is no rebuffering. Hence,
rebuffering time associated to chunk n is given by φn = max(0, dn − Bn).

– α and β are the coefficients associated with the quality difference and rebuffer-
ing time penalties, respectively. We use the values α = 2.6 and β = 1, the
same as [10].

A state is a vector of the following components:

– estimated network throughput for last 06 video chunks in seconds,
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– download time of last 06 video chunks in seconds,
– next chunk sizes for all quality levels in Mb,
– current buffer size in seconds,
– number of remaining chunks,
– bitrate at which the last chunk was downloaded in Mbps.

In the following subsections, we will present FDRLABR algorithms for clients
using two groups of DRL algorithms: a value-based algorithm, i.e., DQN, and
policy-based algorithms, i.e., A2C and PPO.

2.2 FDRLABR with DQN

DQN is a value-based algorithm [7]. Q-network with parameter w estimates
Q-values Q(s, a;w) from an observed state s for each action a. An action is
selected according to ε-greedy policy, in which the agent selects the quality level
corresponding to the maximum Q-value with probability 1 − ε and explores a
random quality level with probability ε, in the training phase (see [7]). To make
the algorithm more stable, DQN uses an experience replay memory to store the
transitions (state s, action a, reward r, next state s’) of previous steps. In addi-
tion, a target network parametrized by w−, that periodically clones the param-
eters of Q-network, is used to estimate the target value r + γ maxa Q(s′, a;w−).
Each training step updates w to minimize the difference between the Q-value
Q(s, a;w) and the target value with a random batch of transitions from the
experience replay memory.

Algorithm 1 describes the steps of FDRLABR with DQN. The aggregation
server collects the weights of Q-networks of the selected clients, averages them,
and sends the average weights back to the selected clients of the next global
round.

2.3 FDRLABR with Actor-Critic Algorithms

We apply two actor-critic algorithms for clients’ ABR, i.e., A2C and PPO.
The first policy-based algorithm, REINFORCE [6], uses an actor network,
parametrized by θ, to estimate the policy π(a|s; θ) directly. Actor-critic algo-
rithms use a baseline to reduce the fluctuation of REINFORCE. The value func-
tion V (s; ν) is a common baseline, and a critic network, parametrized by ν, is
used to estimate this baseline. Advantage actor-critic (A2C) or asynchronous
advantage actor-critic (A3C) are well-known actor-critic algorithms. Using N -
step update, the advantages are given by

An = Rn − V (sn; ν), n = 1, . . . , N.

where Rn = rn + γrn+1 + . . .+ γN−n−1rN−1 + γN−nV (sn; ν) (see Algorithm 2).
Both A2C and A3C use multiple copied environments in parallel to accelerate

the training. In A3C, the actor corresponding to each environment runs on a
separate thread and updates asynchronously [8], whereas A2C uses synchronous
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Algorithm 1. FDRLABR with DQN.
1: Initialize wk randomly, experience replay memory Dk = ∅ for all client k.
2: for each global round t = 1, . . . , T do
3: Server uniformly chooses a set S(t) of K clients.
4: Server sends w(t) to all clients in S(t).
5: for each client k = 1 in S(t) do � Local updates
6: wk = w(t).
7: for each iteration n in each of E episodes do
8: Take action an according to ε-greedy policy, observe reward rn and next

state s′
n.

9: Append transition (sn, an, rn, s′
n) to Dk.

10: Update wk by minimizing the loss function

E
(
r + γ max

a
Q(s′, a;w−

k ) − Q(s, a;wk)
)2

with a random batch from Dk.
11: If n mod C == 0, w−

k = wk.
12: end for
13: Send wk to server.
14: end for
15: Server updates the weights of the global model by averaging the weights received

from clients:

w(t+1) =
1

K

K∑

k=1

wk.

16: end for

updates on only one thread. We use A2C in the experiments, however, A3C can
be implemented similarly. The objective function in A2C is given by

L(θ) =
m∑

i=1

N∑

n=1

log π(an|sn; θ)A(i)
n ,

where m is the number of parallel environments used in training.
PPO is also an actor-critic algorithm. To prevent the catastrophic drop in the

performance of A2C/A3C, PPO constraints the change in policy between two
consecutive training steps by introducing a new clipped surrogate objective [9].
PPO has shown a reliable performance and is used in many DRL applications.
The surrogate objective of PPO is given by:

L(θ) =
m∑

i=1

N∑

n=1

min
(
r(θ)A(i)

n , clip(r(θ), 1− ε, 1 + ε)A(i)
n

)
,

where ε is a small constant for clipping and r(θ) = π(a|s;θ)
π(a|s;θold)

in which θold is the
parameters of the actor network of the previous update.
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In FDRLABR with actor-critic algorithms, the server averages the weights
of both actor and critic networks received from the selected clients in each global
round. The detailed algorithm is described in Algorithm 2.

Algorithm 2. FDRLABR with actor-critic algorithms.
1: Initialize parameters θk, νk randomly for all clients k.
2: for each global round t = 1, . . . , T do
3: Server uniformly chooses a set S(t) of K clients.
4: Server sends w(t) = (θ(t), ν(t)) to all clients in S(t).
5: for each client k in S(t) do � Local updates
6: Update actor and critic networks

θk = θ(t), νk = ν(t).

7: for each iteration in each of E episodes do
8: for environment i in m copied environments at client k do
9: Run policy π(θk) for N steps.

10: Compute advantage A
(i)
1 , . . . , A

(i)
N .

11: end for
12: Update νk by minimizing

m∑

i=1

N∑

n=1

(R(i)
n − V (sn; νk)

2.

13: Update θk by maximizing the objective L(θk).
14: end for
15: Send wk = (θk, νk) to server.
16: end for
17: Server updates the weights of global model by averaging the weights wk received

from clients:

w(t+1) =
1

K

K∑

k=1

wk.

18: end for

3 Performance Evaluation

3.1 Simulation Setting

We use an event-driven simulation that allows a video player to play a 240-s
video in less than one second, similar to [10]. The maximum buffer size of the
video players is 20 s. The video used in the simulation is Big Bug Bunny with
seven quality levels 700, 900, 2000, 3000, 5000, 6000, and 8000 Kbps. The video
chunk length is four seconds [2]. To show the effectiveness of FDRLABRs in
different environments, we generate 100 agents with environments different in
network bandwidth and round-trip-time.
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Network Bandwidth. We use two real-trace datasets: a broadband
dataset [18] and a 4G LTE Dataset [17]. The broadband dataset contains
over 1 million throughput traces provided by US Federal Communications Com-
mission (FCC). The data are from the “download speed” category of the Septem-
ber 2019 collection with 10-s granularity [18]. The 4G dataset is collected by
Irish mobile operators with five mobility patterns: static, pedestrian, car, bus,
and train. It contains 135 traces, about 15min per trace at 1-s granularity [17].
For each FCC or 4G dataset, we generate 2000 320-s traces, 1000 traces have
mean throughputs greater than 2 Mbps, and the other 1000 traces have mean
throughputs less than 2 Mbps. In each group of traces, we randomly select 80%
for training and the remaining 20% for testing. Each client chooses a random
trace in the training set for each episode in the training phase. In training, each
agent randomly selects one of each bandwidth group for training.

We utilize Stable Baseline3 [19] library to implement DQN, A2C, and PPO
for clients. Stable Baseline3 includes a set of reliable implementations of DRL
algorithms and is used in many DRL applications. We use fully connected neural
networks with 64 nodes for each hidden layer. We tuned the number of hidden
layers for the algorithms. Table 1 lists some tuned hyper-parameters for three
algorithms. The not-listed hyperparameters are used with the default values
provided by Stable Baseline3. In FDRLABR with A2C and PPO algorithms, we
use n-step update with five steps and one environment at each client.

3.2 Results

DRL algorithms are known to be very sensitive to different initial points [13]. We
train the proposed algorithms with 500 global rounds in five runs. Figure 2 shows
the convergences of the average rewards of 100 clients in five runs in the training
phase of FDRLABR with DQN, A2C, and PPO algorithms. All the plots show
that the more selected users per round (K) or the more local episodes the selected
users run per round (E) yields a better convergence rate and higher rewards.
This observation also agrees with the characteristics of FedAvg algorithm [14].

We evaluate FDRLABR algorithms with the best models. Table 2 compares
the test results of FDRLABRs with other ABR methods, i.e., throughput-based
(THGHPUT) [1], buffer-based (BOLA) [3], and CONSTANT (which always
chooses 5 Mbps) methods. The numbers in the table are the average values
of 800 episodes corresponding to 800 test traces. FDRLABR algorithms yield
higher average rewards than the other algorithms’ rewards, except for FDR-
LABR with A2C with K = 10 and E = 10. In some cases, FDRLABR with
A2C results in lower rewards and much higher variations than FDRLABRs with
PPO and DQN. This result shows that FDRLABR with A2C is not as stable as
with DQN or PPO, which is also a drawback of A2C.

Figure 3 shows the convergence of FDRLABR with DQN, A2C, and PPO
algorithms at clients in each group with K = 5 and E = 10. The rewards result-
ing from the high-bandwidth FCC and LTE groups have much lower variations
than those from the low-bandwidth ones. In each quality level, the actual bitrates
of the video chunks are much smaller than the encoding bitrate [2]; indeed, many
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Table 1. Tuned hyper-parameters of DRL algorithms

Parameters Values

FDRLABR w/DQN tuned parameters:
q-network [64, 64]
activation function Tanh
learning rate 0.0005
batch size 128
target network update period (C) 25
exploration fraction 0.5
exploration final ε 0.05
discount factor (γ) 0.9
FDRLABR w/A2C tuned parameters:
actor network [64, 64, 64]
critic network [64, 64]
activation function Tanh
learning rate 0.0005
discount factor (γ) 0.9
FDRLABR w/PPO tuned parameters:
actor network [64, 64, 64]
critic network [64, 64, 64]
activation function Tanh
learning rate 0.0001
discount factor (γ) 0.9

chunks’ bitrates are less than half of their encoding bitrates. Hence, the average
reward of each episode in high bandwidth groups is very high. FDRLABR with
A2C has the highest variation among the three FDRLABR algorithms, which is
also shown in Table 3.

Table 3 shows the test rewards corresponding to four groups of test traces
with K = 5 and E = 10. We see that the rewards resulting from the high-
bandwidth traces are much higher than those from the low-bandwidth traces. In
most cases, the rewards of FDRLABR algorithms are higher than those of the
other algorithms.
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Fig. 2. Convergence of FDRLABR with DQN, A2C, and PPO when varying the num-
ber of selected users (E = 10) and varying the number of local episodes (K = 10).

Table 2. Rewards of ABR methods. FDRLABR’s values are the average rewards and
deviations in five runs.

ABR methods Rewards

Constant –1.427

THGHPUT 0.701

BOLA 0.742

FDRLABR K = 5 E = 10 K = 10 E = 5 K = 10 E = 10 K = 10 E = 20 K = 20 E = 10

w/DQN 0.846±0.02 0.833±0.038 0.876±0.021 0.885±0.015 0.878±0.017

w/A2C 0.792±0.127 0.823±0.03 0.735±0.125 0.817±0.024 0.83±0.031

w/PPO 0.812±0.034 0.822±0.016 0.856±0.023 0.834±0.034 0.855±0.025

Table 3. Average rewards of users in 04 group of environment trained with K = 5 and
E = 10.

ABR methods FCC high bw FCC low bw LTE high bw LTE low bw

Constant 1.123 –4.244 0.536 –3.122
THGHPUT 1.239 0.409 0.852 0.305
BOLA 1.283 0.521 0.995 0.170
FDRLABR w/DQN 1.333±0.041 0.687±0.033 1.012±0.038 0.403±0.041
FDRLABR w/A2C 1.357±0.012 0.558±0.221 1.013±0.048 0.239±0.23
FDRLABR w/PPO 1.362±0.005 0.624±0.054 1.024±0.01 0.239±0.076
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Fig. 3. Convergence of FDRLABR with DQN, A2C, and PPO at the users in each
group of 5 runs with K = 5, E = 10. The lines are the running average of previous 20
values and the shade regions are the standard deviation.

4 Conclusions

We have proposed FDRLABR, a framework combining federated learning with
different DRL-based bitrate adaptation algorithms. Three DRL algorithms are
used at clients, i.e., DQN, A2C, and PPO. The clients experience different net-
work environments; however, the trained models yield a better QoE than the
traditional methods.
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Abstract. Reliable assessment of countries’ performance concerning
achieving the targets incorporated in Sustainable Development Goals
(SDGs) requires appropriate methods considering multiple indicators.
Sustainable development evaluation can be supported by engineering
applications that automatize it and provide opportunities for compara-
tive analysis of results. A combination of strategies involving developing
clean energy systems and methodological frameworks for supervising and
measuring sustainable energy systems could help evaluate regions regard-
ing sustainable, clean energy systems, which contribute to improving air
quality. This paper aims to present the framework based on multi-criteria
decision analysis (MCDA) methods that can serve as a methodical engine
for such applications. The proposed framework provides tools for com-
parative analysis and validation of results. Research confirmed results
reliability and usefulness of the proposed framework in countries’ assess-
ment in compliance with SDG 7 targets.

Keywords: Clean energy systems · SDG 7 · Decision support
systems · Multi-criteria assessment

1 Introduction

The fight against poverty, social inequalities, air pollution, and harmful climate
change has been at the center of the sustainable development objectives of Euro-
pean policy for a long time. Human development and industrialization using
conventional energy sources such as oil and coal contribute to polluting emis-
sions into the atmosphere [8]. Developing affordable and clean energy systems
contributes to reducing air pollution [16]. A combination of strategies focused
on the development of modern and clean energy systems and the development
of methods and frameworks to help supervise and measure sustainable energy
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systems in regions and countries could help identify regions in need of improve-
ment in the development of clean energy systems, which in turn could improve
air quality worldwide [8].

In order to encourage countries to undertake global efforts toward sustainable
development, the United Nations (UN) adopted the 2030 Agenda for Sustain-
able Development in 2015. It provides a new policy framework supporting the
evaluation of achieving 17 Sustainable Development Goals (SDGs) related to
different aspects of sustainable development [5]. One of the seventeen goals of
the 2030 Agenda is SDG 7, which covers targets related to providing access to
modern energy services, enhancing energy efficiency, and increasing the share of
renewable energy in energy consumption. Implementation of targets included in
SDG 7 promotes accelerating the transition to affordable, reliable, clean, and
sustainable energy systems and investment in clean energy technology [11].

Each SDG contains multiple indicators for monitoring sustainable develop-
ment in given fields. In order to reliably evaluate countries in terms of the real-
ization of targets of the 2030 Agenda, regular collection of performance data
on indicators included in SDGs is necessary. Besides, there is a need for meth-
ods enabling appropriate aggregation of acquired results. This requirement is
fulfilled by multi-criteria decision analysis (MCDA) methods that allow simul-
taneous consideration of multiple criteria, even conflicting ones [10].

MCDA methods, due to differences in assumptions and algorithms, can pro-
vide different outcomes, evident in differences in the resulting rankings of the
regions or countries evaluated. It can confuse analysts and policymakers inter-
ested in the results of assessing the implementation of strategies toward sustain-
able energy systems. Therefore, performing a comparative analysis using several
selected MCDA methods or their functions is advisable. Depending on the needs,
such a procedure makes it possible to identify stable solutions that maintain high
positions despite the change of methods and provides many solutions for further
analysis by decision-makers.

This paper proposes a methodical framework based on MCDA methods
to provide a methodical engine for engineering applications supporting the
SDGs’ realization assessment. The proposed framework consists of four MCDA
methods: TOPSIS (Technique for Order of Preference by Similarity to Ideal
Solution) [9], ARAS (Additive Ratio ASsessment) [7], CODAS (COmbinative
Distance-based ASsessment) [1], and PROMETHEE II (Preference Ranking
Organization Method for Enrichment and Evaluations II) [12]. These meth-
ods were chosen because of their popularity and the similarity of the assump-
tions considered when evaluating alternatives. A common feature of the first
three methods, namely TOPSIS, ARAS, and CODAS, is that they measure the
distance of evaluated alternatives from reference solutions. TOPSIS uses the
Euclidean distance measurement of alternatives to the ideal and anti-ideal solu-
tion. CODAS, on the other hand, employs Euclidean distance as a primary and
Taxicab as a secondary measure to measure the distance from an anti-ideal solu-
tion [1]. In ARAS, the utility of alternatives is calculated by comparing them to
the ideal solution [7]. A reliable framework for multi-criteria assessment requires
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validation because different MCDA methods can give varying results due to dif-
ferent calculation techniques, for example, different normalization techniques.
The validation is conducted using the reference model, enabling testing mul-
tiple cases [10]. The PROMETHEE II method, providing six different shapes
of preference functions, was employed to validate and objectively compare the
results received. PROMETHEE II was chosen as a validation method because of
its properties considering the limitation of linear compensation of criteria and a
quantified score for evaluating the alternatives relevant to sustainability assess-
ment. PROMETHEE II is an outranking method. Therefore it is appropriate for
assessing energy and environmental problems [12].

The rest of the paper is structured as follows. In Sect. 2 literature review is
provided. Section 3 provides fundamentals and general assumptions of methods
applied in this research. Section 4 illustrates the practical problem of multi-
criteria evaluation of countries concerning SDG 7. Research results are presented
and discussed in Sect. 5. Finally, the findings are summarized in Sect. 6, and
future work directions are drawn.

2 Related Works

MCDA methods, due to differences in algorithms, can generate different results
for the same problem. It implies that an essential step in multi-criteria evaluation
is the validation of outcomes [4]. The importance and usefulness of validation
are proven because the results obtained by single MCDA methods may lack suf-
ficient accuracy and robustness [15]. For this purpose, recent literature suggests
using additional methods to validate the results using objective consistency mea-
sures, such as correlation coefficients [4,7]. Other MCDA methods are often used
as validation methods. Obtained results are compared with results generated
by reference MCDA methods. For example, presented in [4], in a multi-criteria
procedure for evaluating battery electric vehicles based on technical specifica-
tions, authors used methods such as SECA (Simultaneous Evaluation of Cri-
teria and Alternatives), MARCOS (Measurement of Alternatives and Ranking
according to COmpromise Solution), MAIRCA (Multi-Attributive Ideal-Real
Comparative Analysis), COCOSO (COmbined COmpromise SOlution), ARAS
(Additive Ratio ASsessment) and COPRAS (COmplex PRoportional ASsess-
ment). For multi-criteria assessment of site location of solar-powered hydrogen
production plants demonstrated in [15], authors of the paper compared rank-
ings produced by WASPAS (Weighted Aggregated Sum Product Assessment),
COPRAS, EDAS (Evaluation Based on Distance from Average Solution), and
WSM (Weight Sum Model). In another research work presented in [7], mate-
rial handling equipment was selected using two MCDA methods: ARAS and
COPRAS. Obtained rankings were compared with six other MCDA methods:
TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution),
SAW (Simple Additive Weighting), WPM (Weighted Product Model), WAS-
PAS, MOORA (Multi-Objective Optimization on the basis of Ratio Analysis)
and MULTIMOORA.
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Considering the research work discussed, the authors created a framework
supporting sustainability assessment considering SDG 7 targets, which consists
of three MCDA methods: TOPSIS, ARAS, and CODAS, which makes it possible
to compare the rankings provided by different methods based on measuring the
distance from the reference solution. An additional contribution is adding the
validation of the results using PROMETHEE II, which allows using six different
preference functions with different indifference and strong preference threshold
determinations, enriching the comparative analysis [12].

3 Methodology

This section provides the basics, assumptions, and mathematical formulas of
MCDA methods employed in the framework supporting the sustainability assess-
ment of SDG 7 introduced in this paper. Then, the procedure of assess-
ment regarding the dataset and criteria is presented. The purpose of the pre-
sented framework is to provide a benchmarking environment for selected MCDA
methods based on reference solutions, namely TOPSIS, ARAS, and CODAS.
PROMETHEE II was chosen as the method for benchmarking because it pro-
vides six different preference functions, which provide opportunities to perform
multiple comparisons of the obtained rankings using different methods. As a
result, it is possible to check the reliability of the methods used in the study
and select the method that gives the most convergent solution for the problem
evaluated.

The TOPSIS Method. The TOPSIS method is presented based on [9].

Step 1. Normalize the decision matrix X = [xij ]m×n with m alternatives and n
criteria, using chosen normalization technique. Normalized values are represented
by rij .

Step 2. Calculate values of the weighted normalized decision matrix using
Eq. (1), where wj denotes criteria weights.

vij = wjrij (1)

Step 3. Determine the Positive Ideal Solution (PIS) v+
j and Negative Ideal

Solution (NIS) v−
j with Eq. (2). PIS is a vector with maximum vij values, while

NIS contains its minimum values.

v+
j = {v+

1 , v+
2 , . . . , v+n } = {vmax

j }, v−
j = {v−

1 , v−
2 , . . . , v−

n } = {vmin
j } (2)

Step 4. Calculate the distance from PIS D+
i and NIS D−

i for each alternative
as Eq. (3) shows.

D+
i =

√
√
√
√

n∑

j=1

(vij − v+
j )2, D−

i =

√
√
√
√

n∑

j=1

(vij − v−
j )2 (3)



A Multi-criteria Framework Supporting Sustainability Assessment 295

Step 5. Calculate the score for each alternative with Eq. (4). The best scored
alternative has the highest Ci value.

Ci =
D−

i

D−
i + D+

i

(4)

The ARAS Method. The ARAS method is described based on [7].

Step 1. Normalize the decision matrix using chosen normalization method.

Step 2. Calculate the weighted normalized decision matrix applying Eq. (5),
where wj represents j-th criteria weights and rij are normalized values in decision
matrix.

dij = rijwj (5)

Step 3. Calculate the optimality function Si for each i-th alternative with
Eq. (6).

Si =
n∑

j=1

dij (6)

Step 4. Calculate the utility value Ui for each i-th alternative according to
Eq. (7), where So denotes the optimality function value for the optimal alterna-
tive. The best-ranked alternative has the highest Ui value.

Ui = Si/So (7)

The CODAS Method. The CODAS method is detailed based on [1].

Step 1. Normalize the decision matrix using chosen normalization method.

Step 2. Calculate the weighted normalized decision matrix as Eq. (8) shows,
where wj represents criteria weights and nij are normalized values in decision
matrix.

rij = wjnij (8)

Step 3. Determine the anti-ideal solution according to Eq. (9).

nsj = rmin
j (9)

Step 4. Calculate the Euclidean Ei and Taxicab Ti distances from the anti-
ideal solution for each evaluated alternative using formulas presented in Eq. (10),
where N means size of sets.

Ei =

√
√
√
√

N∑

j=1

(rij − nsj)2, Ti =
N∑

j=1

|rij − nsj | (10)
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Step 5. Create the relative assessment matrix according to Eq. (11), where
k ∈ 1, 2, . . . ,m and ψ represents a threshold function to determine indifference
between the Euclidean distances calculated for two alternatives by Eq. (12).

hik = (Ei − Ek) + (ψ(Ei − Ek) × (Ti − Tk)), (11)

ψ(x) =
{

1 if |x| ≥ τ
0 if |x| < τ

(12)

τ represents the threshold parameter set by the decision-makers. The recom-
mended value for this parameter ranges from 0.01 to 0.05. Thus, lower than τ
difference between the Euclidean distances from the anti-ideal solution implies
additional comparing of these alternatives with Taxicab distance.

Step 6. Calculate the preference value for each alternative using Eq. (13). The
best scored alternative has the highest preference value.

Hi =
m∑

k=1

hik (13)

The PROMETHEE II Method. The PROMETHEE II method is presented
based on [12].

Step 1. Calculate the preference function value for each pair of considered alter-
natives in the decision matrix regarding evaluation criteria. The preference func-
tion is represented by Eq. (14)

Pj(a, b) = Fj [dj(a, b)], ∀ a, b ∈ A (14)

where A represents the set of evaluated alternatives, d(a, b) denotes the difference
computed for pairwise comparison of two actions as presented in Eq. (15) for
profit criteria B and cost criteria C.

dj(a, b) =
{

gj(a) − gj(b) if j ∈ B
gj(b) − gj(a) if j ∈ C

(15)

PROMETHEE II provides six preference functions: Usual, U-shape, V-shape,
Level, V-shape with indifference (Linear), and Gaussian. Depending on the type,
the preference function requires providing some additional parameters. These
parameters are p, q, or s, which are vectors with values for each criterion. The
mathematical formulas for each preference function are detailed in [12]. In this
research, the preference thresholds were determined based on the standard devi-
ation σj of all performance values in the decision matrix for the j-th criterion.
The indifference threshold was computed by q = 0.5σj and the preference thresh-
old by p = 2σj , as advised in [12]. The s value is determined as intermediate
value based on p and q.

Step 2. Calculate the preference value between two alternatives a and b as
Eq. (16) shows.

{
π(a, b) =

∑n
j=1 Pj(a, b)wj

π(b, a) =
∑n

j=1 Pj(b, a)wj
(16)
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where Pj(a, b) is a concordance factor for two alternatives compared regarding
j-th criterion with the chosen preference function, n denotes the criteria number,
and wj means the j-th criterion weight. a and b denote compared alternatives,
and π(a, b) expresses how much a is preferable to b in terms of all criteria. Each
action is compared against m − 1 other actions in the set A. High values imply
that decision-makers prefer this action more than another one.

Step 3. Calculate the positive Φ+ and negative Φ− outranking flows for each
alternative using Eq. (17). The positive outranking flow demonstrates how much
alternative a is preferable to other alternatives. The negative outranking flow
shows how much other options are preferable over a.

Φ+(a) =
1

m − 1

m∑

i=1

π(a, bi), Φ−(a) =
1

m − 1

m∑

i=1

π(bi, a) (17)

Step 4. Calculate the net flow Φ with Eq. (18). The alternative with the highest
Φ(a) value is best scored.

Φ(a) = Φ+(a) − Φ−(a) (18)

4 MCDA Evaluation Regarding SDG 7 Targets

This research focuses on assessing 30 selected European countries towards afford-
able, reliable, and sustainable energy systems considering targets included in
SDG 7. SDG 7 contains eleven targets, as displayed in Table 1.

Evaluated countries and data on their performance values regarding SDG
7 criteria assessment C1–C11 are included in the decision matrix provided in
Supplementary material on GitHub [3]. The data on SDG 7 for evaluated coun-
tries were collected from the Eurostat database for the recent available year
2020 [6]. The flowchart in Fig. 1 presents the methodology of subsequent stages
of the proposed multi-criteria framework. Constructed decision matrix was nor-
malized and evaluated by TOPSIS, ARAS, and CODAS methods. Since some
negative criteria values appear in the decision matrix, Minimum-Maximum nor-
malization was chosen as the normalization technique suitable for such cases [2].
Criteria weights were determined based on a decision matrix, using an objective
weighting method called CRITIC (Criteria Importance Through Inter criteria
Correlation) detailed in [13]. TOPSIS, ARAS, and CODAS rankings were then
compared using the Weighted Spearman correlation coefficient represented by
rw. It is used to determine the convergence of compared rankings [14]. In order to
benchmark and confirm the results’ reliability, validation with PROMETHEE II
was conducted. PROMETHEE II does not require normalization of the decision
matrix and provides as many as six preference functions, making it suitable for
validation purposes. In benchmarking, rankings were compared using Weighted
Spearman correlation coefficient.
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Table 1. Evaluation criteria incorporated in the framework based on SDG 7.

Criterion Cj Criterion name Unit Aim

C1 Primary energy consumption Tonnes of oil equivalent (TOE)
per capita

Max

C2 Final energy consumption Tonnes of oil equivalent (TOE)
per capita

Max

C3 Final energy consumption in households
per capita

Kilogram of oil equivalent KGOE Max

C4 Energy productivity Euro per kilogram of oil
equivalent (KGOE)

Max

C5 Share of RES in gross final energy
consumption in general

[%] Max

C6 Share of RES in gross final energy
consumption in transport

[%] Max

C7 Share of RES in gross final energy
consumption in electricity

[%] Max

C8 Share of RES in gross final energy
consumption in heating and cooling

[%] Max

C9 Energy import dependency regarding all
types of energy products

[%] Min

C10 Population unable to keep home
adequately warm

[%] Min

C11 Greenhouse gas emissions intensity of
energy consumption

Index, 2000=100 Min

Fig. 1. A flowchart illustrating the methodology of the proposed approach.

5 Results and Discussion

This section provides the results of performed research. In the first stage, results
of three selected MCDA methods based on reference solutions, including TOP-
SIS, ARAS, and CODAS, are provided and obtained rankings of evaluated
countries concerning performances regarding criteria of SDG 7 are briefly dis-
cussed. Then correlations between TOPSIS, ARAS, and CODAS rankings are
provided to examine rankings’ consistency. In the next stage rankings provided
by PROMETHEE II using different preference functions are compared using
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rw correlation coefficient. The last step of research includes benchmarking of
TOPSIS, ARAS and CODAS rankings with rankings given by PROMETHEE II
using different preference functions. Figure 2 displays rankings obtained for each
evaluated country using TOPSIS, ARAS, and CODAS. Complete results, includ-
ing preference values and ranks, are provided in the Supplementary material on
GitHub [3].

The best scored countries are usually the most interesting for decision-
makers. It can be noted that Iceland (IS) is the leader of each generated ranking.
Norway achieved second place in all rankings (NO), and Sweden (SE) took third
place. Among well-scored countries are also Denmark (DK) in fourth place, Fin-
land (FI) in fifth place, and Austria (AT) in sixth place. On the other hand,
the worst ranked countries are Bulgaria (BG), Cyprus (CY), and Lithuania
(LT). The next step of the research was a comparative analysis of the MCDA
methods used, conducted using the Weighted Spearman correlation coefficient.
Correlation values between compared rankings are 0.9970 between CODAS and
TOPSIS, 0.9716 between CODAS and ARAS, and 0.9658 between ARAS and
TOPSIS. High correlation values close to 1 prove that consistency is high for all
compared rankings. It evidences that obtained results are reliable because the
change of the MCDA method does not cause significant changes in rankings.

Fig. 2. Comparison of rankings generated with MCDA methods.

The final stage of the research was to validate the results obtained with
the proposed framework using PROMETHEE II. For this purpose, the rankings
of the assessed countries were determined using PROMETHEE II for its six
different preference functions. The purpose of the validation was to verify the
consistency of the rankings calculated by PROMETHEE II with each preference
function with the rankings generated by the other MCDA methods included in
the proposed framework. Validation with PROMETHEE II is objective because
PROMETHEE II does not require normalization of the decision matrix, which
could influence the results, and it provides six different preference functions
allowing for a sufficient number of comparisons. The validation procedure used
the same criteria weights as in the previous steps of the research, that is, those
determined by CRITIC.
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The first validation stage involves comparing rankings achieved with differ-
ent preference functions of PROMETHEE II using correlation values of the rw
coefficient. High correlation values displayed in Fig. 3a prove high convergence
between all PROMETHEE II rankings. It confirms that PROMETHEE II is
a suitable method for validation because it gives stable results regardless of
the applied preference function. V-shape and Level preference functions gave
the most convergent rankings with the rest of the preference functions. The
next validation step includes comparing TOPSIS, ARAS, and CODAS rank-
ings with PROMETHEE II rankings. Comparative analysis of TOPSIS, ARAS,
and CODAS rankings with reference PROMETHEE II rankings is displayed in
Fig. 3b including rw correlation values.

Fig. 3. Correlation of PROMETHEE II rankings.

Results confirm high consistency between rankings provided by TOPSIS,
ARAS, and CODAS and rankings generated with PROMETHEE II using six
preference functions. Preference functions giving the highest correlation with
other compared rankings are V-shape and Level. ARAS showed the highest con-
vergence with PROMETHEE II reference rankings. PROMETHEE II rankings
are demonstrated in Fig. 4.

The best evaluated countries by most PROMETHEE II preference func-
tions are the same as for TOPSIS, ARAS, and CODAS. The best ranked coun-
try in five of six PROMETHEE II preference functions is Iceland (IS). Using
PROMETHEE II with four preference functions indicated Norway (NO) as the
second country in the ranking, and five preference functions identified Sweden
(SE) in the third rank. A comparative analysis of the MCDA methods incorpo-
rated in the proposed framework and validation with PROMETHEE II proved
that the resulting rankings are reliable and make an important contribution to
the assessment of European countries against the affordable and clean energy
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Fig. 4. Comparison of PROMETHEE II rankings.

targets included in SDG 7. The proposed framework demonstrated that among
the best scored countries in SDG 7 frame are Nordic countries (Iceland, Norway,
Sweden, Denmark, Finland) and Austria.

6 Conclusions

The research findings presented in this paper confirm the usefulness and relia-
bility of the developed framework based on MCDA methods for evaluating the
targets set by the UN included in SDG 7. Comparative analysis of results pro-
vided by MCDA methods employed in the proposed framework demonstrated
high consistency of rankings, especially in the case of the top of the ranking,
which is usually the most important for stakeholders. Validation performed with
PROMETHEE II confirms the reliability of the achieved results. The main limi-
tations of the research are related to the subjectivity of chosen MCDA methods,
criteria weighting techniques, and normalization of the decision matrix.

Future work directions include applying other MCDA methods, weighting
techniques to check their impact on results and research on other SDGs. Since
the limitation of the study is the consideration of a single period (2020), further
works will focus on methods that allow multi-criteria evaluation of sustainability
problems with consideration of variability over time.
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Abstract. Scatterplot is a popular technique for visualizing high-
dimensional datasets by using linear and nonlinear dimension reduction
methods. These methods map the original high-dimensional dataset onto
scatterplot points directly by dimension reduction, and hence require a
high computation cost. Despite many improvements in scatterplot visual
effects, however, when the data volume is large, the data mapped onto
scatterplot data points will overlap, resulting a low quality of visual-
ization. In this paper, we propose a novel software tool that ensem-
bles five integrated components for fast multiview visualization of high-
dimensional datasets: sampling, dimension reduction, clustering, multi-
view collaborative analysis, and dimension re-arrangement. In our tool,
while the sampling component reduces the sizes of the datasets applying
the random sampling technique to gain a high visualization efficiency,
dimension reduction reduces the dimensions of the datasets applying
principal-component analysis to improve the visualization quality. Next,
clustering discovers hidden information in the reduced dataset apply-
ing fuzzy c-mean clustering to display hidden patterns of the original
datasets. Finally, multiview collaborative analysis enables users to anal-
yse multidimensional datasets from different aspects at the same time by
combining scatterplot and scatterplot matrices. To optimize the visual-
ization effects, in the scatterplot matrices, we re-arrange their dimensions
and adjust the positions of scatterplots so that similar scatterplot points
are adjacent in positions. As the result, in comparison with the exist-
ing visualization tools that apply some of these techniques, our tool not
only improves the efficiency of dimension reduction but also enhances
the quality of visualization and enables more comprehensive analysis.
We test our tool on different real datasets to demonstrate its effective-
ness. The experimental results validate that our method is effective in
both efficiency and quality of visualization.

Keywords: Data sampling · dimension reduction · data clustering ·
multiview visualization · software tool
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1 Introduction

For massive volume of high dimensional data generated in various applications,
particularly from big data analytics, data visualization is an effective way to
display datasets and reveal the relationships among data for users to get useful
hidden information. Among various visualization techniques available currently,
scatterplot is one of the most popular visualization tool which maps high dimen-
sional datasets into 2D or 3D space in either linear or nonlinear ways. To use
this tool effectively, we must first reduce the dimensionality of the dataset by
transforming datasets from the original high dimension to a low dimension. In
recent years, many dimension reduction methods have been proposed to resolve
the difficulties of the high dimensional data analysis and visualization.

Dimension reduction can be divided into linear and nonlinear methods. Lin-
ear methods use axes reduction methods, such as Principal component analysis
(PCA) [28], to transfer datasets with the purpose of minimizing errors. This
transform will produce a new coordinate system, such that the first large vari-
ance is in the first coordinate (known as the first principal component), second
large variance is in second coordinate and so on, to retain almost all import
information of the dataset. Nonlinear methods, such as Locally Linear Embed-
ding (LLE) [23] and ISOMAP [15], can better maintain the original manifold
structure by dimension reduction.

However, when the amount of high dimensional data is excessively large,
visualization using data reduction methods will produce significant data overlap
representing data points coincidence at the same coordinate. Besides, the time
of data dimension reduction is also relatively long. Existing visual improvement
methods did not address these issues sufficiently. Hence, in this paper, we pro-
pose a novel software tool for fast visualization of high dimensional datasets by
combining dimension reduction and sampling techniques. The core idea of our
method is to first apply random sampling technique to reduce the dataset size
before proceeding with linear dimension reduction to reduce dataset dimension-
ality. By this method, we can get a desirable representation of the dataset that
will enable us to have better results of visualization.

In addition, our visualization tool also ensembles a data clustering component
deploying fuzzy c-mean clustering method [4,11] to help users perform data
mining tasks and analyse the reduced data.

With the above functions of the tool, we can get an overall visualization to
perform data analysis on the visualization from a single aspect, which can not
meet the needs of many applications. Therefore, as another important improve-
ment in our tool over the existing work, we integrate scatterplot with scatterplot
matrices to provide multiview collaborative analysis that enables users to ana-
lyze datasets from different aspects.

Furthermore, in order to further optimize the effect of visualization, our tool
applies a rearrangement algorithm in the scatterplot matrices to make the similar
scatterplot points adjacent in positions.

The rest of the paper is organized as follows: in Sect. 2, we introduce the
related work on high dimensional data visualization. Section 3 shows the pro-
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posed visualization method. The corresponding experimental results are given
in Sect. 4. Section 5 concludes the paper with future work directions.

2 Related Work

In this section we will review the relevant work on data visualization. Most
visualization methods apply dimension reduce and clustering to deal with high
dimensional datasets and show the results in the scatterplot.

Dash et al. [9] proposed a method for analysing the high dimensional data by
the combination of PCA and k-means clustering algorithm. In this method, the
author first reduced dimension into 2D space using PCA. The results are then
shown by scatterplot. Rajput et al. [22] realized high dimensional data analysis
through feature selection and clustering algorithm. It used median absolute devi-
ation which is an attribute extraction method to reduce attributes and it could
transform the high dimensional datasets into low dimensional datasets. Musd-
holifah et al. [19] and Tajunisha et al. [25] also used dimension reduction and
clustering algorithm to deal with high dimensional datasets. As visualization of
high-dimensional datasets is particularly important for science and engineering
applications, Probst et al. presented a web-portal enabled interactive visualiza-
tion framework for biological datasets [20] and a visualization tool that displays
chemi-biological datasets though construction of minimum spanning trees [21].
But in these methods, there is no pre-processing on the high dimensional datasets
before realizing dimension reduction, which resulted in not only time wastage but
also significant overlapping of data samples in the process of visualization. This
motivates us to apply datasets sampling before performing dimension reduction.

Besides, most existing visualization methods are for single view visualiza-
tion. Zhou et al. [30] proposed an improved visualization method based on
Radviz. In this method, high dimensional datasets are mapped into a planar
graph. Zheng et al. [29] used scatterplot matrices to visualize high dimensional
datasets. In this method, they selected the meaningful scatterplots to be dis-
played and showed that the visualization results of scatterplot matrices are more
effective and clearer. Tatu et al. [26] and Assent et al. [3] presented subspace clus-
tering followed by scatterplots. Instead of applying dimension reduction to deal
with high dimensional datasets, they directly used subspace clustering to han-
dle the dataset and then displayed the results. But the time complexity of this
method is excessively high and display is in a single aspect. Almir et al. [2] pro-
posed a method to uncover the clustering in parallel coordinates visualization. It
used density and frequency to deal with the high dimensional datasets to get the
useful data samples. Zhou et al. [31] presented a labeled visualization method
in parallel coordinates that enables users to easily get poly-line information.
Recently, Wang et al. [27] carried out experimental studies on the effect of data
size and pattern salience on visualization comprehension of scatterplot, Deng et
al. [10] addressed the problem of causal analysis on urban time series datasets,
Zhu et al. [33] proposed a multi-level visualization algorithm through embed-
ding a high-dimensional KNN graph into a low-dimensional space. Although the



306 L. Zhang et al.

above visualization methods have been improved, but they all display the results
in one aspect and can not meet the needs for many applications.

At last, there are visualization methods that incorporate reordering algo-
rithms to select the better dimension position. Ameur et al. [1] enhanced the
parallel coordinates visualization by reordering dimensions to improve the visual
results. Iton et al. [14] showed a hierarchical visualization method. Lu et al. [17]
proposed a new non-linear dimension reordering method and showed that it not
only could get a better visualization results and reduce the poly-lines, but also
could reduce time complexity. Bin et al. [6] used dimension reordering algo-
rithm in the Radial visualization to get a better display. Recently, to support
structural visualization of high-dimensional datasets with complex topologies,
Megill et al. [18] proposed visualization platform that is performant and scalable
for high dimensional sparse matrices, Zhou et al. [32] presented an interactive
tool for visual exploration supporting topological data analysis. Inspired by the
these reordering methods, in our proposed visualization tool, we also ensemble
a reordering component with scatterplot matrices visualization.

As shown above, though various improved visualization methods have been
proposed recently, but they are unable to meet different needs simultaneously.
To enhance the validity of visualization, we combine dimension reduction and
sampling technique to preprocess high dimensional datasets. In order to get bet-
ter visualization results, we use multiview collaborative analysis that integrates
scatterplot with scatterplot matrices to display data samples in different aspects.
At last, we apply a reordering algorithm to update the scatterplot matrices to
improve the visualization effect by rearranging the similarity scatter plots to be
adjacent.

3 Our Method

In this section, we present our high dimensional data visualization method which
can yield better visualization results. Our method achieves visualization in six
steps: sampling, principal component analysis, clustering, scatterplot generation,
multiview analysis and reordering of dimensions. It is able to not only improve
the efficiency of the reduction and visualization, but also provide more useful
information for various analyses of the relationships among dimensions.

3.1 Sampling

Derived from statistics, sampling techniques have the advantages of saving time,
saving space, high efficiency. They are widely used in scientific experiments, qual-
ity inspection, social investigation, data mining and so on. The goal of sampling
is to use a small-size representative dataset to analyse and estimate character-
istics of a mass volume of high dimensional data points. While sampling tech-
niques have been widely used in various applications, they are seldom applied
in the application of data visualization. In this paper, we apply sampling for
data preprocessing to eliminate data overlap in the process of high dimensional
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data visualization when the amount of data points is large so as to obtain a
better visualization effect. By applying sampling, high-dimensional datasets are
reduced to improve the speed of visualization of large scale data and get a clear
display. An appropriate sampling algorithm not only can maintain information
integrity but also can improve efficiency of data visualization, enabling the result
of data visualization clearer.

The most popular sampling technique is random sampling [16] that selects
data at the equal probability. Its advantages are simple and convenient, we do not
need to set assumptions and conditions on the process of random sampling. In our
paper, we also use random sampling to select the high dimensional datasets which
we want to reduce dimensions for visualization. Another sampling technique is
systematic sampling [13], also called equal distance sampling, that samples data
points at an equal distance. It has the advantage that when data points are
uniformly distributed, the selected samples are less than the random sampling
data. The third popular techniques a stratified sampling [5] that stratifies the
data by dividing them into different layers and then randomly selects samples
from different layers according to their size proportion. This technique provides
sampling error is relatively small, however, it is so hard to realize it. It is also a
commonly used sampling method. There are other sampling techniques such as
repeated sampling [24], area sampling [12] and so on.

3.2 Principal Component Analysis

After the preprocessing of data sampling, we then carry out the dimension
reduction in order to realize the scatterplot visualization of high dimensional
datasets. In the real application, we can not directly analyse high dimensional
data because we live in the 3D space, and are unable to have direct percep-
tion for objects beyond three dimensions. In order to handle and analyse high
dimensional data, we apply a feature reduction method which is called Princi-
pal Component Analysis (PCA) [25]. It is a dimensional reduction method to
transform high dimensional data set into a new low dimension space in order
to extract key information from high dimensional data. The goal is to eliminate
redundant information in high dimensional data, so as to simplify the analysis
and visualize the data without much loss of data set information.

PCA is the process of forming PCs as a linear combinations of the measured
variables as we have done with our other techniques. All variance is extracted
and each variable is given equal weight. The first component is a linear combina-
tion of variables that maximizes component score variance for the cases. Second
represents the factor that accounts for the most of what is left and so on until
there is no left to account.

PCA not only can reduce the dimensionality of high-dimensional datasets,
more importantly, but also can remove noise data and find a neat data structure
model. In this paper, we apply PCA to transform the original high-dimension
datasets to new low-dimension datasets that are uncorrelated with each princi-
pal component before applying clustering and visualization algorithms. As most
principal components can reflect the original variables, PCA represents the new
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dataset (Yi) as linear combinations of the original variables (Xi) given by the
following model:

Y1 = t11X1 + t12X2 + · · · + t1pXp = T
′
1X

Y2 = t21X1 + t22X2 + · · · + t2pXp = T
′
2X

· · · · · ·
Yp = tp1X1 + tp2X2 + · · · + tppXp = T

′
pX

which is equivalent to:
⎡
⎢⎢⎢⎣

Y1

Y2

...
Yp

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

t11 t12 · · · t1p
t21 t22 · · · t2p
...

...
...

...
tp1 tp2 · · · tpp

⎤
⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

X1

X2

...
Xp

⎤
⎥⎥⎥⎦

In the above model, each component of Y is unrelated to others and the
variance of the first component is the largest.

If we want to use PCA to reduce the dimensionality of high-dimensional
datasets, we must calculate the covariance matrix of the sample matrix. The
covariance between vector X and vector Y is defined as:

cov(X,Y ) =

∑n
j=1(Xj − X̄)(Yj − Ȳ )

n − 1
(1)

When the sample is n-dimensional data, their covariance is the covariance
matrix.

C =

⎡
⎢⎢⎢⎣

c11 c12 · · · c1n
c21 c22 · · · c2n
...

...
...

...
cm1 cm2 · · · cmn,

⎤
⎥⎥⎥⎦

where cij is the covariance between Xi and Xj .
Principal component analysis is the simplest and most commonly used linear

process which transforms high dimensional data sets into the new reduced and
low dimensional data sets. It can make visualization of high-dimension datasets
to proceed more effectively and produce a clearer results.

3.3 Clustering

The third component of our visualization software tool applies data mining tech-
nique on the reduced datasets in both size and dimensionality by sampling and
PCA in order to reveal the hidden and useful information in the high dimensional
data. We use the Fuzzy c-means (FCM) clustering algorithm originally proposed
in [11] and improved in [4] for this purpose. As a popular clustering algorithm
in data mining field, FCM is an unsupervised machine learning method for clus-
tering analysis of static datasets and divides the datasets into clusters based
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on their similarity in such a way that data objects are similar within the same
cluster and dissimilar across different clusters.

Fuzzy c-means clustering algorithm works on the datasets by repeatedly par-
titioning the datasets toward the goal of minimizing the following formula:

Jm =
N∑
i=1

C∑
j=1

um
ij ‖x − cj‖2 (2)

where m is any real number greater than 1, uij is the degree of membership of
xi in the cluster j, cj is the center of the cluster.

As an improvement of the traditional K-means clustering algorithm, in each
iteration of partitioning FCM clustering updates the value of uij and cj in (2)
by the following formulae:

uij =
1

∑C
k=1

(
‖xi−cj‖
‖xi−ck‖

) 2
m−1

(3)

cj =

∑N
i=1 u

m
ijxi∑N

i=1 u
m
ij

(4)

The framework of the FCM clustering algorithm can be described as:

(1) Initializing the matrix U which determine the degree of membership;
(2) Calculating the initial centroid of this clustering algorithm;
(3) Iterating until the objective function converges to the minimum;
(4) Updating the value of uijand cj .

3.4 Scatterplot Generation

A scatterplot contains the data points in the rectangular coordinate system
on the plane distribution map. In the two-dimension or three-dimension space
to show the dataset, we generally use scatterplot visualization [8]. As a useful
technology for showing data association, scatterplot is a widely used visualization
tool. Hence, after we have reduced the high dimensional datasets into the 3D
space by dimension reduction and clustering, we apply scatterplot visualization
to see the results of our analysis.

In the scatterplot generation, the locations of the data are collected as a
representation of the values of the corresponding dimension. Such simple single
scatterplot can give a general presentation, so the data can only be analyzed in
general. But the disadvantage of this visualization method is that when the data
collected is too large, in the process of drawing, the data points will coincide,
resulting in data points overlap and displayed unclearly. In our tool, we use
sampling to preprocess datasets in order to get better visualization results. In
Fig. 1, we show a simple scatterplot visualization example.
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Fig. 1. Scatterplot visualization Fig. 2. Scatterplot matrices

3.5 Multiview Collaborative Analysis

In the above simple scatterplot visualization example, we can not obtain the
relationship among data points across different dimensions. Hence, we ensemble
a multiview collaborative analysis component into our tool to support analysis of
the high dimensional datasets through their visualized data samples. We achieve
this by integrating scatterplot visualization and scatterplot matrix visualization
simultaneously to enable visualization of both the overall information about
the high dimensional datasets and their relationships across different dimen-
sions. This allows users to have a better understanding of these high dimensional
datasets.

Scatterplot matrices [7] have been widely used in visualization of high dimen-
sional data. A scatter matrix represents the relationship between each pair of
dimensions in visualization. As an extension of scatterplot visualization, scat-
terplot matrix visualization is composed of scatterplots and can overcome the
difficulty of displaying high dimensional data on the plane to a certain extent.
The advantage of scatterplot matrix visualization is clear, simple and easy to
look at all pairwise correlations in the same window.

An example of scatterplot matrices is given in Fig. 2, where the scatterplots
on the diagonal are blank. Using this component we can clearly see the relation-
ship of high dimensional datasets between any two dimensions.

3.6 Reordering of Dimensions

As the final tuning to our visualization tool, we optimize the design process
of the scatterplot matrix visualization. Although our tool can produce a good
visual effect with the above components, there is still a room for improvement.
In our tool we improve the generation of scatterplot matrices based on the idea
of the rearrangement of axis, which makes the similar scatterplots to be adja-
cent in the display. The main step of this approach is the rearrangement of the
dimensions in each row, and the relationships between the current dimension
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and other dimensions. In this way, we not only can see the relationship between
two dimensions, but also can analyze the overall effect.

For parallel coordinates visualization literature, we apply linear similar, non-
linear similar literature, and genetic methods to perform the rearrangement task.
For scatterplots matrix visualization, because of the formation of the scatter
diagram, we can’t directly use the original similarity measures for the calculation.
Instead, we apply Euclidean distance similarity calculation, so that the adjacent
scatterplot points are similar. For two vectors a = (X11,X12, . . . , X1n) and b =
(X21,X22, . . . , X2n), the Euclidean distance between a and b is:

d =

√√√√
n∑

i=1

(x1i − x2i)2 (5)

The above are the main components that have been assembled into our pro-
posed visualization tool. In next section, we will conduct experiments to verify
the effectiveness of our tool.

4 Experimental Results

To illustrate the effectiveness of our proposed visualization tool, we implement
it and test its performance on the datasets available in UCI machine learning
repository. The experimental results are shown in the following tables and fig-
ures. The goal of our proposed tool is to obtain a clearer and more intuitive
understanding of the high dimensional data through visualization.

We illustrate the effectiveness of our proposed visualization tool from several
aspects. At first, we use time characteristics to verify the efficiency of visual-
ization. Then we use the effect diagram to illustrate the intuitive nature of our
approach. The experiment results are shown below.

In our tool, we first use sampling to select a small set of data samples of high
dimensional datasets. Then we use dimension reduction to process the selected
data samples. In order to demonstrate the efficiency of our sampling technique,
we reduce the original datasets and sample datasets separately. As shown in
Table 1, the time to realize dimension reduction on the sampled datasets is sig-
nificantly less than on the original datasets.

Table 1. Results of reduction time

Dataset Original datasets Sampled datasets

Reduction time Reduction time

CMC 0.001513 0.000984

Liver 0.000884 0.000488

Next, we apply fuzzy-c mean clustering algorithm to process the reduced
datasets and display them in the 3D space using scatterplot visualization. Table 2
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Table 2. Results of clustering time

Dataset Original datasets Sampled datasets

Clustering time Clustering time

CMC 0.083611 0.044445

Liver 0.031941 0.028088

Fig. 3. Liver scatterplot visualization Fig. 4. CMC scatterplot visualization

Fig. 5. Multiview visualization

shows the execution time of clustering from which we can see that the cluster-
ing time is significantly shorter on the sampled datasets than on the original
datasets. The above experiment results have validated the effectiveness of the
sampling component in our tool for processing high dimensional datasets.

We now demonstrate the effectiveness of our clustering component by show-
ing the results of applying scatterplot visualization on the sampled dataset clus-
ters and original dataset clusters. Table 3 shows the execution time comparison

Table 3. Results of visualization time

Dataset Original datasets Sampled datasets

Visualization time Visualization time

CMC 5.374819 3.265279

Liver 0.787527 0.709133
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Fig. 6. Reordering visualization Fig. 7. Matrix reordering

of visualization. Figure 3 and Fig. 4 shows the comparison of clarity and intuitive-
ness of scatterplot visualization on the original datasets (left) and the sampled
visualization (right) after clustering using CMC and Liver datasets. It is shown
that the sampled datasets represent the original datasets well in the display.
In our experiments, we select 90 percent data samples to be displayed, these
figures show that we can still clearly see data clustering information and other
hidden useful information, and hence illustrate that our sampled data preserve
all properties of the whole dataset of the original high dimensions.

In order to show more details of the high dimensional data, we conduct a mul-
tiview collaborative analysis, in which the scatterplots and scatterplot matrices
are displayed in the same space. With this component in our tool, we can know
both the global information and local information of the dataset. In the global
visualization, we can know the overall clustering information. In the local views,
we can know data relationships between any two dimensions. Figure 5 shows the
experiment results. The left side represents the scatterplots matrix visualization
of liver dataset which provides the local information. The multiview visualiza-
tion is displayed on the right side. The advantage of our multiview visualization
can be easily seen by comparing these figures on the two sides.

Next, we improve the results of multiview collaborative visualization by rear-
ranging the scatterplot matrices for parallel coordinates visualization. We achieve
this in two steps:

First, we fix one dimension which represents the current number of rows,
and calculate the correlation between the other correlation dimensions. Figure 6
shows the results of the experiment in which we calculate the relationships
between the fifth dimension and other dimensions and rearrange them according
to decreasing order of their correlations, i.e., 2, 1, 3, 4.

Then we calculate the similarity between scatterplot matrices. Following the
sequence of dimensions produced in the first step, we can calculate the similar-
ity between each other dimension and the current dimension in the similarity
decreasing order. Our experimental results as shown in Fig. 7.

The above experiments demonstrate the advantages of our proposed visu-
alization tool which can be summarised in four aspects: First, we improve the
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efficiency by sampling technology to enhance the visual effect. Secondly, we apply
data mining to enhance the user’s awareness. Thirdly, we apply multiview col-
laborative visualization to enable multi-aspect data analysis. At last, we apply
dimension rearrangement to display the relationships between dimensions and
scatterplot matrices.

5 Conclusion

In this paper, we introduced a novel software tool for visualizing high-
dimensional data by combing sampling technique with dimension reduction. Our
tool also ensembles the techniques of clustering, multiview collaborative analysis
and re-arrangement of dimensions in the scatterplot matrices, to maximizes its
visualization effectiveness. In comparison with the existing visualization tools
that apply some of these techniques, but not all, the proposed tool not only
improves the efficiency and quality of visualization of high-dimensional datasets,
but also enables a greater variety of data analysis tasks.

In the future, we intend to add interactive techniques to enhance the inter-
actions between the user and the visual graph. Besides, we will also incorporate
more data mining and rearrangement functions into the tool to optimize our
visualization results.
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Abstract. Action Recognition has been studied for many years. In recent years,
there are some methods using 3D-CNN (C3D, I3D, R2 + 1D), which have high
accuracy, but it is hard to train and quite time-consuming due to the network archi-
tecture of extracting spatial–temporal features and the huge action dataset. Since
2D-CNN has a pre-trained model with high accuracy and speed in object recog-
nition, there is also a method of fine-tune it on Recurrent neural network (RNN),
Long Short-Term Memory (LSTM) network and other network that can extract
temporal features, but due to the poor performance of fine-tune, although the speed
is increased, the accuracy has dropped significantly. Therefore, this researchwants
to use the high accuracy of 3D-CNN to distill 2D-CNN produce a great pre-trained
model for action recognition and combine it with Attention Mechanism LSTM to
make model on fine-tune on other action dataset can accelerate and achieve the
accuracy of approximating 3D-CNN.

Keywords: Action Recognition · Distilled Framework · LSTM

1 Introduction

Action videos will be converted into continuous pictures as training materials. Spatial
factors in the pictures, such as resolution, brightness, characters, angles, distances, etc.,
will have a preliminary impact on the classification accuracy. Another important factor is
the picture the order of time, good spatial features need to bematchedwith corresponding
timing features, in order to distinguish the difference of actions. As can be seen in object
classification, the diversity and amount of good category data will affect the accuracy,
and the same is true for action classification, but the amount of data required will be
several times that of object recognition, which will inevitably lengthen the training time.
In order to develop in a usable direction in the future, it is still necessary to find a good
balance between accuracy and speed.

This study proposes a method that uses 3D-CNN to motivate 2D-CNN to produce
action category pre-training models and supplements the long-short-term memory net-
work of attention mechanism to obtain temporal features for action recognition, so that
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it can be applied to new actions Data set, by readjusting the network weight (fine-tune)
to achieve the accuracy close to 3D-CNN, and because it is not necessary to use all the
data sets to retrain the network, the performance of network training is improved.

2 Related Work

The purpose of Action Recognition is to input an action segment and determine the
category of the action. This topic has been studied formore than 20 years. In recent years,
many deep learning models have also been applied to behavior recognition problems.
The mainstream network architecture can be divided into the following three types.

2.1 2D-CNN + LSTM Model

In view of the fact that the 2D-CNN model provides extremely high accuracy in image
object recognition, there have been studies in the past [1–4] trying to apply the well-
trained model to the Action Recognition problem. Just like training a 2D-CNN network,
after extracting the features of each picture, the recognition result of the action of the pic-
ture is obtained, and finally the recognition results of each picture are fused to obtain the
result of the action classification of the video clip. Compared with the 3D-CNN model,
the advantage of this architecture is that the overall training time and implementation are
faster. However, its disadvantage is that it ignores the temporal structure characteristics
of the film and cannot distinguish the sequence of actions.

Later, some scholars proposed to add a recurrent layer (ex. RNN, LSTM [5]) behind
the 2D-CNN to extract the structural features of time series. This is helpful for learn-
ing the timing of actions, but this architecture cannot extract shallow networks. The
behavioral characteristics of the network will increase the training time of the network.

2.2 3D-CNN Model

In order to obtain more accurate spatio-temporal features, some scholars have studied
how to use spatio-temporal filters to apply to the traditional 2D-CNN architecture [6–
9]. The 3D-CNN [7] architecture proposed by Ji et al., compared with the traditional
2D-CNN, requires an extremely large amount of parameters for training, which is dif-
ficult to train and takes a long time. In addition, because of the difference in kernel
size, the imagenet pre-trained model is lost, so it must be retrained from scratch. Later,
Tran et al. [7] proposed a new model C3D with general simplicity and improved com-
putational efficiency. Carreira et al. [6] proposed a two-stream model I3D that uses
ImageNet’s well-trained and trained model and uses 3D-CNN to extract spatio-temporal
features, and finally uses optical flow to improve network performance. Among the
above-mentioned 3D-CNN-based literature, I3D is the leader, and its ultra-high accu-
racy has set a benchmark in the field of behavioral tasks. However, there is still no
improvement in the training time, and I3D has made the training time longer in pur-
suit of accuracy. Afterwards, R2 + 1D [9] proposed by Tran et al., the author of C3D,
can disassemble 3D-CNN and optimize them separately. Purely improving the network
problem will bring the accuracy rate close to I3D.
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2.3 Two-Streams-Networks

Simonyan et al. [10] proposed to use a single RGB-frame and ten Multi-Optical-frames
obtained through external calculations to obtain spatial and spatio-temporal features
through two 2D-CNNs respectively, and finally to the two networks The classification
scores are fused to obtain the final video clip classification results. The experimental
results also prove that the Two-Streams method does obtain spatio-temporal features,
the accuracy is much higher than that of pure 2D-CNN, and it is easier to train than
3D-CNN.

Afterwards, many scholars have improved the dual-stream network architecture.
For example, Feichtenhofer et al. [11] proposed to improve the fusion of the final
spatiotemporal features to the middle layer of the network. Their experiments have
proved that the accuracy of early fusion is higher. Wang et al. [12] proposed an
improved Two-Stream input, network structure and training strategy, and proposed the
Temporal-Segment-NetworksModel (TSN), which provides a good idea for the network
model.

I3D author Carreira et al. [6] also improved the Two-Stream Network architecture,
adding a time dimension to the 2D-Inception-module of Inception-v1 and expanding
it into a 3D-Inception-module to replace the 2D-CNN in Two-Streams, Calling this
architecture Two-Stream Inflated 3D ConvNets, experiments have confirmed that this
architecture will perform better than 2D-CNN’s Two-Streams when the data set is larger.

3 Temporal-Attention LSTM Framework

Figure 1 shows the Temporal-Attention LSTM Framework proposed in this study. The
system input is continuous motion images. Through the Distilled 2D-CNN model, the
feature map before the fc layer is used as the image feature matrix. There are three
layers of LSTM, and the inputs of each layer are 512 dimensions, the hidden layer is 256
dimensions. The hidden layer information (layer 3) output by the third layer LSTM will
bemultipliedwith the current output, and then passed through SoftMaxGet the attention-
weight and then multiply it with the current LSTM outputs matrix for weighting, and
then pull the result to the next stage of LSTM Hidden State (C + 1). Through LSTM
learning, Attention will also follow the auxiliary learning. In the last LSTM After the
stage output passes through two layers of fc, the action prediction result will be output,
and after iterative training, a pretrained model with the ability to deal with action timing
problems will be produced.

3.1 2D-CNN

The part of 2D-CNN uses Resnet proposed by He et al. [13]. In order to align the
parameters with the output matrix of R2 + 1D-resnet18. ResNet-18 is selected, where
the feature matrix output by each layer of ConvolutionW and H are the width and height
of the input image respectively. Conv1 to Conv5_x are composed of Res Block with
residual learning mechanism plus fc layer for classification with a total of 18 layers.
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Fig. 1. Temporal-Attention LSTM Framework

3.2 3D-CNN

This study uses R2+ 1D [9]. R2+ 1D disassembles the time and space of traditional 3D
Convolution and calculates it, making it approach the best I3D [6] on the data set used in
this study. The time taken is almost half of that of I3D. TheR2+ 1D implementation uses
the 3D ResNet architecture, which changes the original 3D Convolution with a kernel
size of 3× 7× 7, and splits it into a 7× 7× 1 kernel size first. Spatial Convolution, then
do Temporal Convolution with a kernel size of 1× 1× 3, and optimize them separately.
The input is L RGB frames to represent a clip. Therefore, L in the Output size of each
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layer of Convolution is the number of frames, and W and H are the width and height of
the input image respectively. This architecture can use 3D with deeper network layers
ResNet-34, 50, etc., but because the amount of parameters is too high, the system cannot
be loaded, so choose R2 + 1D-resnet18 with 3D ResNet-18 as the architecture.

3.3 Distilled Framework

In order to make 2D-CNN learn the spatial features of 3D-CNN, this study uses L1-loss,
also known as Mean Absolute Error such as formula (3.1), which is a loss function used
to calculate the predicted value (f (xi)) and The difference between the real values (yi)
is more sensitive to spatial differences, and the smaller the value, the more similar it is.
Take the feature tensor output before the R2+ 1D-resnet18 fc layer in Sect. 3.1.2 as the
real value, and the output feature tensor before the ResNet-18 fc layer in Sect. 3.1.1 as
the predicted value, and add these two during 2D-CNN training The L1-loss of spatial
features and the use of the Cross-Entropy formula after the classification layer enable
2D-CNN to learn with reference to the spatial features of 3D-CNN to achieve the effect
of motivation.

L1loss =
∑n

i=1
| yi − f (xi) |

3.4 Temporal-Attention LSTM

After the excitation, 2D-CNN will produce a pre-training model of action category
(Distilled 2D-CNN). This study uses LSTM plus Temporal-Attention mechanism to
extract timing features for this pre-training model. The input is continuous action picture
data. First, the Distilled 2D-CNN pre-training model enters the feature matrix before the
fc layer. There are three layers of LSTM. The inputs of each layer are 512 dimensions,
and the hidden layer is 256 dimensions. Detailed Temporal Attention The operation
will take the hidden layer information ((layer 3)hn) output by the third layer LSTM and
the output at the current stage for matrix multiplication, then get the attention-weight
through SoftMax, and then multiply it with the LSTM outputs matrix at the current stage
for weighting, and then pull the result to the next stage of LSTM Hidden State (C +
1). Through LSTM learning, Attention will also follow the auxiliary learning. After the
output of the last stage of LSTM after two layers of fc, the action prediction result will
be output and iterated Training produces a pretrained model that handles motion timing
issues.

4 Experimental Results

In order to ensure the maximum performance of the equipment and the stability of the
training, the operating system of this research uses the Ubuntu 16.04 system of Debian
base. The overall model network architecture is implemented using Python and its open
source deep learning library Pytorch. The version of Python is 3.6.13, and the version
of Pytorch is 1.8.1. The hardware device uses a CPU of i7-7700 4 cores and 8 threads
with a frequency of 3.6G Hz, a RAM of DDR4 2400 MHz 16 GB, a GPU of NVIDIA
GeForece 1080 Ti with 12GDDR5xVRAMand 3584CUDAunits to achievemulti-core
CPU and Pytorch calls GPU ( CUDA10.0) to accelerate model calculation speed.
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4.1 Data Set

There are two data sets used in this research experiment, UCF101 [14] used to generate
2D-Distilled-model, and HMDB51 [15] used to finetune test the performance of the
pretrained model produced. HMDB51 has a total of 51 Various action categories. The
quality of each video is also 320p. There are a total of 6766 videos. The video frames
are taken at intervals of 320 × 240 each, and a total of 639,431 pictures are divided
into 447,601 training data and test data. There are 191,829 pieces, which is the same as
UCF101 data, and the ratio is about 7:3.

4.2 UCF101 Accuracy

This research will use UCF101 to produce an available pre-training model. Table 1
shows the accuracy comparison of each model on UCF101. The accuracy of the stim-
ulated Distilled-ResNet-18 will be 15% higher than that of the unmotivated ResNet18.
Percentage points (top-1), compared with R2 + 1D-resnet18, it is an average of 10
percentage points (top-1).

It is difficult to present the LSTMwith or without the Temporal-attentionmechanism
in a table. As the training cycle increases, the LSTM with the attention mechanism will
increase the lower limit of accuracy when the training converges, and steadily increase
the overall average by 1 to 2 percentile (top-1).

Adding Temporal-Attention LSTM is 3 to 4 percentage points (top-1) higher than R2
+ 1D-resnet18, and 10 percentage points (top-1) higher than ResNet18 that also added
Temporal-Attention LSTM.

Table 1. UCF101 model top-1top-5 accuracy comparison

Classification Instructions Pre-trained model Top1 acc Top5 acc

3D-CNN R2 + 1D-resnet18 Kinetics 81.94% 95.43%

2D-CNN ResNet18 ImageNet 52.46% 53.40%

2D-CNN Distilled-ResNet-18 ImageNet 70.83% 92.11%

2D-CNN
+ LSTM

ResNet18 +
Temporal-Attention LSTM

ImageNet 73.14% 81.37%

2D-CNN
+ LSTM

Dsistilled-ResNet18 +
Temporal-Attention LSTM

Distilled-
ResNet-18

85.26% 94.72%

4.3 HMDB51 Accuracy

The comparison in Table 2. Distilled-ResNet-18 is inspired by R2 + 1D-resnet18. In
order to verify the pros and cons of the output Distilled-ResNet-18, R2 + 1D-resnet18
and Distilled-ResNet-18 after the excitation, The comparison of fine-tune on HMDB51
is shown in Table 5. The accuracy of Dsistilled-ResNet18 is 10 percentage points (top-
1) lower than that of R2 + 1D-resnet18, and the accuracy of Dsistilled-ResNet18 +
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Temporal-Attention LSTM is higher than that of R2 + 1D-resnet18. 2 to 3 percentage
points lower (its best value is comparable to R2 + 1D-resnet18).

Table 2. HMDB51 model top-1top-5 accuracy comparison table

Classification Instructions Pre-trained model Top1 acc Top5 acc

3D-CNN R2 + 1D-resnet18 Kinetics +
UCF101 fine-tune

47.39% 93.98%

2D-CNN Dsistilled-ResNet18 Distilled-ResNet-18
(UCF101 fine-tune)

37.18% 90.44%

2DCNN
+ LSTM

Dsistilled-ResNet18 +
Temporal-Attention LSTM

Distilled-ResNet-18
(UCF101 fine-tune)

45.93% 90.16%

5 Conclusion

This study proposes a 2D-CNN + Temporal-Attention LSTM action classification pre-
training model that can be trained on general hardware equipment, saves time and main-
tains accuracy. The actual recognition speed is slightly faster than 3DCNN, and the
accuracy is comparable. But the misjudgment rate is also high. The two methods pro-
posed in this paper, one is the incentive framework, and the other is the LSTM of the
temporal attention mechanism. I think that the incentive framework has a significant
effect on improving the accuracy.

And at the present stage, this research finds that 3D-CNN and 2D-CNN have a
matching incentive structure, and the number of network layers used by 2D-CNN is still
shallow, and its performance is less than half of that of 3D-CNN. If the network depth can
be deepened Obtaining better 3D-CNN pre-training models such as R2+ 1D-resnet 34,
50 has the opportunity to enable 2D-CNN to use full performance in general computer
training, provide the same depth, and can be quickly trained on ordinary equipment, and
There are better equal performance 2D-CNN motivated pre-trained models.
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Abstract. In this paper, we present the novel idea of the classification
measure based on the combination of precision and recall. The weights
of these measures are calculated based on the game-theoretic concept of
equilibrium. The classical C4.5 algorithm calculates measures: precision
and recall for binary decision classes.

In such a game, classification results are used to generate the best
weights for the precision and recall classification measures. First, we solve
the game and obtain the Nash equilibrium to obtain these weights. Next,
we calculate the classification measure according to the measure weights
estimated using the Nash equilibrium. Eventually, we compare the results
with the more realistic example, where the importance of both decision
classes is equal, and only the weights of classification measures can be
adjusted. All experiments are performed on several binary classification
datasets.

Keywords: Classification · Game theory · Precision and Recall

1 Introduction

The classification problem is among modern computer science’s most popular
and often discussed issues. A robust classification algorithm should be relatively
fast and acquire good results in the case of complex data. By the complex,
we can understand anything, from a large amount of data to a large number
of conditional attributes or numerous decision classes. Despite the problem of
acquiring and initially preprocessing such data, we often face some inequality in
the number of objects belonging to the decision classes.

These problems were discussed in many papers and led to a situation where
the classical accuracy measure needs to be revised. There is a need to introduce
a new, more general measure. Conditions allowing for identifying the accuracy as
insufficient are well-documented. Real-world data sets often require an approach
based on recall or precision measures, which deal with an unbalanced number of
objects in the decision class.

However, there are multiple drawbacks to such an approach. First, the sin-
gle classification measure is selected, and results are obtained according to the
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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precision or recall measure. One solution is offered by the F1 score, which aims
to balance the precision and recall measures. However, such an approach must
be revised when multiple decision classes are observed in the data. More general
measures like macro precision or macro recall were proposed and discussed in
such cases.

Unfortunately, the weight of the classification measure in such cases is the
same for all decision classes (macro precision and macro recall) or can be set
according to the cardinality of the decision class. Some solution was proposed in
[12] and [13]. At first, the authors proposed the goal-oriented approach, which
indicates the impact of precision and recall measures on the overall results. Such
an approach compensates for the observed problems. In the second paper, the
authors further indicate the preference vector indicating the impact of the clas-
sification measure on the single decision class. This approach is sufficient when
the decision-maker is present and his/her preferences can be easily identified.

In this article, we propose a novel approach for estimating the weights of
precision and recall independently from the decision-maker. The advantage of
such an approach is that weights are calculated based on the analyzed problem,
and the result is automatically derived. The main idea is based on the game
theory concepts of the game, where the process is presented as a two-stage game,
where at the first stage, the overall quality of classification – calculated for all
decision classes and selected classification measures is performed. While on the
second stage, the classification measure for a specific decision class is calculated.

The main limitation of our approach in the present form is related to the
additional computational cost related to solving the game. Moreover, we focus
only on binary classification problems.

This article is organized as follows: in the next section, we derive the overall
idea of the classification and the classification measures. The third section is
focused on the formal definition of a game in normal and extensive form. We
also discuss the concept of the payoff in the game. These elements will be crucial
in the fourth section when we describe the model based on precision and recall for
estimating classification quality. Finally, the fifth section includes the numerical
experiments, while the last section concludes.

2 Classification and Measures

The classification problem consists of constructing a suitable classifier which, for
new data, based on its features, predicts a decision whose values belong to a
specific distribution (range of values – decision classes). The training data set is
thus a set of vectors a1, . . . , an, y (where a1, . . . , an are the feature values and y
is the decision class). In contrast, the problem is to construct a classifier that, for
each new vector a1, . . . , an will predict the value of y with the highest possible
quality, which is evaluated with appropriately chosen measures [11].

In solving machine learning problems, an appropriate choice of classifier must
be made – depending on the problem domain, the type and amount of data
available, etc. At the stage of classifier selection, a research process should be
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carried out, but in this work, we focus on a measure to evaluate the classifier’s
quality so that we will carry out our verification on an example classifier. A good
example of a classifier could be a decision tree. The simple and intuitive structure
of a decision tree means that trees of small size can be analyzed directly by the
user, allowing the classification to be explainable. On the other hand, in the case
of large tree sizes, classification using them is still much faster than classification
using different methods.

In the literature, one can find many algorithms used to build decision trees,
where the classical approaches are mainly the CART [1] and C4.5 algorithms. In
this work, as an example classifier, we use the C4.5 [16,17] algorithm, where the
classifier is built based on multiple decision-making, where during construction,
at each decision (at each node), the information gain is maximized (and thus
the entropy of the dataset is reduced).

The performance of a classifier is evaluated, among other things, by the
quality of its classification. For this purpose, appropriately selected measures
of classification evaluation are used. The primary and simultaneously essential
measures of classification evaluation are recall and precision. Another popular
measure is accuracy, which carries the least information, e.g., in the case of
unbalanced data. Measures such as F-score or Balanced Accuracy are also used
to present only one measure (instead of recall and precision together) [2,3,6–
9,18]. However, all the measures mentioned can be determined from the confusion
matrix [13].

Often, the confusion matrix is presented for binary classification problems,
but in this work, the confusion matrix for multi-class classification is presented
in Table 1. It shows the actual values of the tested objects (in rows), and the
prediction made by the classifier (in columns), where TPi denotes true positive,
i.e., correct assignment of an object to class i; TNi denotes true negative, i.e.,
correct non-assignment of an object to class i; FPi denotes false positive, i.e.,
wrong assignment of an object to class i; FNi denotes false negative, i.e., wrong
non-assignment of an object to class i.

On this basis, the mentioned most important measures can be defined. In
this case, recall, which is the measure by which the information is determined:
how many objects of a class have been correctly classified – is determined by (1),
while when assessing the whole set and not a single class, macro recall, which
is determined by (2), is used, among others.

recalli =
TPi

TPi + FNi
(1)

macro recall =
1
C

C∑

i=1

TPi

TPi + FNi
(2)

We should also pay attention to precision, which is the measure by which
information is determined: how many objects assigned to a class belong to that
class. Precision is determined by (3), and for the whole set, macro precision by
(4).
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Table 1. Confusion matrix for multiple classes

Actual Predicted

class 1 class 2 · · · class i · · · class C

class 1 TP1

TN\{1}
FP2

TN\{1,2}
FN1

· · · FPi

TN\{1,i}
FN1

· · · FPC

TN\{1,C}
FN1

class 2 FP1

TN\{1,2}
FN2

TP2

TN\{2}
· · · FPi

TN\{2,i}
FN2

· · · FPC

TN\{2,C}
FN2

· · · · · · · · · · · · · · · · · ·
class i FP1

TN\{1,i}
FNi

FP2

TN\{2,i}
FNi

· · · TPi

TN\{i}
· · · FPC

TN\{i,C}
FNi

· · · · · · · · · · · · · · · · · · · · ·
class C FP1

TN\{1,C}
FNC

FP2

TN\{2,C}
FNC

· · · FPi

TN\{i,C}
FNC

· · · TPC

TN\{C}

precisioni =
TPi

TPi + FPi
(3)

macro precision =
1
C

C∑

i=1

TPi

TPi + FPi
(4)

In addition to the measures given, the accuracy is also worth noting. In this
case, it is a measure that determines how many objects were classified well in
relation to all objects on which the classification was performed. Using a single
equation, this measure can be written independently of the number of decision
classes (5).

accuracy =
∑C

i=1 TPi∑C
i=1 TPi +

∑C
i=1 FPi

(5)

3 Game Theory

Through the game, we understand any conflict situation involving players. Each
player in the game gets some theoretical payoff according to the selected behavior
(strategy). Thus, any conflict situation, such as estimating weights in some func-
tion, can be modeled and described as a conflict situation in which two players
(different classification measures) compete for resources. In our particular case,
the resources will be the weights of the classification measures used to combine
precision and recall in a single, more general classification measure.
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Let the game be defined as follows:

Γ = 〈A,M〉, (6)

where A = (A1, A2, ...An) represents the set of n-tuples, where each element
includes a set of strategies for a single player involved in the game. By the
M we understand n-tuple including n payoff functions for all players: M =
(μ1, μ2, ..., μn). Thus, Ai is the set of strategies for the i-th player, and μi is
the payoff function for the i-th player. The idea behind the payoff function is
assigning the scalar number in the range 〈0 : 1〉 to each element of the Ai

outcome.
A set of all strategies for the player m is defined as follows:

Ai = (ai1 , ...aij , ..., aim), (7)

where aij is the j-th strategy for the i-th player. A player can select a single strat-
egy, or he/she can select the strategy according to the probability distribution
over the set of strategies.

We denote the probabilities of selecting strategies from the set for the i-th
player as Ai . Therefore:

Ai =
m∑

j=1

P (aij ) = 1. (8)

where P (aij ) is the probability of selecting the strategy j for the player i. Prob-
abilities for all players will be presented as follows:

a = (A1,A2, ...,An ), (9)

while the set excluding the i-th player is denoted as a−i. Moreover, player i can
use any of his/her strategies, which will be denoted as aij = 1. While mixed
strategy, which is the probability distribution over the set of strategies for the
i–th player, can be presented as:

m∑

j=1

P (ai,j) = 1, (10)

The example game for two players, each having two different strategies, is
presented in Fig. 1. One should know that each player has his/her payoff func-
tion in such a game. Thus the result of such a game is different for every player.
The main goal is to find a strategy, or the probability distribution over the set
of strategies, which gives the best payoff for both players. Such an approach is
called the Nash equilibrium, and its computation can be a relatively complex
problem. However, in the literature, we can find multiple algorithms capable of
deriving the game’s equilibrium points, like the classical Lemke-Howson algo-
rithm for identifying the equilibria [14]. Modern algorithms for finding the Nash
equilibria are related to the idea of using the enumerating supports of the games
(strategies with the non-zero probability) [15] or the integer programming app-
roach [4]. While among the best algorithms for finding the approximate equilibria
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in polynomial time, we can indicate the approach discussed in [5], where the dis-
tance from optimum was equal to 38%. The whole idea of using the concept of
the game to estimate the best values for classification measures will be discussed
in the next section.

Fig. 1. Example game for two players in tree form

4 Model Formulation

Our primary goal in this approach is to identify the weights of precision and
recall measures dependent on the considered problem. To do so, we derive the
game-theoretic-based model, which will be used to estimate the difficulty of both
decision classes. We use the original formulation of the game, where the player
1 will be identified as the classification measure selection. Thus, its strategies
will be as follows P1 = {Precision,Recall}, while the second player will be
identified as the decision class. The set of strategies for the second player is
P2 = {ClassA, ClassB}. Payoff functions in the set M for both players will be
defined as follows:

– μ1 will be identified as the macro precision and the macro recall;
– μ2 will be recognized as a value for the decision class dependent on the selec-

tion of the first player (the precision and the recall).

A game based on the two decision class problem involving precision and recall
is presented in Fig. 2.

Any tree-form game can be represented as the normal form game, in which
all possible strategy selections are considered jointly. To do so, every path in the
tree (please refer to Fig. 2 will be considered, and the payoffs for both players
represented by the precision, recall, macro precision, and macro recall will be
held in the leaves of the game. Eventually, the tree-form game is transformed
into the normal form game (matrix game), presented in Fig. 3.
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Fig. 2. Conflict situation of two classification measures represented as a game in the
tree form

Fig. 3. Normal form game representation of the situation from the Fig. 2

The final step of the model is the solution of such a game – which will be
finding the equilibrium point (Nash equilibrium) to indicate the best possible
payoff from the point of view of both players jointly. The Nash equilibrium
calculation process is out of this article’s scope – for more details, please refer to
[10]. A solution will derive the vector of probabilities, which could be as follows:

a = {1, 0 : 0.5, 0.5}, (11)

which can be understood as setting the weight for the precision measure as 1,
while the recall is set as 0. For detailed step-by-step example, please refer to the
next section.

5 Numerical Experiments

In this section, we perform numerical experiments based on the well-known C4.5
algorithm. As a result, we derive results for two classification measures: preci-
sion and recall. Next, we use these results to populate the game matrix and
find the equilibrium in the game. Eventually, we estimate the theoretical best
classification measure where the weights could be used for both the classification
measure and the decision class. The goal of the experiments can be summarized
as follows:
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– use the C4.5 algorithm for a set of binary classification problems to obtain
the classification measure values: precision and recall for both classes, macro
precision, macro recall, and accuracy;

– we built the game which allows answering the question, what is the best
hypothetical classification value;

– we estimate the real classification value in the situation where both classes
are treated equally.

The last point can be used to derive the more general classification measure
based on precision and recall, where weights for these measures are calculated
according to the game – thus are problem-dependent.

In our experiments, we used five different datasets, for which, initially, the
values for precision, recall, and accuracy were obtained. Next, in this section,
we present detailed step-by-step examples for calculating the optimal weights
for precision and recall, and eventually, we move to experiments covering all
datasets.

5.1 Visual Example

We start with the simple step-by-step example calculated with the use of the
“Breast Cancer” dataset. The obtained classification results for all considered
measures are as follows:

– precision for class A – 0.757;
– precision for class B – 0.742;
– macro precision – 0.749;
– recall for class A – 0.960;
– recall for class B – 0.271;
– macro recall – 0.615.

Accuracy measure is considered globally for all decision classes, thus it is not
necessary for our further calculations. The next step is to populate values in
the tree-form game (as presented in Fig. 2). Eventually, the tree-form game is
presented as normal form game (please refer to Fig. 3). The process and resulting
game with populated values is presented in Fig. 4.

To obtain the solution of the game, the Nash equilibrium should be calcu-
lated. This can be done by any algorithm from game theory. Here we used the
GAMBIT application to obtain the Nash equilibrium, which is equal to:

a = {1, 0 : 0.5, 0.5}, (12)

These values can be understood as: setting the weight of the first measure (Preci-
sion) as 1, while the second one should be equal to 0. Next, set the importance of
both decision classes equally as the 0.5. Eventually, the payoffs can be calculated:

payoff1 = 1· (0.5· 0.757 + 0.5· 0.742) + 0· (0.5· 0.960 + 0.5· 0.271), (13)

payoff2 = 0.5· (1· 0.749 + 0· 0.615) + 0.5· (1· 0.749 + 0· 0.615), (14)
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Fig. 4. Tree-form game and its representation in the normal form game

Which gives the payoff1 = 0.859 while payoff1 = 0.682. These are theoretical
best values achievable according to the equilibrium concept by both players
(game has more than one solution). However, please note, that in such a case
the recall is not taken into account. Thus the same payoff calculation can be
repeated for the situation, where both measures are equally important:

payoff1 = 0.5· (0.5· 0.757 + 0.5· 0.742) + 0.5· (0.5· 0.960 + 0.5· 0.271), (15)

payoff2 = 0.5· (0.5· 0.749 + 0.5· 0.615) + 0.5· (0.5· 0.749 + 0.5· 0.615), (16)

Since these probabilities for strategies are not the best (according to the
Nash equilibrium concept), with the above values, we end with payoffs equal
payoff1 = 0.683 for the first player and 0.682 for the second player. By setting
the different weights for precision and recall, we can globally observe how such
a change impacts the final result.

5.2 Results

The first part of the experiments is devoted to estimating the classification qual-
ity using selected measures and for the set of problems with binary decision
class. All results, including the accuracy value, precision, and recall for both
classes include the values for the macro precision and macro recall additionally.
For these results, please refer to Table 2.

The next step of the experiments involved transforming the obtained results
into a conflict situation, which can be solved by estimating the Nash equilibrium
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Table 2. Classification results for five selected datasets with binary decision classes
(Acc. – accuracy; Prec. A – precision for the first class; Macro Prec. – average precision
value; Rec. A – recall for the first class; Macro Rec. – average recall value

Dataset Acc. Prec. A Prec. B Macro Prec. Rec. A Rec. B Macro Rec.

BreastCancer 0.755 0.757 0.742 0.749 0.960 0.271 0.615

Credit 0.705 0.763 0.511 0.637 0.840 0.390 0.615

Diabets 0.738 0.790 0.632 0.711 0.814 0.597 0.706

Ionosphere 0.915 0.919 0.908 0.918 0.825 0.964 0.895

Vote 0.963 0.970 0.952 0.961 0.970 0.952 0.961

values. Table 3 shows the probabilities for selecting the strategies for both play-
ers. These values were calculated according to the Nash equilibrium concept. We
selected a single solution (a single Nash equilibrium) for all five datasets. How-
ever, there were more equilibria for each game. Please note that these values
refer to the probability distribution over the set of strategies, so the first and
last values must sum up to 1.

Table 3. Solution (Nash equilibrium) for game build on the basis of classification
measures – calculated as in the Visual example

Set Player 1 Player 2

Precision Recall Class A Class B

BreastCancer 1 0 0 1

Credit 1 0 11
18

7
18

Diabets 1 0 35
59

24
59

Ionosphere 1 0 1 0

Vote 1 0 1 0

Now, we compare the actual payoff (quality of classification) obtained by
using the weights for classes and classification measures according to the Nash
equilibrium and the uniform weights. By the uniform weights, we understand
the 0.5 weights for both decision classes (the importance of decision classes
is equal) and the 0.5 weights for the precision and recall (both measures are
equally important). These results are presented in Table 4. First, the left part of
the table corresponds to the situation in which a potential decision-maker could
focus only on some particular decision class and specific classification measure
(like precision). In other words, we can indicate which classification measure
gives the best classification quality and which decision class can be considered
the easiest to obtain the highest classification results.

Next, we compare these values with the situation where both classification
measures and decision classes are considered equally important. For example,
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taking into account the “BreasCancer” dataset, we can conclude that in the
case of the classification according to the Nash equilibrium, we can obtain the
best classification equal to 0.742 when focusing on the precision (please see
values in the first row for the Table 4). At the same time, the best results are
obtained when focusing on the decision class B (classification equal to 0.749).
Now, when we assume equal importance of both classification measures and
decision classes, these results are equal to 0.683 and 0.682, respectively. Thus we
observe a decrease of 5.9% (from 0.742 to 0.683) for the classification measures
and by the 6.7% in the case of decision classes.

Table 4. The difference in payoff between the weights based on the Nash equilibrium
and uniform weights for both classes and classification measures

Dataset Payoffs - Nash equilibrium Payoffs - uniform impact

Player 1 Player 2 Player 1 Player 2

BreastCancer 0.742 0.749 0.683 0.682

Credit 0.665 0.637 0.626 0.626

Diabets 0.726 0.711 0.708 0.709

Ionosphere 0.919 0.918 0.904 0.907

Vote 0.970 0.961 0.961 0.961

6 Conclusions and Future Works

In this article, we presented the general idea of adapting the game theory con-
cepts for estimating the weights for different classification measures. We started
with the short remainder of the most popular classification measures like preci-
sion and recall. Then, we also described the idea of macro precision and macro
recall.

To derive the model, we used the basic definitions and concepts from the
game theory, particularly in describing the conflict situation presented in the
game. Next, we adapted these ideas for the classification process. Finally, the
classification results obtained by the classifier were used to populate the game
in an extensive form game, which was further transformed into a normal form
game.

The next step was to estimate the optimal values of weights for both decision
classes and the classification measures. Eventually, we compared the results with
the situation where weights for decision classes and classification measures equal
0.5. The difference between these two values indicates the potential achievable
classification values if the decision-maker focuses on the particular classification
measure and decision classes.

The presented idea suggests the possibility of deriving a procedure capable of
estimating the weights for the classification measures. These values are calculated
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based on the game, which strictly depends on the analyzed problem. Thus we
can estimate the precision and recall values independently for the dataset.
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Abstract. Customer churn prediction is crucial for businesses in dif-
ferent industries, such as telecommunications, banking, insurance and
e-commerce, because acquiring new customers is often more costly than
retaining existing ones. Customer churn prediction (CCP) aims to iden-
tify customers who are likely to terminate their relationship with a busi-
ness, enabling companies to take proactive measures to retain them.
Machine learning approaches have emerged as a viable strategy for devel-
oping effective churn prediction models, employing past customer data to
find churn predictors. A comparative study on the most popular super-
vised machine learning algorithms, including Logistic Regression, Deci-
sion tree and Ensemble approaches such as Bagging, Boosting, Stacking
and Voting, was applied to predict customer churn in the telecommunica-
tions industry. Since the studied dataset is skewed towards non-churners,
we investigated the SMOTE and SMOTEENN sampling strategies to
balance the dataset. According to the findings of our study, machine
learning is a viable method for predicting customer churn. Furthermore,
our results show that ensemble learners outperform single-base learners,
and a balanced training dataset is expected to improve the classifiers’
performance.

Keywords: Churn Prediction · Machine Learning · Ensemble
method · Imbalanced classification

1 Introduction

Telecommunications services have substantially increased their potential usage
in a variety of fields, including education, the workplace, and entertainment, over
the last few decades. This results in intense competition between telecommuni-
cations companies. The Return on Investment (ROI) of customer retention is
high for firms since it costs six times more to acquire a new client than it does to
keep an existing one who is likely to leave [1], it is crucial to identify customers
who are likely to abandon their subscription to the telecommunication service.
Determining which clients are dependable and which run the risk of leaving can

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 339–351, 2023.
https://doi.org/10.1007/978-3-031-42430-4_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42430-4_28&domain=pdf
http://orcid.org/0000-0002-1678-3527
https://doi.org/10.1007/978-3-031-42430-4_28


340 S. Kumar and D. Logofatu

also help a business address an issue. Companies can gradually lower the amount
of churned customers by making focused efforts to prevent churn.

Due to data storage and analytics development, predicting customer churn
using data science has grown into one of the most prominent subjects in market-
ing analytics. Researchers and practitioners attempt to develop accurate churn
prediction models [14]. Nevertheless, reliable churn prediction is challenging since
numerous variables might influence customer churn. Also, it is challenging for
models developed using machine learning to attain high prediction performance
due to class imbalances frequently present in customer churn datasets. If a model
for predicting customer turnover fails to identify probable churners, the company
will lose valued consumers and future income. Furthermore, the company will
waste money on client retention if it misidentifies loyal consumers as potential
churners.

Customer churn is defined in numerous ways. According to [8], it is defined as
the process by which clients move from one phone company to the other. Some
refer to it simply as the likelihood that a consumer may discontinue service [14].
Because customer churn incorporates both of these features, this study defines it
as “consumer behaviour of discontinuing use of the service, regardless of whether
the client switches service providers or simply discontinues consumption.”

With a proper machine learning model, telcos can determine which customers
will most likely churn based on their consumption patterns. Large data quanti-
ties, a vast feature space, and the issue of class imbalance are some difficulties in
developing an effective model [11]. Resampling [9] can be employed to enhance
the model in order to address the class imbalance issue.

The following contributions are made to the research:

1. Create classification models by combining ensemble classification techniques
with hybrid resampling methods.

2. Apply the created models to the data on customer churn, and evaluate the
performance of their prediction using a variety of performance indicators.

3. Compare the performance of the generated models in terms of their ability to
predict outcomes with that of currently popular models that mix traditional
and ensemble approaches with a well-known resampling strategy.

2 Background

Customer churn or attrition is the process of a customer switching from one
business service to another. CCP is used to detect potential churners before
they leave an organisation. This step helps the company figure out how to keep
customers who are likely to leave and keep them as customers. This decreases
the financial loss of the company [17].

Predicting customer churn is vital for all businesses since it improves cus-
tomer knowledge and revenue projections. It may also aid your business in iden-
tifying and enhancing areas in which customer service could be enhanced. Sev-
eral sectors have consumer data that have been and are still being studied. The
results are different depending on the type of data collected from each industry.
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2.1 Customer Churn

The churn rate indicates the health of every subscription-based business model.
The capacity of a telecommunications business to retain its clients is one of
the primary issues these firms face in recent times, owing to the flood of rivals
within the sector, which essentially provides customers the option to switch from
one company to another. Although there is no significant correlation between
customer devotion, customer loyalty, trust, and customer churn in the telecom-
munications business, these factors have a significant association. The primary
objectives of a telecom firm have been to develop products and services that
meet the needs of its subscribers at reasonable pricing.

The term “customer churn” is frequently heard in the field of customer rela-
tionship management. It is a term used to describe clients leaving a company,
meaning that the customers entirely cut off their interaction with the organi-
sation [4]. Since acquiring new customers is substantially more expensive than
keeping existing ones, it is a crucial business metric in many sectors. This phe-
nomenon is also known by the terms customer attrition and customer churn.

2.2 Related Work

Guo-en et al. (2016) proposed a churn prediction model using the actual Tele-
com data set from American Duke University. Weighted selected ensembles were
used for churn prediction in this study, and these approaches were compared
to base classifiers such as Decision Tree, SVM, Naive Bayes and Artificial Neu-
ral Network (ANN). The studies are conducted in a MATLAB environment,
and the results demonstrate that the suggested technique outperforms the base
classifiers [19].

Adbelrahim et al. (2019), the author used tree-based algorithms for CCP
with the SyriaTel dataset, including random forest, decision tree, GBM tree,
and XGBoost algorithm. Compared to other algorithms, XGBoost outperformed
them regarding AUC and accuracy. However, accuracy can be enhanced by using
optimization algorithms in the feature selection procedure [2].

Burez et al. (2009) The authors explored the issue of an unbalanced data
set in the CCP model. They compared the results with random and advanced
under-sampling, the gradient boosting algorithm, and weighted random forests.
They evaluated the model using AUC and lift measures. Consequently, it was
determined that the under-sampling approach performed better than the other
strategies [5].

Verbeke et al. (2012) additionally studied numerous techniques on various
datasets to forecast customer churn, including twenty-one algorithms, including
Naive Bayes, Random Forest, SVM, Decision Tree, Boosting, and so on. They
performed studies with both oversampling and input selection, as well as with
and without oversampling. They achieved the maximum AUC of 97.2% on the
datasets of operators in East Asia by utilising an alternating decision tree [18].

Shaaban et al. (2012) compared the decision tree, the support vector machine,
and the neural networks. The neural network with support vector machine had
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the highest accuracy at 0.84. With an accuracy of 0.78, the decision tree under-
performed [13].

Jain et al. (2020) analysed several uses of machine learning to forecast churn
in the banking, telecom and IT sectors. Churn is examined for each sector and
the features that contribute to churn in those areas. Comparative analyses of
the effectiveness of four different algorithms were carried out for each of these
three industries. The banking dataset saw the highest performance with random
forest, while the IT and telecom sectors saw better results from logistic regression
and XGBoost. This has shown that churn prediction approaches can vary by
industry [7].

Shumaly et al. (2020) The data set was balanced using random under-
sampling, oversampling, and the Synthetic Minority-Oversampling Technique
(SMOTE). In addition, they utilised ensemble approaches like bagging and
boosting techniques to increase the accuracy of their predictions and achieved
an AUC score of 90.1% using random oversampling and the gradient boost
method [16].

Salunkhe et al. utilised a hybrid approach made up of the Tomek Links and
SMOTE approaches to deal with the issue of an unbalanced dataset that could
have a detrimental impact on performance. Specifically, the SMOTE approach
is used to oversample minority samples to produce a balanced distribution, and
subsequently, Tomek Links cases from majority classes are identified and elimi-
nated. They studied the issue of class imbalance, which is frequent in datasets
used for churn prediction because churners are often the minority class [12].

3 Methodology

Customer churn prediction is a binary classification issue; therefore, models must
determine whether a given data point has a value of 1 or 0 (i.e., there has been
a churn or not). The primary purpose of the research was to develop supervised
machine learning algorithms in order to carry out an analysis of comparison
models and to identify the model that provided the most accurate predictions.
Customer churn was predicted using Logistic Regression and ensemble tech-
niques like Bagging, Boosting, Stacking and Voting. Our concepts and strategies
are based on the Influence Methods. Figure 1 depicts the steps followed in this
work.

In our approach, we select the top 13 features from a total of 21. We use
Logistic Regression, Decision tree, and ensemble methods like Bagging, Boosting,
Stacking, and Voting classifiers with Imbalanced data and hybrid resampling
techniques (SMOTE, SMOTE-ENN).

3.1 Data Overview

It is generally hard to find a dataset with private information because it is
often publicly unavailable. The dataset for this paper was collected from the
IBM Business Analytics community. The Telecom customer churn data includes
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Fig. 1. Churn Classification Methodology

information about a fictional Telco company in California that provided phone
and Internet services to 7043 customers in Q3. The dataset comprises 21 columns
reflecting the predicted variables and 7043 rows of customer records.

3.2 Data Pre-processing

The raw data were transformed into a final dataset during the data preparation
step so that we could feed it into the modelling algorithms and create models.
At this phase, many tasks were completed, including data cleansing, handling
missing values, selecting features, and data transformation.

3.3 Handling Missing Values

Many machine learning methods do not support data with missing values, so
handling missing values is critical. Tenure has some records with Tenure = ‘0’,
which means the customer has joined the Telco company recently, and their
total charges are NULL. So it will not make much sense to keep these records.
Therefore, we will remove these records.

Drop Irrelevant Columns: Customer IDs are removed from the data set as
part of the preprocessing step because they are not important to the churn
prediction.
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3.4 Feature Encoding

Encoding is the process of transforming category data into numerical data. The
most frequent type of data in the sample was a categorical data type. Typically,
the values for these variables were kept as text. Since machine learning algorithms
are built on mathematical equations, they can only be used with numerical data.
As a result, leaving the categorical variables in their current state was impossible,
and they had to be transformed into a numerical format.

The categorical variables were encoded in this paper using the Label Encod-
ing technique. Each category, in this manner, was assigned a number. This
technique does not increase the number of columns; hence it does not slow
the learning process. In this paper, Label Encoder was used to encode 16 cat-
egory variables: ‘OnlineBackup’, ‘gender’, ‘TechSupport’, ‘Churn’, ‘PhoneSer-
vice’, ‘StreamingMovies’, ‘Partner’, ‘PaperlessBilling’, ‘InternetService’, ‘Pay-
mentMethod’, ‘DeviceProtection’, ‘MultipleLines’, ‘Contract’, ‘StreamingTV’,
‘OnlineSecurity’, ‘Dependents’.

3.5 Feature Scaling

This is another stage of the data preparation approach used to normalize the
range of independent variables within a dataset. Depending on the scale method
used, it is either centred around 0 or between 0 and 1. Large values for input
variables may be ignored or skewed by some machine learning algorithms if they
apply to additional input variables and have a similar magnitude. The ‘Min-
MaxScaler’ approach was used to scale features. We have scaled the numerical
value: tenure, MonthlyCharges and TotalCharges.

3.6 Feature Selection

A machine-learning model may not be able to make the required prediction if
we use all of the characteristics we find in the dataset. The accuracy of the
predictions could be increased by using only more relevant features. Therefore,
feature correlation plays a significant role in improving machine learning models.
SelectKBest is a popular feature selection approach in machine learning. It
selects the top K features based on their scores from a specified scoring function.
The general idea is that the most informative features are retained, while the less
informative ones are discarded. This can help reduce the dimensionality of the
data, improve model performance, and speed up training times. In SelectKBest,
‘k’ represents the number of top features to select based on their scores from a
specified scoring function.

3.7 Data Splitting

For each experiment, the complete dataset is divided into an 80% training set
and a 20% test set. The training set was used for data resampling, and training
the model, whereas the test set was used to evaluate the trained model’s perfor-
mance. For the data split, we used a random seed, which resulted in an identical
data split each time the programme was run.
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3.8 Data Resampling

The dataset is highly imbalanced. The number of no-churn customers outnum-
bers the number of churn customers. In this situation, if we use this dataset
to build the model, the model tends to be biased toward non-churn customers,
resulting in poor performance when evaluated for the Test data set. We utilised
resampling methods such as SMOTE [3] and SMOTE-ENN [6] to solve this issue.

3.9 Predictive Churn Modelling

Customer churn prediction is a binary classification issue; therefore, models must
determine whether a given data point has a value of 1 or 0 (i.e., there has
been a churn or not). In this step, the data that had already been processed
was applied to construct the model using machine learning to predict customer
churn. The primary purpose of the paper was to develop supervised machine
learning algorithms in order to carry out an analysis of comparison models and to
identify the model that provided the most accurate predictions. Customer churn
was predicted using Logistic Regression and ensemble techniques like Bagging,
Boosting, Stacking and Voting.

We trained all models on default parameters to make comparison easy and
fair because the hyper-parameter was different for the same algorithm with dif-
ferent data resampling techniques. Firstly we trained all the models without
resampling the data, then applied hybrid resampling techniques SMOTE and
SMOTE-ENN to train all the models. These are the models:

Logistic Regression: Logistic regression uses the sigmoid function. It gener-
ates binary outcomes, such as yes or no. Unlike linear regression, a sigmoid will
not appear as a straight line on a graph; instead, it will display a sigmoid. It
applies to a categorical variable. A categorical variable denotes a finite collection
of values. The output of a logistic model is probability. Recall, precision, accu-
racy, and confusion matrix are used to evaluate it. Logistic regression is used
to solve classification-related topic problems. For solving weather-related issues,
logistic regression predicts whether it will rain tomorrow (Yes or no) [15].

Decision Tree: The machine-learning decision tree algorithm begins to develop
a tree-like structure. This tree has root, branch nodes, and leaf nodes. A repre-
sentation of data in the form of a tree that can be navigated and used to provide
different options is called a decision tree. The primary terms associated with
decision trees are pruning, entropy and information gain. Pruning is the process
of eliminating unnecessary branches from a decision tree. Entropy is the measure
of contaminants, whereas information gain, or the reduction in entropy, is the
measure of purity.
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Ensemble Techniques The ensemble method is a typical machine learning
approach that combines various learning models, often known as “base learn-
ers,” and combines their output into a single classifier. Voting is the simplest
method for combining classifiers. Bagging, boosting and stacking apply this strat-
egy using a base classifier in various ways. Based on the construction of the
model, ensemble can be classified as homogeneous or heterogeneous, as depicted
in Fig. 2. Homogeneous ensemble is a group of classifiers of the same type that are
generated on a distinct subset of data, similar to how the Random Forest model
is built. Heterogeneous ensemble is a collection of different types of classifiers
developed on the same data.

Fig. 2. Ensemble Method

Random Forest: The Random Forest (RF) method is an ensemble learning
technique for classification problems. The random forest algorithm builds several
decision trees and then calculates the average prediction value for each unique
tree. The main distinction between decision trees and random forests is that
decision trees utilise the entire dataset to build a single model. In contrast,
random forests employ randomly selected variables to build different models.

XGBoost: Another well-known method for enhancing performance is called
XGBoost. It is an advanced gradient-boosting algorithm implementation.
XGBoost uses the ensemble technique. This technique combines several weak
learner sets (decision trees) into a strong model that can make accurate predic-
tions. XGBoost has a lot of benefits, such as the ability to do parallel process-
ing, which speeds up computation, a high degree of freedom in setting objec-
tives, built-in cross-validation, and the ability to avoid splitting when the loss is
negative. With these benefits, XGBoost is ideally suited for classification data
processing [10].
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Stacking: The MLxtend library provides an implementation of the StackingCV-
Classifier for scikit-learn estimators. We have used only the default parameter
for model training. For constructing the stacking classifier, we have considered
logistic regression, Random Forest and XGBoost classifier as stack model and
logistic regression as meta classifier, and cross-validation value of 10.

Voting: A voting classifier is a technique for ensemble learning that combines
the predictions of numerous machine learning models to provide a final predic-
tion. The VotingClassifier from the sklearn.ensemble package can be used to
construct a voting classifier in Python.

We are creating a voting classifier that combines the predictions of four clas-
sifiers: a logistic regression model, a decision tree classifier, a random forest, and
an XGBoost classifier. We are using the ‘hard’ voting scheme, which means the
final prediction is based on the individual classifiers’ majority vote. By altering
the constructor’s parameters, such as the voting scheme (‘hard’ or ‘soft’), we can
modify the VotingClassifier.

4 Experimental Results

We did a comparative analysis of our model in this part based on the differ-
ent datasets and standards used to gauge the effectiveness of each algorithm.
Based on the performance of our model with a different dataset we researched
for this paper, we discovered with the original dataset, SMOTE dataset, and
SMOTE-ENN dataset and used the Accuracy, Recall, and F1-score to evaluate
the performances and chose the best overall model. The ensemble model with
hybrid resampling techniques performed very well compared to other models
using the accuracy, precision, recall, and F1 score to compare them.

Table 1. Performance comparison chart of the different classifiers before SMOTE is
applied

Accuracy Recall Precision F1-score

Stack model 0.790334 0.475936 0.642599 0.546851

Logistic Regression 0.789623 0.550802 0.616766 0.581921

Voting 0.786780 0.457219 0.638060 0.532710

Random Forest 0.781095 0.483957 0.611486 0.540299

XGBoost 0.776119 0.516043 0.590214 0.550642

Decision Tree 0.724947 0.500000 0.483204 0.491459

Table 1 clearly shows that the Logistic regression as a base model has per-
formed well regarding Recall and F1-score without resampling. However, the
stack model has performed well in terms of Accuracy and precision. When the
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data sampling method was not applied, every model gave a good Accuracy score
but failed miserably regarding Recall and F1 scores. While the decision tree per-
forms the lowest out of all the models, Random Forest and XGBoost exhibit
acceptable performance.

Table 2. Performance comparison chart of the different classifiers after SMOTE is
applied to the data

Accuracy Recall Precision F1-score

Voting 0.763326 0.641711 0.546697 0.590406

Random Forest 0.758351 0.663102 0.536797 0.593301

XGBoost 0.749112 0.660428 0.522199 0.583235

stack model 0.743426 0.708556 0.512573 0.594837

Logistic Regression 0.724947 0.775401 0.489039 0.599793

Decision Tree 0.700782 0.588235 0.451745 0.511034

Table 2 shows a performance comparison of the different classifiers after
SMOTE is applied to the data. Random forest and Voting classifiers achieve
the highest Accuracy and Precision. The Recall and F1-score of all the models
have improved compared to the no-resampling data. The Random Forest, voting
and XGBoost models have nearly identical performance and performed well.

Table 3. Performance comparison chart of the different classifiers after SMOTE-ENN
is applied to the data

Accuracy Recall Precision F1-score

stack model 0.742715 0.780749 0.510490 0.617336

Voting 0.742715 0.778075 0.510526 0.616525

Random Forest 0.740583 0.786096 0.507772 0.616999

XGBoost 0.729211 0.778075 0.494058 0.604361

Decision Tree 0.722104 0.764706 0.485569 0.593977

Logistic Regression 0.700071 0.815508 0.463526 0.591085

Table 3 shows a performance comparison of the different classifiers after
SMOTE-ENN is applied to the data. Random forest, stacking, and Voting clas-
sifiers achieve the highest Accuracy, Precision and F1 scores. The Recall and
F1-score of all the models have improved compared to the no-resampling and
SMOTE techniques. The Random Forest, stack and voting models performed
nearly identically and performed well.

As demonstrated in Table 3, in the heterogeneous ensemble model, Stacking
and Voting performed well; in the homogeneous model, Random Forest with
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SMOTE ENN has the highest accuracy, precision and F1-score; when comparing
all these findings of how each ensemble tree method fared based on the measure.
Thus, the Stacking and Voting algorithm could be chosen as the top predictive
model for customer churn prediction.

5 Conclusion and Future Work

This paper compared traditional and ensemble machine learning algorithms on
their performance in predicting customer churn on a telecom company dataset.
Accurately predicting customers that are going to churn helps companies take
action and retain their customers, as attracting new customers is very costly.
The goal is to identify the machine learning technique that has the best perfor-
mance. The results show that the Stacking and Voting algorithm achieves the
best prediction of customers that will churn.

The results show that the stack model and Logistic Regression achieve the
best prediction of customers that will churn with the imbalanced dataset. When
we applied SMOTE technique to balance the minority class, the Random Forest
and Voting classifier performed well. When we balanced the minority class with
SMOTE-ENN, then in the Homogeneous method, Random Forest performed
well, and both the Heterogeneous model stacking and Voting classifier outper-
formed compared to all other algorithms.

The primary goal of churn predictive analytics is to determine customers
likely to churn and avoid or reduce the number of churns. Telcos should employ
the ensemble technique prediction model to identify customers prone to churn.

Currently, most churn prediction models use structured data such as cus-
tomer demographics, usage patterns, and billing information. However, a wealth
of unstructured data could be used to improve churn prediction, such as customer
feedback from social media, call centre transcripts, and online reviews. Future
research could focus on developing models that can effectively incorporate these
data sources.
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Abstract. The development of big data and machine learning is having a spe-
cial boost in the field of innovation in sports. Football is the most popular sport in
Europe with millions of players and billions of euros invested. Currently, machine
learning applications in football are focused on video analysis to events detection
(tracking of players, statistics matches, scouting, ...), injuries evaluation and pre-
diction, among others. The xG metric (Expected Goals) determines the probabil-
ity that a shot will result in a goal and is often displayed on screen during the most
important football matches in the world. In this paper we present a new model to
obtain more accurate predictions of the probability of a shot becoming a goal. The
model is based on a multi-layer perceptron neural network (MLP), which allows
the interaction of different variables and improves the model’s performance. Our
proposal includes an evaluation of the quality and a comparison with the xG
provided by statsbomb, one of the most important football data providers of the
world. The results show that our model outperforms the quality of the expecta-
tions provided by statsbomb. Specifically, it is clearly better in their capability to
detect actual positive cases (goals).

Keywords: Deep Learning in Sports · Big Data in Football · Expected Goal ·
Multi-layer Perceptron Networks

1 Introduction

The widespread popularity of big data and machine learning [19,23,31] in recent years
has led to their extended use in various and heterogeneous fields [12,13,18,20]. One
area in which they have driven significant innovation is sports, particularly in football.
Currently, it is common for top football teams to employ specialists who analyse a
multitude of data variables to identify areas for improvement in upcoming games. Big
data is used in several areas of football [3,11,28], including player performance anal-
ysis, tactical analysis, injury prevention, and scouting. In player performance analysis,
big data helps analysts to identify the strengths and weaknesses of individual players,
allowing coaches to make informed decisions about including them in the team. In
tactical analysis, big data is used to detect patterns in opponents game-play, enabling
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Table 1. xG by metric and threshold above which a shot is considered goal in World Cup 2022.

Threshold Balanced accuracy F1-score Recall Precision

0.2 0.741 0.517 0.584 0.463

0.5 0.655 0.446 0.333 0.677

0.75 0.617 0.37 0.251 0.7

0.9 0.5 0 0 0

coaches to develop effective strategies to counter them [5]. Big data can also be used to
monitor player fitness levels and detect early signs of injury, helping teams take proac-
tive measures to prevent injuries [17]. Finally, big data is used in scouting, allowing
teams to identify potential transfer targets based on their performance statistics in other
leagues and countries [2].

One of the most popular metrics used to analyse the performance of a football player
is the expected goals (xG) generated. This metric aims to determine the probability
(between 0 and 1) that a shot will result in a goal. In recent years, the popularity of
this metric has increased considerably, to the point that it is now often displayed on-
screen during the most important football matches in the world when a shot occurs.
In current models, xG is obtained from a logistic regression [24] based on historical
records that models the probability that a goal occurs after a shot. This model uses as
independent variables the distance to goal, angle to goal, body part of the shot, type
of assist, goalkeeper position, position of all attackers and defenders and shot impact
height.

However, after an analysis of the quality of the xG model most frequently used1,
we detected some shortcomings. For example, when considering the World Cup 2022
games, we noted that only 6.42% of shots had an xG higher than 0.5. This percent-
age was reduced to 2.23% if we discard penalty shots. However, the number of goals
was 10.63% when discarding penalties and 13.6% when including them. Taking these
statistics into account, we concluded that, in general, the xG assigned to any given shot
is too low. We continued to analyse the xG in the World Cup 2022 using classical sta-
tistical metrics and obtained poor results in most cases, as we can see in Table 1, using
different thresholds above which we predict the shot to be a goal (by default, this value
is 0.5).

After reviewing the available scientific literature, we realised that deep learning has
not been yet used to predict xG; only pure statistical models have been used. Therefore,
we decided to explore new alternatives and models to obtain more accurate predictions
of the probability of a shot becoming a goal. We believe that one of the reasons for the
poor performance of xG models is that while each variable has a determined weight,
the relationship between two or more variables is not explored by the model, which is
a significant limitation in evaluating a shot. Therefore, we propose a model based on a
multi-layer perceptron neural network (MLP), which allows the interaction of different

1 Not all xG models take into account the same factors. We refer in this work to the xG model
given by Statsbomb [25], which uses more contextual events and better quality data than any
other provider to accurately measure the quality of chances.
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variables and improves the model’s performance. Our proposed model is trained with
data obtained from statsbomb [25], which contains many characteristics of more than
16, 000 shots from 19 top-level football competitions played between 2005 and 2022. In
order to evaluate the quality of our model, We used five classical statistical metrics for
binary classification and a new metric developed by us that directly compares models.

The rest of the paper is organised as follows. In Sect. 2 we review the most rele-
vant and recent contributions related to the topics of the paper. In Sect. 3 we present
the evaluation metrics that we will use to compare the quality of the results provided
by our proposal with the ones provided by statsbomb. In Sect. 4 we describe the data
extraction and preprocessing processes and give the main characteristics of our proposal
model, including the hyperparameters fine-tuning. In Sect. 5 we present the results of
our experiments. Finally, in Sect. 6 we present our conclusions and some lines for future
work.

2 Related Work

xG is a well-known metric that has been used for several years to predict the number
of goals in a game. Initially, this metric was calculated based on factors such as goals
scored in previous games, average number of goals, average number of goals playing
at home or away, first or second half performance, etc. For many years, the Poisson
distribution has been the most commonly used model for this purpose. The method
was first used to simulate the World Cup 1998 [4]. Over the years, this method has
been improved, and it was further refined in 2010 to simulate the World Cup in South
Africa [30]. The next major improvement was in the World Cup 2014 [9] where various
potentially influential covariates were included. It is important to note that the model
predicted the actual world champion, Germany. Other international competitions where
the Poisson Distribution (and its improvements) has been employed include the UEFA
European Championship 2016 [8], where a bivariate Poisson distribution was used,
and the African Championship 2019 [7], where authors employed a nested regression
Poisson model.

In recent years, with the significant development of machine learning and real-time
technology, the xG metric is no longer calculated solely based on previous goal vari-
ables, but also takes into account shots taken during the game. Each shot is assigned a
probability between 0 and 1 of being a goal. The prediction of xG has been studied less
in the scientific community, mainly due to the difficulty of obtaining data with a high
number of shots and enough characteristics of each shot to apply the models. The logis-
tic regression model is the most commonly used model in this case [24]. Although there
are not many scientific papers about it, it is widely known that this model is used in the
xG metric that appears in the most important football data websites of the world [6,29],
as well as in Statsbomb [25], the site from where we obtain data and use it as a bench-
mark to compare our proposal.

We would like to mention several studies that have used either statistical machine
learning techniques or deep learning models in football video analysis. An extensive
survey [1] has reviewed the challenges (e.g. player/ball detection and tracking, event
detection, and game analysis) and compared the different deep learning-based meth-
ods and their performance. There are methods for the extraction of player’s trajectory
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in a video football game [10]. In this case, the deep learning technology is used for
automatic extraction of the features of the players, detection and tracking.

Machine learning methods have been recently used to work with trajectories of
the players in the pitch. By comparing actual movements with the reference move-
ments generated via trajectory prediction, it is possible to predict the likelihood of a
player without the ball to create a scoring chance for teammates [27]. Another model
shows that the first five seconds that a team has possession are fundamental to determine
whether the team will be able to create a goal chance [26].

Finally, another line of work focuses on the efficient fatigue monitoring and in main-
taining the best performance of players. A deep learning algorithm has been used to pre-
dict the Rate of Perceived Exertion (RPE) from players’ movement [14]. The model pre-
processed the raw GPS data to obtain linear and angular components of velocity, accel-
eration, and jerk routes. Another proposal uses a multi-dimensional approach to injury
forecasting in professional soccer that is based on GPS measurements and machine
learning, using GPS tracking technology, and then construct an injury forecaster [22].

3 Evaluation Metrics

In this section, we will describe discuss the performance evaluation metrics, that is, a
number of metrics employed to evaluate the quality of a binary classification model.

Let TP be the number of true positives, TN be the number of true negatives, FP
be the number of false positives, FN the number of false negatives, and T = TN +
TP+FN+FP be the total number of observations. We consider the following metrics
to evaluate classification models. Accuracy (Acc). This is the most typical metric for a
classification model. The accuracy measures the proportion of correct predictions made
by the model over the total number of predictions. The mathematical formulation of the
accuracy is:

Acc =
TN + TP

T
Although accuracy is a commonly used metric for evaluating classification mod-

els, it can be misleading in unbalanced problems. When the distribution of classes in
the data is imbalanced, accuracy can be biased towards the majority class, leading to
misleading results.

Balanced Accuracy (B Acc). This metric addresses the limitations of Accuracy by tak-
ing into account the class imbalance in the dataset. It gives equal weight to both classes,
regardless of their number of observations, and provides a more accurate measure of
the model performance in classifying both classes. The mathematical formulation of
the balanced accuracy is:

B Acc =
TP

TP+FN + TN
TN+FP

2

Precision (Prec). This metric indicates the model ability to accurately identify the pos-
itive cases. The mathematical formulation of the precision is:

Prec =
TP

TP + FP
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Fig. 1. C metr implementation in Python.

Recall (Rec). This metric indicates the quantity of positive cases that the model can
identify. The mathematical formulation of the precision is:

Rec =
TP

TP + FN

F1-score (F1). This metric combines recall and precision in only one value. The math-
ematical formulation of the F1-score is:

2 ·
TP

TP+FP · TP
TP+FN

TP
TP+FP + TP

TP+FN

= 2 · Prec · Rec

Prec + Rec

Comparison metric (C metr). We developed a metric to facilitate the direct compari-
son of two models in a binary classification context. The metric operates by assigning
a point to the model that assigns a higher probability to an observation that is truly
positive and to the model that assigns a lower probability to an observation that is truly
negative. Following this process for all observations, the model with the highest num-
ber of points is deemed the superior performer. The implementation of this metric in
Python is shown in Fig. 1

4 Data Preprocessing, Problem Description and Proposed Model

In this section, we will describe the process of data extraction and preprocessing and
the main characteristics of the problem at hand, including the definition of our model.
Finally, we present the fine-tuning process applied to obtain the best performance of
our model.

4.1 Data Acquisition, Preprocessing and Predictor Variables

Our data was obtained from https://github.com/statsbomb/open-data and downloaded
using the statsbomb package in Python. The dataset includes a large number of top

https://github.com/statsbomb/open-data
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football games, along with their corresponding events such as shots, passes, and fouls.
In this paper, we focus only on shots. We extracted shots performed in nineteen compe-
titions, including the World Cup (2018 and 2022) and the Spanish First Division (from
the 2004–2005 to 2020–2021 seasons), resulting in a total of 16, 042 shots. Each shot is
associated with 33 variables. Next, we will explain why we decided to discard sixteen
of these variables and focus solely on the remaining seventeen for our prediction. We
discarded four variables related to the identification of the shot. We also discarded the
date, possession, possession team, team name, and player name. Then, we discarded
whether the shot was off-camera, as well as the outcome of the shot (because this is
the variable we will predict) and whether it was the first shot of the game. We also dis-
carded the variables related to the coordinates that refer to the end location of the shot
because our prediction will be given based only on the beginning of the shot, not the
end. Finally, we discarded the expected goal according to statsbomb because this is the
variable against which we will compare our model results.

Therefore, we will use the remaining seventeen variables, which are: period, minute,
and second, the play pattern (i.e., a regular play, a shot from a free kick, a shot from
a throw-in, etc.), the position of the player who takes the shot, the duration of the ball
possession by the player who takes the shot before the play, whether the player who
takes the shot is under pressure or not, the body part that is used to take the shot, the
type of shot, the technique used to take the shot (volley, half-volley, header, back-heel,
etc.), whether the shot is followed by a drive or not, whether the shot is redirected or
not, whether the play is a one-on-one situation or not, whether the shot is taken on an
open goal or not, whether the shot is deflected or not, and, finally, the coordinates x and
y from which the shot is taken. Obviously, the outcome of the shot (whether the shot is
or not a goal) is the target variable.

Once we have identified the predictor variables and the target variable, we need to
describe how we obtained accurate, consistent, and complete data to work with, a pro-
cess known as data preprocessing. First, we take the categorical variables, including
the target variable, (they are all except x, y, second, minute, and duration), and apply a
technique called LabelEncoder. This technique is commonly used to transform a cate-
gorical variable into a numerical variable. Then, we apply a StandardScaler method to
all the variables (except to the continuous, that is just 1 or 0). This method is used to
transform numerical data to have a mean of 0 and a standard deviation of 1. It works
by subtracting the mean of each variable and then dividing the result by the standard
deviation of that variable. Finally, the last step of the preprocessing phase is to ensure
that the target variable is properly coded, assigning a value of 1 to the cases where a
goal has been scored and a value of 0 to the cases where a goal has not been scored.

In conclusion, our objective is to predict, with an error as small as possible, whether
a shot is a goal (y) by using the 17 predictor variables (X1, . . . , X17) that we described
in the previous lines.

4.2 Proposed Model

Our proposal model is a Multi-Layer Perceptron Neural Network (MLP). This is a type
of artificial neural network that consists of multiple layers of interconnected nodes,
or neurons, which are organised into input, output, and hidden layers. Each neuron
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Table 2. Grid of hyperparameters considered in the fine-tuning.

Hyperparameter Set of values

h {1, 2, 3, 4, 5}
hi {16, 32, 64, 128, 256}
lr {0.001, 0.01, 0.1}
dr {0.2, 0.3, 0.4}
ep {10, 20, 30}
bs {32, 64, 128}

receives inputs from the previous layer and produces an output that is passed on to the
next layer. The neurons in the hidden layers use an activation function to transform
the input signals and produce a nonlinear output. The output layer produces the final
output of the network, which is typically used to make predictions or classify input
data. MLPs are trained using a supervised learning algorithm, such as backpropagation,
to adjust the weights and biases of the neurons in the network to minimise the error
between the predicted output and the actual output.

The operations occurring in every neuron in the hidden and output layers can be
represented by the following equations:

Hx = f(b1 + W1 · x) Ox = f ′(b2 + Hx · W2)

being x an input vector, b1 and b2 bias vectors, W1 and W2 weight matrices and f and
f ′ activation functions. Usual activation functions are the RELU and sigmoid functions.

RELU(a) = max(0, a) Sig(a) =
1

1 + e−a
,

where a is the input data.
Hyperparameters such as the number of hidden layers (h), number of neurons in

hidden layer i (hi), learning rate (lr), dropout rate (dr), number of epochs (ep), and
batch size (bs) will be fine-tuned in order to obtain the optimal performance.

4.3 Hyperparameters Fine-Tuning

In order to perform fine-tuning, we use GridSearch, which is a hyperparameter tun-
ing technique that systematically searches through a specified hyperparameter space to
find the optimal combination of hyperparameters that result in the best performance of
the model. In GridSearch, a grid of hyperparameter values is defined, and the model is
trained and evaluated for each combination of hyperparameters in the grid. The hyper-
parameters that yield the best performance, as measured by a chosen evaluation metric,
are then selected as the optimal hyperparameters for the model. It is usual to improve the
quality of the fine-tuning process by combining it with the cross-validation technique.
In this case, we develop the grid of hyperparameters shown in Table 2.

We chose this hyperparameter grid, with a low number of layers and epochs,
because our dataset has a small number of independent variables. We also used pro-
totypical numbers for the neurons (powers of 2), learning rate (negative powers of 10),
epochs (multiples of 10), and batch size (also powers of 2).
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Table 3. Metrics comparing our proposal vs. statsbomb model.

δ Acc B Acc Prec Rec F1

Model Proposal sts model Proposal sts model Proposal sts model Proposal sts model Proposal sts model

0.25 0.868 0.871 0.695 0.707 0.479 0.466 0.463 0.48 0.479 0.492

0.5 0.875 0.871 0.697 0.75 0.443 0.273 0.47 0.79 0.456 0.407

0.75 0.874 0.893 0.712 0.781 0.403 0.174 0.496 0.798 0.445 0.29

We used the Balanced Accuracy evaluation metric to determine the best perfor-
mance, as this metric gives equal weight to both categories and does not discrimi-
nate between them. Additionally, we employed a cross-validation method with 3 folds,
meaning we split the data into 3 different testing and training sets to prevent over-fitting.

The optimal values obtained according to the best performance in Balanced Accu-
racy are: h = 4, h1 = 256, h2 = h3 = h4 = 64, lr = 0.1, dr = 0.2, ep = 20
and bs = 32. These results show that higher values of the hyperparameters cannot be
associated with better performance, as might be expected in cases such as the number
of layers, neurons, batch size, or epochs.

5 Experiments

In this section, we compare our (fine-tuned) model with the xG metric provided by
statsbomb, taking into account all the metrics described in Sect. 3. To conduct the exper-
iments, we randomly divided the dataset into a training set and a testing set with a ratio
of 9/10 and 1/10, respectively. We then applied our model with the optimal hyperpa-
rameters obtained from the fine-tuning process described in the previous section. After
running the experiments, we compared and analysed the evaluation metrics applied to
the results of our model and the xG metric provided by statsbomb.

In order to compare our proposed model and the xG values provided by statsbomb,
we need to set a threshold. If a model outputs a value above this threshold, δ, for an
observation, then the observation will be predicted as a goal. On the contrary, if a model
outputs a value below the threshold, then the observation will be predicted as no goal.
By default (and logically), the most obvious value of δ is 0.5. However, depending on
the context, this value can be higher or lower. In some models, it may be preferred
to maximise sensitivity (proportion of true negatives) instead of specificity (proportion
of true positives). In other models, depending on the cost of error, it may be more
appropriate to increase or decrease the threshold. In order to explore all the options, we
will perform the comparison setting different values of δ.

Table 3 shows the evaluation of the performance of our model and the statsbomb
model according to five metrics and three different thresholds. We can draw several
conclusions. Firstly, we can observe that our model performs better than the model
provided by statsbomb in some cases, while for others the statsbomb model is better.
Note that when focusing on accuracy and balanced accuracy, both models perform sim-
ilarly, but our proposed model is slightly worse than the statsbomb model regardless
of the threshold. However, these metrics do not provide a complete understanding of
the model’s quality in an unbalanced classification problem and we are working with
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Fig. 2. F1 (y axis) by δ value (x axis) in the proposal model and in the model provided by
Statsbomb.

a clearly unbalanced one. To gain a better understanding, we need to examine metrics
that assess the models’ ability to classify negative (no goal) and positive (goal) values.
Therefore, we use Precision and Recall, which show very different behaviours of the
models. While a better precision denotes a better capability to detect the proportion of
true positives among all the positive predicted cases, and is useful when minimising
false positives is important, a better recall denotes the capability to detect the propor-
tion of true positives among all the positive cases and is useful when minimising false
negatives is important.

The results show that our model clearly outperforms the statsbomb model in pre-
cision, while the opposite occurs in recall. Because of this, we appeal to F1-Score, a
metric that combines both Precision and Recall. By using this metric, the results vary
depending on the threshold: with δ = 0.25, the statsbomb model is slightly better than
our proposal, with δ = 0.5, our proposal is slightly better than the statsbomb model,
and with δ = 0.75, our proposal clearly outperforms the statsbomb model.

Figure 2 illustrates the F1-score as a function of the δ value, ranging from 0 to 0.99.
We observe that the F1-score in our model remains constant, while it does not in the
model provided by statsbomb. Our proposed model outperforms the one provided by
statsbomb for all δ values except for the range between 0.2 and 0.4, where the F1-score
of the statsbomb model is slightly higher than our proposal. For the remaining values,
our proposal clearly outperforms the statsbomb model, including δ = 0.5 (red dotted
line), which is the “logical” value that the threshold should receive.

Overall, when using metrics such as Accuracy and Balanced Accuracy, which do not
provide a good understanding of unbalanced classification tasks, our proposal performs
slightly worse than the model provided by Statsbomb. However, when using specific
metrics, our proposal obtains better precision, while the statsbomb model obtains better
recall. This indicates that our proposal is better at minimising false positive cases (which
is a major issue in most xG models), while the statsbomb model is better at minimising
false negatives. When unifying both metrics, our proposal obtains better results, as can
be seen with the F1-Score metric.
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Table 4. Confusion matrix (δ = 0.5) of our model (left) and of the Statsbomb model (right).

Actual

Negative Positive
P
re
d Negative 1314 107

Positive 90 94

Actual

Negative Positive

P
re
d Negative 1390 146

Positive 14 55

In order to provide a more comprehensive understanding of what metrics mean, we
will present and discuss the confusion matrices, see Table 4, obtained using a threshold
of δ = 0.5. The confusion matrices illustrate the main difference between the models,
which was also reflected in the metrics: our proposed model detects more true positives
(i.e. goals) at the expense of an increase in false negatives, while the model provided
by Statsbomb can only detect a low number of true positives, resulting in an increase in
false positives.

Finally, we evaluated the Cmetr metric as defined in Sect. 3. Our proposed model
clearly outperformed the model provided by Statsbomb in 82.5% of the cases, indicat-
ing that our model predicted the actual outcome (i.e. goal, represented by 1 or no goal,
represented by 0) more accurately.

6 Conclusions and Future Work

In the field of professional football, there is an increasing demand for technical analysis
of the teams and players performance. The Expected Goal (xG) is a usual indicator of
that performance, which measures the probability of a shot becoming goal. In this paper,
we have developed a new method based on a multi-layer perceptron neural network
(MLP) to obtain more accurate predictions of the expected goal. The model uses as
independent variables the distance to goal, angle to goal, body part of the shot, type
of assist, goalkeeper position, position of all attackers and defenders and shot impact
height. This work allows the interaction of different variables and improves the model’s
performance, specially by detecting a higher number of positive cases.

Focusing on the results, we compared our proposal with the statsbomb model using
several metrics. We addressed some questions, such as the threshold, δ, which repre-
sents the probability above which a shot is considered a goal. The accuracy and bal-
anced accuracy metrics do not provide a good understanding of unbalanced classifica-
tion tasks. Both models obtained similar results regardless of the δ value used. However,
the recall metric showed that the statsbomb model performed better, while the precision
metric indicated that our proposal performed better. We then used the F1-Score met-
ric, which combines precision and recall, to compare the models. Our proposal outper-
formed the statsbomb model according to F1-score. Finally, according to the C metr
metric, our proposed model outperformed the model provided by Statsbomb in 82.5%
of the cases, indicating that our MLP model more accurately predicted the actual out-
come.

We consider some lines of future work. First, since the field is growing, we plan
to review the work on machine learning applied to sports. We will follow a method-
ology similar to the one used in our recent work [16]. Second, due to the high quality
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and different perspective of the proposed model, we will apply it to more data from
professional football leagues to minimise errors by training with a high number of
observations (we need to improve/increase the data obtained from statsbomb). Third,
in addition to the goal, other football plays such as shooting and saving penalties may
also be determinants in the match, and similar models to ours can be applied in these
cases. Fourth, we rely on a supervised model but it would be interesting to consider
an unsupervised approach following recent work on attacks detection [21]. Finally, we
would like to implement a model similar to the one described in the introduction that
predicts the xG of a team in a match, rather than of a shot. In this case, the model
would be based on the team’s historical xG in previous games, rather than their histor-
ical goals, and might be useful to consider a hybrid approach as we did in our recent
work [15].
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Abstract. High utility pattern mining is an interesting yet challenging
problem. The intrinsic computational cost of the problem will impose
further challenges if efficiency in addition to the efficacy of a solution
is sought. Recently, this problem was studied on interval-based event
sequences with a constraint on the length and size of the patterns. How-
ever, the proposed solution lacks adequate efficiency. To address this
issue, we propose a projected upper bound on the utility of the patterns
discovered from sequences of interval-based events. To show its effective-
ness, the upper bound is utilized by a pruning strategy employed by the
HUIPMiner algorithm. Experimental results show that the new upper
bound improves HUIPMiner performance in terms of both execution
time and memory usage.

Keywords: Upper bound · high utility · pattern mining · sequential
mining · event sequence

1 Introduction

Frequent Pattern Mining (FPM) [1] has been well-studied over the past two
decades. The goal of FPM is to discover patterns such that the frequency of
their appearances in a dataset is higher than a user-specified threshold. Since
the measure of the interestingness of the patterns is frequency, FPM is incapable
of addressing problems where the frequency of occurrences of patterns is not of
interest.

As a result, High Utility Pattern Mining (HUPM) was proposed for problems
where patterns with high utilities, e.g., profits generated by patterns, are of
interest, and thus they are measured based on their utilities rather than the
frequency of occurrences. In particular, discovering patterns with utilities no
less than a minimum utility threshold set by a user is the focus of HUPM.
Depending on the domain of the data, and similar to FPM, various types of
HUPM have been introduced, e.g., High Utility Itemest Mining [2], High Utility
Episode Mining [3], and High Utility Sequential Pattern Mining [4].

Interval-based event sequences (e-sequences) are the sequences in which mul-
tiple events can occur coincidentally and persist over varying periods of time.
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E-sequences are present in many real-world applications from different domains,
such as healthcare [5,6], real-time systems [7], cybersecurity [8], and activity
recognition [9].

Table 1 presents four sequences of interval-based events that form a dataset.
We will use these sequences as a running example throughout this paper. As
shown, each e-sequences contains event intervals with various labels, beginning
and finishing times. These e-sequences have been visualized in the furthest right
column of the table.

Finding patterns from interval-based event sequences is a relatively new
research area. Most prior work [10–13] has been dedicated to finding frequent
temporal patterns from event sequences. Other pattern-related problems includ-
ing mining high utility episodes [3,14] and mining top-k high utility patterns
[15] in event sequences have also been studied. However, not much attention has
been paid to the HUPM problem in event sequences.

Mirbagheri and Hamilton [16,17] recently conducted a study on HUPM
involving e-sequences. They introduced a framework to incorporate the concept
of utility into these sequences and proposed an algorithm named HUIPMiner to
discover the high utility patterns. They identified an upper bound, namely the
L-sequence-weighted utilization (LWUk), for the utility of the e-sequences with
respect to a maximum length, denoted as k, of the patterns. The upper bound
is employed in a pruning strategy in the algorithm to reduce the search space,
which results in reducing the execution time and space.

Contributions. In this paper, we improve the previous work [16,17] by deriving
a new upper bound on the utility of e-sequences, namely the Projected utilization
(Pk), and show both theoretically and empirically that if Pk is employed, the
execution of the algorithm will improve compared to when the algorithm utilizes
LWUk.

The remainder of this paper is structured as follows. Section 2 provides the
background on sequences of interval-based events and relevant preliminaries for
high utility pattern mining. Section 3 presents the methodology, reviews the L-
sequence-weighted utilization (LWUk), and introduces properties that are used
in reducing the search space. It then presents the projected upper bound and the
consequential property. Section 4 reports on the empirical results and evaluates
the proposed solution. Section 5 concludes the paper.

2 Background

In this section, we review the preliminaries of the HUIPM problem [16,17] that
will be used to derive the projected upper bound.

Let Σ = {A,B, ...} be a set of finite alphabet. An event-interval is defined
as a triple e = (l, b, f), where l ∈ Σ is the event label, b, f ∈ N such that b < f ,
is the beginning and finishing time, respectively. An event-interval sequence or
E-sequence, denoted by s = 〈e1, e2, ..., en〉, is defined as an ordered list of n event
intervals which are sorted in ascending order of the beginning times and in case
of tie, sorted in the lexicographical order of the event labels. The number of
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Table 1. Example of an E-sequence dataset

event-intervals in s determines the size of E-sequence s (denoted as |s| = n).
A set D = {s1, s2, ..., sd} containing d E-sequences, where each E-sequence
si is associated with an unique identifier 1 ≤ i ≤ d, is called an E-sequence
dataset. For example, Table 1 presents an E-sequence dataset that contains four
E-sequences with identifiers 1 to 4.

2.1 Representation

Definition 1. E-sequence unique time points Ts = 〈t1, t2, ..., tm〉 is a finite non-
empty sequence consisting of the unique time points of s sorted in ascending
order such that tk < tk+1, 1 ≤ k ≤ m − 1, tk ∈ {b ∨ f | b, f ∈ s}.

Definition 2.
Given an E-sequence s = 〈(l1, b1, f1), ..., (lj , bj , fj), ..., (ln, bn, fn)〉, two consec-
utive time points tk, tk+1 ∈ Ts = 〈t1, t2, ..., tm〉, 1 ≤ k ≤ m − 1, and a function
Φs : N × N → 2Σ , a coincidence ck in s is defined as

Φs(tk, tk+1) = {lj | (lj , bj , fj) ∈ s ∧ (bj ≤ tk) ∧ (tk+1 ≤ fj)} (1)

The size of coincidence |ck| is determined by the number of event labels in ck.
The duration of the coincidence ck is defined as λk = tk+1 − tk.
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Example 1. The E-sequence unique time points of s4 in Table 1 is Ts4 =
{1, 5, 8, 9, 12, 14}. Coincidence c4 = Φs4(9, 12) = {C,E, F}, λ4 = 12 − 9 = 3,
and |c4| = 3.

Definition 3. We call an ordered list of coincidences L = 〈c1c2...cg〉 an L-
sequence. The length of an L-sequence, denoted by K, is defined as the number
of coincidences in the L-sequence. The size of an L-sequence, denoted by Z, is
determined by the maximum size of the coincidences in the L-sequence.

Example 2. Since L = 〈{C}{A,B}{D}〉 has 3 coincidences and the maximum
size of the coincidences is max{1, 2, 1} = 2, the length and size of L is 3 and 2,
respectively.

Definition 4. Given a coincidence ck in E-sequence s, a coincidence eventset,
or C-eventset, denoted by σk, is defined as an ordered pair consisting of the
coincidence ck and the corresponding coincidence duration λk, i.e., σk = (ck, λk).
If ck in C-eventset σk contains only one event label, we will omit the braces for
convenience and refer to ck as a C-event. We refer to an ordered list of C-eventsets
C = 〈σ1σ2...σh〉, where h = |Ts| − 1, as C-sequence. Consequently, a C-sequence
dataset δ is defined as a set of C-sequences, where each C is associated with a
unique identifier.

Example 3. A C-sequence dataset corresponding to the E-sequences shown in
Table 1 is presented in Table 2. Cs1 denotes the C-sequence with identifier 1;
other C-sequences are denoted correspondingly.

One can notice that in addition to describing E-sequences in a formulated
language by transforming them to C-sequences, this representation also captures
the durations of the event intervals.

Table 2. C-sequence dataset corresponding to the E-sequences in Table 1

ID C-sequence

1 〈(A, 4)({A, B}, 2)(B, 5)(∅, 2)(C, 2)({C, E}, 2)(C, 2)〉
2 〈(A, 3)({A, B, D}, 2)({B, D}, 3)(D, 2)(∅, 4)(C, 2)({C, E}, 2)(C, 2)〉
3 〈(B, 2)({A, B}, 4)(A, 2)(C, 2)({C, E}, 2)(C, 2)〉
4 〈(B, 4)(∅, 3)(C, 1)({C, E, F}, 3)(C, 2)〉

Definition 5. C-eventset σb = (cb, λb) is said to contain C-eventset σa =
(ca, λa), denoted as σa ⊆ σb, iff ca ⊆ cb ∧ λa = λb. C-sequences C = 〈σ1σ2...σh〉
is called a C-subsequence of C ′ = 〈σ′

1σ
′
2...σ

′
h′〉, denoted as C ⊆ C ′, iff there exist

integers 1 ≤ j1 ≤ j2 ≤ ... ≤ jh ≤ h′ such that σk ⊆ σ′
jk

for 1 ≤ k ≤ h. We say a
C-sequence C = 〈σ1σ2...σh〉 = 〈(c1, λ1)(c2, λ2)...(ch, λh)〉 matches an L-sequence
L = 〈c′

1c
′
2...c

′
g〉 and denote it by C ∼ L, iff h = g and ck = c′

k for 1 ≤ k ≤ h.
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Example 4. 〈(A, 4)〉, 〈({A,B}, 2)(B, 5)〉, and 〈({A,B}, 2)〉 are C-subsequences
of C-sequence Cs1 , while 〈({A,B,D}, 2)〉 and 〈({A,B}, 2)(B, 2)〉 are not.

It might be possible that an L-sequence is matched with multiple C-
subsequences of a C-sequence. For instance, the L-sequence 〈B〉 can be matched
with both 〈(B, 2)〉 and 〈(B, 5)〉 in the second and third C-eventset of Cs1 , respec-
tively.

2.2 Utility

We denote the external utility of l by p : Σ → R≥0. A non-negative real value is
assigned to each event label l ∈ Σ to represent its external utility. Any value of
interest such as the unit profit can be used to indicate such utility. For instance,
the external utilities correspond to event labels from Table 1 are shown in Table 3.
We will use these values to refer to the external utilities of event labels in the
following examples.

Table 3. External utilities associated with the event labels

Event label A B C D E F ∅

External utility 2 1 1 3 2 5 0

Let the utility of a C-event (l, λ) be u(l, λ) = p(l) × λ. The utility of a C-
eventset σ = (c, λ) = ({l1, l2, ..., l|c|}, λ) is defined as: ue(σ) =

∑|c|
i=1 u(li, λ).

The utility of a C-sequence C = 〈σ1σ2...σh〉 is defined as: us(C) =
∑h

i=1 ue(σi).
Therefore, the utility of the C-sequence dataset δ = {Cs1 , Cs2 , ..., Csr

} is defined
as: ud(δ) =

∑r
i=1 us(Csi

).

Example 5. The
utility of C-sequence Cs1 = 〈(A, 4)({A,B}, 2)(B, 5)(∅, 2)(C, 2)({C,E}, 2)(C, 2)〉
is us(Cs1) = 4×2+2×(2+1)+5×1+2×0+2×1+2×(1+2)+2×1 = 29, and
the utility of the C-sequence dataset δ in Table 2 is ud(δ) = us(Cs1) + us(Cs2) +
us(Cs3) + us(Cs4) = 29 + 46 + 28 + 31 = 134.

Definition 6. The maximum utility of k C-eventsets in a C-sequence is defined
as: umaxk(C, k) = max{us(C ′) | C ′ ⊆ C ∧ |C ′| ≤ k }.

Example 6. The maximum utility of 2 C-eventsets in Cs1 is umaxk(Cs1 , 2) =
max{us(〈(A, 4)({A,B}, 2)〉),us(〈(A, 4)({C,E}, 2)〉)} = 14.

Definition 7. Given a C-sequence dataset δ and an L-sequence L = 〈c1c2...cg〉,
the utility of L in C-sequence C = 〈σ1σ2...σh〉 ∈ δ is defined as a utility set :

ul(L,C) =
⋃

C′∼L∧C′⊆C

us(C ′) (2)
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Consequently, the utility of L in δ is defined as:

ul(L) =
⋃

C∈δ

ul(L,C) (3)

Example 7. Given L-sequence L = 〈{A}{B}〉, the utility of L in C-sequence
Cs1 shown in Table 2 is ul(L,Cs1) = {us(〈(A, 4)(B, 2)〉),us(〈(A, 4)(B, 5)〉),
us(〈(A, 2)(B, 5)〉)} = {10, 13, 9}. Also, the utility of L in dataset δ is ul(L) =
{ul(L,Cs1),ul(L,Cs2)} = {{10, 13, 9}, {8, 9, 7}}.

As seen from the above example and also in contrast to a sequence in frequent
sequential pattern mining, multiple utility values can be associated with an L-
sequence. The possibility of having multiple utility values will lead us to the
concept of high utility, which is explored briefly in the next section.

2.3 High Utility Interval-Based Pattern Mining

Definition 8. The maximum utility of an L-sequence L in C-sequence dataset
δ is defined as umax(L):

umax(L) =
∑

C∈δ

max(ul(L,C)) (4)

Example 8. The maximum utility of an L-sequence L = 〈{A}{B}〉 in C-
sequence dataset δ shown in Table 2 is umax(L) = 13 + 9 + 0 + 0 = 22.

Problem Statement. Given a user-specified minimum utility threshold ξ, an E-
sequence dataset D, and external utilities for event labels, a high utility interval-
based pattern (HUIP) is an L-sequence L such that umax(L) ≥ ξ. The problem
of mining HUIP is to find all L-sequences such that their utilities are no less
than ξ. When the maximum length and size of the patterns are specified, a more
specialized problem, which is the focus of our work, is to discover all HUIPs with
lengths and sizes of at most K and Z, respectively.

Our goal is not to find a new solution to the above problem, but rather is to
improve the solution proposed in [16,17] with respect to efficiency.

3 Methodology

The downward closure property (a.k.a. the Apriori property) [18] is an important
property that most algorithms of frequent pattern mining employ to prune the
search space and avoid generating infrequent candidates, which results in a more
efficient way of pattern discovery. However, this property does not hold among
candidates of high utility patterns. Therefore, the main challenge of HUPM is to
address the lack of such property. To tackle this problem, a tight upper bound
on the utility of the candidates can be used to prune the search space. Here, we
review an upper bound on the utility of L-sequences, namely LWUk, which leads
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to the L-sequence-weighted Downward Closure (LDC) property (Eq. (8)). This
property can be utilized by an algorithm, i.e., it was previously employed by
the HUIPMiner algorithm [16,17], to prune redundant (low utility) candidates.
We also introduce interesting properties, which are used later to construct and
verify the projected upper bound.

Definition 9. (LWUk) The L-sequence-weighted utilization of an L-sequence
w.r.t. a maximum length k is defined as:

LWUk(L) =
∑

C′∼L∧C′⊆C∧C∈δ

umaxk(C, k) (5)

Example 9. The L-sequence-weighted utilization of L = 〈{A}{B}〉 w.r.t.
the maximum length k = 3 in the C-sequence dataset shown in Table 2 is
LWU3(〈{A}{B}〉) = 20 + 30 + 0 + 0 = 50.

Lemma 1. Given a C-sequence C, where |C| ≤ k′ ≤ k, then

umaxk(C, k′) ≤ umaxk(C, k) (6)

Proof. It follows directly from Definition 6. �
Theorem 1. Given a C-sequence dataset δ and two L-sequences L and L′, where
L ⊆ L′ and |L′| ≤ k′ ≤ k, the following properties hold:

(i) umax(L) ≤ LWU|L|(L) (7)
(ii) LWUk(L′) ≤ LWUk(L) (8)
(iii) LWUk′(L) ≤ LWUk(L) (9)
(iv) LWUk′(L′) ≤ LWUk(L) (10)

Proof. (i) It is inferred from Eq. (4) and Eq. (5).
(ii) The proof of the LDC property in Eq. (8) can be found in [16].
(iii) It trivially follows from Lemma 1.
(iv) It follows immediately from Eq. (8) and Eq. (9).

�
In order to discover high utility patterns, HUIPMiner generates coincidence

candidates by concatenating event labels. As the number of candidates can grow
exponentially, the algorithm takes advantage of the LDC property in the pruning
strategy, to discard unpromising candidates.

Definition 10. A coincidence candidate c is promising iff LWUk(c) ≥ ξ. Oth-
erwise it is unpromising.

Corollary 1. Let a be an unpromising coincidence candidate and a′ be a coin-
cidence. Any superset produced by concatenating a and a′ is of low utility.

Proof. It follows directly from the LDC property. �
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3.1 The Projected Utilization

In this section, we introduce a new upper bound called projected utilization of
an L-sequence, Pk, and we show that Pk is a tighter upper bound compared to
LWUk.

Definition 11. (Pk) The projected utilization of L w.r.t. a maximum length
k is defined as sum of the maximum utility of L with the L-sequence-weighted
utilization of L w.r.t the remaining length of k:

Pk(L) = umax(L) + LWUk−|L|(L) (11)

where |L| ≤ k denote the length of L-sequence L.

Example 10. The projected utilization of L = 〈{A}{B}〉 w.r.t. the maximum
length k = 3 in the C-sequence dataset shown in Table 2 is P3(〈{A}{B}〉) =
umax(〈{A}{B}〉) + LWU1(〈{A}{B}〉) = (13 + 9 + 0 + 0) + (8 + 12 + 0 + 0) = 42.

In contrast to LWUk, which remains constant during the process of discovery
for an L-sequence, Pk is dynamically decreasing with respect to the maximum
length of the expected patterns. As the length of the pattern gets closer to
the maximum length, the maximum utility for the pattern will be projected
(decreased), which causes a reduction in the search space for finding the remain-
ing part of the pattern. This will lead us to the following theorem.

Lemma 2. Pk(L) is upper bounded by LWUk(L). More formally,

Pk(L) ≤ LWUk(L) (12)

Proof. We rewrite Eq. (12) in accordance with Definition 11:

Pk(L) = umax(L) + LWUk−|L|(L) ≤ LWUk(L)
⇒ umax(L) ≤ LWUk(L) − LWUk−|L|(L) = LWU|L|(L)
⇒ umax(L) ≤ LWU|L|(L).

�
Theorem 2 (utility-Projected Downward Closure property). Given a C-
sequence dataset δ and two L-sequences L and L′, where L ⊆ L′ and |L′| ≤ k,
then

Pk(L′) ≤ Pk(L) (13)

Proof.

Definition 11========⇒ umax(L′) + LWUk−|L′|(L′) ≤ umax(L) + LWUk−|L|(L)
Eq. (7)
====⇒ LWU|L′|(L′) + LWUk−|L′|(L′) ≤ LWU|L|(L) + LWUk−|L|(L)
⇒ LWUk(L′) ≤ LWUk(L).

�
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We now redefine the promising and unpromising candidates based on the
PDC property (Theorem 2).

Definition 12. A coincidence candidate c is promising iff Pk(c) ≥ ξ. Otherwise
it is unpromising.

It can be verified that Definition 12 will not affect Corollary 1 as it now
holds by the PDC property. In fact, using Pk will lead to fewer or at most the
same number of candidates than applying LWUk. The PDC property of Pk will
especially be beneficial when finding longer patterns, e.g., patterns of lengths
k ≥ 2, since as the length of candidates increases, the upper bound Pk keeps
reducing. That makes the search space keeps shrinking which results in a more
efficient approach.

4 Experiments

We evaluate the effectiveness of the new upper bound, Pk, when it is employed by
the HUIPMiner algorithm [16] to mine high utility patterns from e-sequences in
a real-world dataset. The algorithm was implemented in C++11 and executed
on a laptop computer equipped with a 10th Gen Intel Core i7 processor and
16GB of RAM.

4.1 Dataset

We used a publicly available dataset, namely Blocks [19], in our experiments.
This dataset contains event intervals generated from descriptions of videos of
human hands involving colored blocks of objects. For instance, the blue and
green blocks are contacted by the hand. Each e-sequences indicates one of eight
scenarios, such as stacking the blocks. The dataset has 210 unique e-sequences
with a total of 1207 event intervals. The external utilities of event labels were
set to 1 as such information is not present in the dataset.

4.2 Evaluation

The experiments were performed to show the impact of the PDC property when
it is used by a pruning strategy in the HUIPMiner algorithm. The performance
of HUIPMiner is assessed on the execution time and peak memory consumption
when the PDC or LDC properties are used on the Blocks dataset while vary-
ing the minimum utility threshold ξ and the maximum length of patterns K.
Figure 1 and Fig. 2 presents these evaluations on a log-10 scale. In both figures,
the execution time in seconds is shown on the left and the peak memory usage
in Kilobytes is presented on the right. The maximum size of patterns Z remains
constant at 5 in the experiments.

Figure 1 shows the performance of the algorithm on the datasets while varying
ξ and keeping K set to 4. As shown, applying the PDC property improves the
execution time of the algorithm by an average of 21% compared to when the
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LDC property is used. The memory usage is also reduced by an average of 5%
with PDC utilization.

Figure 2 depicts the performance of the algorithm on the dataset when K is
varied between 1 and 6 and ξ is set to 0.25. The results of these experiments
indicate that using the PDC property will improve the running time and mem-
ory consumption of the algorithm by an average of 19% and 4%, respectively.
Interestingly, when K = 4, the algorithm can perform twice as fast by utilizing
the projected upper bound.
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Fig. 1. Performance Comparison of the HUIPMiner algorithm under various ξ
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Fig. 2. Performance Comparison of the HUIPMiner algorithm under various K

The number of extracted high utility patterns is also tested to ensure that the
projected upper bound does not compromise the completeness of the algorithm.
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Figure 3 confirms the integrity of using both upper bounds. As expected, the
same number of patterns were discovered from the dataset when any of the two
upper bounds are applied.
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Fig. 3. Number of patterns discovered by the HUIPMiner algorithm when applying
the pruning strategy based on either LDC or PDC property

5 Conclusions

We showed that the projected upper bound can improve the efficiency of the
HUIPMiner algorithm. By applying the projected upper bound, HUIPMiner
can be executed up to two times faster than when LWU is applied. In addition,
memory consumption is reduced when the projected upper bound is used.
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Abstract. The catastrophic forgetting is a critical problem for deep
learning models, where the models learning a sequence of tasks forgets
the previously learned knowledge during being trained on new data of
the new task. The main reason is that a new task may likely override the
weights that have been learned in the past. In this research, we propose
a novel approach to address this issue for the neural machine transla-
tion model based on improving the COKD model proposed by S. Shao
and Y. Feng (2022). The main idea is to divide the training data into
n+1 parts, train n teacher models into the first n parts, and let the stu-
dent model learn from the remaining part. We propose ModifiedCOKD,
a method to initialize the effective teacher model parameters and use
an attention mechanism to distil knowledge from the teacher models
to the student models. Experimental results on the task of English-to-
Vietnamese translation demonstrate that ModifiedCOKD outperforms
the baseline method in mitigating catastrophic forgetting.

Keywords: Neural machine translation · Catastrophic forgetting ·
Attention · Online knowledge distillation

1 Introduction

Neural network models used to learn a sequence of tasks can suffer from catas-
trophic forgetting due to the use of mini-batch gradient descent [1], which divides
the training samples into mini-batches, leading to imbalanced training where
some samples are not sufficiently trained. While some tasks are less affected by
this problem, neural machine translation (NMT) is particularly susceptible.

Recent efforts in group-based online knowledge distillation have focused on
developing cost-effective and unified models to remove the need for pre-training
a larger teacher model. [2,3]. The primary concept is to train multiple student
models concurrently by acquiring the knowledge from both the ground-truth

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 376–386, 2023.
https://doi.org/10.1007/978-3-031-42430-4_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42430-4_31&domain=pdf
https://doi.org/10.1007/978-3-031-42430-4_31


Mitigating Catastrophic Forgetting 377

labels and the group-derived soft targets, which is a particular type of aggrega-
tion of intermediate peer predictions.

Complementary Online Knowledge Distillation (COKD) [4] is a method to
address the problem of imbalanced training. The aim of COKD is to create com-
plementary teacher models that can help the student models retain the knowl-
edge from early samples [5]. The primary objective of COKD is to mitigate the
issue of the model forgetting the knowledge it has learned from early samples.
Using the teacher model to help the student model both have a better initializa-
tion of the weights and help the student model retain the knowledge learned from
previous data points. This is achieved by dividing the training set into mutually
exclusive subsets and organizing them in a specific order for the training of both
the student and teachers. COKD is executed in an online manner where the
teachers are updated on-the-fly to suit the student’s needs. During the training
of the student on a particular subset, the teachers can provide complementary
knowledge on the other subsets, thus preventing the occurrence of catastrophic
forgetting. By using COKD, the negative effects of imbalanced training data can
be mitigated as the approach helps the student model to capture the knowledge
of different teacher models better and improve overall performance.

Actually, COKD was developed to improve machine translation performance
from English to Vietnamese. We propose an efficient model initialization by
reusing the knowledge learned from previous teacher models and the weighting
method for teacher models by using the attention mechanism.

COKD initializes all teacher models simultaneously, hindering subsequent
models from benefiting from the knowledge learned by their predecessors. Our
proposed approach initializes the ith teacher model using the models learned
from the (i − 1)th teacher model, allowing for a sequential learning process that
promotes knowledge sharing among the teacher models. This allows the teacher
models to progressively learn from one another and provide more comprehensive
knowledge to the student model. In addition, each teacher model contributes
to the training of the student model with varying levels of significance. We
determine the contribution weights using the attention mechanism.

The paper has two contributions: i) Propose ModifiedCOKD built upon
COKD using an attention mechanism to leverage the importance of teacher
models and an effective way to initialize model parameters; ii) Conduct various
experiments to validate the effectiveness of ModifiedCOKD on mitigating catas-
trophic forgetting and improving machine translation performance compared
against the COKD model.

2 Background

2.1 Knowledge Distillation

Knowledge distillation [6] is a class of methods that transfers knowledge from
a pre-trained teacher network to a student network by matching the student’s
predictions to the teacher’s predictions. J. Gou et al. [7] provide a framework
overview of knowledge distillation that involves a teacher model, a student model,
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and the transfer of knowledge (distillation) from the teacher to the student.
Furthermore, data is shared between both models. Knowledge distillation is a
highly effective technique for addressing multilingual problems, neural machine
translation [8], and classification models with numerous layers. This method is
particularly advantageous for compressing models that have access to a sizable
quantity of unlabeled data. There are three main categories of knowledge distil-
lation techniques: cooperative learning, multi-teacher (particularly beneficial in
neural translation environments), and converter distillation. Offline knowledge
distillation includes two stages, training a large teacher model and transferring
knowledge from the teacher model to the student model. Assume that we are
training a classifier p(y|x, θ) with |V | classes, and we can access the pre-trained
teacher q(y|x). Instead of minimizing the cross-entropy loss between the ground-
truth label and the model output probability, knowledge distillation uses the
teacher model prediction q(y|x) as a soft target and minimizes the loss:

LKD(θ) = −
|V |∑

k=1

q(y = k|x) × log p(y = k|x; θ) (1)

In neural machine translation, the standard training objective is the cross-
entropy loss, which minimizes the negative log-likelihood as follows:

LNLL(θ) = −
T∑

t=1

log(p(yt|y<t,X, θ)) (2)

where X = {x1, · · · , xN} and Y = {y1, · · · , yT } are the source sentence and
the target sentence, respectively. Kim and Rush [9] proposed to train the stu-
dent model to mimic the teacher’s prediction at each decoding step, which is
called Word-level Knowledge Distillation (Word-KD) and its loss is calculated
as follows:

LWord−KD(θ) = −
T∑

t=1

|V |∑

k=1

q(yt = k|y<t,X) × log p(yt = k|y<t,X, θ). (3)

Instead of offline knowledge distillation, recent work focuses on more economic
online knowledge distillation without a pre-trained teacher model. Online dis-
tillation is proposed to further improve the performance of the student model,
especially when a large-capacity high-performance teacher model is not available.
In online distillation, both the teacher model and the student model are updated
simultaneously, and the whole knowledge distillation framework is end-to-end
trainable. Zhang et al. [10] first overcame the offline limitation by training peer
models simultaneously and conducted an online distillation in one-phase training
between peer models. Since mutual learning requires training multiple networks,
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[3,5] proposed to use a single multi-branch network for online knowledge distil-
lation, which treats each branch as a student and the ensemble of branches as
a teacher. The multi-branch architecture subsequently became the mainstream
for online knowledge distillation [11,12]. Besides, Furlanello et al. [13] performed
iterative self-distillation where the student network is identical to the teacher in
terms of the network graph. In each new iteration, under the supervision of the
earlier iteration, a new identical model is trained from scratch. In NMT, [14]
on-the-fly selected the best checkpoint from the training path as the teacher to
guide the training process.

2.2 Imbalanced Training

Catastrophic forgetting is a problem faced by many machine learning models
during continual learning, as models tend to forget previously learned knowl-
edge when being trained on new tasks. Shao et al. [4] observe that catastrophic
forgetting not only occurs in continual learning but also affects traditional static
training, which is called imbalanced training. To be specific, the final model pays
imbalanced attention to training samples. The model partially forgets about ear-
lier samples, which results in higher losses at the end of the training, whereas
more recently exposed samples tend to draw more attention and have lower
losses. In short, training samples receive imbalanced attention from the model,
which mainly depends on the time when the model last saw the training sample
(i.e., the data order of the latest training epoch). The underlying cause of this
phenomenon is mini-batch gradient descent, that is, we do not simultaneously
use all training samples to train the model but divide them into mini-batches.
Therefore, training samples do not get balanced training in each update step.

They also find that NMT, especially low-resource translation tasks, is seri-
ously affected by imbalanced training. To alleviate this problem, they propose
COKD, which uses dynamically updated teacher models trained on specific data
orders to iteratively provide complementary knowledge to the student model.

2.3 Attention-Based Weights

Attention was first introduced in natural language processing as a means of
encoding each word with its most relevant counterparts for a given task [15]. This
approach has since been extended to other types of data, such as images and
graphs, with impressive results. In particular, self-attention, or intra-attention,
involves capturing global dependencies by attending to all neighbouring posi-
tions in order to calculate the response at a given position. To achieve this, the
input representation of a position is linearly mapped into three vectors (query,
key, and value), which are used to calculate the weights for the contributions of
neighbouring positions. The output of the position is then obtained by taking
a weighted average of the values of its neighbours, based on these calculated
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weights. Self-attention has been successfully applied to various domains, includ-
ing natural language processing, computer vision, and graph analysis.

In online learning, when using peer models to derive soft target distributions
for a distilled model, the quality of intermediate predictions may vary depend-
ing on different initializations. Therefore, it is not appropriate to treat all peer
models equally because this could negatively impact the distilled model’s per-
formance by including low-quality predictions. Instead, the weights assigned to
each peer should reflect their relative importance in contributing to the distilled
model. To calculate the soft target from peer models, Chen et al. [11] utilized
the attention mechanism.

3 Method

For each student model, we acquire the knowledge from teacher models using
the weights derived from the attention mechanism. The teacher models undergo
parametric initialization based on the previously acquired knowledge, produc-
ing superior teacher models. Figure 1 illustrates the overall architecture of our
method. The detailed components are presented below:

Fig. 1. An overview of our method to learn student model

3.1 Online Knowledge Distillation

COKD [4] resolves imbalanced training by splitting the training set into separate
sets and training teachers firstly with subsets then training the student with
both ground-truth labels and the distillation from teachers at the same time.
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Students gain the knowledge from the current subset while also improving their
understanding of other subsets by teachers and distillation by matching the
prediction of the student with the average of teachers’ prediction simply. In
our work, we also divide the data into subsets and train with the same scheme
as COKD however instead of using the teacher’s predicted mean, we factor in
the output of each teacher before combining them. We also change the way of
initiation teachers’ parameters at each epoch.

Given n teacher models T1:n and a student model S, both teacher- and stu-
dent models are randomly initialized. In each epoch, we divide the training
dataset D into n + 1 mutually exclusive splits (D1,D2, · · · ,Dn+1). The student
model sequentially learns from D1 to Dn+1, where the data order is different for
teaching models. We use an ordering function O(i, t) to denote the training data
for teacher Ti at time t, we use O(i, t) similar to COKD.

O(i, t) =
{

i + t i + t <= n + 1
i + t − n − 1 i + 1 > n + 1 (4)

where i ∈ {1, 2, · · · , n} and t ∈ 1, 2, · · · , n + 1.
The knowledge from teachers is transferred to students through word-level
knowledge distillation:

LKD(θ) = −
T∑

t=1

|V |∑

k=1

(
n∑

i=1

αi × qi(yt = k|y<t,X)) × log p(yt = k|y<t,X, θ) (5)

where p is the prediction of students S and qi is the prediction of the teacher Ti,
αi represents the extent to which the i-th teacher is attended in derivation. We
will elaborate on these attention-based weights later. We use a hyperparameter
λ to interpolate the distillation loss and the cross-entropy loss:

L(θ) = λ × LKD(θ) + (1 − λ) × LNLL(θ) (6)

3.2 Efficient Model Parameter Initialization

Our method does not initialize n teachers in advance at each epoch. The first
teacher is cloned from the student in the first training epoch. Before training
students on a subset we train n teachers in turn on n datasets and the ith teacher
will be cloned from teacher (i−1)th. And in the following training of n teachers,
the teachers will be re-initialized where the first teacher will be cloned from the
last teacher of the previous training.
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The purpose of this method is to help students learn from good teachers,
inheriting teachers from the previous step helps teachers later to learn better.

Algorithm 1: ModifiedCOKD
Input: training set D, the number of teacher n
Output: student model S

1 Randomly initialize student S
2 while not converge do
3 randomly divide D into n + 1 subsets (D1,D2, · · · ,Dn+1), T ← [S]
4 for t=1 to n+1 do
5 for i=1 to n do
6 if i > 1 then
7 T .append(T [i − 1])

8 train Ti on DO(i,t)

9 train S on Dt according to equation 6
10 T ← [T [len(T ) − 1]]

11 return student model S

3.3 Attention

Inspired by Chen et al. [11], we use a linear transformation to project the
extracted features from the student and the teacher model into two distinct
subspaces.

L(ha) = WT
Lhs (7)

E(ht) = WT
Eht (8)

where WL and WE are the learned projection matrices during student training.
The coefficient αi is calculated as Embedded Gaussian distance with normal-

ization:

αi =
eL(hs)

TE(ht)

∑n
f=1 eL(hs)TE(hf )

(9)

αi represents the contribution of the i − th teacher’s prediction to soft target so∑n
i=1 ai = 1

4 Experimental Results

4.1 Setup

Here, we present experimental results that assess the effectiveness of our pro-
posed approach for the neural machine translation task on the IWSLT15 English-
Vietnamese dataset (En-Vi, 133K sentence pairs) with the pre-processed data
used in [16]. We utilize case-sensitive SacreBLEU [17] to report reproducible
BLEU scores. Models are optimized with Adam [18] with the optimizer settings
in [19]. For inference, we used beam search with the beam size 5. The checkpoint
interval is 1000. The number of teachers is 3.
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4.2 Results

With the objective of validating the effectiveness of ModifiedCOKD in alleviating
the problem of imbalanced training, we take the final model and measure the
correlation between the batch-id and the loss in the last epoch. Figure 2 shows
a downward trend of loss is successfully alleviated on ModifiedCOKD while
its efficiency is improved and approximates to the COKD model. Apparently,
a model with less fluctuation in the loss function across batches will perform
better and be less affected by the phenomenon of catastrophic forgetting.

Fig. 2. The relationship between the batch-id and loss.

According to Table 1, the performance of our model increases slightly com-
pared to the COKD model. This result demonstrates the advantage of our model
Modifed COKD, where allows students to learn more from the trained teachers
in the end as well as maintaining the ability to synthesize soft targets from them
effectively for the imbalanced training problem.

Table 1. Model performance on the test sets(Sacre Bleu score)

COKD ModifiedCOKD

Without Attention Without initialization With all

35.92±0.05 36.10±0.03 36.12±0.03 36.24±0.05
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Fig. 3. Model performance on the validation set (left) and validation loss (right), the
red line is our model and the blue is COKD (Color figure online)

Via the validation result, we found that our model converged considerably
more quickly in comparison to COKD as Fig. 3. Specifically, our model achieves
36.03 Sacre BLEU score at epoch 38, while COKD achieves 35.32 with the same
number of epochs and only reach 36.01 at epoch 60.

5 Related Work

Yung-Sung Chuang et al. [20] proposed a lifelong language knowledge distilla-
tion (L2KD) model, where a teacher model is trained for each new task, and
then, a lifelong learning model (acting as a student model) receives the knowl-
edge (“mimicking behaviour”) from the teacher model. The teacher model is the
same size as the student model, is used only once for that specific task, and is dis-
carded afterwards, distinguishing the L2KD model from conventional knowledge
distillation models. This study requires the pre-training of teacher models before
training specific tasks, which contradicts the principles of continuous learning.
Furthermore, the current approach employs a single-teacher model to learn each
task, thereby failing to leverage the diverse sources of knowledge available from
multiple teachers. This paper follows a similar approach to the L2KD model,
however instead of using only one teacher model, multiple teacher models are
trained to distil knowledge for the student model. Additionally, these teacher
models are acquired through the training process of each particular task. The
inspiration for this study is derived from the concept of Complementary Online
Knowledge Distillation introduced by Chenze Shao et al. [4]. To account for
variations in the amount of knowledge and importance of individual teachers
for different students, an attention mechanism is employed. Furthermore, in our
study, novel techniques are proposed to enhance the teacher model initialization
such that the training process can converge more efficiently.
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6 Conclusion and Future Work

This paper proposes ModifiedCOKD to address the issue of catastrophic forget-
ting in the neural machine translation task by investigating imbalanced training,
teacher model parameter initialization, and effective transfer of knowledge. The
experimental results show that our model not only exhibits faster convergence
but also outperforms the baseline method COKD in terms of translation Sacre
BLEU score. This observation demonstrates its effectiveness in addressing the
problem of catastrophic forgetting for the neural machine translation task. Our
future work involves exploring replay-based and meta-learning approaches to
mitigate catastrophic forgetting in neural networks. We also plan to investigate
the use of generative models and memory networks to improve the quality and
diversity of the replayed data and retain the previous knowledge while learning
new tasks.
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Abstract. Since the dawn of its development the computer has been
a staple of science fiction and thus mostly due to it humanity has con-
stantly dreaded a day when intelligence stemming from computers com-
monly known as Artificial Intelligence (AI) would allegedly take over the
world. The recent advent of advanced AI chatbot technology has again
sparked that fear due to its ability to compose essays similar to that of a
human being. This chapter discusses the concept of intelligence in biol-
ogy and binary digital computing. Based upon the weaknesses of either,
especially the hidden vulnerabilities of AI predicted by Gödel’s First
Incompleteness Theorem and role of humans in programming AI, the
question of whether it is likely to happen in the near future is discussed.

Keywords: Artificial Intelligence · Emergence · Gödel’s First
Incompleteness Theorem · Sorites Paradox · Weak AI

1 Introduction

The phenomenal rise of chatbot technology in the recent past appears to have
caused a significant and unprecedented stir in humanity. They have resulted in
widespread academic misconduct. Chatbots like ChatGPT [36,49,56] and fine art
generators appear to have struck the primal fear of artificial intelligence reaching
the point of replacing some creative aspects of humanity. At least for now this
appears to be by replacing certain categories of jobs but as a result endangering
the livelihoods of many [16,23]. Will AI create a new wave of economic refugees?
Or will humans adapt to the changing employment landscape? are questions that
may be answered in the near future with anxiety and dejection instead of the
welcoming optimism of most previous technological advances in computing. In
this paper the authors attempt to answer this question by comparing between
the general nature of humans (along with other living organisms) and binary
digital computing.
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1.1 A Brief History

The term Artificial Intelligence (AI) was coined by John McCarthy in 1956
to distinguish between natural intelligence of the biological world and similar
behavior in computational machines. The first milestone of AI against a human
was in 1978 with the development of Lisp based program Eurisko by Douglas
Lanet [34]. It was capable of identifying and adapting its own heuristics which
enabled it to win the Traveller TCS strategy game championship against human
players in 1981 and 1982. The next major milestone was the 1997 defeat of then
reigning world chess champion Gary Kasparov by IBM Deep Blue [27]. Next
came the victory of IBM Watson which used natural language processing to win
the first prize in the quiz show Jeopardy! [19]. The first case of AI winning over a
human in a strategy game was by AlphaGo which defeated world Go champion
Lee Sedol in 2016 [31]. In 2018, it was reported that a deep learning network
developed at Stanford University outperformed board certified radiologists [46]
with a subsequent study showing that AI can outperform pulmonologists in their
interpretation of lung function tests [57]. The progress of AI in outperforming
humans has been phenomenal and with the advent of ChatGPT it appears that
humans are likely to have competition in the domain of writing as well [56].
However, aside from the victories are the setbacks AI has had over the years.
For example, the Boeing 737 MAX incident [54] and the 2018 Uber incident
that killed Elaine Herzberg [35]. A further noteworthy incident was the recent
victory of amateur Go player Kellin Pelrine against AI [62] which will be further
discussed in Sect. 3.1. Therefore, in order to answer the profound question as to
whether AI will outdo a human it is necessary to look into the very concept of
intelligence itself.

2 What is Intelligence?

The concept perceived as intelligence is a term that defies definition. Legg and
Hutter [33] provide the most comprehensive discussion on this topic so far incor-
porating definitions in terms of both biology and computer science. In the end
the authors informally define it as “Intelligence measures an agent’s ability to
achieve goals in a wide range of environments”. Furthermore, the agent and
environment interaction model proposed by the authors (Fig. 1 of [33]) and the
standard model of reinforcement learning [29] are also of interest to the discus-
sion of this paper. This is due to the fact that it highlights the stark contrast
between what is considered as intelligence in biology and in computing devices.
The main discussion point is the aspect of the “reward” and how it is incorporated
into the agent model in different types of biological and computing agents.

2.1 Emergence

Consider a single celled biological agent like a bacterium capable of quorum sens-
ing [40]. In such a situation, the concentration of a signaling chemical regulates
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the expression of a gene in the bacterial cell. When the agent is modeled as in
Fig. 1a (extending the model of [33]), it is modeled as an agent which observes
and acts upon the environment through its embodiment. The action is brought
about by a biological computation which in the case of quorum sensing is equiv-
alent to a decision stump (i.e., a decision tree with only the root that reacts to a
single input) detecting a threshold concentration of the signaling chemical. How-
ever, it should be noted that this single celled organism without a single nerve
cell cannot perceive any “reward”. Instead the reward for properly executing
the computation is a competitive advantage over its peers. This then manifests
itself in the form of natural selection of the most suited trait and survival of the
organism with the aforementioned trait.

Fig. 1. The Two Types of Biological Agents

For example, consider bacterial specie X that uses quorum sensing to form a
biofilm. The strain of X with the decision stump thresholds that suit the optimal
conditions will be able to form the biofilm at the optimal place and time to exploit
the environmental conditions. Thus, it will be favored for survival.

Organisms of the phylum Cnidaria lack a central nervous system or an organ
colloquially known as a “brain”. Instead they have an interconnected nerve net
[51]. Such organisms exhibit multiple behaviors. For example, Hydra spp. must
capture prey with their tentacles, retract their tentacles when necessary and
explore their surroundings once they cleave from the parent as a free swimming
bud. These behaviors have to be prioritized depending on the situation [3]. Hence,
originates the concept of subsumption coined by Rodney Brooks which allows
behaviors to be suppressed according to their priority [9]. For example, a lower
priority behavior like foraging will be suppressed by a higher priority behavior
such as evading a predator.

By now a reader familiar with gene regulation might wonder why the classic
lactose operon (lac operon), the gene that allows Escherichia coli to digest lactose
has not been discussed so far. It too is a biological computation. The presence
of lactose removes the inhibiter of the lac operon allowing it to be expressed.
Once the lactose is digested by the expressed enzymes, the inhibitors will again
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be freed, bind back to the lac operon and inhibit further expression. This is
essentially an extended version of the binary on-off control operation [48,58].

In all of the preceding cases the environment will select the organisms that are
capable of performing the best assessment of the optimal conditions to exploit
the situation. Thus, the observable result such as the formation of a biofilm is
an emergence of the combination of simple behaviors of many organisms [21,67].
This emergence goes a step further in the Protist Physarum polycephalum [4]
which is a coenocyte (cell with multiple nuclii) capable of organizing itself accord-
ing to a shortest path criterion. According to the definition given by Corning [11]
emergence is the unpredictable observable result at a larger (macro) scale of the
combined individual elements of a coherent dynamic process. Thus, from this
broad definition hurricanes or the resulting pattern of a kaleidoscope can also be
considered as an emergence. Therefore, it is necessary to distinguish the types
of emergences discussed in this paper as emergences that result from biological
computations.

2.2 Cognition

The threshold for determining intelligence in biology can be considered as when
the agent can perform a biological computation that selects the best of many
potential options (Fig. 1b) which can also be broadly defined as cognition [5]. By
limiting the discussion from [50] for brevity, the essential elements for cognition
can be summarized as

1. Reasoning based upon a value judgment to determine which action is neces-
sary or most suited for a particular observation

2. Learning from past observations and actions to better assess the value of a
judgment

3. Compact storage of the learned information as knowledge to efficiently seek
and obtain the potential value judgment based upon the available options

In biological agents, the value judgment is based upon a reward which has to
be perceived by the agent. This is where biological agents with central nervous
systems (i.e., a brain) have a unique method of value judgment, the mesocorti-
colimbic circuit which is also known as the brain reward system. This provides
the sensation of inherent pleasure. This pleasure drive is most profound when
organisms drink, eat, copulate and exhibit parental care which are all primary
behaviors essential for the continuation of life [6,42,52,61].

When cognition is involved as in an agent of Fig. 1b, the environmental selec-
tion is twofold, first there is the natural selection which also there for a simple
biological agent of Fig. 1a. This occurs on a timescale that is in the order of
the lifetime of the organism. The other is social or cultural selection which is
an adoption or critique of the resulting behavior that can occur at a different
timescale [47] which can be shorter than natural selection. For example, a mem-
ber of a tribe living at a higher latitude can develop a garment to keep warm
and the entire tribe can adopt it within days, weeks or months without having
to evolve longer body hair to keep warm over many generations.
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2.3 Evolutionary Psychology and Function Allocation

Due to the current unknowability and irregularity of how the inherent pleasure
from the brain reward system influences a cognitive decision, most explanations
offered for behaviors of such organisms are a matter of conjecture from the
field known as evolutionary psychology. Evolutionary psychology seeks to answer
fundamental questions of behavior through plausible but mostly speculatory
empirical and comparative analysis [28]. Using this approach it is possible to
speculate about how humans are better at certain things compared to machines.

The practice of function allocation to human or machine based upon which was
better at the particular task originated out of a comprehensive study by Fitts [14].
Though function allocation has evolved significantly with technological advance-
ments, it can be considered as a truism that at present computing machines are
better at crunching numbers, precise operations, consistent operation and deduc-
tive analysis of large volumes of data. In the case of humans (and select examples
of the animal kingdom), they still excel at detecting subtle differences and anoma-
lies, visual or auditory estimation (in the case of most animals olfactory estimation
as well), judgment, induction and innovation (improvisation).

Thus, when it comes to tasks at which humans excel, using evolutionary
psychology it is straightforward to explain the fact that such tasks were critical
for survival. If an ancestral human failed to detect a well camouflaged predator
or venomous creature in time, it would not have survived to pass on its genes
[15,30,65]. Similarly when hunting, the predator must determine and target the
prey that can be hunted with minimal effort [8,20]. Induction, innovation and
improvisation would have been vital when ancient humans developed tools and
colonized new territory [32].

2.4 Innovation, Creativity and Embodiment

The basic computing element of the brain is the biological neuron which can
be approximated to an adaptable activation function. Estimates for the total
number of neurons in the human brain average at around 85 billion [24,59].
When considering the number of neuron connections and ways in which they
can be connected, the human brain can be considered as a complex organ of
“ordered chaos”.

The electrical impulses that result from cultured neuron cells have been
shown to exhibit both ordered and random behavior [38,39]. Thus, when millions
or billions of similar neurons get together, their combined behavior qualifies as
an emergence according to Corning [11]. However, the exact mechanism of the
emergence of thoughts in the brain and the contributions from single neurons is
still an investigated problem [18]. Studies have also shown that artificial neurons
can be used to generate Turing patterns [41]. Thus, emergence according to the
definition of Corning [11] from an artificial neural network is possible.

Innovation and creativity are key in allowing humans to solve previously
unencountered problems. One necessary factor for innovation is the ability to
grasp abstract concepts which primates [17,37,60], the octopus [1] and cetaceans
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[13,25] have been demonstrated to be capable of. Empirical studies have also
established a correlation with brain size and innovation [32]. This provides a
plausible explanation for the higher level of self awareness among great apes
compared to smaller basal primates [45]. The ability to abstractly visualize can
also be considered necessary for creativity, allowing the problem to be analyzed
within the brain. Cetaceans are believed to be capable of this due to their ability
to identify shapes with echolocation [13]. Among humans there is the well known
phenomenon of brain wandering where a human gets immersed in mental imagery
while engaged at a task [43].

Humans have the additional advantage of an embodiment which allows them
to realize a new idea. This has endowed humans with versatile tool use which
provided a further selective advantage [26] and co-evolution [63] to become the
modern organism capable of exploiting quantum mechanics and exploring extra-
terrestrial worlds. Such a feat is imperceivable for the great apes who lack the
manual dexterity of humans and impossible for cetaceans who lack individual
digits whatsoever.

3 Artificial Intelligence

There are tasks at which humans have a significant advantage over computational
machines as discussed in Sect. 2.3. Humans on average exhibit a poor aptitude
compared to computing devices for arithmetic [14]. The first known mechanical
computing device was the abacus which was invented with the expansion of trade
and commerce [55]. The modern Von Neumann architecture uses binary logic for
logical operations, integer arithmetic and floating point arithmetic. The common
objectives of AI can be summarized according to [2,7,50] as

1. Approximate reasoning (also known as reasoning under uncertainty or
soft computing) where the computer attempts to reason beyond the false
dichotomy of true and false

2. Learning, knowledge representation, classification and prediction
3. Natural language processing
4. Searching, such as when determining the next move by combinatorial search

in a game of chess or marble solitaire and optimization as in automated task
scheduling or routing on a printed circuit board.

3.1 The Vulnerabilities of Artificial Intelligence

The basic challenges faced by a binary logic computer when attempting to
achieve these objectives can be demonstrated using limitations and their associ-
ated paradoxes. The first limitation predicted by Gödel’s First Incompleteness
Theorem [53] which states that a system of logic cannot be both complete and
consistent at the same time. In the simplest of terms, consistency means that
the same set of inputs will result in the same output and completeness means all
inputs can be evaluated as true or false. However, based on the Self Referential
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Lemma there can exist prepositions that refer to oneself to evaluate their truth.
Thus, should it be a negation then every evaluation will invert the truth value.
An example of such a preposition is that of the Epimenidies (liar) paradox where
a Epimenidies being a Cretan himself states that “All Cretans are liars”. Within
binary logic, no truth can be evaluated. The second is the Sorites paradox which
demonstrates the inability of a computer to determine when “a heap” of sand
is no longer “a heap” when a grain of sand is removed at a time. It illustrates
the fact that the exact thresholds for a decision stump (or any such algorithm
trained using data) are approximate and unknowable [64]. This is due to them
being derived from subjectively labelled data of an abstract concept (i.e., the
heap). Therefore, this results in AI running on a binary computer having three
vulnerabilities

1. Predictability due to consistency
2. Incompleteness or the inability to solve all potential problems posed
3. Dependance on limited subjectively labelled data of an abstract concept

The first two vulnerabilities became clear in the recent victory of amateur Go
player Kellin Pelrine against AI [62]. The strategy used was based upon the
known vulnerability of Go AI to be unable to handle being encircled. However,
Pelrine later lost to professional human Go players while using the same strategy.

3.2 Thresholds of Intelligence

It is now possible to discuss the concept of Weak AI [50] where the AI demon-
strates superior but not ideal performance compared to a human at a specific
task. Chatbots are an example of weak AI [36,49,56] where the fundamental task
is word composition. Based on this it is further necessary to distinguish Weak AI
from other number crunching operations at which computers are leagues ahead
of human beings. This requires an intelligence threshold. When considering bio-
logical computations, an intelligence threshold can be defined as an organism
capable of adapting its behavior [12]. In other words the merit of its behavior is
not determined by natural selection alone.

In the case of a binary computer, the intelligence threshold is less straightfor-
ward but can still be considered as any decision that is beyond a trivial decision
stump. An example would be in optical character recognition (OCR), when the
letter u has to be distinguished from v. It must also consider the letter order.
The OCR cannot recognize the word “value” as”ualue”,”ualve” or “valve”. The
two former options can be easily dismissed but both “value” and “valve” are
valid words in the English language. Therefore, the OCR would have to decide
among them and suggest it for a sentence that reads “The value of the antique
was estimated to be $3,000”. Suggesting the word “valve” still valid being both
grammatically and contextually correct albeit less likely to occur. Thus, the
OCR must not only be capable of distinguishing the two classes “u” and “v” but
be able to statistically place it with the right word order and context as well. All
of this will have to be learned by the machine. Thus, for binary computers the
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Fig. 2. Intelligence as a Subset of Different Types of Computing that Exist in the
Universe

intelligence threshold can be considered as a complex decision that is beyond a
mere conditional flow within the program.

Based on these thresholds it is possible to consider intelligence a subset of
computing instead of as intelligence alone as in [33,66] or universality [10]. This
is to allow flexibility for hybrid forms of computing such as combined analog
and digital computing [22] or biological and digital computing [38,44] which
may develop in the future with synergic intelligence when combined. Computing
as a whole can consist of biological computing, binary computing by electronic
circuitry, quantum computing, analog computing and any other form of unknown
or unrealized computing at this point of time (Fig. 2). Defining a functional
threshold instead of a test like the Turing test has the benefit of being applicable
to a wide range of devices such as embedded systems that may be capable of
intelligent decisions but not in a manner where they can mimic a human being.

4 Conclusion

Based on the discussion of this paper, it can be concluded that as long as binary
numbers are used for digital computing, AI will not be able to completely usurp
humanity. Gödel’s First Incompleteness Theorem predicts that AI will always be
predictable and uninnovative. Thus, the machine will be better than a human
in deductive reasoning based on the data it has already learned. Furthermore,
human guidance is necessary for programming the necessary abstract concepts
and fundamental labelling of data as illustrated by the Sorites paradox. Thus,
machines will not be able to invent truly new concepts the same way people
do. Also despite technological advances most of the tasks identified in the Fitt’s
list at which humans excel still remain unchanged. These include detecting sub-
tle differences and anomalies, visual or auditory estimation, judgment, induc-
tion and innovation. However, AI chatbots like ChatGPT have also shown that
Weak AI can definitely out do humans in specific tasks with large volumes of
data available for training. The human brain with its pleasure based reward
system is a highly complex and still poorly understood organ. It has billions of
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neurons from which innovation and creativity can result from emergence. Thus,
as demonstrated by amateur Kellin Pelrine’s victory against AI but defeat by
professional human players in the game Go, humans can innovatively find ways
to defeat AI. The Achilles heel of AI predicted by Gödel’s First Incompleteness
Theorem shall remain valid until either a new computing paradigm or synergy
combining the best of both biological and binary digital computing is achieved.
However, there is an open question as to whether AI will reach a point where
its heuristics will be better than those of a human being even for incomplete
problems. This is plausible due to the ability of AI to process shear volumes of
data many times that of the volume a human can handle in an entire lifetime.
An example for such a potential incomplete problem is the solution of indefinite
integrals.
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Abstract. This paper focuses on the possibility of using machine learn-
ing to predict song success. The purpose of this paper is to design and
implement an application that allows the prediction of the commercial
success of a musical piece using machine learning algorithms. The pre-
diction is based on data concerning songs which have been Billboard
charts as well as songs that are not on the charts. For the comparison
three machine learning algorithms were selected for comparison: random
forest, logistic regression and gradient enhancement. Model optimization
was also performed using recursive feature elimination and hyperparam-
eters tuning.

Keywords: Machine learning · Digital signal processing · Success
prediction

1 Introduction

This paper focuses on determining the predictive feasibility of the success of
a piece of music based on an analysis of songs that are on the charts from pre-
vious years. Music trends change significantly over short periods of time. The
success of any song depends on various factors, a priori and posteriori. The pos-
teriori parameters may include, for example, the number of plays, the number
of downloads by users, the appearance in the charts. These parameters are ana-
lyzed by systems that recommend the next songs for users to listen to and are
used by portals such as YouTube [8,10]. However, from the perspective of music
producers, artists, and music studios, a more important approach would be to
analyze a song’s potential for success a priori based on song characteristics. For
this purpose, the Python programming language was used. The Python pro-
gramming language was chosen because of the availability of libraries to process
acoustic signals [6,10], the availability of well-described documentation. Machine
learning was also used for the analysis as it allows to identify patterns for the
analyzed data, which can allow for hit prediction.

The signal considered in this paper is a music signal. A musical signal is a set
of sounds that contains a lot of information. It may contain semantic information
related to the text of a musical piece or emotional information that allows one
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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to recognize the character of a piece of music. The consequence of the complex
structure of a musical signal and the large number of features of such a signal is
its complex biological process of music interpretation. For this reason, there are
a number of ways to describe and study a music signal.

1.1 Music

Music is most easily defined as a composition of man-organized sounds created
from sound and silence. Additionally, music is an intentionally created art. The
most important elements of music are [5]:

Most musical instruments, such as those based on the presence of strings or
those based on the vibration of air columns, are built to allow the musician to
produce sounds with a fundamental period that can be easily controlled. Such a
signal is described as a harmonic series of sinusoids with multiple fundamental
frequencies. The result of such an action is the perception by the listener of a
musical note with a clearly defined tone [2,5].

Sequences of tones create melodies, while another important aspect of music
is harmony, which is defined as the simultaneous combination of notes with dif-
ferent tones. This composition of tones is called chords, which can be recognized
regardless of the instrument used to generate them. Furthermore, the pleasing
sound of chords comes from the ratios of the frequency values of the tones used,
which should indicate their many existing common harmonics.

Rhythm is another element of a piece of music that is responsible for orga-
nizing the music in a temporal flow. Rhythm is closely related to meter, which
organizes tones into metric groups so that accents are regularly spaced.

Musical texture refers to the overall density of layers of sounds, melodies, and
rhythms in a work. A distinction is made between monophonic textures with
a single layer of sound (e.g., solo voice), homophonic textures, that is, melody
with accompaniment, and polyphonic textures with two or more independent
voices.

The structure or musical form is responsible for the structure of the piece
and is the result of the interaction of the elements of the piece. Form allows the
parts of a piece to be organized and defines their relationships to each other and
to repetition.

Dynamics is the musical element that regulates the intensity of a sound and
determines its loudness.

Tempo is the number of metric units per minute (BPM), or how fast a song
should be played.

1.2 Music Signal in Analogue and Digital Form

As a result of the process of musicians producing a musical signal while playing
an instrument, the resulting output signal is an analog signal. Such a signal can
also be referred to as a continuous-time signal. This means that such a signal
takes values from a continuous interval, which may be infinite or limited by an
allowed range of variation [3].
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Nowadays, digital recorders in particular are used to record music signals,
which leads to discrete-time signals. These signals are characterized by the fact
that their temporal variable is quantized, i.e. the values of the studied signal at
discrete points on the time axis are known. Such a representation results in the
signal being presented as a sequence of values instead of a continuous waveform
as in the case of analog signals.

The process of digital recording consists, among others, of analog-to-digital
processing of the music signal, which is divided into several major stages [7,9]:

– sampling,
– quantization,
– coding.

2 Modeling

This paper focuses on the possibility of using machine learning to predict the suc-
cess of a song. According to Arthur Samuel’s 1959 definition of machine learning,
it refers to the ability of computers to learn without programming them explic-
itly. According to Tom Mitchell’s definition, machine learning means learning
a task T based on experience E and a measure of quality P if, as experience
E increases, the quality of performance on the task T as measured by the mea-
sure P improves.

3 Research Object

The songs analyzed were those on the weekly published lists of the best songs
according to Billboard magazine from 1960 to 2019.

The existence of APIs allows companies to share data and functionality of
a given application with other unrelated developers. An API is a set of rules
that define how computers or applications communicate with each other. An
API sits between an application and a server and is responsible for mediating
the exchange of data between systems [4].

The conditions for classifying a work as not commercially successful are as
follows:

– the song did not appear on the charts for that decade,
– the artist performing the song did not appear on the charts for that decade,
– the work belongs to genres that are not mainstream and are classified as more

niche,
– the genre of the song has not appeared in the charts.

The database of song features is divided into 6 .csv files, and each file contains
information on songs from one of the decades from the 1960s to the 2010s of the
current century. The structure of the files belonging to the database is presented
in Table 1.
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Table 1. Structure of csv files belonging to the works features database.

File name Number of samples in database Number of features

dataset-of-60s.csv 8642 17
dataset-of-70s.csv 7766 17
dataset-of-80s.csv 6908 17
dataset-of-90s.csv 5520 17
dataset-of-00s.csv 5872 17
dataset-of-10s.csv 6398 17

3.1 Data Analysis

The data analysis was conducted according to the CRISP-DM standard, which
is a diagram illustrating the data mining process. According to the standard,
this process consists of 6 phases [1].

1. The phase of understanding the business case, in which it is necessary to
formulate the goals and requirements for the project

2. Understanding data, which consists of collecting the needed data and evalu-
ating its usefulness

3. Data preparation, which consists of performing necessary transformations,
cleaning data, and removing duplicates and empty values

4. Modeling, which is the selection and implementation of the best modeling
technique

5. Evaluation, which involves assessing the effectiveness and quality of the cre-
ated models

6. Implementation, which uses the created model

Consistent with phase two, elements of descriptive statistics were used to
explore the data. Tables 2, 3, and 4 summarized the statistical quantities describ-
ing the musical characteristics studied. The tables included statistical quantities
such as:

– number of samples,
– average, which is the arithmetic mean,
– standard deviation,
– minimum in the works database for a given feature,
– first quartile (25%),
– second quartile (50%),
– third quartile (75%),
– maximum in the tracks database for a given feature.

The next step focused on preparing the data for further analysis. The
database was checked for missing values and duplicates were checked. No empty
records appeared in the database, while there were 420 duplicates, which means
that some songs appeared in the charts more than once during one year. Due
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Table 2. Descriptive statistics

danceability energeticity tone volume scale

number of samples 41106 41106 41106 41106 41106
mean 0.54 0.58 5.21 −10.22 0.69
standard deviation 0.18 0.25 3.53 5.31 0.46
minimum 0.00 0.00 0.00 −49.25 0.00
25% 0.42 0.39 2.00 −12.87 0.00
50% 0.55 0.60 5.00 −9.26 1.00
75% 0.67 0.79 8.00 −6.37 1.00
maximum 0.99 1.00 11.00 3.74 1.00

Table 3. Descriptive statistics

spoken words acoustically instrumentality live rec. tempo

number of samples 41106 41106 41106 41106 41106
mean 0.07 0.36 0.15 0.20 119.33
standard deviation 0.09 0.34 0.30 0.17 29.09
minimum 0.00 0.00 0.00 0.01 0.00
25% 0.03 0.04 0.00 0.09 97.39
50% 0.04 0.26 0.00 0.13 117.56
75% 0.07 0.68 0.06 0.26 136.49
maximum 0.99 1.00 1.00 0.99 241.42

Table 4. Descriptive statistics

positivity duration [ms] time signature group

number of samples 41106 41106 41106 41106
mean 0.54 234877 3.89 0.50
standard deviation 0.27 118967 0.42 0.50
minimum 0.00 15168 0.00 0.00
25% 0.33 172927 4.00 0.00
50% 0.56 217907 4.00 0.50
75% 0.77 266773 4.00 1.00
maximum 0.99 4170227 5.00 1.00

to the fact that the features of a song remain constant for each appearance of a
song in the database, the duplicates were removed. After this operation, 40686
rows remained in the database.

The averages of each feature were also compared separately for hit and non-
hit songs. The results are summarized in Table 5.
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Table 5. Comparison of average features for hit and unsuccessful songs

average hits mean non-hit

danceability 0.60 0.48
energeticity 0.62 0.53
tone 5.24 5.17
volume −8.71 −11.74
scale 0.73 0.66
spoken word 0.07 0.08
acoustics 0.28 0.45
instrumentality 0.03 0.28
live recording 0.19 0.21
positivity 0.61 0.48
tempo 120.27 118.39
duration [ms] 225631 243659
time signature 3.94 3.85

When analyzing the data in Table 5 regarding the mean feature values for the
successful and unsuccessful song groups, it was noted that the values of dance-
ability, energeticity, tonality, loudness, positivity, tempo, and time signature are
higher for the hit songs. On the other hand, the mean values of spoken word
content, acoustic, instrumentality, factor telling whether the song was recorded
live, and duration are higher for the unsuccessful songs. Additionally, Fig. 1 sum-
marizes the averages of features that take values between 0 and 1.

Danceability refers to the degree of suitability of a track for dancing, tak-
ing into account various musical elements such as tempo, rhythm stability, beat
strength, and overall regularity. It is measured on a scale from 0.0 (least dance-
able) to 1.0 (most danceable).

Energy is a metric ranging from 0.0 to 1.0, which serves as a perceptual mea-
sure of intensity and activity in music. Generally, energetic tracks are perceived
as fast, loud, and noisy. For instance, genres like death metal tend to exhibit
high energy, while a Bach prelude would score low on the energy scale. Percep-
tual features that contribute to this attribute include dynamic range, perceived
loudness, timbre, onset rate, and overall entropy.

3.2 Evaluation of Classifiers with Default Parameter Values

After descriptive statistical analysis, the selected machine learning models were
trained. The database samples were split 70 to 30 into a learning string and a
test string. Random forest, logistic regression, and gradient boosting algorithms
will be compared. Initially, models will be compared with default model param-
eter values called through the scikit-learn library. The first measure of classifier
evaluation presented is the error matrix.
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Fig. 1. Average features of successful (blue) and unsuccessful (orange) tracks (Color
figure online)

For the default settings of the random forest algorithm, the number of deci-
sion trees is 100.

In Fig. 2, which illustrates the error matrix of the random forest algorithm
(a), logistic regression algorithm (b) and optimized gradient gain algorithm.
For the random forest algorithm, it can be seen that the vast majority of hits
are correctly classified as hits. For songs that are not successful the incorrectly
classified samples are more than for hits. For logistic regression can be seen
that the number of correct predictions is greater than the number of incorrect
predictions, but the values are close to each other. The unoptimized logistic
regression algorithm is characterized by a large number of incorrect predictions.
The most numerous quadrant represents correctly classified works that were
successful. Correctly classified songs that were not successful also score high for
gradient gain algorithm. As with the random forest algorithm, the incorrectly
classified songs that were not successful outnumber the hits.

The obtained results of the classifier evaluation measures for the used default
parameters of the models implemented in the scikit-learn library, were found to
be insufficient. The next stage of the work proceeded to optimize each model.
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Fig. 2. Error matrices of the studied algorithms before their optimization

3.3 Recursive Feature Elimination (RFE)

Recursive feature elimination is used to reduce irrelevant information. The initial
point of analysis is the full set of features in the dataset. In the RFE algorithm,
multiple rankings of variables are performed. The model is built and evaluated
for the full set of variables and then a ranking of the variables is built. Only the
information carried by the model is used to build this ranking. The worst ranked
variable is removed and the model is built again for the data set excluding the
removed variable. One model is built for each iteration to reduce computational
complexity. The procedure is repeated until the variables are exhausted. The
result of the completed algorithm is a sequence of optimal subsets from each
iteration, from which the most optimal one is selected.

3.4 Hyperparameter Tuning

Hyperparameters are called user-adjustable parameters that control the model
training process. The performance of the model depends on the values of the
hyperparameters to a large extent.

The process leading to model optimization is based on finding the best con-
figuration of hyperparameters. Such a process is called hyperparameter tuning.

One of the methods for hyperparameter tuning is the grid search method.
This method works iteratively by checking all possible combinations of hyperpa-
rameters using cross-validation to select optimal hyperparameter values. When
there are a large number of hyperparameters and their values to be searched,
the grid search method can become computationally very complex.

3.5 Optimization of Tested Models

Recursive feature elimination and grid search method for hyperparameter tun-
ing were used to optimize the random forest model. The feature elimination
performed showed that the optimal feature selection was the selection of the full
set of 13 input features. None of the features were removed from the input data.
The hyperparameters were then selected for tuning:
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– n_estimators, which is the number of trees in a random forest. 100, 500, and
1000 are given as values to check.

– criterion, indicating how the samples are divided. By default, the Gini coeffi-
cient is selected, but it is also possible to select entropy. In machine learning,
entropy determines contamination. The entropy of a set takes the value 0
when the set contains only samples belonging to one class.

– max_depth, denoting the maximum depth of the decision tree. The values to
be checked are 5, 10, 20, 25 and None, indicating no tree depth constraint.

The hyperparameter values selected as the most optimal by the grid search
method were n_estimators = 500, criterion = ’entropy’ and max_depth = 20.

Recursive feature elimination and grid search method were used to optimize
the logistic regression model. Feature elimination showed that 11 features were
the optimal choice. The features selected as non-significant were tempo and ms
duration. Hyperparameters were selected for tuning:

– C, kt that determines the inverse strength of regularization. Regularization
means applying a penalty to the estimated parameter values to prevent over-
fitting the model to the data. 0.01, 0.1, 1.0, 100, 1000, and 10000 were chosen
as the values to be checked.

– penalty, specifying which type of penalty is imposed during estimation. The
l1 and l2 penalties were selected for testing.

The hyperparameter values selected as the most optimal by the grid search
method were C = 100 and penalty = l1.

Recursive feature elimination and grid search method were also used to opti-
mize the gradient gain model. Feature elimination showed that the full set of
features was the optimal choice. Hyperparameters were selected for tuning:

– learning_rate, which is a hyperparameter that controls the training rate of
the model. The values chosen for testing were. 0.01, 0.05, 0.1, 0.15, 0.2.

– max_depth, denoting the maximum depth of the individual regression esti-
mator. The values chosen were 3, 5, 10, 20, 25.

The hyperparameter values selected by the grid search method as the most
optimal were learning_rate = 0.15 and max_depth = 5.

4 Evaluation of Models After Optimization

After the optimization of the tested models, we proceeded with the evaluation
of the models conducted analogously to the evaluation conducted for models
with default hyperparameter values. The database samples were again split 70
to 30 into a learning string and a test string. Optimized random forest, logistic
regression, and gradient enhancement models will be evaluated.
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Fig. 3. Error matrices of the studied algorithms after their optimization.

In Fig. 3, which illustrates the error matrix of the random forest algorithm
(a), logistic regression algorithm (b) and optimized gradient gain algorithm after
optimization.

For the optimized random forest model, it can be seen that there was an
increase in the number of correct classification of unsuccessful songs from 4479
to 4693 relative to the unoptimized model. At the same time, the amount of
correct classification of hits decreased from 5250 to 4915.

For the optimized logistic regression model. Relative to the unoptimized
model, the number of correctly classified hits increased from 3591 to 4109 and
songs that were not commercially successful from 3824 to 4758.

For the optimized gradient gain model. Relative to the unoptimized model,
the number of correct classifications of unsuccessful tracks increased from 4269
to 4485. The number of correct classifications of commercially successful tracks
decreased from 5314 to 5026.

5 Summary

The purpose of this paper was to design and implement an application to predict
the success of a music piece using machine learning algorithms. The classifica-
tion algorithms belonging to supervised machine learning algorithms were used
in this work. Random forest, logistic regression and gradient boosting algorithms
implemented in scikit-learn library were selected. Classification was performed
based on 13 features of the songs. In this article, we have adopted chart position
as a measure of success for songs. We have endeavored to extract those parame-
ters that contribute the most to achieving success. In this study, more complex
and subjective parameters describing songs were utilized, such as danceabil-
ity, alongside other articles that investigated the influence of more fundamental
parameters like MFCC.

After comparing the three machine learning models, the gradient gain algo-
rithm model was found to produce the most satisfactory results. Unlike the
random forest algorithm, the gradient gain algorithm was not over-trained, and
its accuracy for the learning string and the test string was close to 80%. The
proposed opportunities for the development of this work are:



Using Machine Learning Algorithms to Explore Listeners Musical Tastes 409

– use to classify spectrograms of works,
– attempting to predict the success of a song using artificial neural networks,
– extending the statistical research on the base of works characteristics,
– make predictions of song success for each decade after dividing the song fea-

ture database by decade.
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Abstract. The objective of this paper is to test the forecasting performance of
three nonlinear econometric prediction models, namely: Generalized Autoregres-
sive Conditional Heteroskedasticity (GARCH), Exponential Generalized Autore-
gressive Con- ditional Heteroskedasticity (EGARCH), and the Smooth Transition
Autoregressive (SETAR) model applied to the MASI index of the Casablanca
Stock Exchange the period studied is from January 01, 2002 to September 20,
2018. Non-linearity tests are used to confirm the study’s hypotheses. The opti-
mal delay was also chosen using Schwartz selection criteria. The Mean Absolute
Error (MAE) criterion, the Root Mean Square Error (RMSE) criterion, and the
Mean Absolute Percentage Error (MAPE) criterion were used to select the best
prediction model. The results of using the GARCH, EGARCH and SETAR mod-
els revealed that the SETAR model is the best. These results can be beneficial for
financial market traders to make good decisions regarding allocative portfolio and
asset management strategies.

Keywords: GARCH · EGARCH · SETAR · MASI Index · Forecast

1 Introduction

In the modeling of economic and financial data, non-linear time series have received
more attention from researchers in recent years than linear time series. This is primarily
due to the inability of linear time series to describe the dynamics of financial time series.
Ac- cording to Maponga [1] linear time series are models that describe the behavior of
time series in terms of past values.

Dynamic nonlinear equations yield nonlinear time series (Xaba, [2]). These equa-
tions represent properties that linear time series cannot represent. These characteristics
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include time-varying variance, skewed cycles, high moment structures, and data thresh-
olds. As alternatives to the usual linear models, other models have been considered.
Examples include the Autoregressive Conditional Heteroscedastic (ARCH) model pro-
posed by Engel [3], the General Autoregressive Conditional Heteroscedastic (GARCH)
model proposed by Bollerslev [4], and its exponential extension (EGARCH) proposed
by Nelson [5] , are examples.

In contrast, the scientific community has paid particular attention to regime-switching
models (Franses and Dijk, [6]). In the econometric literature, this family of nonlinear
models has been proposed to capture nonlinearities in economic and financial data.
Tong’s Treshold Autoregressive (TAR) model, as well as the Self Exciting Trash-
old Autoregressive (SETAR) model, Teräsvirta and Anderson’s Smooth Transition
Autoregressive (STAR) model, and Hamilton’s Markovian Autoregressive Regime Shift
(MS-AR) model, are among the most widely used models in this class [10].

In contrast to traditional linear econometric models, the GARCH, EGARCH, and
SETARmodels assume the existence of different regimes inwhich time series can behave
differently. The goal of this paper is to look into the feasibility of developing empirical
models that can describe and forecast the evolution of the MASI, the Casablanca Stock
Exchange’s main index.

Furthermore, the aim of this paper is to compare the predictive abilities of three
nonlinear regime management models, namely GARCH, EGARCH, and SETAR. The
findingsmay help financialmarket participantsmake sound decisions about portfolio and
asset allocation strategies. To choose the best efficiency prediction model between these
three non-linear econometric models, we use 03 error criteria namely MAE, RMSE, and
MAPE [11–13].

This paper is organized as follows: Beginning with an introduction and the method-
ology of the paper, the properties and econometric tests are studied in the second section,
the third section explained the estimation of models such as GARCH, EGARCH and
SETAR. The last section is devoted to a comparative approach between these three
models in order to select the best model for forecasting.

2 Methodology

The purpose is to study the methods and tests used to test and model the series of the
MASI index following the GARCH, EGARCH and SETARmodels and choose the most
optimal forecasting model.

3 Nonlinear Model Estimates

The objective of this section is to present the descriptive statistics and the econometric
tests applied to the MASI for daily data ranging from January 1, 2002 to September 20,
2018.
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Fig. 1. Logarithmic MASI daily (In level and yields)

3.1 Statistical Properties

The data used is the daily MASI index, which was downloaded from the Casablanca
stock exchange website and spans a period of 4176 observations.

The evolution of the MASI series on a sample of 4167 observations is depicted
in Figure 1. To account for non-stationarity in variance, this series is transformed into
logarithmic difference.

Table 1. Descriptive Statistics on the Yield Series

Series T Average Standard deviation

MASI 4176 0,000,272 0,000,282

Skewness Kurtosis J.B

–0,414,859 9,809,579 8186, 271

The number of observations is denoted by T, J.B is the statistic of Jarque and Bera

Table 1 shows the log-differentiated series’ descriptive statistics (number of obser-
vations, standard deviation, mean kurtosis and skewness) as well as the Jarque and Bera
normality statistic value. The J.B. statistic rejects the null hypothesis of normality, and
theMASI yield series is leptokurtic. The yield series is skewed to the left, as indicated by
the negative skew- ness coefficient. This asymmetry suggests that the series is nonlinear.
Because the P-value relative to the Jarque and Bera statistic is less than 5%, the Jarque
and Bera test confirms the non-normality of the MASI yield distribution (Table 2).
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Table 2. ADF Test

Series ADF test statistic t-statistic Prob

MASI −48.40257 0.0001

Level 1% −3.431732 −
5% −2.862036 −
10% −2.567077 −

Integration order I (0) −

3.2 Statistical Tests: Stationarity, Homoscedasticity and Non Linearity

3.2.1 Stationarity Test: Augmented Dickey Fuller-ADF

The probability associated with the value of t-statistic (–48.40257) is lower than 5%,
then the MASI series is stationary, with an integration order of value 0 [14].

3.2.2 Homoscedasticity Test: Breush Pagan and De White

Table 3 shows the results of the estimates obtained by applying the Breush Pagan and
White homoscedasticity tests to the MASI yield series.

Table 3. Homoscedasticity Test

TR2 Q

465,83** 39,38***

TR2 of White’s test is the Breush Pagan statistic, and Q is the Breush Pagan statis-
tic. *** and ** At the respective thresholds of 1% and 5%, the null hypothesis of
homoscedasticity is rejected.

The Breush-Pagan and White tests produce similar results in that they both reject
the null hypothesis of homoscedasticity. It should be highlighted that the rejection of
the homoscedasticity null hypothesis is probably certainly owing to the presence of an
ARCH effect, which is prevalent in financial time series.

3.2.3 Non Linearity Test: ARCH

Engel’s (1982) conditional heteroscedasticity test has as its null hypothesis the absence of
anARCHeffect, i.e. the series does not exhibit conditional heteroscedasticity. According
to the alternative hypothesis, the series has an ARCH effect. Table 4 summarizes the
esti- mation results.

The ARCH test allowed us to conclude that the MASI return series contains condi-
tional heteroscedasticity (ARCH effect). It should be noted at this point that the pres-
ence of conditional heteroscedasticity indicating that the return series is not iid does not
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Table 4. Heteroscedasticity test: ARCH

Series ARCH test statistic F-statistic Prob

MASI F-statistic 322.2311 0.0000

Obs*R- squared 299.2658 0.0000

imply market inefficiency. This case corresponds to Alexandre’s (1992) random walk:
the unconditional moments of the residuals are the same as those of white noise, but the
moments conditional on the set of available information differ.

4 Estimation of Nonlinear Models: GARCH, EGARCH, SETAR
Model

4.1 GARCH Model

4.1.1 Presentation of GARCH Model

In 1986, Bollerslev created the GARCH model (generalized autoregressive conditional
heteroscedasticity model). Based on the ARCHmodel, this model evolved through time.
In the limited sample condition, the GARCH model tackles the issue of insufficient
calculation efficiency and accuracy induced by too many lags in the model. It can be
used to create financial data regression models, analyze volatility, and forecast.

The GARCH (p, q) model is a time series variance ARMA (p, q). The AR(p) model
represents the residual variance (squared errors) of our time series. The MA(q) portion
simulates the process’s variation. The GARCH model is simplified to the ARCH model
when p = 0. The present conditional variance is affected by its lag and residual lag,
whereas the current variance is affected by the constant term c, the preceding period’s
residual varepsilon t, and the forecast variance, according to the GARCH model.

The GARCH (p, q) can be written as follows: [15]

ϑt
2 = α1ϑt−1

2 + · · · + αpϑt−p
2 + β1εt−1

2 + · · · + βqεt−q
2 + c

ϑt
2 =

p∑

i=1

αiϑt−i
2 +

q∑

j=1

βjεt−j
2 + c (1)

The GARCH (1, 1) Model is:

ϑt
2 = αϑt−1

2 + βεt−1
2 + c (2)

where:
ϑt

2: The conditional volatility.
εt−1

2: Squared unexpected returns for the previous period conditional volatility.
α, β, c: Positive constants (Table 5).
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4.1.2 Estimation of GARCH Model

The results of this test show that it is a GARCH (1.3)
GARCH = C(4) + C(5) * RESID(−1)2GARCH(−1) + C(6) * GARCH(−1) +

C(7) *) * GARCH(−2) + C(8) * GARCH(−3)

Table 5. Coefficients of GARCH model

Variable Coefficient Std-Error z-Statistic Prob

C 0.000212 0.000106 2.003068 0.0452

AR (2) 0.062214 0.015737 3.953252 0.0001

MA (1) 0.182057 0.017982 10.12457 0.0000

Variance Equation

C 4.04E-06 3.64E-07 11.10060 0.0000

RESID (-1)2 0.275708 0.011936 23.09890 0.0000

GARCH (-1) 0.376343 0.050377 7.470467 0.0000

GARCH (-2) 0.016578 0.056897 0.291374 0.7708

GARCH (-3) 0.265998 0.037958 7.007665 0.0000

All coefficients are significant since their p-value is less than 5% except for the
variable C.

4.2 EGARCH Model

4.2.1 Presentation of EGARCH Model

Nelson (1991) proposed the Exponential GARCH (EGARCH) model as the first variant
of the GARCH model that allows for asymmetric effect

The EGARCH (1, 1) model is written as follows: [16]

Ln(ht) = c + xt−1α1 + δ1[|xt−1| − E|xt−1| + β1Ln(ht−1)] (3)

where:

ht : The conditional variability
xt : the news’s content (positive/small/negative/large).
The EGARCH model (3) describes the relationship between previous shocks and

the logarithm of the conditional variance; no parameter (α, δ and β ) constraints must be
imposed to ensure that ht is nonnegative.

Utilizing xt properties, it follows that:

f(xt) = xtα1 + δ1[|xt | − E|xt |] (4)
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xt) is piecewise linear in xt is uncorrelated and has a mean of zero. The function f(„ as
shown by:

f (xt) = I(xt > 0). xt(α1 + δ1) + I(xt < 0). xt(α1 − δ1) − δ1[E|xt |] (5)

Thus, negative shocks have an effect on the log of conditional variance of (α1 − δ1)
, whereas positive shocks have an effect of (α1 + δ1).. This property of the function f(xt)
results in an asymmetric NIC (Fig. 2).

The NIC for the EGARCH (1,1) model (3), in particular, is given by (Table 6):

NIC
(
εt |ht = σ 2

)
=

⎧
⎨

⎩
C.exp

(
εt

(α1+δ1)

σ

)

εt > 0

C.exp

(
εt

(α1−δ1)

σ

)

εt < 0

With:
NIC: New impact Curve

C = e(−δ1

√
2
π

+c)
σ 2β1 (7)

Fig. 2. NIC of The EGARCH /GARCH applied on the MASI

4.2.2 Estimation of EGARCH Model

The results of this test show that it is a EGARCH (1.3)
Log(GARCH) = C(4) + C(5) * |RESID(−1)2|(GARCH(−1))) + C(6) *

|RESID(−2)2|(GARCH(−2))) + C(7) * |RESID(−3)2| (GARCH(−3)))+C(8) *
Log(GARCH(−1))

All coefficients are significant since their p-value is less than 5% except for the
variable C.
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Table 6. Coefficients of EGARCH model

Variable Coefficient Std-Error z-Statistic Prob

C 0.000154 9.72E-05 1.581728 0.1137

AR (2) 0.056105 0.015518 3.615489 0.0003

MA (1) 0.182685 0.017219 10.60950 0.0000

Variance Equation

C (4) −0.370176 0.036354 −10.18264 0.0000

C (5) −0.370176 0.036354 −10.18264 0.0000

C (6) −0.370176 0.036354 −10.18264 0.0000

C (7) −0.370176 0.036354 −10.18264 0.0000

C (8) −0.370176 0.036354 −10.18264 0.0000

4.3 Setar Model

4.3.1 Presentation of SETAR Model

A SETAR (2,1,1) with 2 regimes and an autoregressive process AR (1) with (d = 1) in
each regime is as follows: [17]

ϑt = (μ1,0 + ϑt−1μ1,1)(−I[ϑt−1 > c + 1]) + (ϑt−1μ2,1 + μ2,0)(I[ϑt−1 > c]) + εt

qt = ϑt − d (8)

I(. ) Denotes the indicator function, qt is threshold variable μ1,0 , μ1,1, μ2,0, μ2,1 are
the coefficients represents the coefficients of the AR (1) process.

In the equation, the TAR model allows for different variances for all n segments
(regimes). A restriction of the following form is used to stabilize the variance for the
different regimes:

Yt = I1

⎡

⎣α1,0 +
P1∑

i=1

Y1,t−iμ1,i

⎤

⎦ + I2

⎡

⎣α2,0 +
P2∑

i=1

Y2,t−iμ2,i

⎤

⎦ + ... + Iw

⎡

⎣αw,0 +
Pw∑

i=1

Yw,t−iμw,i

⎤

⎦ + et

(9)

When it corresponds to the segment j, it is equal to 1, otherwise it is equal to 0.
The Ordinary Least Squares (OLS) method can easily estimate each of the m segments,
whereas the nonlinear least squares method can estimate the TAR model in equation;
however, the boundaries between the segments must be determined. One method for
determining segment boundaries is through the localization of structural ruptures. The
presence of at least one breaking point in a time series indicates that the data are non-
linear.

The threshold change variable qt is now assumed to be any delay qt= ϑ t-d. We used
d = 1 in this case. The delayed values of the series determine the regime change. We
use the same method as before to find the order p that reduce the BIC and AIC criteria.
The delay p = 2 minimizes both the AIC and the BIC criterion (Table 7).
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4.3.2 Estimation of SETAR Model

Table 7. Threshold Variable: MASI (–2)

Variable Coefficient Std Error t-Statistic Prob

MASI (−2) < 0.001053596 – 2353 obs

C −0.000144 0.000150 −0.959378 0.3374

MASI ( −1) 0.246287 0.019941 12.35062 0.0000

0.001053596 < = MASI (−2) – 1820 obs

C 0.000540 0.000174 3.095417 0.0020

MASI ( −1) 0.306889 0.023134 13.26568 0.0000

R-squared 0.082033 Mean dependent
var

0.000270

Adjusted R-squared 0.081373 S.D.
dependent var

0.007520

5 The Comparative Between GARCH, EGARCH and SETAR
Models

Wecanusemodel comparison criteria to select the bestmodel; these criteria are numerous
and play an important role in econometrics. These criteria are based on forecast error
and are intended to be minimized. These are the criteria: MAPE, RMSE, and MAE.
Table 8 shows the outcomes of the comparison of the three models.

MAE = 1

n

n∑

k=1

|ϕk | (10)

RMSE = √
MSE =

√√√√1

n

n∑

k=1

ϕk
2 (11)

MAPE = 1

n

n∑

k=1

|αk − αk
∧|

ϕk
.100% (12)

where:
ϕk : The error factor.
αk : The actual value.
αk
∧

: The forecast value.
The above table shows that forecasting the MASI stock market index using the

GARCH model is the most optimal because it has the lowest error criteria.
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Table 8. Comparison between GARCH, EGARCH and SETAR

Measure Method MASI Index

RMSE GARCH 0.007520

EGARCH 0.007520

SETAR 0.007526

MAE GARCH 0.005073

EGARCH 0.005074

SETAR 0.005079

MAPE GARCH 182.8022

EGARCH 184.7029

SETAR 175.0816

6 Conclusion

The study examined at how the GARCH, EGARCH, and SETAR models performed
in modeling and forecasting the MASI Index from 2002 to 2018. One of the study’s
goals was to demonstrate that the MASI index used in the study was nonlinear. The
assumption of return independence is clearly rejected, according to two tests. In other
words, according to financial market theory, the series is nonlinear, and Casablanca’s
financial market is inefficient. The MAE), RMSE, and MAPE criterion were used in the
study to select the best performing model (MAPE). Overall, the results demonstrated
that the GARCH modeling technique outperformed the EGARCH and SETAR models
in the vast majority of cases.

The results discussion leads to the following conclusions:

– The MASI index’s closing price is non-linear and does not change structurally
– The almost non-existent error measures indicate that the various MASI closing price

predictive models are robust, efficient, and reliable for forecasting.

When compared to the other 03 non-linear models, the GARCH model performed
well.

The paper’s future research will compare forecasting between the ANN model and
genetic algorithms including theuseof deep learning algorithms inorder to test prediction
efficiency.
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Abstract. In the Philippines, usage of energy has been steadily increas-
ing over the years, however, the advent of the COVID-19 pandemic
brought about unforeseen changes to these parameters. By using machine
learning algorithms, energy predictions can be more properly assessed,
and corresponding measures can be put into place. The Monthly and
Quarterly Market Assessment Report of Wholesale Electricity Spot Mar-
ket (WESM), governed by Philippines Electricity Market Corporation
(PEMC)’s data was analyzed using four machine learning algorithms,
namely, Random Forest, XGBoost, Linear Regression, and Support Vec-
tor Regression (SVR) to determine the best algorithm in predicting
energy consumption within the pre-pandemic and pandemic periods. It
was found that the Pre-pandemic (Period 1) data was most accurately
predicted by the XGBoost model, having a Root Mean Square Error
(RMSE) of 366.691 and Mean Percentage Error (MAPE) of 0.044, while
the Pandemic (Period 2) data was most accurately predicted by the Ran-
dom Forest Model from its RMSE of 687.665 and MAPE of 0.061. While
the poorest performing model for both these periods was the SVR, get-
ting an RMSE of 431.366 and 982.202 to the respective periods. The
results show how developing tree-based predictive models, XGBoost and
Random Forest Models, are significant in forecasting energy consump-
tion in the Philippines, and is therefore also beneficial for future studies
that aim to engage in crafting energy conservation and efficiency policies
for economic growth.

Keywords: Energy consumption · Forecast · Machine learning

1 Introduction

Energy has always played a vital part in modern society. In fact, consumption of
such a resource exhibits a continuous rise to developing economies [1]. It performs
as a societal backbone in that its utilization is deemed essential from fueling
activities, from mundane ones up to crucial operations. Exemplified by sectors
such as residential, commercial, and industrial using electricity as a primary
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 424–435, 2023.
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source for operation, energy consumption is thus generally regarded as an index
of standard of living [2].

In the Philippines, the average energy consumption per person reached a peak
of 5,205 kWh in 2019 and has been relatively increasing in each year prior. Some
notable trends which follow this annual increase include country energy con-
sumption (peaked at 563 TWh in 2019), country electricity generation (peaked
at 108.27 TWh in 2021), and average electricity generation per person (peaked
at 961 KWh in 2019) [3,4].

These statistics, as authored by Ritchie et al., go to show how studying
energy consumption in the Philippines proves to be relevant, especially that the
population’s access to electricity is at an all-time high at 96.84% [3]. Further-
more, there is a lack of datasets in developing economies to be able to predict
future demands in electricity [1]. This is where tools such as regression analy-
sis become useful to bridge the gap of such data deficiency [5]. It can be used
to generate predicted data and thus arrive at a plausible conclusion if energy
demands would still be met in the years to come [4]. More importantly, knowing
the pattern of consumption and predicting the trend of energy consumption can
work to determine priorities in the process of taking decisions on a sustainable
urban environment for the energy sector in the Philippines, and therefore be
a reasonable metric to improve energy efficiency of industrial and commercial
industries for better policy-making and economic growth.

This paper will assess different machine learning algorithms in forecasting
time series of energy consumption in the Philippines and compare the accu-
racy of each forecasting. Through this, allowing the researchers to investigate on
which approach is likely to be accurate for future implementation of energy con-
sumption prediction. It would be beneficial to concretizing findings established in
relevant studies, as well as exploring how these build on in more specific contexts
such as that of the Philippines.

2 Literature Review

In a study by Shin and Woo [6], For estimating energy usage in Korea, three
machine learning methods were compared: Random Forest (RF), XGBoost
(XGB), and Long Short-Term Memory (LSTM). The researchers concluded that
machine learning can be used to anticipate energy use, albeit classic econometric
methods beat machine learning in some circumstances. Machine learning demon-
strated advantages in dealing with unexpectedly irregular time series data [6].

Similarly, Rambabu et al. [7] exhaustively delved into the prediction and anal-
ysis of household energy consumption through machine learning algorithms for
energy management. Their paper focused on predicting household energy con-
sumption where models are trained by using various machine learning algorithms
such as Linear Regression, Lasso Regression, Random Forest, Extra Tree Regres-
sor, XG Boost, etc. It must be noted that patterns of household energy consump-
tion are observed by the constant changing of different factors namely, tempera-
ture, humidity, an hour of the day, etc. The researchers’ findings suggested that
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tree-based models give the best results among the rest of the machine-learning
approaches used [7]. The evaluation metric used was R square which can be
utilized to gauge how much variance in the dependent variable can be predicted.

A case study in Malaysia also discussed energy consumption prediction
by using three methodologies of machine learning, specifically, Support Vec-
tor Machine, Artificial Neural Network, and k-Nearest Neighbor [8]. These
approaches were proposed for the algorithm of the predictive model. The paper
explored a great insight into real-life applications where the researchers used
two tenants from a commercial building as proponents of their case study. The
metrics of evaluation used in the paper are compared based on RMSE, NRMSE,
and MAPE metrics [8].

These studies show how machine learning algorithms can be an indispens-
able tool for forecasting power consumption to be able to achieve sustainable
and effective systems in their respective contexts. However, testing the pre-
dictive models they have created into the context of the Philippines may not
show consistent results due to the disparity and nature of the data available for
analysis. For Shin and Woo [6], three machine learning algorithms were more
extensive, being modeled from January 1997 to June 2021. Rambabu et al. [7],
on the other hand, utilized a more continuous dataset on power consumption
for analysis, that being measured at 10-min intervals over 4.5 months in terms
of house temperatures and humidity. Similarly, the dataset of Salam et al. [9]
for machine learning algorithms for power consumption prediction in Tetouan,
Morocco followed the same interval collection from January 1, 2017 to December
31, 2017, measured in KW.

Thus, it is important to note that data limitations arise as an additional
limitation to model energy demand of developing countries, one of which is the
Philippines. In fact, aside from data limitations, Bhattacharyya and Timilsina
[10] posited that these countries face such a challenge due to institutional capac-
ity and the specific characteristics of their energy systems as well. In their study,
they have compared different energy demand forecasting models and their crite-
ria, including type, purpose, approach, and geographical coverage, among many
others. These models varied in their capabilities and coverage, where some were
more suitable for general analysis while others were more complex and specific.

These go to show that failure to address these challenges can yield inac-
curate results, ultimately misguiding policy recommendations. Therefore, there
is a need to improve energy demand modeling tools and institutional capaci-
ties in developing countries, one that is tailor-made to address the consumption
behavior of a country given its income group, location, and more importantly,
the data available to analyze and model energy consumption. Hence, closing the
energy consumption gap through effective policies is critical for a sustainable
and successful future. Policymakers may minimize climate change, reduce envi-
ronmental impact, and promote sustainable development by prioritizing energy
efficiency and renewable sources. Diversifying the energy mix and investing in
resilient infrastructure improves energy security by reducing risks and assuring
a consistent supply especially in developing countries like the Philippines.
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3 Data and Methodology

3.1 Data

The data used throughout this project is consolidated data from 2014 to the
second quarter of 2022 of the Monthly and Quarterly Market Assessment Report
of the Wholesale Electricity Spot Market (WESM) governed by the Philippine
Electricity Market Corporation (PEMC) [11].

Considering the caveats, the dataset was mostly curated from the summary
reports of WESM. So, the total energy consumption data for 2016 is only avail-
able through a bar graph without any numeric label accompanying the bar in
each month. The dataset also utilized two features which are the Date, specified
by month and year, and Total Energy Consumption (in GWh).

3.2 Methodology

Time Period Analysis. The analysis is divided into two, namely: Pre-
pandemic and Pandemic periods, additionally labeled as Period 1 and Period
2, respectively. The separation of time periods serves as the basis of the effi-
ciency of the models when practiced on a sudden shift of regulations brought by
the height of the pandemic [6].

The pre-pandemic period is composed of a rather linear growth in terms of
energy consumption and saw a rise from a starting point of 4422 GWh (Jan
2014) to an endpoint of 6224 GWh (Mar 2020) and a peak point of 7697 GWh
(Jun 2019). Following this, Figure Period 1 training and test data where it made
use of “January 2014 to March 2020” in which the training data started from
“January 2014 to June 2018”, while the rest was the testing data “July 2018 to
March 2020”.

Furthermore, it is evident that the data from April 2020, which was the first
month of lockdown and in turn, led to a staggering decrease in energy consump-
tion (3760 GWh from the previous month’s 6224 GWh) as non-essential build-
ings were cut off to minimize losses, amongst other reasons. Power generation
was drastically reduced due to slowdown in terms of economical manufacturing
production, and the energy consumption both in commercial and infrastructure
sector by 2.0% [6]. Hence, Period 2 or the Pandemic period used data spanning
from “January 2014 to June 2022”, with “January 2014 to March 2020” data
being used as training data, the period wherein it witnessed the drastic change
in energy consumption. Meanwhile, the testing data used “April 2020 to June
2022”.

Machine Learning Models. To evaluate the data concerning the scope of
the project, four machine learning algorithms were run and compared with each
other for accuracy. The models that were implemented in this paper are: Random
Forest (RF) Model, XGBoost, Linear Regression, and lastly, Support Vector
Regression (SVR).
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Random Forest (RF) can be applied to time series forecasting by converting
the time series data into a format suitable for supervised learning and using
a specific method called walk-forward validation to evaluate the model. This
is necessary because using k-fold cross validation on the model would produce
overly optimistic results [6,7]. In fact, RF has already been utilized by facility
managers for further monitoring and improving of their respective buildings’
energy efficiency [12].

Meanwhile, XGBoost has been shown to be effective in a variety of tasks,
including time series forecasting. Due to its popularity in regression problems,
it is said to hasten performance in which it utilizes parallel processing. Not only
that, but it also performs well in small datasets and averts overfitting [6,7].

Linear regression is a simple but powerful technique for forecasting. It is
effective because it makes a strong assumption about the relationship between
the input variables and the output variable, which allows it to make reliable
predictions even when the data is noisy or there are missing values. In fact,
linear regression is fast and easy to implement, making it a popular choice for
many forecasting tasks [7,14].

Lastly, Support Vector Regression (SVR) is a type of support vector machine
(SVM) that is often used for forecasting because it can handle data with multiple
features and can make predictions for continuous target variables [8,12,14]. In
the case of regression, the classes are continuous, and the goal is to find the
hyperplane that best fits the data. Not only that, SVR models can also be
trained relatively quickly, making them efficient for use in forecasting tasks.

These models were selected because they yield a significant analysis and
meaningful information in a predictive approach based from the previous pub-
lished related works [6–8]. Not only that, this paper revolves on finding the accu-
rate model to implement in terms of forecasting energy consumption, therefore
regression is advantageous in capturing associations and relationships between
forecast variable of interest and predictor variables [13,14].

3.3 Evaluating Forecast Accuracy

Since the result of the focus of the project is regression analysis, in the con-
text of prediction driven models, the most widely adopted reliability analysis
indicators are Root Mean Square Error (RMSE) and Mean Absolute Percent-
age Error (MAPE). RMSE measures the differences between the predicted and
actual values and therefore a means to measure the quality of fit between the
actual data and predicted model. It is preferred over the standard Mean Square
Error (MSE) since it is a smaller value and can be compared more straight-
forwardly. Furthermore, MAPE is one of the metrics of evaluation used in this
paper since it relatively measures how accurate the forecast system is. RMSE
equation is shown in Eq. (1), while the equation of MAPE is shown in Eq. (2)
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RMSE =

√∑n
i=1(x1,i − x2,i)2

n
(1)

MAPE =
1
n

n∑
i=1

∣∣∣∣x1,i − x2,i

x1,i

∣∣∣∣ × 100 (2)

4 Results and Discussion

The group utilized the Sci-kit learn package to build Random Forest, XGBoost,
Linear Regression, and Support Vector Regression models. With that, the final
model was chosen based on the lowest root mean squared error (RMSE) value.
Table 1 summarizes the metric of evaluation for the forecasting. It compares
the test data RMSE and MAPE values of the machine learning models for two
different periods, Period 1 and 2.

Accordingly, the machine learning model that yielded the lowest RMSE for
Period 1 is the XGBoost model with a value of 366.691. Whereas, for Period 2,
the Random Forest model was regarded as the final model since it has a RMSE
of 687.665 and it has the least RMSE among the models implemented. Based
on the empirical data that was presented, the Support Vector Regression (SVR)
model accumulated the highest RMSE for both periods with values of 431.366
(Period 1) and 982.202 (Period 2) which in this case will not be regarded as the
final model because of it overfitting of data.

Table 1. Performance of the models by period

ML Models

Metric RF XGBoost Linear Reg SVR

Period 1 RMSE 422.737 366.691 411.578 431.366

MAPE 0.050 0.044 0.047 0.050

Period 2 RMSE 687.665 692.077 935.880 982.202

MAPE 0.061 0.061 0.123 0.131

Lewis [15] categorized the accuracy of the forecast based on the predictive
models’ MAPE values. Through this, the paper utilized Table 2 interpretation of
forecasting accuracy. In Period 1, all the models showed a high accurate forecast
with their MAPE values of 0.05 (5%), 0.044 (4.4%), 0.047 (4.7%), and 0.05 (5%),
for RF, XGBoost, Linear Regression, and SVR, respectively. Comparatively, the
Period 2 models forecast returned only good accuracy for both Linear Regression
and SVR interpreting that both models were not as high as RF and XGBoost’s
with 0.061 (6.1%). This goes to show that the latter models can be identified
as more accurate models for Period 2 than the former with 0.123 (12.3%) and
0.131 (13.1%) Linear Regression and SVR, respectively.
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Table 2. Interpretation of MAPE Results for Forecasting Accuracy.

MAPE-value Accuracy of Forecast

Less than 10% Highly Accurate Forecast

11% to 20% Good Forecast

21% to 50% Reasonable Forecast

More than 51% Inaccurate Forecast

Overall, the metrics of evaluation showed the machine learning models that
yielded the least RMSE value are the XGBoost and Random Forest model,
Period 1 and 2, respectively. Both of these models were deemed Highly Accurate
in terms of their forecasting ability. On the other hand, Linear Regression and
Support Vector Regression (SVR) gained the highest RMSE amongst the models
in Period 1 and 2. Not only that, but both of these models forecasting accuracy
are simply Good Forecast as opposed to the aforementioned models with high
accuracy.

4.1 Philippine Energy Consumption Model Forecasts

Fig. 1. Random forest model comparison by period with prediction error.

As shown in Fig. 1, both periods were compared in the Random Forest model in
which they are accompanied by their respective prediction errors. Figures 1a and
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1b show actual values forecasted against the predicted values. Period 1 depicts
that the predicted values were much lower than the actual values from April
2019 to March 2020.

Whereas, the prediction in Period 2 slightly forecasted the actual values
between January 2021 until March 2022. April 2021 to September 2021 were
accurately predicted. The data of the Random Forest model can further be
observed through the prediction errors wherein the residual were quite loose
for Period 1 as compared to Period 2 which are compact given that there is
one outlier due to sudden decrease of energy consumption during the start of
lockdowns.

Figure 2 illustrates the XGBoost model comparison of Period 1 and 2 with
their respective prediction errors. Figures 2a and 2b show the actual values fore-
casted against the predicted values in which Period 1 depicts that the predicted
values were much lower than the actual values from April 2019 to October 2020.

Fig. 2. XGBoost model comparison by period with prediction error.

However, Period 2’s prediction forecasted the actual values between April
2021 to September 2021. The data were closely tight from June 2019 until June
2022. Observing the prediction errors, in Figs. 2c and 2d, the residual were quite
loose for Period 1 as compared to Period 2 which are more compact given that
there is one outlier due to sudden decrease of energy consumption during the
start of lockdowns.

Figure 3 illustrates the Linear Regression model comparison of Period 1 and
2 with their respective prediction errors. Based on the graph, Figs. 2a and 2b,
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it showed a great disparity between the actual values and the predicted values
in Period 1. The start of pre-pandemic, August 2018 to November 2018, it was
fairly forecasted. However, it took a great turn on the following months wherein
the prediction were incongruent to the actual. The analysis can also extend to
Period 2’s forecast since the graph showed no similarities to the actual values.
Importantly, Figs. 3c and 3d showed the prediction of error relatively affected
the forecast since the predicted values were not consistent with the actual values.

Fig. 3. Linear Regression model comparison by period with prediction error.

Fig. 4 illustrates the Support Vector Regression model comparison of Period
1 and 2 with their respective prediction errors. Figures 4a and 4b, same with
the previous model, Linear Regression, it also showed a great disparity between
the actual values and the predicted values in Period 1. The forecasting was
incongruent with the actual wherein there is somewhat a disconnect using the
model in terms of actualizing the predicted values with the actual. The analysis
can also extend to Period 2’s forecast since the graph showed no similarities to
the actual values. With that, comparing the SVR and Linear Regression models,
both were quite similar in their forecast.

Figures 1, 2, 3 and 4 compare the predicted values from machine learning
models with the actual values and the predicted values from the optimal model
for each time period.

Figures 5a and 5b summarize the featured machine learning models forecast
using the predicted values against the actual values for Period 1 and Period 2.
It can be seen that the forecasting ability of the models varied and there was
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a noticeable difference in the predicted values when tracking the post-rebound
rise. In the first period, the XGBoost model performed the best by following
similar trend intervals. In the second period, the optimal model, which was the
Random Forest (RF) model, produced predictions that were almost the same
as the actual values by only a margin with XGBoost. In their respective cases,
both the XGBoost and Random Forest (RF) models show high adaptability
to forecasting values given the nonlinearity of the dataset, as modeled by the
January 2019 to April 2019 data in Period 1 and the sudden decline of energy
consumption in April 2020 as seen in Period 2.

Fig. 4. SVR model comparison by period with prediction error.

The two weakest predictive models, the Linear Regression Model and Support
Vector Regression, demonstrate comparable patterns in Periods 1 and 2. Despite
the fact that their projected values are closely clustered, they do not perform as
well as the XGBoost and RF models.

In time-series problem-solving, tree-based predictive models such as RF and
XGBoost outperform other models. Tree-based models, as opposed to linear
regression and SVR (linear), may successfully capture non-linear correlations
between variables. While SVR can include nonlinearity through the use of kernel
functions, it frequently involves a tradeoff between efficiency and complexity,
leading in longer training times and possibly overfitting. XGBoost and RF, on
the other hand, provide quick training, precise results, and scalability, making
them ideal for the task at hand. Furthermore, tree-based approaches have the
advantage of being able to handle missing data, with XGBoost automatically
inputting missing values using defaults or column means/medians.
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Fig. 5. Machine learning models forecast in Pre-pandemic and Pandemic Period

5 Conclusion

The paper introduced different machine learning algorithms in forecasting time
series of energy consumption and compared the viability of these models on which
approach has high accuracy to predict these patterns or trends surrounding
energy consumption. Two periods were used in the analysis, pre-pandemic and
pandemic, Period 1 and 2, respectively.

To summarize, this study explored the use of machine learning to forecast
energy consumption and determined the viable model that can be implemented
in analyzing energy forecast in the Philippines. In particular, the XGBoost model
was the most accurate in predicting the first period, while the RF model had
the lowest RMSE in the second period. Thus, these convincingly demonstrate
that tree-based predictive models have a superior advantage over other models in
solving time-series problems. Knowing this, the study also verified the predictive
power of machine learning in the energy market using real data and suggested
that this forecasting model could be used by energy companies and governments
to respond better to changes in energy consumption and improve the reliability
of energy supply and demand data.

There are a few limitations to this research and potential areas for future
study. Firstly, the accuracy of the model’s prediction and analysis can vary
depending on the data and variable settings, making it difficult to determine
which approach is superior in all cases. Secondly, the caveats mentioned earlier
in the data summarize how the data regarding energy consumption is lacking
here in the Philippines. In order to build an effective way for forecasting the con-
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sumption of energy, we must start in consolidating the energy data in the country.
Thirdly, to further invoke a much higher accuracy, the samples of the data must
be increased or at least the data points should be widened for distinguishing
more models with better predictive approach. Therefore, the future work should
further investigate on time series forecasting algorithms such as Autoregressive
Integrated Moving Average (ARIMA) and Seasonal Trend Decomposition to
enhance the analysis by integrating energy consumption by day or seasons.
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Abstract. Global air pollution is becoming increasingly severe. In this
context, monitoring air quality at all times and locations is necessary.
Traditionally, air quality is monitored using stationary monitoring sta-
tions. However, this approach has an inherent shortcoming: limited
monitoring locations. Crowdsensing-based air monitoring has recently
emerged as a promising alternative that expands monitoring coverage
in both temporal and spatial dimensions through the collaboration of
numerous participants. Typically, participants in crowdsensing systems
are compensated for the data they provide. One of the critical challenges
in handling a crowdsensing system is minimizing the cost while guar-
anteeing the quality of the data collected. For crowdsensing-based air
monitoring systems, data quality refers to the temporal and spatial cov-
erage corresponding to the locations and times the data was collected. In
this study, we propose a solution based on deep reinforcement learning
that simultaneously optimizes two goals: maximizing coverage range and
minimizing costs. Our proposed solution is one of the first attempts to
optimize both of these objectives for crowdsensing-based air monitoring
systems. Compared to other algorithms, experimental results indicate
that the proposed solution can increase coverage by more than 30% and
reduce cost by more than 70%.

Keywords: Vehicle-based mobile crowdsensing · spatial-temporal
coverage · air quality monitoring · cost minimization · deep
reinforcement learning

1 Introduction

The urbanization and mechanization processes have exacerbated air pollution
worldwide, particularly in developing nations. In Vietnam, the AQI index is
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consistently greater than five times the WHO-acceptable threshold for health [6].
Air pollution is the cause of a variety of chronic problems, including respiratory
and cardiovascular diseases, as well as imposing serious effects on the immune
system, nervous system, etc. . In addition, air pollution is responsible for more
than seven million deaths globally each year, according to the WHO report. In
such a situation, air quality monitoring is essential for assisting individuals in
taking precautions to protect their health and for supporting policymakers in
implementing immediate measures to improve air quality.

Monitoring air quality has traditionally been conducted by monitoring sta-
tions permanently installed in specified locations. However, this approach suffers
from an inherent weakness: the limitation of monitoring coverage, i.e., it can only
acquire information from places where the monitoring stations are located. Con-
sequently, the monitoring areas are limited, resulting in the insufficiency of air
quality data. For example, there are only less than 50 air monitoring stations
in Hanoi, Vietnam, out of a total area of 3300 km2 [1]. In order to broaden
the monitoring area, several mobile air monitoring solutions have recently been
proposed. In [8], the mobility of unmanned aerial vehicles (UAVs) is utilized
to equip the capability of monitoring air quality in any location. However, the
UAV-based paradigm copes with challenges in controlling the UAV’s trajectory
and guaranteeing the UAV devices’ power.

Recently, crowdsensing has emerged as a viable alternative that utilizes the
crowd’s computing power and sensing abilities to collect data on a phenomenon
of interest, e.g., traffic monitoring and prediction, advertisement dissemination
[3]. Crowdsensing-based air quality monitoring systems have been introduced in
[13]. To encourage users to collect data in a crowdsensing system, users are typi-
cally compensated for the data they collect [5]. Consequently, one of the biggest
challenges in handling a crowdsensing system is guaranteeing the collected data
is of high quality while minimizing the total cost to the participants.

For an air monitoring system, the quality of the data depends on the locations
where the data is collected and the time of data collection. More specifically, col-
lecting as much data as possible at as many locations and times as possible is
preferable. In the study [4], the authors have introduced two concepts, namely
spatial coverage and temporal coverage, reflecting the quality of data related to
the locations where the data was collected and the time of data collection, respec-
tively. In order to reduce expenses, it is necessary to minimize the simultaneous
collection of multiple data from the same location. In the literature, there are
several efforts have been devoted to maximizing spatial coverage. In [11], the
authors studied to determine the optimal set of vehicles to maximize coverage
while satisfying the budget constraint. They proved the problem’s NP-hardness
and then proposed a heuristic approach to solve it. Zhang et al. in [14] addressed
the coverage quality maximization problem in mobile crowdsensing. The authors
in [2] focused on a crowdsensing network for environmental monitoring applica-
tions. They investigated how to choose suitable participants given their traverse
path and the rewards. The objective is to maximize the coverage quality while
guaranteeing the budget constraints. However, there are few research studies on
optimizing temporal coverage and user costs. As far as we know, [4] is one of
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very few studies to present the first findings on temporal coverage and user cost
optimization. This study, however, only considers an ideal mathematical model
and thus cannot be implemented in practice.

In this study, we focus on vehicle-based crowdsensing mobile air quality mon-
itoring systems and propose a deep reinforcement learning-based approach to
address two objectives simultaneously: maximizing spatial-temporal coverage
while minimizing the cost. By exploiting the advantage of reinforcement learn-
ing’s self-learning and self-adaptation to the environment, our proposal demon-
strates the adaptability of different network configurations and the capacity to
adapt to shifting network environments.

The main contributions of our paper are as follows.

– We formulate the crowdsensing mobile air quality monitoring system under
the reinforcement learning framework and propose a deep reinforcement
learning-based approach to solve the multi-objective optimization problem:
maximizing spatial-temporal coverage while minimizing the cost. Our origi-
nality lies in the design of state representation and the reward function.

– We perform extensive experiments to evaluate the performance of the pro-
posed method and compare it with existing solutions.

The rest of the paper is organized as follows. We formulate the problem in
Sect. 2. Section 3 presents the preliminaries and Sect. 4 describes our proposal.
We evaluate the performance in Sect. 5 and conclude in Sect. 6.

2 Problem Formulation

In the following, we first present our network model in Sect. 2.1. We then define
the terms and formulate our targeted problem in Sect. 2.2.

2.1 Network Model

Figure 1 depicts our network model, which consists of two main components: vehi-
cles and a server. Vehicles are equipped with sensors capable of sensing the air qual-
ity indicators and transmitting the collected data to the server via wireless com-
munication channels. We divide the entire timeline into small timeslots. At each
time slot, the vehicles decide whether to collect data and send it to the server. Our
problem requires vehicles to optimize their data collection (i.e., decide whether to
collect data at each timeslot) so that spatial-temporal coverage is maximized while
the total cost of data collection paid for all vehicles is minimized.

In the following section, we first present the definitions that quantify the
three concepts of spatial coverage, temporal coverage, and total cost, and then
formulate our targeted problem.

2.2 Definitions

We have an observation that air quality is frequently constant over a sufficiently
short period and in a reasonably small space. We model this observation by the
following definitions.
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Fig. 1. Network Model

Definition 1 (Spatial-temporal stability).

– With a sufficiently small r0, data collected concurrently at a point A and a
point B, whose distance to point A is within r0, can be regarded as identical.

– With a sufficiently tiny t0, the data obtained at location A at time t and at
time t + t0 can be regarded as identical.

r0 and t0 are named as the spatial, and temporal stable ranges, respectively.

We inherit the definitions of spatial and temporal coverage from [4], with the
spatial coverage representing the monitoring area and the temporal coverage
depicting the monitoring time. To be more precise, we divide the region of inter-
est S into sufficiently small grid with each cell denoted by dS . We denote by
T (dS) the time over which dS is monitored; the spatial-temporal coverage is
defined as follows.

Definition 2 (Spatial-temporal coverage).
Let S be the region of interest, then the spatial-temporal coverage of the crowd-
sensing system is defined by

Q =
∑

dS∈S

dS × T (dS). (1)

Definition 3 (Cost).
The cost is defined by the total expense paid to all participants. In this study,
we assume that all data are compensated equally. Consequently, the cost is
proportional to the number of times the participants collect data.

Given the definitions of the spatial-temporal coverage and cost, our problem is
formulated as follows.

Definition 4 (Multi-objective optimization problem).
We focus on two optimization objectives: (1) maximizing the spatial-temporal
coverage and (2) minimizing the costs. The first seeks to maximize the collected
data’s quality, as defined by the Formula (1). The second aims to reduce the
number of times the vehicles perform monitoring tasks.

3 Preliminaries

This section will present the foundation related to reinforcement learning and
deep reinforcement learning, which will be used in our proposal.
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3.1 Reinforcement Learning

Reinforcement learning (RL) is the learning technique that enables the agent to
acquire behavior in a dynamic environment through trial-and-error interaction
[7,10]. A RL framework consists of five main components including environment,
agent, action, state, and reward. At each state, the agent selects an action and
interacts with the surrounding environment. The environment then responds
with a reward signal indicating the effectiveness of the action. Q learning [12] is
one of the most popular RL techniques that uses a so-called Q table to represent
the actions’ value. In Q learning, the agent updates the Q table after every action
using the Bellman equation shown below:

Q(St, At) ← (1 − α)Q(St, At) + α[Rt + γ max
a

Q(St+1, a)], (2)

where, St and St+1 denote the states at time slots t and t + 1, respectively;
at represents the action performed at time slot t, and Rt, Q(St, At) depict the
reward and Q value when performing action At at state St; maxa Q(St+1, a) is
the maximum value that may be obtained for all possible actions a at the next
state St+1.

3.2 Deep Q Network

Deep Q-Network (DQN) is the advanced version of vanilla Q-learning, which
addresses the challenge of continuous spaces and enormously huge sets of state-
action pairings by calculating the Q table with a neural network [9]. The mapping
from state space to action-value space is represented as a nonlinear neural net-
work in DQN, enabling the agent to learn extremely complex mapping functions.
The DQN architecture includes two structure-identical, function-separated net-
works: the primary and target networks. The former is used to make decisions
and is updated more frequently. The latter network is a reflection of the primary
network, which functions as the training reference; therefore, it is updated less
frequently and is more stable. In addition, DQN utilizes the experience replay
mechanism to retain and sample data from a massive buffer of prior experience.
At each time-step, the M -sized buffer stores quartets of (St, At, Rt + 1, St + 1).
The data are then selected at random in blocks of size N to train the primary
network for minimizing the loss function shown below.

L =
1

N

N∑

i=1

[
Rt + γ max

At+1
Q′(St+1, At+1) − Q(St, At)

]2

, (3)

where Q′(·) and Q(·) denote the Q value determined by the target and primary
networks, respectively. The target network replicates the weights of the primary
network after m updates, making it the m-update delayed mirror of the primary
network.

4 Proposal

In the following, we first model our problem into the RL framework in Sect. 4.1.
We then propose the training mechanism in Sect. 4.2.
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4.1 Reinforcement Learning Framework Modeling

As stated in the previous section, a RL framework is comprised of five main
components: environment, agent, action space, state space and reward function.
In this section, we define these components in the context of the problem we are
attempting to solve.

Environment, Agents, and Action Space. We consider a multi-agent rein-
forcement framework, where the network serves as the environment, and each
sensor-equipped vehicle behaves as an agent. Every agent will interact with the
environment and other agents while driving and decide whether to conduct the
monitoring task at every time slot. After performing every action, the agent
receives a signal from the environment (via the reward value), which reflects
how good the action is. The agent’s action space consists of two values, namely
perform monitoring or not perform monitoring.

State. In RL, the state should contain all information that assists the agent
in decision-making. As our model consists of multiple agents, a single agent’s
decision must consider not only its own state but also the states of all other
agents. Ideally, the state would include information of all agents. However, this
will result in a too large state space, hindering the training process. To solve
this problem, we have the following observation (see an illustration in Fig. 2).
Given the network’s temporal and spatial stable range of t0 and r0, respectively,
we divide the network into a square grid with the size of each cell being r × r
and assume the air quality measurements at cells separated by less than m cells
can be regarded as identical; or in other words, r and m are determined by
r0 =

√
2r × m. Let Ai be an arbitrary agent who is residing in a cell ct at

time step t, then the air quality information collected by Ai will be applied for
all the cells in the square of size (2m + 1) × (2m + 1) centered at ct (the ones
colored green in Fig. 2). It means that its decision regarding whether or not to
perform air quality monitoring at time step t will affect the states of the cells in
the square of size (2m + 1) × (2m + 1) centered at ct. On the other hand, the
information collected by any other vehicles residing in a cell separated by less
than m cells from a green cell will be applied to that green cell. It means that
the state of the cells belonging to the square of size (4m+1)× (4m+1) centered
at ct may contribute to the decision of Ai. Based on this observation, we define
state as follows.

Definition 5 (State). (Figure 2) The state st corresponding to Ai at time step
t includes information about all the cells within the (4m + 1) × (4m + 1) square
centered at ct. Precisely, st consists of two (4m+1)× (4m+1) matrices, namely
the vehicle position matrix and the monitoring status matrix, whose each item
(i, j) representing the status of the cell (i, j) in the (4m + 1) × (4m + 1) square.

The vehicle position matrix is a binary matrix with 1 representing a cell contain-
ing a vehicle and 0 depicting the inverse. The monitoring status matrix indicates
when each cell’s air quality is measured. To be more specific, the values of each
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Fig. 2. Illustration of state modeling.
The state corresponding to agent Ai

staying at cell ci at time step t con-
veys information related to all cells in
the square of (4m + 1) × (4m + 1).

Fig. 3. The policy network. The agents
use Q network to determine actions, while
the server is responsible for training Q
network using the DQN architecture.

item (i, j) in the second matrix range from 0 to t0, where the value of t indi-
cates that the last time the cell (i, j) has been measured is t0 − t time steps
ago (note that if the last time the cell (i, j) is measured is far than t0, then
the value of item (i, j) in the second matrix is set to 0). Intuitively, the vehicle
position matrix indicates whether cell ct can be measured by vehicles other than
Ai. Consequently, utilizing this data helps alleviate redundant measurements in
spatial space (i.e., measuring the same cell by multiple vehicles). In the mean-
time, the second matrix tells us how necessary it is to collect data at ci and its
neighboring cells (i.e., if a cell has been measured within t0 time steps, then it is
not necessary to be measured again in the current time step). Accordingly, using
this information helps alleviate redundant measurements in temporal space (i.e.,
measuring the same cell too frequently).

Reward Function. The reward signal in RL quantifies the goodness of actions
and is computed by the reward function. Consequently, the goal of the reward
function is to encourage desirable behaviors while discouraging undesirable ones.
Following the objective described in Sect. 2, we design the reward function to
prioritize monitoring cells that have not been measured within the previous t0
time steps and alleviate measuring the other cells. Our reward function R(at)
with respect to action at is defined as follows.

R(at) =

{
α

Φ(St
u−St

c+Sau)
Φ(Sr)

, if at is to perform monitoring,

β
Φ(St+1

c −St
u+Sac)

Φ(Sr)
, otherwise,

(4)

where St
u and St

c are binary matrices of size (4m + 1) × (4m + 1), representing
the monitoring status of the cells after and before the agent executes action
at, respectively. Specifically, an item (i, j) of St

u (respectively, St
c) is assigned

the value of 1 if the cell (i, j) is measured after (respectively, before) the agent
performs the action. Sau and Sac are binary matrices indicating the number of
times the cells have not been measured/or measured so far. To be more specific,
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an item (i, j) of Sau (respectively, Sac) is the number of times a vehicle stayed
at cell (i, j) that decided to not perform (respectively, perform) monitoring task.
Φ is the sum of all elements in the matrix; α and β are hyper parameters. Intu-
itively, St

u −St
c reflects the advancement of the spatial coverage after performing

monitoring. On the other hand, Sac encourages performing monitoring at the
same cell by multiple vehicles, and Sau helps reduce the number of unmonitored
cells.

4.2 Policy Network and the Training Mechanism

Policy Network. We utilize the DQN architecture for our policy network.
The conventional DQN architecture comprises two deep neural networks: the Q
Network and the target network. The Q network is trained to make the deci-
sion, while the target network acts as the reference for training the Q network.
Notably, the efficacy of DQN strongly depends on the amount of training data
(i.e., the experience of the agent stored in the experience buffer). Moreover,
training a DQN network is a time- and resource-consuming process. Instead of
allowing each agent to train its own policy network, we propose the following
hybrid paradigm (Fig. 3).

– Each agent (i.e., vehicle) possesses only the Q Network to determine the
actions. Upon performing an action, the agent collects its experience and
sends it to the server.

– The server holds both the Q network and the target network. After receiving
an experience from an agent, the server will store that experience in the
experience buffer. The server follows the training mechanism described in
Section Training process to train the Q network.

– Whenever the Q network on the server is updated, the server will broadcast
the updated weights to all agents.

As the agents have to make the decision every time slot, the Q network and target
network should be lightweight to ensure quick responses. Accordingly, we design
these two networks as Multi-layer Perceptron networks consisting of three light-
density layers with total parameters of approximately 120K. Training Process.
When training a DQN network, the target network is used as a ground truth. The
network parameters will be updated by the gradient descent method to minimize
the distinction between the predicted Q-values calculated by the main network
and the Q-values provided by the target network. To alleviate the exploding
gradient phenomenon, we clip the reward value into the range of [−1, 1]. To
speed up the training process, the model is trained as soon as one batch of
experiences is stored in the replay memory. We do not limit the memory capacity
but rather adapt the number of training steps to the number of experiences
stored. Specifically, when the number of experiences stored in the replay memory
is small, we train the model with fewer steps to avoid the overfitting phenomenon.
In contrast, as the number of experiences increases, the number of training steps
increases proportionally. Action Selection Strategy. The ε-greedy policy is
utilized to strike a balance between exploration and exploitation. In particular,
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Table 1. Simulation parameters

Factor Value

Road length 2km

Road width 250m

Temporal stable range 60min

Spatial stable range 25m

Car’s average velocity 60 km/h

Vehicles produced 8

Table 2. Daily average speed

Average
velocity
(km/h)

#1 #2 #3 #4 #5 #6

Morning 60 60 90 90 30 10

Afternoon 30 90 10 10 30 60

Evening 10 120 30 90 60 10

the agents will select an action with the highest Q-value by a probability of ε and
a random action by a probability of 1−ε. In the early stages, when the Q network
has not been adequately trained, its predicted Q value has not yet reflected the
quality of the action; therefore, we set ε to a small value. In contrast, when the
Q network progressively converges, ε is increased proportionally.

5 Performance Evaluation

5.1 Simulation Setting

In this section, we conduct experiments to evaluate the performance of the pro-
posed method and compare them with two baselines. In the first baseline, the
agents choose the action randomly to meet the predefined average ratio of doing
the monitoring task. The second baseline is the FOPMO algorithm which is pro-
posed in [4]. In the following, we use terms “Ours”, “random”, and “FOPMO” to
indicate the results concerning our proposal, and the two baselines, respectively.
The vehicle generation process is simulated using the Poisson and Uniform dis-
tributions. The parameters concerning the road and the vehicles are depicted in
Table 1.

As stated in Sect. 1, our objective is to maximize the spatial-temporal cov-
erage and minimize the cost of data collection for all vehicles. To this end,
we introduce to metrics of interest, namely the coverage rate and overlap rate
which are defined as follows. Coverage rate is measured by the average ratio of
the spatial-temporal coverage (defined by Formula (1)) over the product of the
total area and total timeline. Overlap rate is determined by average ratio of the
cells that are monitored by more than one vehicle in each time step.

5.2 Experimental Results

Impacts of the Temporal Stable Range. In this experiment, we investigate
the effects of the temporal stable range, t0, on the performance of the algorithm.
The value of t0 is varied from 15 to 90 min. Note that changes in temporal
stability will affect the frequency of vehicle delivery and coverage, as the prob-
ability of a vehicle appearing in an unmonitored area will decrease. The results
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Fig. 4. Performance of algorithms under the Uniform and Poisson distribution.

are shown in Fig. 4(a) and 4(b). As can be observed, the monitoring rate of all
algorithms decreases as the temporal stability period increases. Nevertheless,
our proposes can maintain a covered area ratio of approximately 85% when the
temporal stable period changes but still has a lower overlap rate compared with
baselines. Specifically, our proposal improves the coverage rate from 9.09% to
31.44%. Notably, the performance gap between our proposal and the baseline
increases when t0 decreases, indicating that our algorithm has high stability.
Concerning the overlap rate, our proposal consistently reduces this metric by
about 5% in all settings. The overlap rate caused by our algorithm ranges from
0.87% to 53.74%.
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Table 3. Impact of daily changes in velocity on algorithm performance

Scenarios #1 #2 #3 #4 #5 #6

Distribution Methods Cover Overlap Cover Overlap Cover Overlap Cover Overlap Cover Overlap Cover Overlap

Uniform Ours 89.68 16.83 80.68 26.3 85.26 20.48 85.26 20.48 90.31 17.36 80.28 23

Random 81.19 27.43 78.34 28.47 80.6 28.65 80.6 28.65 84.16 31.43 75.18 29.18

Poisson Ours 82.24 19.75 84.32 25.7 82.23 26.94 85.25 21.51 72.39 19.51 76.16 19.01

Random 76.11 27.79 80.94 32.91 77.21 29.99 80.85 29.91 63.8 24.76 68.37 24.96

FOPMO 81.7 81.6 80.96 80.86 81.68 81.54 83.86 83.75 70.04 69.94 69.7 69.47

Impacts of the Spatial Stable Range. In this section, we investigate the
impacts of the spatial stable range, r0, on the performance of the algorithms.
Figure 4(c) and Fig. 4(d) plot the coverage rate and the overlap rate when we
vary the spatial stable range from 15m to 40m. As expected, the coverage rate
of all algorithms tends to increase when r0 increases with the same sending
rate. In addition, the overlap rate increases as r0 rises because, in this scenario,
only a small percentage of sensors are needed to monitor a large area, but the
proper vehicles must be chosen because the overlap rate between vehicles is
incredibly large. In all settings, our proposal improves the coverage rate and
reduces the overlap rate significantly compared to the others. Specifically, in the
case of Uniform distribution vehicles, our algorithm can enhance the coverage
rate from 6.45% to 19.72% and reduce the overlap rate from 4.19% to 6.86%
compared to the random strategy. In addition, when the vehicles arrive by the
Poisson distribution, our algorithm can enhance the coverage rate from 12.69%
to 26.86% and reduce the overlap rate from 0.56% to 49.83% compared to the
FOPMO.

Impacts of the Vehicle Generation Rate. In the following, we investigate
the impacts of the vehicle generation rate at both experimented distributions.
The results are depicted in Fig. 4(e) and Fig. 4(f). In the cases of both the Uni-
form distribution and the Poisson distribution, it can be observed that the pro-
posed algorithm retains an unchanged overlap rate but increases the coverage
ratio compared to baselines. Specifically, our proposed methods can maintain the
overlap rate around 15% and 8% in Uniform and Poisson distribution, random
method have the overlap rate increase from 16.83% to 20.44% in the Uniform
distribution and from 9.92% to 14.04% in Poisson distribution, and the FOPMO
has overlap rate increases from 40.19% to 80.35%. The results demonstrate that
our proposal can improve the coverage rate from 7.34% to 25.32% compared
to the baselines. Regarding the overlap rate, the performance gap between our
proposal and the others ranges from 1.31% to 71%.

Impact of Vehicle Velocity. In this experiment, we vary the speed of the vehi-
cles at different periods of a day to evaluate the performance of the algorithms.
We use six scenarios with the settings as shown in Table 2. The experiment
results are shown in Table 3. It is obvious that when the velocity varies, so also
will the number of vehicles on the road. Remarkably, the number of vehicles on
the road will increase while the speed is low and decrease as the speed of the
vehicle rises. As we can see, our method still produces good results despite the
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unstable environment. Particularly, in both Poisson distribution and Uniform
distribution, our approach reduces the overlap rate from 2.17% to 61.85% and
enhances the coverage rate from 0.54% to 8.59% compared to the baselines.

In summary, it can be seen that our proposal could achieve both objectives:
maximizing the spatial-temporal coverage and minimizing the cost simultane-
ously compared to the baseline.

6 Conclusion

In this study, we proposed a deep reinforcement learning-based approach to
solving the problem of maximizing temporal-spatial coverage while saving the
cost of vehicle-based crowdsensing air quality monitoring systems. We performed
experiments with various settings on temporal-spatial stable range, vehicle veloc-
ity, and vehicle generation rate. The experiment results show that our proposal
increase coverage by more than 30% and reduce cost by more than 70% compared
to baselines.
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Abstract. With the widespread deployment of surveillance equipment
for social security purposes, video data analysis has become increasingly
challenging. To address this problem, we study video anomaly detec-
tion for automatically identifying crime scenes. Our proposed method
adopts an one-class semi-supervised strategy, assuming that the anoma-
lous behaviors that need to be detected make up only a small fraction
of the entire video frames. To facilitate effective detection, we adopt a
two-step approach that utilizes a 3-dimensional convolutional neural net-
work (3D CNN) and a Variational AutoEncoder-based Support Vector
Data Description (VAE-SVDD). To further enhance the performance,
we propose to add the Kullback-Leibler divergence loss to the anomaly
score. Our method is evaluated on the Abnormal Behavior CCTV Video
Dataset obtained from AI-Hub and compared to a state-of-the-art super-
vised approach. The experimental results demonstrate the effectiveness
of our proposed method in detecting crime scenes.

Keywords: Video Anomaly Detection · Variational AutoEncoder ·
Support Vector Data Description · Kullback-Leibler Divergence ·
Crime Scene Detection · 3D Convolutional Neural Network

1 Introduction

In recent years, the use of surveillance equipment has seen a significant increase
worldwide, primarily aimed at identifying criminals and gathering evidence for
criminal investigations. As a result, there is a growing volume of video data
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that needs to be inspected, presenting a considerable challenge for law enforce-
ment agencies and video analysts. The analysis of video data requires meticulous
and objective examination to uncover important details that may help identify
suspects, crimes, and evidence. This process is often labor-intensive and time-
consuming, requiring the hard work and dedication of video analysts.

To cope with this challenge, there is an increasing interest in developing
automated approaches to detect specific patterns in video recordings that may
indicate the presence of an accidental event or violent behavior using machine
learning techniques. By automating this process, the workload of video analysts
can be significantly reduced, allowing them to focus their efforts on the most
critical parts of the video data. Furthermore, these approaches have the potential
to improve the accuracy and reliability of video analysis, helping law enforcement
agencies to solve crimes more efficiently and effectively.

Such machine learning-based video analysis can be divided into two major
categories depending on the presence of data labels: Supervised approach
[2,10,13] includes strategies that analyze and distinguish human behaviors
appearing in videos, using a set of pre-defined behavior classes. A limitation
of this approach, however, is that it cannot effectively detect unknown behav-
iors that are not defined during the training. As it is impossible to define all the
unusual situations that occur in real life, this approach has difficulty identifying
anomalies that were not part of the original training data. On the other hand,
unsupervised approach [4,16] does not use prior information in the train-
ing data. Instead, it only considers the statistical characteristics of the data.
These methods detect outliers by comparing various properties of data, such
as local densities [4]. Although these approaches offer and implement intuitive
definitions of outliers, their performance may become unstable depending on
the sample distribution, and making structural modifications to remedy this
issue is challenging. Recently, a deep learning-based unsupervised outlier detec-
tion approach has been proposed by leveraging data augmentation [16]. While
it demonstrated that unsupervised neural architectures can effectively detect
outliers by exploiting data imbalance, it is worth mentioning that detection per-
formance tends to deteriorate as the number of outlier data points increases. This
inherent limitation can pose challenges in situations with a higher prevalence of
outliers, potentially reducing the effectiveness of the approach in identifying and
classifying anomalous behavior.

Semi-supervised Approach serves as a middle ground, maximizing the
strengths of both ends while compensating for their limitations. One prominent
approach is one-class learning, which takes advantage of the relative ease of col-
lecting normal data. This strategy trains a model exclusively using normal data
to tightly capture its distribution, identifying outliers based on their deviation
from the trained model. Since Schölkopf [12] first proposed this strategy, it has
been combined and extended with various machine learning methodologies. In
this study, we propose a model that adopts a semi-supervised learning method.

Numerous video anomaly detection methods currently explore the trade-off
between low computational cost and generating effective spatio-temporal feature
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maps by alternating between 2D and 3D convolutional neural networks (CNNs).
To address this challenge, we propose a two-step solution that employs a pre-
trained 3D CNN model [17] on the large-scale human action dataset, Kinetics-
400 [8], along with a Variational AutoEncoder (VAE) [9]. This approach balances
computational efficiency and the extraction of informative spatio-temporal fea-
tures for anomaly detection. The pre-trained 3D CNN generates compact embed-
dings containing human behavior information from fixed-length videos, reducing
the computational burden of existing video processing tasks. By training only
the VAE with a linear layer processing the compact embeddings from the 3D
CNN, our method is easily adaptable to new domains. The VAE is trained using
a one-class semi-supervised method based on Support Vector Data Description
(SVDD) [14], allowing it to robustly detect unknown anomalous behaviors com-
pared to supervised methods trained solely on normal behavior data. Addition-
ally, we present a technique to reduce detection noise by refining the SVDD-based
approach using the VAE.

The contributions of this paper are as follows:

• Proposing a novel two-step method that employs a 3D CNN and VAE for
video anomaly detection tasks.

• Introducing a technique to enhance the detection performance of conventional
VAE-based Deep SVDD.

• Demonstrating the robustness of the proposed semi-supervised method in
detecting unknown anomalous behaviors compared to supervised methods.

The remainder of the paper is structured as follows: Sect. 2 discusses the
research related to our work. Section 3 presents our novel video anomaly detec-
tion method. Finally, Sect. 4 presents the experimental results. Our findings
demonstrate that the proposed method can effectively detect criminal situations
within videos.

Fig. 1. (a) Vanilla 3D CNN block using (3×3×3) kernel (b) Separable (2D+1D) CNN
block using (1×3×3) and (3×1×1) kernels

2 Related Works

2.1 Separable 3D CNN (S3D)

3D CNN have been widely used in video analysis tasks because they can extract
spatio-temporal features from video data. These networks use 3D convolutional
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filters to capture both spatial and temporal information from video data. One
of the most successful 3D CNN models for video action recognition is Inflated
3D CNN (I3D) [5]. However, I3D has high computational complexity due to the
large number of parameters. To address this issue, Separable 3D CNN (S3D)
[17] is proposed. S3D improves computational efficiency and achieves better per-
formance than I3D by transforming the 3D convolution operation of I3D into a
(2D+1D) convolution operation Fig. 1. In this study, we adopt S3D to process
and extract feature maps from video segments. However, we decided not to use
the optical flow stream of S3D due to its relatively low impact on performance
compared to its higher computational complexity. Therefore, we only use the
RGB stream of S3D to obtain feature maps of the video.

Fig. 2. Anomaly detection using Deep SVDD (z: outlier embedding, c: centroid of
normal embeddings)

2.2 Deep SVDD

Deep SVDD [11] is an extension of the SVDD [14] outlier detection model using
an AutoEncoder. The method works by first training the encoder using nor-
mal data to generate meaningful features from the input with a reconstruction
loss. Then, centroid of the features in the embedding space are calculated, and
only the encoder is fine-tuned using the average distance between the centroid
and each embedding. Finally, the trained encoder is used for anomaly detection,
assuming that abnormal data will produce embeddings far from the centroid
as shown in Fig. 2. Recently, there have been notable improvements in anomaly
detection performance by incorporating the reconstruction loss into the anomaly
score or utilizing a Variational AutoEncoder (VAE) in Deep SVDD-based meth-
ods [19]. In this study, we propose an improved scoring method for video anoma-
lies by analyzing Deep SVDD-based methods [7,11,19] for anomaly detection in
2D images.

2.3 Related Supervised Approach

One of the early successes in video anomaly detection was using the Multi-
ple Instance Learning (MIL) [13] strategy that is a supervised approach. By
segmenting labeled video data, the authors extracted feature maps from a pre-
trained 3D CNN [15] and assigned anomaly scores to each segment using the
final fully connected layer. However, this approach has limitations as it relies on
weakly labeled data, which may not accurately represent the underlying patterns
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of anomalous behavior in the data. Moreover, the comparison of this method
to semi-supervised approaches using AutoEncoder [6,18] in previous studies is
imperfect, as it requires additional anomalous behavior data to train the super-
vised learning model. In this paper, we propose a more convincing evaluation
method in Sect. 4.4, assuming that supervised approaches will face challenges in
detecting anomalous behaviors that have distinct patterns from those observed
in the anomalous behavior videos used for training.

3 Proposed Framework

To perform effective and efficient video anomaly detection, we propose a frame-
work shown in Fig. 3, which comprises two steps. The first step involves acquir-
ing feature maps using a pre-trained S3D on a large-scale human action dataset
(Kinetics-400 [8]) without additional training. The second step involves training
a one-class, VAE-based Deep SVDD model to detect anomalous behavior using
the embeddings generated by S3D.

Fig. 3. Proposed framework: a two-step approach performing feature extraction and
anomaly detection sequentially. The encoder computes the mean (μ) and standard
deviation (σ) for the input embeddings, while ε is sampled from a standard normal
distribution. The latent variable z is reparameterized using the μ, σ, and ε. (z: repa-
rameterized embedding, c: centroid, {α, β, γ}: hyperparameters)

We preprocessed the video data to match the input segments of S3D (see
Sect. 4.1 for details). Our proposed VAE-based Deep SVDD model is an extension
of the conventional VAE-based Deep SVDD [19] model, which calculates anomaly
scores only using the distance loss and reconstruction loss. Our approach includes
the Kullback-Leibler divergence (KLD) loss that can be obtained before the
reparameterization trick to reduce noise in the reparameterization trick sampling
process.

The proposed VAE-based Deep SVDD model consists of an encoder and a
decoder that map input embeddings to a low-dimensional space and then back to
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the input dimension. VAE encourages embeddings mapping to the space of the
latent variable z to follow a standard normal distribution. The difference between
the distribution of z generated from the input embedding and the standard
normal distribution is minimized using the KLD loss. The model is trained to
minimize the reconstruction loss by using input embedding in the encoder and
output embedding in the decoder. The distance loss between each embedding
and the centroid of the normal embeddings mapped to the latent space is also
considered. The final objective function is a weighted sum of the three loss values:
the reconstruction loss, KLD loss, and distance loss.

For detecting anomalous behaviors, anomaly scores are computed by aggre-
gating the values generated by the trained model depending on the input data. If
the computed score exceeds a predetermined threshold, the corresponding input
is considered as an anomaly. In Sect. 3.2, our improved anomaly score is proposed
that includes the KLD loss in addition to the distance loss and reconstruction
loss. A comparative study on the loss values is presented in Sect. 4.2, demonstrat-
ing the effectiveness of the proposed anomaly score calculation method compared
to the existing method.

3.1 Objective Function

The conventional objective function of VAE is composed of two components: the
reconstruction loss and the KLD loss. This objective function is derived through
maximum likelihood estimation (MLE) as shown in Eq. (1), where φ represents
the encoder and θ represents the decoder [9]. Subsequently, VAE is trained by
optimizing the evidence lower bound (ELBO), where the first and second terms
of ELBO correspond to the reconstruction and KLD loss, respectively.

log pθ(xi) = Ez∼qφ(z|xi)[log pθ(xi)]

=
[
Ez[log pθ(xi|z)] − DKL(qφ(z|xi)||pθ(z))

]ELBO

+ DKL(qφ(z|xi)||pθ(z|xi)) (1)

The reconstruction loss can be approximated as a probability value for a single
sample using the Monte Carlo technique, and it can be derived by optimizing
the mean squared error (MSE) between the input vector (x) and the output
vector (x′), assuming the output to follow a Gaussian distribution (see Eq. (2))
(D: dimension of x) [9]. In order to minimize the reconstruction loss, the model
is trained to acquire an embedding with the condensed representation from the
input data in the latent space of z.

Ez[log pθ(xi|z)] ≈ log pθ(xi|zi)

=⇒ argmax
θ,φ

(
log pθ(xi|zi)

)
∝ argmax

θ,φ

(
−

D∑
j=1

(xi,j − x′
i,j)

2
)

=⇒ Lossrecons =
1
n

n∑
i=1

D∑
j=1

(xi,j − x′
i,j)

2 (2)
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The KLD loss can be represented as Eq. (3) provided pθ(z) and qφ(z|xi) are
Gaussian, where d represents the dimension of latent space of z [9]. By this loss,
the model is trained to make qφ(z|xi) close to N(0, 1).

LossKLD = DKL(qφ(z|xi)||pθ(z)) =
1
2

d∑
j=1

(μ2
i,j + σ2

i,j − ln(σ2
i,j) − 1) (3)

VAE-based Deep SVDD [19] introduces the distance loss in addition to the
two basic loss values. This loss is calculated as the mean squared error between
each training embedding and the centroid c of all training embeddings that are
mapped to the latent space z (see Eq. (4)). That is, the model is trained to
reduce the distance loss by learning weights that bring each normal training
embedding closer to the center.

Lossdist =
1
n

n∑
i=1

d∑
j=1

(cj − zi,j)2 (4)

The final objective function, presented in Eq. (5), minimizes the loss values on
normal data while encouraging the training data to form a hypersphere in the
standard normal distribution space. The objective function is a weighted sum
of the three loss values, where the hyperparameters α, β, and γ represent the
weighting factors for each loss value.

Losstotal = α · Lossrecons + β · LossKLD + γ · Lossdist (5)

3.2 Anomaly Score

This work aims to improve the existing VAE-based Deep SVDD [19] that com-
putes the anomaly scores only using the distance loss and reconstruction loss.
This, however, could introduce noise during the sampling process using the repa-
rameterization trick [9]. To address this, we incorporate the anomaly score with
the KLD loss, which is obtained before the reparameterization. By doing so,
the final anomaly score is computed in the same way as the objective function
(see Eq. (6)). In Sect. 4.2, we conduct a comparative study on the loss values
and demonstrate the effectiveness of our modification compared to the existing
anomaly score.

Anomaly score = α · Lossrecons + β · LossKLD + γ · Lossdist (6)
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Fig. 4. Sample frames of the “Abnormal Behavior CCTV Video Dataset”

4 Experiments and Results

4.1 Dataset and Evaluation Metrics

In the evaluation and comparison of our proposed model, we conduct exper-
iments on the Abnormal Behavior CCTV Video Dataset obtained from AI-
Hub [1], an online service provided by the Korean National Information Society
Agency (NIA). The dataset comprises simulated surveillance videos that are 5
to 10 min long, featuring realistic violent / incident scenarios enacted by pro-
fessional actors. Out of the 12 available scene classes in the dataset, we have
selected the 6 cases labeled as fighting, swooning (albeit non-crime related, we
chose the visually distinctive swooning class), trespassing, vandalism, robbery,
and kidnapping (refer to Fig. 4) for our experiments. We chose these classes due
to their distinct visual characteristics.

Fig. 5. Re-labeled swooning video
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To ensure that our model detects anomalous situations based on videos cap-
tured at the same angle, we use only 12 videos recorded during daytime and at
the same location for each class. Therefore, a total of (6×12=72) videos are used
for model training and validation, including approximately 360 to 720 min of
video footage. In the case of the swooning videos provided, the abnormal behav-
ior was originally labeled only at the moment when a person falls to the ground
(as depicted in Fig. 5). That is, the footage that followed, depicting an individual
after falling and the reactions of the surrounding people, was considered normal
behavior. However, we found that these post-fall situations could not be deemed
statistically normal due to their uncommon nature. Consequently, we re-labeled
the swooning videos to accurately reflect the abnormal behavior throughout the
entire scene, as exemplified in Fig. 5.

Each video is pre-processed to align with the input requirements of the S3D
model, which requires segments in the format of (channel × time × height ×
width)=(3 × 64 × 224 × 224). To ensure compatibility with the input frame
resolution and maintain a consistent aspect ratio, we apply letterboxing. Letter-
boxing involves using a 0 intensity image as the background to fit the desired
resolution. For validation and testing, segments were labeled as abnormal if they
contained at least one abnormal frame, according to segment-level labels (refer
to Fig. 3).

Fig. 6. Strict 5-fold cross-validation

To evaluate the performance of each model, we employ a 5-fold cross-
validation for all experiments, as depicted in Fig. 6. In this process, the 12 videos
are divided into 6 groups. Two groups are randomly selected as the test set and
the validation set, while the remaining four groups are used to train the model,
incorporating only the normal behavior segments. For each fold, the learning
rate, weights of the loss function, dimension of the latent space (z), and batch
size are optimized using the training and validation sets. The performance of the
model for each specific fold is evaluated using the test set. Finally, the perfor-
mance of the model for each class is evaluated by averaging the values obtained
from the 5 folds. To measure the performance of the models, we use the area
under the receiver operating characteristic curve (AUROC) and the area under
the precision-recall curve (AUPRC).
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Fig. 7. The KLD and distance loss calculated for the test video segments from the
vandalism class, ordered by time axis, with min-max normalized loss on the y-axis and
ground truth anomalies marked in red. (Color figure online)

Table 1. Comparative study results (Our method: the KL divergence loss was added
in anomaly score, KLD(×): the KL divergence loss was not added in anomaly score)

Comparative study KLD VAE AE AUROC AUPRC

Our method � � 0.833 0.390

KLD(×) [19] � 0.815 0.318

AE Deep SVDD � 0.802 0.364

4.2 Effectiveness of the KLD Loss Integration and Performance
Across Anomalous Behaviors

In Sect. 3.2, we aimed to enhance the performance of our model by incorporating
the KLD loss in the anomaly score, in contrast to existing Deep SVDD-based
models. Figure 7 presents the graphs of using the KLD loss and distance loss as
anomaly scores for a test video in the vandalism class. The graph shows that the
use of the KLD loss could reduce the noise in the anomaly scores compared to
using only the distance loss. Table 1 presents a comparison between the inclu-
sion and exclusion of the KLD loss in the anomaly score, as well as the type of
AutoEncoder used. The reported AUROC and AUPRC are the average perfor-
mance across all anomalous behavior classes. Our proposed method achieves the
highest performance with an AUROC of 83.3% and an AUPRC of 39%, demon-
strating that adding the KLD loss in the anomaly score could improve that of
existing approaches.

Table 2 shows the performance of our proposed method for each anomalous
behavior class, as well as the prevalence of anomalous segments in the dataset.
In particular, our method achieves a maximum AUROC of 93.9% (on trespass-
ing) and an AUPRC of 70.5% (on swooning), demonstrating the efficacy of our
approach in detecting anomalous behaviors across various classes.
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Table 2. Performance of our method for the abnormal behavior classes and the
anomaly ratio

Class AUROC AUPRC True/Total

fighting 0.732 0.269 0.049

swooning 0.793 0.705 0.253

trespassing 0.939 0.265 0.015

vandalism 0.894 0.413 0.049

robbery 0.841 0.520 0.167

kidnapping 0.796 0.170 0.041

AVG 0.833 0.390 0.096

Table 3. Performance for the influence of the KL divergence loss

KLD * δ AUROC AUPRC

δ = 1 0.815 0.348

δ = 8 0.821 0.398

δ = 64 0.811 0.366

δ = 128 0.834 0.379

δ = 256 0.833 0.390

δ = 512 0.818 0.366

4.3 Performance Analysis with the Kullback-Leibler Divergence
Loss Weighting

Table 3 presents the results obtained by incorporating an additional weight (δ)
into the KLD loss for both model training and anomaly scoring. As indicated
in the table, the proposed model achieves significantly higher performance when
the weight is increased compared to the case when no additional weight is applied
(δ = 1). This suggests that incorporating the KLD loss into the anomaly score
can enhance the model performance, and increasing the weight can lead to even
more favorable outcomes. Figure 8 plots the results of Table 3. Based on our
experiments, we conclude that the model trained with a weight of (δ = 256)
achieves the most stable and highest performance, and we use it for a comparison
with a supervised approach.
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Fig. 8. Performance change graph according to the influence of the KLD loss

4.4 Performance Comparison with Supervised Approaches

To demonstrate the limitations of supervised learning-based methods in detect-
ing anomalous behaviors that are not included in training data, we compare the
performance of a well-known MIL-based video anomaly detection method [13]
with the proposed method. Since it is challenging to evaluate supervised and
semi-supervised methods under the same conditions, we focus on verifying the
aforementioned assumption.

For the experiment, the validation set and test set are prepared identically
for both models. However, unlike our proposed method, the supervised learning
model is trained using both normal and anomalous videos, including the five
other anomalous behavior videos that are different from the one to be detected.
Consequently, it is trained with more samples than the proposed model’s train-
ing data. Despite this, the supervised learning-based method does not achieve
better performance than our proposed method (see Table 4). This suggests that,
compared to the proposed method, supervised methods may face difficulties in
detecting anomalous behavior that has not been learned previously.

Table 4. Performance comparison with the supervised method

AUROC AUPRC

Our method 0.833 0.390

MIL-based [13] 0.815 0.384

5 Conclusion

In this study, we presented an enhanced method for detecting anomalous behav-
iors in videos, such as crime scenes, by combining a pre-trained 3D CNN
for extracting spatio-temporal feature maps with a VAE-based SVDD model.
Our approach differs from existing VAE-based methods by incorporating the
KLD loss in the anomaly score, which was shown to improve performance
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through experiments. Furthermore, we compared the performance of our pro-
posed method with a supervised approach and found that it outperformed
the latter in detecting unseen anomalous behaviors. Overall, our two-step app-
roach has great potential for future development, and further investigation could
explore combining it with video transformers [3] or other action classifiers for
video to achieve even more accurate detection results.
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Abstract. The application of artificial intelligence in image processing and deci-
sion support in the medical field has recently received increasing attention in the
community. In this work, we aim to develop machine learning models that match
the performance of radiologists in detecting and locating fractures on the seven
vertebrae of the cervical spine via Computed Tomography scans. We introduced
a two-stage approach using deep convolutional networks with Recurrent Neural
Networks and Attention layers to classify whether a patient has a cervical spine
fracture. The approach has taken use of the dataset and the metric for evalua-
tion from the Kaggle RSNA 2022 Cervical Spine Fracture Detection contest. Our
model achieves acceptable results (equivalent to the top 16 of the contest) but
lower inference time with limited training resources (even compared to the top 2).

Keywords: Convolutional Neural Network · Attention · Recurrent Neural
Network · Cervical Spine Fracture Detection

1 Introduction and Related Work

Patients with spine fractures often have a lot of difficulties in moving their body, which
prevent them from working and daily routines. The cause of spine fractures can be
due to accidents or old age. There have been over 1.5 million cases suffered from spine
fractures annually in the United States alone, leading to about 18000 spinal cord injuries,
and these cases are usually seen in elderly people [1]. The early detection and localization
of spine fractures can play an essential role in preventing neurological deterioration and
paralysis after trauma. However, it often requires computed tomography (CT) to be
performed instead of radiographs (x-rays), which might be more time-consuming and
require specialists or experts to carefully examine patients’ spine.

Recently, more and more AI-based technologies have emerged to automate vari-
ous tasks that often require human intelligence to perform. To deal with images, these
technologies often use deep learning methods, which perform quite well compared to
traditional ones and sometimes even better than what humans could do. However, these
methods are not always giving accurate results every time they are in use, which is why
there have been many competitions revolving around them in order to find the most
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accurate method while still achieving the maximum time to be performed. As a result, a
competition on Kaggle, namely RSNA 2022 Cervical Spine Fracture Detection [1], was
held to find the best AI-based method to support the early detection and localization of
cervical spine fracture, which is the most common site of spine fracture.

The application of computer vision in medical image processing has been widely
researched in recent years. U-Net [2] was first proposed as an deep learning approach
for medical image segmentation, which is the task of classifying each pixel in an image.
It outperforms the sliding-window convolutional network which is the prior best method
in terms of both score and speed, and from then it becomes a popular approach for
image segmentation in general. Along with the strong use of data augmentation, U-Net
can produce fine segmentation results while training on a few images and it not only
works well with 2D images but also with 3D ones. Convolutional neural network (CNN)
serves as backbone in a variety of computer vision tasks such as image classification,
detection, segmentation, etc. It has existed from more than decades, starting from the
introduction of AlexNet [3] to the more effective architectures namely ResNet [4], Effi-
cientNet [5], ConvNeXt [6], etc. These architectures are well-known in the computer
vision community for achieving a lot of great success in terms of both accuracy and
speed.

There is some previous research on deep learningmodels for bone fracture detection.
In [7], they proposed a deep convolutional neural network with a bidirectional long-short
term memory (BiLSTM) layer for the auto-mated detection of cervical spine fractures
in CT axial images. Besides, another work introduced a 3D convolutional sequence to
sequence model for vertebral compression fractures identification in CT in [8]. Within
the contest, there are several solutions from several top teams of [1] which can detect
fractures in cervical spines quite effectively. Most of the top teams in the competition
use an architecture that includes at least two models: a segmentation model and a classi-
fication model. Qishen Ha in [9] developed a 2-stage method for fracture detection. This
method first trained an U-Net model with resnet18d or efficientnet-v2s for 3D semantic
segmentation to generate 3D masks for all training data, then a 2D CNN (ConvNeXt)
model followed by a LSTMmodulewas trained for final classification. Similarly, Harshit
Sheoran’s method [10] consists of 2 stages, in which U-Net models were trained for both
sagittal and bone segmentation, and EfficientNet CNN with RNNmodel was trained for
classification afterwards. In the classification stage, images were put into 2.5D format,
which is concatenating three consecutive slices into a single image, and two bidirectional
GRU layers with attention and Conv1D layer were used for RNN model. The authors of
[11] (Kaggle Top 2) used an U-Net model for 2.5D segmentation and a CNN with bidi-
rectional GRU layers and attention was trained for classification. In the second stage, a
SpatialDropout layer was added to the model; therefore, this gave a slight improvement
in the overall classification. However, the architectures mentioned above all take a long
time or a large amount of resources for training (or also pretrain).

On the other hand, other approaches are also introduced in the contest’s discussion,
which require lighter resources for training. The authors of [12] proposed a 3D CNN
model for cervical spine fracture detection. They stacked all the slices of a patient into
a 3D input, then trained a simple 3D CNN model that includes several 3D CNN blocks,
each block consists of a 3D CNN layer, a pooling layer, and a normalization layer.
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Their output was an eight-dimension vector, in which seven elements are each type of
bones’ fracture ratio and the other is patient overall ratio. Besides, in [13], a solution
that uses 2D CNN model with EfficientNetV2 as backbone was proposed. The method
in [13] optimized two losses simultaneously: one for bone types classification, the other
for fracture ratio calculation. The output of the model is a seven-dimension vector that
reflects fracture ratio of seven bone types C1–C7. Nevertheless, due to the fact that each
patient has a sequence of bone slice images, it can be better if there is a solution that
considers the order of images, which was not leveraged by the studies in [12, 13].

The architecturesmentioned above all take a long time or a large amount of resources
for training (or also pretrain). Therefore, we aim to propose a model that is more timely
efficient and still be able to achieve acceptable results. In summary, our contribution in
this research paper is as follows: i) We introduce a novel model architecture to detect
fractures in cervical vertebrae. Compared to prior research, our approach offers enhanced
efficiency by reducing training time and minimizing hardware complexity, while still
achieving comparable effectiveness. ii) We conduct experiments to validate the effec-
tiveness and efficiency of our method and provide code for the common good of the
community.

2 Dataset

The dataset used for this work is the dataset obtained from RSNA 2022 Cervical Spine
Fracture Detection [1] competition at Kaggle (Table 1). This dataset has 3 main folders:
train_images, test_images, and segmentations. The train_images folder contains training
images, and this folder contains 2019 subfolders. Each subfolder is for a specific patient
or case study, and it contains multiple slice images of the corresponding case. Therefore,
those subfolders were named as theUID of their corresponding case study. Every image
in those two folders is in the DICOM file format, which has slice thickness of under
1 mm, as well as in the axial orientation and bone kernel [1], and has a.dcm extension
in each one. Meanwhile, the segmentations folder contains annotation masks and those
masks are stored inNIFTI files (each file for a single patient). Target labels of the training
data are given in the train.csv file. This file contains a column for case IDs, patient level
labels (binary) and labels for a specific vertebra. In addition, this dataset provides a
training_bounding_boxes.csv file which stores information about bounding boxes, such
as anchor coordinates, width and height of bounding boxes.

Table 1. Dataset overview

image_size #
vertebrae

#
masks

#
training
studies

#
testing
studies

512–768 7 87 2019 1080

In the train.csv file, labels for training images are:
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• patient_overall: overall target label, when any of the vertebra is fractured.
• C1–C7: seven additional labels, whether a specific vertebra is fractured.

DICOM files, according to [14], in this dataset have 2 uses. One of them relates to the
data in each file. After loading images, there are four attributes that can be retrieved: Ima-
geOrientationPatient, ImagePositionPatient, PatientID, PatientName. PatientID indi-
cates the ID of the patient, the case study itself. PatientName shows the name of the
patient; however, in this dataset, the name of the patient is the ID itself. ImageOrienta-
tionPatient indicates the orientation of the patient, while ImagePositionPatient indicates
the position itself. ImagePositionPatient stores a list of 3 values, which is the position in
3-dimension space (x-axis, y-axis, z-axis). In addition, the authors of [14] revealed that
unlike other competitions, z-axis value is the position of the slice image in the sagittal
plane, rather than the timestamp. A Sagittal plane is a vertical plane that creates two sec-
tions on either side of the body. However, all images in this dataset, according to [14],
are in axial orientation, that means there is only one bone to observe for each image.
Despite that, the z-axis value can be referenced for position in the sagittal plane.

In order to check which bone the image is corresponding to, we use the data in
the segmentation folder. This folder contains 87 files, and each file is for a specific
case and named as the UID of that case. Unlike slice images, segmentations are in
NIFTI format. Moreover, the segmentations loaded are in 3D format (height, width,
num_images), and num_images is the same number of slices of corresponding case
study in the train_images folder. There are differences in format between NIFTI seg-
mentations and DICOM images; while DICOM files are segmented in the axial plane,
NIFTI files are in the sagittal plane. This allows us to choose the proper orientation so
that the DICOM pictures and segmentation match each other using the NIFTI header
information. Besides, segmentation files after being loaded also contain unique values
that would indicate which bone on each slice; for example, value 1 is bone C1, value
2 is bone C2, and so on. Therefore, for each slice of 87 patients who have segmenta-
tion images, we have its segmentation mask; thus, each of them has information about
fractures and bone types (Fig. 1).

Fig. 1. Example of a slice image and its segmentation mask
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3 Methodology

We propose the two-stage pipeline to classify cervical spine fracture as Fig. 2.

Fig. 2. Block diagram for cervical spine fracture detection

3.1 Stage 1

We used 2.5D images produced by stacking each three consecutive grayscale images
into a single 3-channel image. We also find that several images are cropped in a circle
(the area outside that the circle is blacked out while the area inside is kept) and the
vertebrae tend to exist in the center of the images, so we crop all images in a circle.
The detailed data augmentation section is in the Table 2. In preparation for this stage,
from the segmentation mask provided by the organizer, we need to determine top left
coordination (x0, y0) and bottom right coordination (x1, y1) of the bounding box that
covers all vertebrae C1–C7 in each image. The top left coordination (x0, y0) can be
extracted from segmentation mask by determining the first column from top to bottom
and the first row from left to right that contain the element belong to vertebrae C1–C7,
while the bottom right coordination (x1, y1) can be determined in the similar way except
for using the last column and row instead of the first one. For this stage’s model, we
used ConvNeXt-Tiny as the backbone of the encoder. In terms of the training process,
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we used AdamW as the optimizer and CosineAnnealingWarmRestarts as the scheduler.
Our model in this stage has two outputs: the bounding box of the vertebra and the ratio
of the vertebra’s type. Note that the ratio is calculated by dividing the maximum number
of pixels belonging toCk class in all slices by the number of pixels belonging toCk class
in the current slice.

Table 2. Augmentation methods

Augmentation methods

HorizontalFlip

RandomBrightnessContrast

HueSaturationValue

ShiftScaleRotate

Cutout

We split the data into 5 folds using GroupKFold with study id as group and train
5 models, each using 4 folds for training and the remaining fold for evaluation. After
the training process, we use these 5 models to infer all 2019 studies and average their
predictions to get the final prediction.

3.2 Stage 2

After getting the bounding box for all slices in each study from stage 1,we determine only
one bounding box for each study by getting the minimum of (x0, y0) and the maximum
of (x1, y1) across all slices with the ratio of any vertebrae larger than a ratio threshold
(i.e. 0.3) in each study. Moreover, for each vertebrae in a study, we gather all slices in
that study in which the ratio of that vertebrae is larger than the ratio threshold into a
single list under the assumption that fracture is unlikely to exist in the vertebrae when
its ratio in a single image is small. We choose 0.3 as the ratio threshold since all the
fractured vertebrae in the data have at least one slice larger than that threshold. Each
fracture label from train.csv will then be assigned to a list of slices belonging to each
vertebrae in each study and a fixed number of slices (i.e. 24) will be chosen from that list
of slices using evenly spaced indices (e.g. 47 slices -> 24 slices with index 0, 2, 4, …,
46). If a list of slices has no slices, the row with that list of slices in the label file will be
removed. During the training process, we crop the images using the processed bounding
boxes and stack three consecutive slices into one to get the 2.5D inputs, a list of 24 slices
chosen as earlier mentioned method turned into a sequence of 8 2.5D images. We used
the same augmentation with Stage 1. For the model we also utilized ConvNeXt-Tiny
from the timm library for backbone model, with the addition of LSTM and Attention
layer in order to predict whether a list of slices contains fractured vertebra.

Under assumption of independence of vertebrae fractureswe can derive the following
simple equation:

Ppatient_overall = 1−
∏7

k=1

(
1− PCk

)
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where PCk is the fracture ratio of vertebrae Ck .

We also split the data into 5 folds using GroupKFold with study id as group and
train models in the similar way as the 1st stage. All aforementioned experiments were
implemented on resources that are free and available for everyone: Tesla T4 GPU on
Google Colab and P100 GPU on Kaggle Notebook. More detail on our experiments can
be found at [15]. The parameters of models from both stages are listed in the Table 3.

Table 3. The parameter of models from both stages

Parameter Stage 1 Stage 2

base lr 1e−4 1e−4

min lr 1e−6 1e−6

batch size 64 8

image size 384 320

seq len – 24

num epoch 25 20

optimizer AdamW AdamW

weight decay 1e−5 1e−5

4 Results

4.1 Evaluation Metric

Model performance is evaluated using a weighted multi-label logarithmic loss. Each
fracture sub-type is its own row for every exam, and the model is expected to predict a
probability for a fracture at each of the seven cervical vertebrae designated as C1, C2,
C3, C4, C5, C6 and C7. There is also an “any label”, patient_overall, which indicates
that a fracture of any kind described before exists in the examination. Fractures in the
skull base, thoracic spine, ribs, and clavicles are ignored. The “any label” is weighted
more highly than specific fracture level sub-types.

The binary weighted log loss function for label j on exam i is specified as:

Lij = wij × [yij × log(pij)+ (1− yij)× log(1− pij)]
where the weights given by:

wj =

⎧
⎪⎪⎨

⎪⎪⎩

1, if vertebrae negative
2, if vertebrae positive
7, if patient negative
14, if patient positive

Finally, loss is averaged across all rows.
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4.2 Results

Wecompare our solution’s scorewith solutions that use simple 3DCNNand 2DCNN for
detecting the cervical spine fracture as mentioned above. Table 4 shows the performance
of each approach evaluated on the metric mentioned earlier. Our model’s performance
has a significant improvement from the other methods.

Table 4. Results on hidden test dataset provided by the organizer (LB: leaderboard). Results are
reported on the evaluation metric mentioned in Sect. 4.1.

Model Public LB Private LB

3D CNN [12] 0.5399 0.6048

2D CNN [13] 0.4877 0.5268

2.5D CNN + RNN +
Attention (ours)

0.2964 0.3302

Closer to our work, our solution is inspired by the top-2 method [11], which uses
a segmentation model along with a classification model. The critical difference in our
model is that we use a classification model instead of a segmentation one from the
top-2 team; therefore, despite having lower scores, our model has a notably shorter
inference and training time and requires fewer resources. Our solution’s achievement
is equivalent to the score of top 15 and 16 of the contest on the public and private test
dataset respectively (Table 5).

Table 5. Comparison with Top-2 solution. Inference time is calculated on full 2019 studies
training data.

Model Public LB Private LB Stage-1
inference
time (h)

Kaggle Top 2 0.2115 0.2389 4.6

Our 0.2964 0.3302 2.2

5 Conclusion and Future Works

In this work, we propose a solution for Kaggle RSNA 2022 Cervical Spine Fracture
Detection that demonstrated higher efficiency in time and resources than the previous
methods and achieved a satisfactory result. This model still has various parts that can be
optimized for higher performance. With the benefits of Transformer’s recently proven
string data, such as faster training time due to parallelization and better performance
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with self-attention techniques, our next steps will be experimenting with Transformer
layers instead of LSTM for sequence data processing, training another backbone model,
trying models with bigger image size and longer sequence length. The work is also a
good reference for image pattern recognition problems [16–20].
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Abstract. Post surgical care is an important part of the surgical recovery process.
It is a major determinant for recovery and an area that has most benefited from
the technological advancements. With the introduction of technologies 4.0, the
recovery time of patients is shortened significantly. More precisely, this has led
to think of improving the performance criteria (time, cost, flexibility and quality)
of the post-operative monitoring process. This paper examines the opportunity
to adopt Healthcare 4.0 technologies to improve the performance criteria of the
post-operative monitoring process through a questionnaire sent to different physi-
cians in CHU Fattouma Bourguiba hospital. Moreover, a tool named BPIGuide is
developed to implement our guidance approach which has been constructed on the
basis of the IBPM Ontology and also the decision rules extracted from literature.

Keywords: Healthcare 4.0 · Performance criteria · Business Process
Improvement

1 Introduction

Healthcare 4.0 (H4.0) trends include industry 4.0 processes such as the internet of things
(IoT), industrial IoT (IIoT), cognitive computing, artificial intelligence, cloud comput-
ing, edge computing, etc. [1]. It adapts principles and applications from the Industry
4.0 movement to healthcare, enabling real-time customization of care to patients and
professionals. As such, H4.0 can potentially support resilient performance in healthcare
systems, which refers to their adaptive capacity to cope with complexity [2].

The monitoring following surgery is a key component in clinical governance [3]. It
is a major determinant for recovery and an area that has most benefited from the techno-
logical advancements [4]. It contributes to assess the clinical situation of the patient and
to recognize those whose health status deteriorates clinically [4]. The management of
post-operative recovery is a major concern for patients undergoing surgical procedures
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and for the care organizations [4]. The ability to provide feedback on performance levels
is important to improve healthcare and saves lives [3].

Due to recent technological advancements and innovations in healthcare systems, it
is becoming easier to monitor patients in the post-operative and this in turn serves to
optimize patient satisfaction and overall outcomes.

A number of H4.0 technologies and eventually IoT, big data, cloud computing,
robots, blockchain, SOA and machine/deep learning have been used to improve the
Post-Operative Monitoring of surgical patients process (POM). Our aim, in this article,
is:

• To describe and highlight the applicability of the H4.0 technologies in postoperative
recovery and to provide a comprehensive synthesis of their positive impacts.

• To optimize the performance criteria of the process of the post-operative monitoring
of the surgical department of CHU Fattouma Bourguiba (FB) hospital;

• To select the most adequate technology 4.0 that best suits the needs in terms of the
improvement of POM process: to achieve this, we used the BPIGuide tool, which
is able to take inputs from users regarding the BP modeling or execution language,
the application fields and the performance criteria that they desire for their business
processes, and then provide them guidance in order to choose the most suitable H4.0
technology.

The remainder of this paper is organized as follows. Section 2 presents related work
on improving the post-operative monitoring surgical processes. Our case study related
to the POM process and its users performance criteria needs is then presented in Sect. 3.
Next, in Sect. 4, we illustrate the main results regarding our guidance tool for this paper
related to the POM process. In Sect. 5, we conclude this chapter.

2 Related Work on Improving the Post-Operative Monitoring
Surgical (Care) Processes

Improving healthcare process has retained great attention in the last decade. In fact, [5]
proposed a cognitive smart healthcare monitoring framework based on the integration
of IoT and the cloud computing. They highlighted the challenges of improving quality
and flexibility, reducing time and having low-cost of healthcare services using the H4.0
technologies IoT (smart sensors) and cloud at Hospital Boston. On the other hand,
[6] suggested a cyber-physical system for patient-centric healthcare applications and
services, called Health-CPS, based on cloud and big data analytics technologies, which
could enhance the performance of the healthcare system. They proposed a cyber-physical
system for patient-centric healthcare applications and services, calledHealth-CPS, based
on cloud and big data analytics technologies. In [7], authors Highlighted the potential
impact of the technologies 4.0 big data and cloud computing on healthcare quality with
lower time. They propose a novel healthcare system based on a 5G Cognitive System
using Big data and cloud computing. [8] proposed a smart healthcare system, based on
IoT technology using five sensors to capture the data from hospital environment (named
heart beat sensor, body temperature sensor, room temperature sensor, CO sensor, and
CO2 sensor), that canmonitor a patient’s basic health signs as well as the room condition
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where the patients are now in real-time. They indicate that the adoption of IoT identified
in this research improves hospital performance with reducing the cost of the care process
and reducing the need for further hospital admission.

In addition, improving the post-operative monitoring process has recently gained
much attention because of the tremendous advantages that it can bring to the patients
and the medical staff. In [9], authors evaluated the application of the SPHERE (a Sen-
sor Platform for HealthCare in a Residential Environment) IoT sensor network to pro-
duce informative trends of patient behavior during recovery from total hip replacement
surgery, using statistical analysis and machine learning techniques. This work’s objec-
tive was to increase the cost of the system in terms of human resource, reduce time and
to maintain the quality of healthcare process. In order to improve the “Surgery” process,
[10] presented the utilization of a simulation technique in the field of business process
improvement, which is invaluable in developing an efficient, competitive and successful
organization. Their aim was to show a great improvement to business process perfor-
mance by reducing time, increasing the quality of the process and reducing the cost of
the surgery carried out. A new solution for post-operative monitoring of surgical patients
in [11] was described, which is the Mobile apps using the cloud technology. This work
reported on the ability of the technology to improve time efficiency. Besides, [12] authors
proposed a robust health monitoring system based on IoT. This work’s objective was to
enable users to improve health related risks and reduce healthcare costs by collecting,
recording, analyzing and sharing large data streams in real time and efficiently.

Table 1 presents a synthesis of the aforementioned works. The various approaches
outlined above offer the improving of healthcare processes, seeking to provide relevant
information about them. By significantly analyzing the aforementioned contributions,
we noticed that none of them offer how H4.0 technologies were selected for improving
the post-operative monitoring process, despite performance criteria are often crucial in
this respect.

3 Post-Operative Monitoring Process - Eliciting Performance
Criteria Needs

In this section,weprovide a description of thePOMprocess andpresent its corresponding
process model using BPMN 2.0.

3.1 Description of the Post-Operative Monitoring Process

In this work, we are going to consider the post-operative monitoring of surgical patients
process, which initiates with the measurement of the vital parameters and ends with
her/his discharge of the surgical department of CHU Fattouma Bourguiba hospital. It
passes through three main phases: Long-term, middle-term and early post-operative
outcomes.

The main actors in this process are: surgeons, anesthetists, nurses and patients. Tasks
of the post-operative monitoring of surgical patients process include:
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Table 1. Synthesis of the care processes in Literature.

Emergency
care related
works

Hospital Goal Considered
model
(language)

Considered
H4.0
technology

Type of care
process

[5] Children’s
Hospital
Boston

-Timely,
- low-cost,
-high-quality,
-high efficiency
of healthcare
services
-reduced hospital
and medical staff
member visits

Not
mentioned

IoT
Deep
learning
Cloud
computing

Epileptic
seizure
detection and
monitoring

[10] Not
mentioned

-reduce time
-high quality of
the process
-low-cost

Not
mentioned

Simulation Surgery

[9] Not
mentioned

-increase the cost
-reduce time
- high-quality of
healthcare
process

Not
mentioned

IoT
Machine
learning

Passive
monitoring of
outcome and
recovery Total
Hip
Replacement
post-surgery

[12] Not
mentioned

-save the time of
both patients and
doctors
-reduce
healthcare costs

Not
mentioned

IoT Monitoring
patients for
emergency
medical
services

[6] Not
mentioned

-enhance the
performance of
the healthcare
system

Not
mentioned

Big data
Cloud
computing

Monitoring for
patient-centric
healthcare
applications and
services

[7] Not
mentioned

-timely
-high quality

Not
mentioned

Big data
Cloud
computing

Remote surgery

[8] Not
mentioned

-low-cost
-reduce time

Not
mentioned

IoT Monitoring
patient’s basic
health signs

• Measuring the most common vital parameters: heart rate, blood pressure, respira-
tory frequency, oxygen saturation in the blood and pulse with the pulse oximeter
(Fréquence cardiaque, Pression artérielle, fréquence respiratoire, SatO2 température)
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• Other measures: diuresis, drainage
• Examination of the operative wound
• Checking the state of the abdomen
• Checking the transit
• Examination of the calves
• Request for the post-operative examination (assessment)
• The surveillance of the post-operative symptoms (agitation, pains…)
• The surveillance of the infusions and treatments
• Access to the results of radiological examinations

Figure 1 shows the process of the post-operative monitoring of surgical patients in
BPMN language. We would to improve this post-operative process in our current case
study, using observations and interviews with the main actors of the process.

Fig. 1. The adopted process for post-operativemonitoring of surgical patients in BPMN language.

3.2 Performance Criteria Needs of the Process

The main technique used to elicit performance criteria needs of the post-operative mon-
itoring process was interviews. The target group of the respondents of these interviews
was professionals who are working in the post operative monitoring process.

Interviews. The interview was grouped into the following two sections:

1. Improvement that can occur in the post-operative monitoring process: roles and
causes;

2. Performance criteria needs to be considered for the choice of H4.0 technologies.

The first section was designed to get information about the roles responsible for
improvement in the post-operative monitoring process and the causes of these ameliora-
tions. The aim of the interview was planned to collect data from the respondents about
their needs in terms of the performance criteria (time, cost, quality and flexibility), in
order to guide decision makers to choose the best suited H 4.0 technologies to improve
the post-operative monitoring process.
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POM Process Performance Criteria. POM process performance criteria are defined
according to different points of view which are the following:

• According to roles: We have investigated which roles are most commonly seen
as responsible for implementing improvements in the POM process. According to
respondents and using observations, we have deduced that the surgeon role is themost
responsible for enforcing improvements in the post-operative monitoring process.
Surgeons, while performing various tasks, are quite independent decision-makers.
In very rare cases, nurses may also be responsible for improving the post-operative
monitoring process. Concerning the patients, the patient may be involved in choosing
treatment options, and may be treated by different POM process participants. They
can also be responsible for improving the post-operative monitoring process when
signing their discharge. Secretary and other administrative personnel cannot enforce
ameliorations. As physicians play the most critical role in implementing improve-
ments, the majority of the following part of our interviews (causes) were tailored to
elicit their responses. For these reasons, the performance criteria of the POM process
must be strongly enhanced in order to cope with healthcare 4.0 delivery needs.

• According to causes: While physicians are highly motivated to minimize their
patients’ recovery time, other factors can lead to a delay. We started by presenting
the explicit causes mentioned by the interviewed physicians. When asked «Why do
you aim to improve the time of the POM monitoring process for surgical patients?»,
physicians emphasized the importance of timely monitoring to reduce diagnostic
errors, prevent postoperative complications in real-time, facilitate prompt decision-
making, and ultimately improve the chances of successful treatment for patients.
This implies a decrease in the overall cost of the surgical POM process. We identified
several factors that could contribute to the complexity of the POM process. These
include poor communication between doctors and patients, inadequate availability
of resources, and patient dissatisfaction. Despite their efforts to listen attentively and
provide clear explanations, physicians may not be able to fully involve patients in
the decision-making process. To address these issues, hospitals must be capable of
accommodating more patients for surgical treatments andmaking informed decisions
based on each patient’s condition. Neglecting these points could lead to delayed post-
operative monitoring, which may compromise patient safety and result in suboptimal
outcomes.

• Performance criteria needs of the POMprocess:We resume the answers of the respon-
dents towards the improvement of performance criteria of the post-operative process
within the department of the general surgery of CHU FB. Regarding the performance
criteria, our study focused on the four known dimensions of process performance
defined in thework of [13] which are the time, cost, quality and flexibility dimensions.

Concerning the time dimension, interviewees emphasized the need for timely post-
operative monitoring. Generally, surgeons and nurses must be available to perform each
step in real time and are trained to do so because the patient’s health status can change
rapidly after the surgery. To overcome this challenge, the interviewees expressed a desire
to minimize the duration of each activity and reduce the time between activities.
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Concerning the quality dimension, the interviewees also asserted that the POM pro-
cess could be of high quality when it is safe (i.e. It avoids injuries to patients through
care intended to help them.), effective (i.e. It provides services based on scientific knowl-
edge), patient-centered (i.e. It provides care that is respectful and responsive to the spe-
cific preferences, needs, and values of each patient), timely (i.e. It decreases wait times
and potentially harmful delays for both care givers and patients), efficient (i.e. It avoids
waste, including waste of equipment, supplies, ideas, and energy.) and equitable (i.e.
it provides care that is consistent in quality regardless of gender, ethnicity, geographic
location, or socio-economic status.).

Concerning the flexibility dimension, the need to provide high-flexibility to POM is
valuable. The interviewees considered that the process is flexible when it is possible to
change activities to be carried out, the order of these activities and their frequency.

Concerning the cost dimension, making the activities of the post-operative monitor-
ing process less costly is a common problem in the CHUFB. In fact, interviewees believe
that the process must be cost-effective by minimizing expenses related to hospital beds
and rooms, medical personnel, and equipment.

When physicians were asked, which performance criteria (time, quality, flexibility
and cost) they deemed most important for the POM process, they held that time was the
most crucial factor for enhancing the POMprocess. They also stressed the significance of
prioritizing quality to enhance the POM.While respondents recognize the importance of
cost for process improvement, they consider flexibility to be the least significant factor.

4 Applying Our Guidance Approach to the POM Process

After eliciting the roles and causes for improvements in the POM process, and deriving
the associated performance criteria needs based on the questionnaire results, we used
this information to advise on a possible technology 4.0 to be used. We have used the
decision rules that correspond to decision trees and association rules extracted by the
data mining techniques.

4.1 Guidance Approach Based on BP Improvement

Our guidance approach is based on a two-step methodology, as shown in the Fig. 2.
Regarding the first step, a set of optimization rules for Business Process performance
were defined using Semantic Web Rule Language (SWRL) after developing our IBPM
Ontology, in order to successfully redesign the new business process model (optimized
BP 4.0). Regarding the second step, we have proposed a guidance approach that is meant
to guide users to choose technologies 4.0 that best fit users’ needs in terms of different
criteria of their BPs. The method consists of several steps. It has been implemented as
an application. This BPIGuide application takes as input the users’ needs in terms of
performance criteria, BP language and the application field. It then provides as output the
corresponding technologies 4.0 according to the user’s needs in terms of performance
criteria, namely regarding the performance dimensions identified in the work of [13].
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Fig. 2. Our framework for BP Performance improvement.

4.2 Implementation of the BPIGuide Tool

The approach conducted in our research work is supported and tested by an implemented
corresponding tool namedBPIGuide tool.Wewill first give an overview of the BPIGuide
tool, and then we will describe its features.

BPIGuide Tool Architecture. When starting the use of BPIGuide, the user can pick,
from a list, the different criteria of their BP which best fit her/his needs on performance
criteria, BP language and the application fields. For each attribute, the user will be
required at the provided input interface to choose between yes, no and probably, which
means respectively: he/she is interested in the value presented, he/she is not interested
in it and it might fit his/her interest. The provided user interface allows choosing user
needs related to selection criteria. Her/his choices are then stored. In order to provide
an easy means to configure each criterion, three User Interface (UI) components can be
used, which allow modifying criteria configurations. The UI components concern the
performance criteria, the BP languages and the application fields.

It is important to mention this architectural aspect, which allows the separation
between user interface (view) components and the extraction of the optimization rules
for Business Process performance. The most important step consists in inferring rules
from the IBPM Ontology. To do that, we have implemented the decision rules that
correspond to decision trees and association rules by using SemanticWebRule Language
(SWRL). These decision rules are presented in the IBPM Ontology developed in our
recent research work for defining means of Healthcare 4.0 adoption and healthcare
processes optimization. The IBPMOntology is an important part of our approach, which
ensures the selection of the most suitable technologies 4.0 for BPs. It included the most
important concepts of both BPM and Industry 4.0.

Using the ontology-based engine, the result of the execution of these rules is the
ranking of the recommended technologies 4.0, which will be presented to users and
could be used to redesign and implement optimized BPs 4.0. Finally, these results are
shown to the user. Figure 3 depicts this user interface flow with screen captures of our
BPIGuide tool.
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Fig. 3. BPIGuide architecture.

BPIGuide Tool Features. In order to describe our BPIGuide tool features, we have
used the use case diagram (UML notation). Overall, a use case aims mainly to describe
a specific usage of the system by one or more actors. An actor is a role that a user or
another system has [14].

The actors that are involved in this application are the user. For its users, ourBPIGuide
provides four main features. In fact, it first allows users to select their different criteria
needs (performance criteria, BP language and application field). As a result, users obtain
the adequate technologies 4.0. They also can select each technology 4.0 in order to get
more information about it. Figure 4 illustrates the aforementioned functionalities, using
screen captures of our BPIGuide application. The main interfaces are consequently: the
performance criteria interface, the BP language interface, the application field interface
and the technologies 4.0 specific classification.
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Fig. 4. Use case: Main functionalities provided by the BPIGuide.

4.3 Implementation of Our Guidance Approach and Its Application to the POM
Process

To support our guidance approach, we developed the BPIGuide tool implemented by
Java andwe integrated SWRLRules for inferring the decision rules. Using the BPIGuide
tool, we have entered the needs of the healthcare professionals. This section shows the
result of the application of our guidance approach to the POM process. The goal of the
case study was to help users to choose (select) the most suitable and adequate H4.0
technologies in order to optimize their BPs. The tool gives as output the most suitable
H4.0 technologies. Professionals of healthcare have to specify the different criteria of
their POMprocess in order to allow the selection of specific intelligent technologies to be
integrated to their BP. As a result, professionals were guided to use BPIGuide tool. Using
the results presented in the previous Sect. 3.2, we deduced that the performance criteria,
which are mostly considered as important by our interviewees, are time and quality.
Figure 5.a presents the choices of performance criteria. As output, the recommended
technology for optimizing the POM process is Blockchain, shown in Fig. 5.b.

The choice of BP languagewas based on opinions given byBPmodelling experts and
also on the literature, which is BPMN. Figure 5.c presents the choices of the application
domain. As output, the recommended technologies for optimizing the POM process are
big data and SOA, as shown in Fig. 5.d.

The recommended technologies 4.0 in both cases (Blockchain, Big data and SOA)
were automatically obtained based on the decision rules corresponding to decision trees
and association rules extracted by the data mining techniques.
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Fig. 5. a. The choices of performance criteria. b. The recommended technology. c. The choices
of the application domain. d. The recommended technologies.

5 Conclusion

Nowadays, the adoption of the H4.0 technologies in the domain of healthcare may
positively impact the hospitals’ performance. This case study aims to contribute with an
understanding of the performance criteria needs of a POM process and by guiding POM
process participants to choose the most appropriate H4.0 technologies which fits best
their needs in terms of performance criteria. Importantly, this study was conducted using
observations and interviews related to the POM of surgical patients of the department
of the general surgery of Fattouma Bourguiba CHU Hospital in Tunisia. First, we have
considered the POM process and modelled it using BPMN language (and specifically by
the use of the BPMN 2.0). We have then conducted interviews to elicit the performance
criteria needs of the POM process. Using our developed tool “BPIGuide”, we have
deduced the most recommended H4.0 technologies, which best meet the POM process
criteria needs. We consider that the obtained application offer in fact an intelligent POM
process. This takes into account the different criteria needs expressed by thePOMprocess
professionals. Despite the fact that our guidance approach was well implemented and we
have applied it to a case study in the healthcare field, there are still many opportunities
for future improvements. We are going to apply our guidance approach in different
domains (such as supply chain, agriculture, industry, logistics, education, etc.) to help
decision-makers make smart decisions.

Nevertheless, we have only based on the choices of the modeler to only one criteria
at the same time and this becomes a constraint since our modelers might be interested in
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different criteria simultaneously. Thus, in our future work, we will simultaneously deal
with all our criteria.
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Abstract. The aim of the research paper is improvement of the process
of diagnosing patient’s condition via Computer Tomography lung scans
using Neural Networks. The concept is to implement an IT solution that
will accelerate the process of verifying the condition of a patient with
COVID-19 in a medical facility using AI and to carry out research to
improve the accuracy of the diagnosis. Experiments were carried out on
two different databases of lung scans with Computer Tomography.

Keywords: COVID-19 · AI · Neural Network

1 Introduction

Artificial Intelligence becomes more important part of the process of diagnos-
ing patient’s condition, year after year [1,4]. It guarantees efficient processing
of information with a limited level of difficulty. AI provides a highly reliable
data analysis on a limited level of abstraction, designed to solve basic issues
related to the diagnosis process automatically or semiautomatically [9]. There
can be quoted several examples of such processes: determination of imaging
modality designation, general characteristics of image data, segmentation dom-
inant structures with the calculation of their parameters, numerical evaluation
of the progression of the analyzed changes in subsequent research, detection of
changes or easier objects in recognition, etc. The result is the reduction of simple
natural human errors, resulting from natural restrictions as well as the lack of
automatism and precise repeatability of the diagnostician’s actions [3,7]. Stress
factors that affect doctors during this pandemic with respect to the increase
in the number of patients in hospitals have a significant impact on their work
and performance [6]. Actually, such computer-aided diagnosis (CAD) systems
are a complement to doctor interpretations [4], on the basis of synergy radiolo-
gists’ competences and algorithmic computing computers [2]. Even with limited
efficiency of the algorithms, positive support effects can be obtained [13].

The aim of the research is to improve the process of diagnosing patient’s
condition via Computer Tomography lung scans using Artificial Intelligence.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
N. T. Nguyen et al. (Eds.): ACIIDS 2023, CCIS 1863, pp. 487–497, 2023.
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The concept is to implement an IT solution that will accelerate the process of
verifying the condition of a patient with COVID-19 in a medical facility using AI
and to carry out research to improve the accuracy of the diagnosis. Experiments
will be carried out in two different databases of lung CT scans.

Convolutional neural networks are widely used in image classification tasks
and have achieved significant performance since 2012 [15]. This article also con-
tains research carried out after implementing an IT solution that accelerates
the process of verifying the condition of a patient with COVID-19 in a medical
facility thanks to the use of artificial intelligence. It emphasizes the role of AI
in medicine and presents articles related to this topic. The crucial purpose of
experiments is to provide a deep convolutional neural network that works with
high efficiency and accuracy. During the research part, multiple experiments
were carried out in order to find optimal optimizer and activation functions on
layers. All experiments were carried out in two different databases and all results
were compared. The summary and discussion of the results with tables helping
to interpret the results and possible directions for further research were also
performed.

The research problem of this paper is to determine the influence of particular
configurable parameters of the neural network. The main parameters that will be
analyzed are the influence of optimization selection and the influence of selection
of the activation function. Although it is very difficult to collect medical image
datasets (due to the need for professional labeling expertise) [10], all results will
be compared between two different databases. The differences between databases
have been described precisely in the Experiments section. The research carried
out as part of this work may help determine the impact of these parameters on
the optimal efficiency and precision of the network.

2 Related Works

The most typical use of AI systems in medicine is closely related to chest radiog-
raphy, especially chest computed tomography (CT) [17]. Most of the techniques
created are based on the retrieval of information from various types of medical
images [18].

The article entitled “Deep Convolutional Neural Network-Based Computer-
Aided Detection System for COVID-19 Using Multiple Lung Scans: Design and
Implementation Study” is focused on creating computer-aided detection (CAD)
by using a neural search architecture network (NASNet) based algorithm. The
authors tried to classify COVID-19 and non-COVID-19 images using a large
database containing more than 10000 samples. The authors used convolutional
layers in the feature extraction block. The authors presented the results of work
with multiple metrics like sensitivity, specificity, and accuracy. Furthermore, the
authors showed a high percentage of effectiveness of the neural network in the
example of detection of 25 random samples from the test set [8].

In the article “Development and evaluation of an artificial intelligence sys-
tem for COVID-19 diagnosis”, the authors concentrated on creating their own
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deep convolutional neural network-based system. The authors focused on the
fact that a good understanding of computer tomography (CT) and chest radiog-
raphy is crucial during the process of detecting COVID-19 infection. The authors
emphasized that CT can give a lot of information in the early stage of infection.
The authors proposed a voluminous database consisting of multiple different
symptoms of diseases such as nonviral community acquired pneumonia (CAP)
and nonpneumonia. The authors proved that their algorithm works more effi-
ciently than five well-qualified radiologists at the same time. During studies,
authors have analyzed ways of selecting phenotype features and modified mul-
tiple hyperparameters. The article can be useful for specifying hyperparameters
during experiments. [11]

The article “The potential for artificial intelligence in healthcare” this authors
considers the influence of artificial intelligence on modern medicine. The authors
emphasized that an important aspect of efforts to increase the amount of AI in
medicine is still an opinion about the advantage of humans performing health-
care tasks. The authors presented both the profits that AI offers and barriers,
which can be crucial problems in such quite dramatic direction change. Authors
described most popular types of AI techniques used such as neural networks,
deep learning, natural language processing (NLP), rule-based expert systems,
physical robots, and robotic process automation. In addition, they marked out
the applications used by patients and administrative applications. [5]

The authors of the article “Effective Diagnosis and Treatment Through
Content-Based Medical Image Retrieval (CBMIR) by Using Artificial Intelli-
gence” focused on the fact that medicine is mostly based on interpretation
of medical images. The authors’ whole idea is pretty similar to well-known
approaches which concentrate on correct medical image classification. They pro-
posed another system of enhanced residual network named ResNet which gen-
erated much better accuracies than the previous idea of CBMIR (content-based
image retrieval). The authors have tried to meet all the possible configurations
of given images. The authors noticed that many previous approaches created
features manually by themselves, which makes the number of possible classes
really unsatisfying. In their opinion, that was the reason why the scores made
by their predecessors were so disappointing. [12]

The article “The Prospective of Artificial Intelligence in COVID-19 Pan-
demic” focused on the advantages Artificial Intelligence offers during the
COVID-19 Pandemic. The authors described the general procedure to identify
COVID-19 symptoms and listed the most possible scenarios of using AI during
diagnosis. Moreover, they analyzed the advantages of detecting COVID-19 with
AI in various fields of “fight” against disease. Moreover, they raised a topic of
future AI in medicine. They agreed that AI can help radiologists in analyzing
symptoms more rapidly and with higher accuracy. [16]

The article entitled “The Role of Artificial Intelligence in Fighting the
COVID-19 Pandemic” is focused on the way how Artificial Intelligence can sup-
port the whole world in fight against pandemic. Here, the authors analyze and
discuss how AI can support people in facing the ongoing pandemic. The authors
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listed several AI achievements present in people’s everyday life. Furthermore,
the authors noticed the problem of a higher percentage of sickening in countries
with a lack of efficient health care system and monitoring actions. In addition,
the article consists of an analysis in which regions the highest number of publi-
cations and research related to the COVID-19 pandemic are observed. Authors
have discussed the ethical aspects of Artificial Intelligence in medicine and pro-
posed to use well-known AI solutions (like image diagnostics) more often and on
a much bigger scale. In their opinion, AI can easily contribute to victory over
the COVID-19 pandemic. [14]

3 Experiments

We decided to use the two data sources, the first is the database from Tehran,
Iran mentioned above and used in one of the cited articles [8]. In the first experi-
ments, it was decided to examine how important is the selection of an optimizer.
As a default, the Adam optimizer was chosen (the optimizer that implements
Adam algorithm). To start with, ADAM is one of the most popular optimiza-
tion algorithms used in deep learning. It can be used in place of the classical
stochastic gradient decent procedure to iteratively update network weights based
on training data. It is a combine of two other extensions of stochastic gradient
descent: AdaGrad and RMSProp. The test set is 20% of all data sets, the val-
idation set is 20% of the rest which is 16% and the training set is 64% of all
data. The model using ADAM had a very low error rate and high accuracy for
the default data from Tehran, Iran was improving as well. It suggests that the
model has great potential to detect new cases of COVID-19 from CT scans. The
precision and sensitivity in this experiment are also very high, which is a very
satisfying result. Next, we used Stochastic Gradient Descent (SGD) algorithm.
SGD optimizer made quite good results but not as good as Adam. The prob-
lem we can find is the fact that the false positive rate for COVID-19 samples
is higher than that for non-COVID. This is probably the main reason why the
accuracy is lower. Next, we used the Adadelta algorithm, which did not man-
age well with this task. The results are definitely worse than when using other
optimizers. There is clearly a problem with diagnosing images with COVID-19.
Almost 27% of them were wrongly diagnosed as non-COVID. Next, we use Ada-
grad. The results are not excellent. It did not reach 95% of precision. However,
it is definitely better than the previous optimizer in diagnosing non-COVID-19
samples. It still has problems in false-positive rate in COVID-19 cases. Next, we
used the RMAprop algorithm.

Here is what confusion matrixes look like. Same as in all the previous exper-
iments, the second one presents the first’s data normalized.

RMSprop optimizer achieved great results, almost as good as Adam (more
than 99% accuracy). It also has great precision, sensitivity and specificity. This
is also one of the best choices of optimizers, it did not have many problems in
correct decision.

As was said before, after the feature extraction block, the weights are trans-
ferred to 3 dense layers which can be easily modified. Each of these layers has its
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Fig. 1. Training and validation accuracy and loss before fine tuning (RMSprop opti-
mizer — Tehran, Iran database

Fig. 2. Confusion matrixes (RMSprop optimizer — Tehran, Iran database)

own activation function (similar to the typical neural network layer). The acti-
vation function must be a differentiable function. As the default, in each of these
layers the Relu activation function was used. In this part of the experiments,
the default parameters will be used, and the only one to change is the activa-
tion function. First, we used the Sigmoid function which achieved very good
results (more than 98%). It had a small problem with false positive decisions
for COVID-19 samples (more than 11%), but it still worked pretty well. Next,
we used the Tanh activation function, which provided even better results than
the Sigmoid. It reached a level of accuracy exceeding 99% with great results in
sensitivity and specificity as well. We cannot find any crucial problem in making
correct decisions on images. Also in these experiments, graphs were presented on
how the training and validation accuracy looked before and after fine tuning. It
can be clearly seen how accuracy was gained from about 84% before fine-tuning
to more than 95% afterwards. The loss function also decreased (Figs. 1 and 2).

Last, we used the Softplus activation function which achieved the worst
results among the activation functions so far - only about 95% accuracy. It
reached only 74% in negative predictive value, and this is the most possible
reason (Fig. 3).
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Fig. 3. Training and validation accuracy and loss after fine tuning (Softplus activation
— Tehran, Iran database

3.1 COVID CT Images Collected from COVID-19 Related Papers
Database

It was decided to check the results achieved in the other database than the default
from Tehran, Iran. During all of the experiments in the following section, the
database published in the other article was used [19]. This database also contains
multiple CT images, divided into COVID and non-COVID classes. It contains
data from 216 patients. The database consists of images with degraded quality of
images, such as the number of bits per pixel is reduced or the resolution of images
is reduced. This data set was confirmed by a senior radiologist at Tongji Hospital,
Wuhan, China. In the following experiments, similar tests were performed in
order to verify accuracy and other mentioned metrics. This database is a little
smaller than the default one, so it was decided to use all of their samples during
experiments. Here, we present what data in this custom dataset look like. As
can be seen, it contains pretty similar photos to the previous one. Here, the first
25 samples from the training set are presented.

Moving forward, here is what the accuracy and loss of the training and vali-
dation before fine-tuning looked like. This experiment was carried out for default
parameters with Adam optimizer and was made to the second database.

The results achieved for this optimizer are much lower than those for the
Tehran database, Iran. Anyway, it is still a very good result, because of the
quality of images and their ambiguity. In such a situation, the result over 82%
of accuracy is a great one. Next, we use SGD optimizer which did not achieve
an impressing result on the images collected from the articles database. It had
a lot of problems in false positive rate, for example. There are other optimizers
that achieved much better results. The next optimizer to test is the one with the
Adadelta algorithm. This is what accuracy and loss of training and validation
looked like.

The Adadelta algorithm again gained really unsatisfactory results. Only 58%
of accuracy is only slightly better than a random diagnosis. Looking at this table,
Adadelta should not be used as an optimizer in problem such as this. Next we
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Fig. 4. Second database examples from training set

Table 1. Metrics (Adam optimizer — Images collected from articles database)

COVID-19 NON-COVID-19

Mean Squared Error 0.17333

Accuracy 0.82666

Precision 0.89552 0.77108

Sensitivity 0.75949 0.90140

Specificity 0.90140 0.75949

Negative Predictive Value 0.77108 0.89552

Fall out (false positive rate) 0.09859 0.24050

False Negative Rate 0.24050 0.09859

False discovery rate 0.10447 0.22891

used Adagrad algorithm which made quite good results, but not impressive ones.
Training did not go very well, fine tuning helped a little bit and provided such
a result. Finally we used RMSprop which achieved the second best results after
Adam optimizer. It crossed the barrier of 75% of accuracy. It had problem with
false positive for non-COVID-19 samples, but it went really good in false positive
for COVID-19 ones (Fig. 4 and Table 1).

3.2 Discussion of the Results

In conclusion, to determine the best parameters of the neural network, several
experiments have been carried out. They included selection of the optimizer,
influence of activation function, etc. Each of those sections will be summarized
with a table colored in a helpful way to interpret the most important results.
There are two tables (one for each database) which consist of ranges for different
colors because of the difference in difficulty as well as accuracy among both
databases.
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Fig. 5. Training and validation accuracy and loss before fine tuning (Adadelta opti-
mizer — Images collected from articles database)

Fig. 6. Color interpretation tables for Tehran, Iran database and Images collected from
articles database

The following table shows what the most important statistics were like for
each optimizer in every database. As in “Db 1”, we understand “COVID-19
Lung CT Scans from Tehran, Iran database” and as in “Db 2”, we understand
“COVID CT images collected from COVID-19 related papers database” (Figs.
5 and 6).

As can be seen, Adam optimizer gave the best results on both of the
databases. It reached almost 100% of accuracy in the first database and over
82% in the second one. It definitely shows that it is the best optimizer to choose
for such a task. RMSprop took the second place with a result almost as good
as Adam on a Tehran, Iran database, but a lower one on the Images collected
from articles database. Adagrad and SGD made similar results but Adagrad did
not produce such a difference between databases as the SGD had. Adagrad has
only around 14% of difference and SGD almost 18%. Adadelta definitely made
the worst result on both databases. On the Images collected from articles one it
has only about 58% (just little more than random would have) and only about
74% on the Tehran, Iran.

The following table shows what the most important statistics were like for
each activation function in every database. The same as in the previous sum-
marizing table, we understand here “Db 1” as “COVID-19 Lung CT Scans from
Tehran,Iran database” and as “Db 2” we understand “COVID CT images col-
lected from COVID-19 related papers database” (Fig. 7).
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Fig. 7. Impact of selecting an optimizer — summarize table

As can be seen, default activation function Relu - and Tanh reached the best
results on the Tehran, Iran database. On the images collected from articles, one
softmax is slightly better than Tanh and achieved almost 80% accuracy. However,
softmax made really low result on the Tehran, Iran database. It is also the worst
result among all of activation functions. Sigmoid performed quite well on the
Tehran, Iran one, but was the worst on the Images collected from articles. To
sum up, Relu function should be the best choice to create the most effective
neural network which would learn on the mentioned databases.

4 Conclusion and Future Work

The purpose of the research was to improve the process of diagnosing the dis-
ease of patients by computer tomography lung scans using Artificial Intelligence.
The assumed goal of the work has been achieved. The work was prepared within
the scope defined at the beginning. The proposed system reached 99,506% accu-
racy in its best evaluation for the “Tehran, Iran database” and 82,666% for the
“COVID CT images collected from the COVID-19 related papers database”. The
use of CAD systems like this during the pandemic can minimize the amount of
natural human errors, reduce the time needed to interpret images, which can
also affect the reduction of the number of patients waiting for diagnosis.

In summary, Adam was definitely the best optimizer to choose. It achieved
the best results for the Iran database - about 99,5%. Moreover, it also managed
pretty well on the more difficult database (images collected from COVID-19
related papers) - it has also made the best results, almost 83%. RMSProp is
also a good option, but it had some difficulties with the second database. The
worst choice was Adadelta, whose results were significantly lower than those of
the other optimizers. Going to the activation functions, Relu and Tanh reached
approximately the best results, so probably one of them should be used on
dense layers. Sigmoid produced quite good results on the Iranian database, but
it definitely wasn’t satisfactory on the second one. The results for Softmax were
the least split compared to other activation functions. Although the result on
the first database was really low (only about 95%), the result on the second was
the second best. Relu guaranteed the best results on both databases.

In future research, a useful idea would be to investigate the impact of a few
other configurable parameters and try to reach even higher accuracy. Moreover,
if we provide more computer-tomography images, we should expect better results
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in differentiating positive and negative cases. One of the ideas could be to carry
out similar experiments for other databases. Another idea would be to mix two
different databases, one with photos with lower resolution, as, for example, the
“COVID CT images collected from COVID-19 related papers database” and
verify whether we achieved better results, especially in correct detection of photos
with lower resolution.
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Abstract. In modern medicine, there is a need for widely available and
efficient oculometric systems. This is because oculometry provides a sim-
ple insight into the general motor status of the patient. A good example
are neurodegenerative diseases (ND) such as Parkinson’s disease (PD)
with bradykinesia as one of the effects causing a general slowing of move-
ments, also visible in eye movements. PD develops secretly for many years
before showing visible effects, but eye-tracking tests can reveal it sooner.
That is why we decided to create a modern system for performing this
type of tests based on neural network models, modern inference approach
and algorithms of various types to help obtain reliable results. Our idea
was to disconnect the software from the hardware and base the hardware
requirements on consumer grade equipment, such as a web-camera. This
step is necessary because modern telemedicine must necessarily be based
on basic equipment available to patients in their households. Our results
showed that even with 30 Hz frequency and standard reflexive-saccade
(RS) test, our system was able to distinguish the results of healthy per-
son from PD patient or young from old person This solution brings
the ability to receive quantitative online data, in opposition to standard
telemedicine allowing only for verbal and/or visual interactions with the
patient. We hope that low hardware requirements will popularize auto-
mated oculometric tests in the context of age-related complications and
ND diseases, which may contribute to earlier diagnoses and the collection
of the appropriate amount of data to develop new means of preventing
different diseases.

Keywords: machine learning · deep learning · eye moves · eye
tracking · oculometry · reflexive saccades · saccade detections ·
neurodegenerative diseases · Parkinson’s disease

1 Introduction

The video-oculography is the non-invasive, video-based method of eye tracking
allowing for measuring all components of the eye movements. It gives hope for
the creation of publicly available systems in the future to support the detection
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of ND and measure its progress. Many researchers recently showed very good
results of video-oculography and oculometric tests in classification or prediction
of different ND.

Semmelmann et al. showed good example of JavaScript algorithms for eye
tracking with standard webcams to study fixation, pursuit, and free viewing to
analyze the spatial precision in the first two, and repeatability of well-known
gazing patterns in the third task [1]. The main focus of the study was to test
the potential and possible limitations of webcam in terms of noise and accuracy
to find differences between laboratory-grade equipment and webcam results [1].
They concluded that web-based eye tracking is suitable to conduct all three tests
with little less accuracy and higher variance of the data [1].

Lin et al. developed a real-time eye-tracking system based on a webcam
and machine learning models, combining a position criterion, gaze direction
detection and lightning filtering [2]. The gaze direction estimation was based on
appearance-features of eyes, Fourier Descriptor and the Support Vector Machine
[2]. Authors concluded that their webcam solution brought quality results with
feasibility of the solution [2].

Meng et al. investigated Convolutional Neural Network models (CNN) with
webcams with very promising results for this type of eye-tracking method by
detecting 6 eye features to gather more exact eye movement data [3].

Aljaafreh et al. [4] created an oculometric system based on webcam and
application projecting dynamic stimulus. It was tested in research on 10 Multi-
ple Sclerosis (MS) patients. The system calculated multiple parameters of sac-
cades and both latency and amplitude gave sufficient results that allowed for
diagnosis for MS disorder making this system sensible for clinical diagnosis and
identification of neurological disorders [4].

The RS are a very good example of coulometric tests that give good results
in the diagnosis of ND. The RS are rapid, ballistic eye movement of the eyes
triggered by the influence of an emerging stimulus, with the purpose to direct the
gaze focus to interesting element of the environment. Because different regions of
the brain are involved in this process, therefore RS are very sensitive to degen-
erative changes caused by ND and also by human aging. The analysis of the RS
parameters, mainly the latency showed in many cases correlation with develop-
ment the PD [5–8].

Our idea was to build an advanced pipeline that would allow for eye-tracking
based on CNN and video stream from a webcam, while controlling the infor-
mation about the surrounding conditions, because a webcam can provide poor
quality and frequency, and hardly depends on the lighting environment. Addi-
tionally we equipped our system with the ability to filter and smooth the signal
to balance fluctuations, as well as the ability to detect saccades in the movements
of the eye and calculate its parameters in an acceptable error range. Therefore, in
addition to surroundings validation and signal smoothing, the saccade detection
algorithms are oriented towards a lower sampling rate, with assumption that
some of the information may be lost between consecutive frames.
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Our general purpose was to create a system that would be able to show the
differences in saccade parameters between different groups of disease severity of
ND. Here we wanted to use the data and experience from previous studies, where
we managed to successfully classify PD patients, healthy controls or people in
different ages, based on results of their oculometric results.

2 Methods

2.1 The Conduction of Oculometric Tests

We have created a pipeline for real-time oculometric tests, which can be used
in both, web browser-server solutions and in local implementations of desktop
applications. Our idea was to enable all variants of measurements by using the
computer of the examined person. We tested this solution for the capabilities
with the RS. Our pipeline is based on a video stream from a web camera, and
can be hosted in any application written in Python. The pipeline asynchronously
processes images from the camera and for each video frame returning various
information including position of the subject face, head position angles, position
of the eyes center and current gaze direction. In addition, for each frame, infor-
mation on the level of lighting is returned with a warning if it is not sufficient.
Additionally, during calibration, the signal noise level is checked, which can be
caused by various factors and which can also significantly affect the readings of
eye movements and other parameters. The pipeline also enables the detection
and calculation of saccade parameters in 2 modes: real-time and post-processing.
In the real-time mode, the current coordinates are buffered to a window whose
size can be set depending on the desired calculation delay and the expected
length of the saccade (depending on the distance between the fixation-point and
the target). This mode can be useful for trial evaluation of patient saccades,
calibration, or setting the distance between markers. In the post-process mode
the entire record is subjected to the estimation of the components and the cal-
culation of their parameters, which is usually more practical in the context of
the analysis of the patient’s results.

In current application, each test starts from head positioning when applica-
tion shows a stream from a web camera with applied facial landmarks overlaid
on the face and information for correction of head adjustments. In this regard,
two parameters are calculated:

1. The distance between a head and the camera based on the distance between
both eyes

2. The perpendicular head position determined by landmarks positions in the
y-axis of the face bounding box.

The optimal distance from the camera was determined experimentally to be
between 55 and 80 cm and. It allows the subject to sit close enough to be able to
control the computer and not too far as an image of a face must be large enough.
Then the next step was the calibration. We decided on a very basic 3-point
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calibration, because we found out during previous experiments that calibration
is a problematic process especially for PD patients. On the other hand, we don’t
need to cast the entire screen in the physical space as the only purpose is to find
fixation and the peripheral targets necessary for saccade stimulations. The Fig. 1
shows subject during calibration process (A) and the calibration schema (B).

Fig. 1. Subject during calibration process (A) and the calibration process schema (B).

As mentioned before we used calibration to evaluate the noise of the signal
and its frequency - thus its quality. The external factors such as insufficient
lighting, reflections on the subject’s glasses or poor concentration on stimulus
can lead to low quality of the registration. We decided to use 2 parameters for
noise level measurement: Signal to Noise Ratio (SNR) showing a relationship
between means and statistical deviation (SD) in the signal and Periodogram
of a signal as parameters, supporting judgment of signal noise level. During
previous experiments, we established threshold values for acceptable noise level
to be ≤ 3.5 for SNR and ≥ 0.02 average from the Periodogram with small
tolerance for signals slightly different from both thresholds. Additionally we set
frequency level to be >23 FPS (ideally 30 FPS, as stated in [9]) as in the course
of our experimental work, we found that lower frequencies due to the increasing
temporal sample error make impossible to calculate i.e. the saccade latency value
within the acceptable error range, which is described in the next part of this text.
The lightning condition is determined by calculating dominant color in a gray-
scale image from the webcam with k-means clustering. We have experimentally
determined that the average value obtained from the RGB of the dominant color
indicating acceptable lightning conditions cannot be lower than 90. The complete
schema of quality estimation process is presented in Fig. 2.

After successful calibration and checking the quality of the signal, the actual
oculometric test is performed. Application displays the green ellipse in different
locations dependently for fixation and peripheral targets. The fixation point
shows up on the screen in a random interval between 1000 and 2000 ms, then
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Fig. 2. Schema of a quality estimation process.

disappears in the same moment as the peripheral target appears on the left or
right side of the fixation point in the same random time range. We set up the
distance between fixation and peripheral markers for ∼8◦ (fast, regular saccade).
This sequence was conducted 10x during the whole test.

We used this “step model” of the measurement (Δt = 0) as the one in which
differences in latency values between healthy controls and PD are the greatest,
assuming that it would strengthen the differences between PD and healthy sub-
jects. Prolonged latency in PD is related to both motor and cognitive impairment
of the brain, but mostly related to bradykinesia [10] and is the main property
differentiating saccades between healthy people and people suffering from the
ND.

2.2 Pipeline Estimations and Calculations

We used modern approach of the inference provided by frameworks like Intel
OpenVINO™ [11], an open-source toolkit for optimizing and boosting deep learn-
ing performance in computer vision [11]. In this approach Deep Learning models
are deconstructed into hyper recursive functions (graphs) which allows to obtain
results of neural network estimations with almost no delay for light architec-
ture models like Single Shot Detector (SSD). We also took advantage from Intel
OpenVINO™ API and used asynchronous pipeline for parallel processing of the
image frames. In this type of pipeline, images are received via an asynchronous
queue, from where they are retrieved for processing by a parallel thread events,
which allows for processing several frames at one time without blocking the
main thread by waiting for synchronous results. We also used the OpenCV [12],
the open-source library for image manipulations, for operations in image pre-
processing (resizing, transpositions and reshaping into neural model input). For
webcam video classifications and gaze predictions we used the pre-trained mod-
els [13] delivered with the Intel’s OpenVINO™ Toolkit framework [11]. In order
to estimate the gaze position, in our pipeline we connected 4 pre-trained models,
thus our estimation process consists of following 4 steps:

1. Face detection.
2. Facial Landmarks Estimation
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3. Head Pose Estimation
4. Gaze Estimation

For face detection we used the lightweight “face-detection-adas-0001” model,
based on the MobileNet architecture that includes depth-wise convolutions to
reduce the amount of computation for the 3 × 3 block [14]. Its Average Precision
(AP) was estimated to 0.94 for face bitmaps ≥100 px [14]. For facial landmarks
estimation we used the “landmarks-regression-retail-0009” model [14]. This is
a very lightweight model with a classic convolutional design, final regression is
done by the global depthwise pooling head and fully connected layers with Mean
Normed Error of 0.07 [14]. The model predicts only five facial landmarks: two
eyes, nose, and two lip corners, which is enough for estimating eye’s bounding
box coordinates. For head pose estimation we used the “head-pose-estimation-
adas-0001” model [14], an estimation network based on simple, CNN architecture
with angle regression layers as convolutions, ReLU, batch normalization, fully
connected with one output that represents value in Tait-Bryan angles (used to
describe a general rotation in three-dimensional Euclidean space) with accuracy
of: yaw 5.4 ± 4.4, pitch 5.5 ± 5.3 and roll 4.6 ± 5.6 [14]. For gaze estimation we
used the “gaze-estimation-adas-0002” model, a custom VGG-like CNN for gaze
direction estimation, which takes left and right eye images and head pose as an
input [14]. It outputs a gaze directions prediction as 3-D vector in a Cartesian
coordinate system in which the z-axis is directed from the mid-point between
left and right eyes’ centers to the camera center with Mean Absolute Error of
6.95 ± 3.58 of angle in degrees [14].

The full gaze estimation process starts from the classification of the Face Esti-
mation model and if a face is detected, the image processing continues in the
pipeline. In current approach we took into account only the largest face bounding
box, assuming that the face located closest to the screen is the examined subject.
The image of the detected face is processed by the Facial Landmarks model to
estimate positions of the eye sub-images. Simultaneously, the detected face image
is processed by the Head Pose model to estimate Tait-Bryan angles of the head
position. Results from both classifiers including the head “roll” angle are trans-
ferred to the model estimating gaze vectors. Finally, the gaze X,Y coordinates
are calculated on the basis of the gaze vectors and the “roll” angle using trigono-
metric functions. Next we smoothed the signal using the low-pass butterworth
2nd order filter method implemented in the Scipy library with the cutoff=3.5
[15]. Smoothing was performed by omitting the data containing saccade peaks,
pre-detected on the raw data. We just wanted to smooth out fragments of the
signal from raw eye fluctuations without changing the shapes of the saccade
amplitudes.

For saccade estimations we implemented an incremental rolling method that
estimates the execution of the saccades in time series of gaze coordinates bas-
ing on stabilization, dispersion and changes in the amplitude. Algorithm first
calculates eye fluctuation in the fixation state in the control window, which is
set to around 300 ms experimentally by analyzing the registrations. The mean
shift of the eye is then calculated from the difference in the x-axis coordinates of
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the control window. The start of the saccade search window is calculated from
the moment when the peripheral target appears with the period of the possible
minimal saccade latency assumed as 40 ms. From this starting point, the window
end is set to around 500 ms, which covers the maximum saccade length for ∼8°.
Then the window is searched for a movement of at least 50 ms (possible minimal
duration for longer saccade) in the direction of the target direction. We assumed
that if shift point between frames is greater than the mean shift in the control
window (fixation state) and if the shift between the first and last frame of this
sequence is ≥30% of the distance between fixation and the peripheral target,
the sequence meets our conditions and first frame can be set as the starting
point of the saccade. We assumed the minimal saccade duration of 50 ms. After
this interval algorithm looks for minimal inhibition of the eye movement and
the frame in which shift relative to the previous will be <30% is considered as
the saccade end point. If no starting or ending point was found during those
sequences, we treated a trail as a failed or without saccade registration. For each
detected saccade, we calculated its Latency, Duration, Amplitude, Average and
Maximum Velocity and Gain (the ratio of saccade amplitude and fixation-target
distance). Simplified schema of the process is presented in Fig. 3.

Fig. 3. Schema of a saccade estimation process.

3 Results

We compared the detection results of the implemented system with results
obtained from infrared consumer-grade eye-tracker The Eye Tribe ETI1000 60Hz
[16] also used in our previous experiments [17,18]. For this purpose, we simul-
taneously registered saccadic tests with our pipeline using the webcam placed
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on top of the monitor and the ET placed on its bottom. The web camera used
for this experiment was the Logitech C922 Pro Stream in Full HD and 30Hz
mode and the ET was running in 60Hz mode. We conducted the experiment
in non-perfect lighting conditions, simulating non-laboratory environment. We
obtained a recording from The Eye Tribe with actual frequency of 43Hz, and
from the webcam with frequency of 24Hz.

Fig. 4. The examples of horizontal 8°RS registrations from our pipeline with 30 Hz
webcam (a,b,c) and from The Eye Tribe ETI1000 60 Hz (d,e,f). The blue circle marks
the beginning and the red square marks the end of the RS.

For the adequacy of the comparison, we first unified the time series between
recordings, next, we resampled recordings from our pipeline to 43Hz with band-
limited interpolation [19]. We also scaled both signals to a common range of
values from −10 to 10◦, corresponding with an appropriate margin to distances
between both peripheral targets. Then we used both signals as an input for our
saccade detection and parameters calculations algorithms. Figure 4 presents the
example of these recordings obtained simultaneously from The Eye Tribe and
our pipeline. In this example the subject was a middle-aged man.

From these graphs we can see that the signal from our system shows a
smaller number of artifacts. We also detected a greater number of saccades (all 20
attempts were found). In case of saccade parameters, the mean latency obtained
from the The Eye Tribe was 255.75 ± 60.74 and from our pipeline 245 ± 44.24
(∼10 ms, p value = 0.20). Statistically insignificant differences was also found



506 A. Śledzianowski et al.

for mean gain (The Eye Tribe = 1.04 ± 0.14, our pipeline = 1.15 ± 0.20, p value
= 0.09) and for mean average velocity (The Eye Tribe = 70 deg/s ± 36, our
pipeline = 59 deg/s ± 23, p value = 11.35).

As we see, for these parameters we have obtained confirmation of no signifi-
cant differences between our pipeline and standard infrared eye-tracker with 2x
higher frequency, unlike to the maximum velocity (approx. 71 ms difference, p
value ≤ 0.05) which seems to be more sensitive to frequency changes in terms of
the error rate, due to the temporal sampling error. Additionally, we also com-
pared our results with laboratory measurements for horizontal 8°RS tested with
28 subjects done by using infrared eye tracker, The Eyelink 1000 Plus with fre-
quency of 1000Hz and published in [20] (table “Descriptive and reproducibility
results of the pro-saccadic task”, first measurements). For our comparison data,
the group was 8 people, in range of 23–45 years old and different gender (158
RS samples). The average age of the subjects in both examples was 40–41. Our
goal was to gather data from sample equipment and external conditions for the
study, rather than to create a large population of diverse individuals.

The comparison brought satisfactory results. In case of latency from our
pipeline we obtained the mean of 192 ms ± 45, while in the reference data mean
was 176 ± 21 and even these results are statistically significant ( p value ≤
0.05) the nominal difference between results was only 16 ms. In case of mean
gain it was 1.12 ± 0.18, while in the reference data it was 0.98 ± 0.05 [20],
however in case of both types of velocity parameters we received differences
between the reference data around 200 ms, far beyond the acceptable range,
which confirms the impossibility of obtaining reliable results for these parameters
in the case of lower frequencies. This inability comes directly from the bell-shaped
characteristics of the velocity in ballistic type of movements, where the velocity
increases and decreases linearly. In this characteristic the lower the sampling
rate, the more information is lost about changes in velocity occurring between
sampling points, so when eye increases velocity after the first sampling point
(n) it results in change not being observed until another sample (n+1) [21]. The
bar charts on Fig. 5 presents statistical comparison for both acceptable results
of latency and gain as well as for maximum velocity.

4 Discussions

Anderson et al. showed that one-point measures (which include RS) at low fre-
quencies are burdened with a temporal sampling error derived from the fact that
data for calculations are collected at a certain, finite frequency [21]. If frequency
is lower than 1000Hz speed or direction are not registered between two consecu-
tive measurements (n, n+1) and this error can affects also calculations of latency
or duration. The size of the sampling error determines the difference between the
time of the actual event (i.e. start of the saccade) and the time when the system
actually registers the event occurrence. It makes actual oculomotor events uni-
formly distributed between sampling data points and the expected mean of the
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Fig. 5. The comparison of horizontal 8°RS between 30 Hz registrations from our
pipeline and 1000 Hz from the laboratory reference statistics [20]

sampling error i.e. at 50Hz is 10 ms (1 ms error is the maximal one-point tem-
poral sampling at 1000Hz Hz, increasing as the sampling frequency decreases)
[21].

However, temporal sampling error has a different effect on different parame-
ters, also depending on the type of the research. For example, for saccades smaller
than 10° and the velocity parameters, sampling frequency should be >300Hz
to calculate it accurately [21]. But in the case of the latency (most important
parameter for ND estimations) and in context of our research on ∼8°’fast regu-
lar’ [22] saccades registered at 30Hz the difference in the result compared to the
reference data of 1000Hz [20] was only 16 ms (20% of latency range 120–200 ms
of healthy person). We expected this output because on average the sampling
error will be in the middle of the sample interval, thus : (1000/30)/2 = 16.6
[21]. Interestingly, the outputs obtained from the ET showed similar difference
between 10–20 ms and basing on results of those two experiments, we concluded
the mean latency error to be inside this range. Such an error for analysis on dif-
ference between healthy subjects and PD patients has an marginal importance.
Our previous studies on RS task with the 1000Hz eye-tracker, patients with PD
showed latency ranges of (260.0, Inf) and (308.5, Inf) varying for specific disease
stages [18,23]. The healthy subjects for the same task show upper latency limit
at around 190–200 ms [22]. In the context of such large differences, sampling
error of 10–20 ms is unlikely to substantially affect the results of an overall data
classifications.

We think that it is important to understand whether obtained sampling error
magnitude brings problem in adequate scale to the research results. In case of this
research, we assumed that our pipeline due to the limitations of consumer-grade
equipment, will never compete in accuracy with laboratory equipment. However,
it can provide reliable results for screening test that could allow specialist in
specific cases to determine whether a more thorough examination is needed,
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this time by using professional equipment such as a 1000Hz eye-tracker in the
laboratory conditions.

5 Conclusions

We propose to use web cameras and oculometric pipelines, such as the one pre-
sented in this text, where high frequency is not required and approximate results
are sufficient to make assumptions. Using latency as an example we showed
that inaccuracy of calculations in low frequencies like 30Hz can be estimated at
approx. 10–20 ms which gives minimal error rate in oculometric classifications
of PD. If this rate is acceptable for your type of research, such machine learning
solution based on neural networks and supporting algorithms can open possibil-
ities to conduct tests without the need for expensive laboratory equipment.
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Abstract. Hyper-heuristic was designed to automate the development of com-
putational search methodologies. Although it has effectively handled a variety of
optimisation problems, the surgical scheduling problem (SSP) has not yet been
solved by hyper-heuristic. Therefore, we aim to investigate the effectiveness of
applying hyper-heuristics to solve a real-world SSP at Hospital Canselor Tuanku
Muhriz UKM (HCTM), one of Malaysia’s largest public hospitals. We dealt with
daily SSP for block scheduling strategy. The daily SSP arranges the sequence of
surgical cases in each operating room (OR) for each day, considering the material
and human resource availability. In this work, we aim to maximise the number of
surgeries and OR utilisation for a given time horizon while solving SSP. In hyper-
heuristic, high-level strategy is heuristic selection mechanism where we applied
elitism-based genetic algorithm (E-GAHH). Low level heuristics are problem-
specific heuristics where we applied simple move operators. Experimental result
demonstrate that E-GAHH approach can provide a more practical and effective
schedule with more OR utilisation than HCTM’s solution and traditional genetic
algorithm hyper-heuristic (GAHH) approach.

Keywords: Hyper-heuristic · genetic algorithm hyper-heuristic · elitism ·
surgical scheduling problem · block-scheduling

1 Introduction

Optimisation problem concerns finding the best or optimal solution within all feasible
solutions that can maximise or minimise objectives such as minimising the cost or
maximising the efficiency [1]. Real optimisation problems are challenging to solve,
and several techniques have been developed to address various optimisation problems.
Although meta-heuristics can find the optimal solution within an acceptable timeframe,
it provides good results only on specific problem instances because these approaches
strongly depend on domain-specific knowledge [2]. So, these approaches cannot be
directly applied to other optimisation problems because they are able to obtain high
quality results for just a few problem instances [3]. Hyper-heuristics are designed in
order to get over the limitations of meta-heuristics and to have a reusable and effective
technique that can combine the power of several heuristics into a single framework [2].
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Hyper-heuristic framework consists of two levels, which are high level heuristic and
low-level heuristic. The decision of which low-level heuristic to use and whether to
accept it is made by a high-level, problem-independent heuristic. Low-level heuristics,
on the other hand, are a collection of problem-specific heuristics that vary from problem
to problem [4]. Single-solution based methods are ineffective when the search space is
large and severely confined, however the majority of hyper-heuristic research have a sin-
gle solution based approach [5]. Therefore, in this study, we focused on the multi-point
perturbative heuristic selection, more precisely, automatic heuristic sequencing, which
is a genetic algorithm hyper-heuristic (GAHH). In GAHH, it is possible to destroy an
individual’s chromosome after performing genetic procedures. To solve this problem,
we implemented an elite retention strategy, which involves retaining the top individu-
als across each iteration. After assessing the individuals, GAHH updates the solution.
As a result, we identified elite individuals for the updated solution in the suggested
elitism-based genetic algorithm hyper-heuristic (E-GAHH) after analysing the popula-
tion of each generation. Hyper-heuristic has been successfully applied in solving many
combinatorial optimisation problems such as nurse rostering problems [2], educational
timetabling [6, 7], trainer scheduling problem [8], traveling salesman problems [9] and
vehicle routing problems [10]. Nevertheless, it has not yet been applied to address the
issue of surgical scheduling (SSP). SSP is a combinatorial optimisation problem that
seeks to specify the amount of time and space required by the resources at hand to carry
out a series of operations over the course of a day or a week [11]. SSP involves a wide
range of parties, including patients, surgeons, and operating rooms (OR). More than
60% of hospital admissions are for surgical procedures, therefore the OR’s high output
rate is crucial for improving the hospital’s services [12].

In this study, we address real-world SSP at one ofMalaysia’s largest public hospitals,
Hospital Canselor Tuanku Muhriz UKM (HCTM). Despite the fact that the HCTM
admits a large number of patients each day for surgery, each surgeon team creates the
daily surgical schedule by hand. The block schedulingmethod used byHCTMdesignates
each OR to a different speciality for each day. Pre-surgery, surgery, and post-surgery
are the three stages of surgery included in SSP. Various human and material resources
were needed for each level. In addition to integrating three operation stages for block
scheduling, real-world HCTM constraints are taken into account when solving SSP.
Block scheduling considerations with regard to all stages have not yet been disclosed.
Thus, in this study, elitism-based GAHH is used to address and optimise a real-world
SSP. This work is organised as follows. A survey of related literature on hyper-heuristics
and SSP is presented in Sect. 2. The problem description is described in Sect. 3. The
approach is then presented in Sect. 4. Section 5 describes the findings and discussion.
The perspectives of future research are finally summarised in Sect. 6 as the conclusion.

2 Related Works

2.1 Hyper-heuristics

The nature of the hyper-heuristic search space is classified into two types which are
heuristic selection and heuristic generation [2]. The aim of the hyper-heuristic selection
framework is to intelligently choose a low-level heuristic and apply it at that decision
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point. Heuristic generation focuses on generating new heuristics from components of
existing heuristics [2]. The performance of an individual heuristic differs from one
instance to another anddepends on the current stage of solving process. So, it is difficult to
determine which heuristic is performing best. The automatic heuristic selection process
can overcome this issue. It can help the search process in achieving reasonable quality
solutions that can outperform a single heuristic. Both of selection and generation hyper-
heuristic can be classified into constructive and perturbative heuristic. This study focused
on perturbative heuristic. The main goal of perturbative based hyper-heuristics is to
improve the given solution via the selection and application of a set of perturbative
low-level heuristics.

Many works reported on hyper-heuristics which are based on metaheuristic
approaches auch as [8, 17, 32] etc. The study in [8] applied GAHH for solving a trainer
scheduling problem where each individual in the population provides a sequence of
integer values and each one represents one low-level heuristic. The GAHH achieved
significantly better results than each low-level heuristic applied separately. This hyper-
heuristic approach is extended by [17] using an adaptive chromosome length. This hyper-
heuristic also outperformed individual low-level heuristics and got better results on the
trainer scheduling problem than a standard GA. The study in [17] proposed a guided
GAHH tomake the dynamic removal and insertion of heuristics and evolve sequences of
heuristics in order to produce promising solutions more effectively. GAHH also applied
in the study [7], and demonstrated a reasonable performance in solving strip packing
problems.

During the search process, GAHH used different types of operators and these oper-
ators are named selection, crossover and mutation. The majority of investigations on
GAHH that have been published so far only used conventional GA selection operators.
For example, GAHH is used in conjunction with a roulette wheel selection to maximise
the probability of choosing an individual with low height values [7]. In [8], only elite
chromosomes are chosen to address the trainer scheduling issue. They combined the
four crossover and four mutation operators to create a sequence of low-level heuristics
to solve the job shop scheduling problems [18] by GAHH. For selection operators in
GA, they employed the roulette wheel selection. Additionally, it is evident that elitism
improves the optimisation process [19]. Elitism is an operational characteristic of GA.
It is a strategy that enables individuals to naturally evolve in almost all generations
and continuously improve the entire population’s quality [20]. Thus, in this study, we
integrated elitism with GAHH.

2.2 Surgical Scheduling Problem

The surgical case planning and scheduling problem is a vast area to explore and it is
one of the costly functional fields of the hospital worldwide. Several studies tackled
this problem with different perspectives such as different solution approaches, decision
levels, mathematical models, efficiency of the technique and scheduling strategies. The
SSP is a complex problem to solve because it involves many resources and stages. This
problem can be classified into three levels: strategic level which is long term planning,
tactical levelwhich ismedium termplanning and operational levelwhich is short-term. In
this work, we focus on operational level scheduling for elective scheduling.Furthermore,
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scheduling approaches can be divided into three categories: block, modified block, and
open strategies. Block scheduling refers to the pre-allocation of each operating room to a
specific specialtywith various operation groups, such as surgeons [15]. Block scheduling
is utilised more commonly in many hospitals since it is less complicated to use than the
open technique [15]. However, only a small number of research have focused on block
scheduling method, whereas the majority have focused on open scheduling approach.
Although considering all the stages is important to obtain a good schedule, most of
the work reported did not considered all the stages for block scheduling. This study
integrates all stages and resources on block scheduling strategywhile integrating real-life
constraints.

Heuristics and meta-heuristic algorithms are commonly developed to deal with the
complexity of operating room scheduling challenges such as constructive heuristics [21],
improvement heuristics [22], metaheuristics [23], linear-programming based heuristics
[24]. A bi-objective mathematical model is presented for block scheduling in [25] for
elective patient surgery planning and scheduling while two stages are considered. How-
ever, in this study, no-waiting constraint was not tackled.Which indicates that the patient
should wait in the OR unless any post-operative care unit (PACU) bed is available. In
the proposed approach, we integrated no-waiting constraint so that the patient can be
immediately transferred from OR after surgery and made available for the next patient.

The study [26] focused on bicriteria elective SSP, which involves planning elective
procedures for a day, an operating room, and a starting time within a weekly planning
horizon with the goal of boosting the OR occupancy and number of scheduled surgeries.
They construct the initial solutionwith the integration of patient priority,OR, and surgeon
availability, but they don’t consider other stages of surgery or other required resources.
The study [27] covered all three stages as well as resource availability, although the con-
straints were not the same as this study. Therefore, different from previous studies, this
study attempts to take into account real-life constraints, three stages for block scheduling
strategy and optimise SSP to obtain good solutions by GAHH.

3 Problem Description

3.1 Suegical Scheduling Flow

AtHCTM, a surgerymust go through three stages: pre-surgery, surgery and post-surgery
stages. Different human and material resources are required in each stage. The patient is
called from the ward 30 min before the surgery time for pre-surgery stage to be prepared
for the surgery. When both the OR and the patient are ready, the patient is moved to that
specific OR based on sub-specialty, surgeon and availability of other resoueces. Then
the patient is transferred to the recovery stage or PACU after the surgery is done. Below
is a description of each stage:

Pre-surgery Stage: This is the initial stage of the surgery scheduling process. Nurses
and PHU beds are essential resources for this stage. The properties of this stage for
HCTM are:

• Required resources are pre operative holding unit (PHU) beds and nurses.
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• Number of available PHU beds:16.
• Pre-surgery duration is 30 min.
• This stage is required for all patients.
• Nurses are always available in pre-surgery stage.

Surgery Stage: This stage starts after the pre-surgery stage and at this stage surgeries
are performed. For this stage, several material and human resources are required. The
properties for this stage of HCTM are:

• Number of OR for elective patients: 14 and 26 types of sub-specialty.
• Some surgery duration provided in booking data and some are obtained fromhistorical

data.
• Cleaning time duration is10 minutes to clean OR after surgery.
• This stage is required for all patients.
• Patients are assigned toORbasedon sub-specialty and availability of human resources

and material resources.
• Surgery teams (surgeon, nurses, anesthetists) are available all day long.
• Major surgeries are performed by the specific surgeon who booked the surgery.
• If the surgery is not booked by any specific surgeron then major surgeries are per-

formed by senior surgeon and minor surgeries are performed by junior surgeon of
same sub-specialty.

• Some ORs are open for 7 h and some are open for 10 h based on the hospital’s
schedule.

• 5 working days (Monday-Friday) in each week.

Post-surgery Stage: After surgery, patients go to the recovery stage where resources
involved are the post-surgery beds or PACU beds. If the patient requirs PACU bed, then
the patient is moved to PACU. Otherwise the patient is moved to post-operative bed.
The properties for this stage of HCTM are:

• Number of available post-operative beds: 12 and PACU beds: 4.
• PACU is not required for all patients. PACU requirement depends on patient’s age,

surgery duration and surgery type (major/minor).
• Patients who don’t need a PACU are moved to a post-operative bed.
• Post-surgery duration is 30 min.
• PACU duration varies between 6–24 h depending on patient’s condition.
• Nurses are always available in post-surgery stage.

Since currently, theHCTMemploys a block schedulingmethod, patients are assigned
to an OR based on sub-specialty for elective patients. Depending on the day of the week,
ORs are open for 7 or 10 h. AtHCTM, each surgeon has a fixed day to operate for surgery,
such as on Monday, OR-1 will be dedicated only for vascular type patients and surgeons
required for vascular surgery are available for that day. Some sub-specialty allocation
is also based on week-ID, for example, OR-10 is exclusively assigned to orthopedics
during weeks 2 and 4.
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Constraints: To generate a feasible solution, several hard constraints (HC) are followed
mentioned in Table 1.

Table 1. Hard Constraints for solving SSP in this study

HC Description

HC1 Every surgery must be assigned to one and only one spot in available material
resources for each stage based on requirements

HC2 Every surgery must be assigned to the specific OR based on the surgery requirements

HC3 The operating sequence of three stages must be followed completely and in sequence
without any waiting time between two consecutive stages

HC4 All resources must be available at each stage of surgery

HC5 All assigned surgeries must be done within the opening time for each operation room

HC6 Cleaning time must be assigned between each two surgeries

3.2 Multi-objective and Fitness Function

Finding solutions to an optimisation problem where more than one objective has to be
minimised or maximised is known as the multi-objective optimisation problem [19].
Among several approaches to solve multi-objective problems, we choose to apply
weighted sum approach in this study. The motivation behind this is the high search
efficiency of the weighted sum method [28]. In this approach weights are assigned to
each objective function by which a multi-objective problem turns into a single-objective
problem [5]. We aim to choose the solution with maximum fitness value. The objectives
are:

F1 = Maximise the number of surgeries (1)

F2 = Maximise OR utilization (2)

Let the weight value of the parameters be β1, β2, respectively, where
∑2

j=1 βj = 1
the aggregate objective function for this problem is obtained as:

Fitness = β1 ∗ F1 + β2 ∗ F2 (3)

The decision about which objective has to be given how much importance is made
before searching for the optimal solutions [5]. For this study, we considered equal weight
for both objective functions which are β1 = β2 = 0.5.
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4 Proposed Method

4.1 Select Candidate Surgery Pool

The surgical information gathered from the HCTM is used to establish a candidate pool
of surgeries. Since one of the objectives for solving SSP is maximising the number of
surgeries, we have to select a candidate pool from where new solutions can be generated
after applying the LLHs of E-GAHH chromosomes. During the optimisation process,
surgeries of initial solution can be scheduled earlier than the end time of time horizon.
Thus we have to identify the candidate surgery pool from where new surgeries can be
included in the schedule (Fig. 1).

S1 S2 S3 S4 S5 S6 S7 ……

S1 S2 ……. S5 S4 S6 S7 Available 
slot 

Planning time horizon  

Initial schedule 

While optimising the schedule, more 

surgeries are needed for available slots 

which are included from candidate 

pool.  
Unscheduled surgeries from candidate pool

Fig. 1. The process of including new surgeries from candidate pool during optimisation process

Without this candidate surgery pool, it may possible that a surgery from end of
booking list will be scheduled instead of recent surgeries. Additionally, there should
be enough surgeries in the candidate surgical pool to fill the specified time horizon. To
tackle this issue, we created candidate pool where we ensure to take the recent surgeries
to create schedule.

Algorithm 1: Create candidate pool of surgeries
Input: Surgery list (sorted by date) with all information (MRN, surgery type, procedure, age, surgery duration, sub-
specialty, required surgeon), start and end time for schedule time horizon
Output: Candidate pool of surgery list  

1: set candidate_surgery_pool ← 
2: group surgeries from surgery booking list based on their subspecialty
3: For each sub-specialty group
4: set total_surgery_duration ← 0
5: total_available_duration ← Calculate the available time duration for sub-specialty for the given time window
6: While total_surgery_duration < total_available_duration
7: take surgeries one by one and increase total_surgery_duration by each surgery duration
8: insert the surgery into candidate_surgery_pool
9: End while
10: End for
11: Return candidate_surgery_pool

4.2 Constructive Heuristic

A constructive heuristic is a form of heuristic method that starts with an empty solution
and gradually expands it until a complete solution is found [29]. We used First-Come-
First-Serve (FCFS) based on the booking date to construct the initial solution while
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following all the constraints. While solving SSP, each surgery must pass through sev-
eral processes to complete the flow. When the procedure starts, multiple resources are
required throughout the surgical process. In the FCFS approach, the current surgerymust
first be scheduled before the subsequent surgery can be scheduled. The surgery booking
list consists of different sub-specialty. Since the surgery must be assigned to OR based
on sub-specialty, it may happen that the current surgery sub-specialty is not available
current day. So, any other surgery after current surgery cannot be assigned current day.
Thus, to construct the solution, first we group surgeries from the candidate surgery list
based on their sub-specialty. Then for each group, surgery is taken from the list one
by one, and check if at current time all the required resources (PHU bed, OR, surgeon,
anesthetists, post-operative bed, PACU bed) for that surgery are available or not. If all
the necessary resources are available, then we assign resources to the current surgery. If
not, then wait for the next available slot when all the resources are available and when
the resources are available, these are assigned to the surgery and go to the next surgery.
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4.3 Elitism-Based Genetic Algorithm Hyper-Heuristic

In GAHH, each individual in GA’s population consists of a sequence of integer numbers.
Each number is an LLH choice which tells us which LLH must be applied, and each
individual tells us inwhich order to apply LLHs.We designed a fixed length chromosome
where each LLH repeats several times and stores some additional information such as
the number of LLH, swapping positions, meta-heuristic parameters etc. In this study,
E-GAHH is applied to solve a real-world SSP. Initial individuals are generated randomly
where each individual represents a sequence of LLHs. After generating the population,
fitness is calculated for each individual. Individual ofGAHHis consist of integer numbers
where each integer represents an LLH. To evaluate the individual, we must apply each
LLH exists in an individual. After applying the sequence of LLH every time from
chromosome, the new domain solution in compared with the current domain solution.
If the new domain solution is better than the current one, then the old domain solution
is replaced by the new domain solution (Algorithm-3: step 10–12).

Elitism concept is integrated to select the best individual to the next generation
directly without performing operations such as crossover and mutation. Using elitism
avoids the loss of the best individual after crossover and mutation operations and speeds
up the Genetic Algorithm’s (GA) performance. These elite solutions are selected as
the population of next generation. The rest of the population of the next generation
are derived from GA operators. After the chromosome evaluation, the previous domain
solution is replaced by the updated domain solution. Thus, I our approach, to get the
elite individuals, we identified elite individuals for the updated domain solution after
evaluating the population of each generation and rest of the population of next generation
derived from all of the current population.
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The first operator in the reproduction phase of GA is selection criteria. The selection
operator aims to select an individual from the population that will produce offspring
for the next generation. For selecting parents, we used tournament selection. The most
effective selection method is tournament selection [30]. In this strategy, a competition is
held amongst a select group of individuals which are picked randomly from the overall
population. The winner joins the mating pool and is selected based on fitness. This
procedure is repeated until all the parents have been selected. After selecting parents,
crossover operator is performed. Crossover operators are used to generate the offspring.
The offspring is generated by combining the genetic information of two or more parents.
We applied single point crossover in this study. A random crossover point is chosen in
a single point crossover. Beyond that point, two parents’ genetic information will be
exchanged with one another.

Mutation is the last evolutionary operator. It altered one or multiple genes after
creating children solutions. The purpose of this operator is to maintain the diversity of
population. The exchange mutation operator is applied in this study which randomly
selects two genes in the individual and exchanges them. The selection, crossover, and
mutation operations will be repeated on current population until the new population
is complete. By repeating this process, the best individual is obtained from the last
generation of E-GAHH. The optimal surgery schedule is generated by applying this
LLH sequence of the best individual of last generation.
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4.4 Low Level Heuristics

The aim of LLH is to explore the neighborhoods of the current solution by altering
the current solution. The set of LLH should enable the search over the whole search
space [31]. We have designed problem-specific low-level heuristics that take the current
solution and then modify the solution to provide improved solution. Since one of the
objectives is to maximize the number of surgeries, we swap surgeries among candidate
surgery pool and evaluate the result.

LLH-SSP-1: Two surgeries are selected randomly from same sub-specialty group
or any two surgeries and swap them.

LLH-SSP-2:Twosurgeries are selected randomly from the same sub-specialty group
or any two surgeries sequence and reverse between these two selected surgeries.

LLH-SSP-3: Three surgeries are selected from the surgery sequence and reverse
between these selected surgeries.

LLH-SSP-4: Two pairs of surgeries are selected from the surgery sequence and
reverse in between them.

LLH-SSP-5: Hill-climb meta-heuristic.

5 Experimental Results

In this section we present a performance comparison between the results obtained with
E-GAHH, GAHH and HCTM’s generated schedule. The GAHH and E-GAHH method
is implemented on real-data for year 2019 collected from HCTM. The data contains all
the required information such as sub-specialty, surgery duration, surgery type, required
surgeon, the requirement of PACU beds, surgery booking date etc. (Figs. 2 and 3).

We generated schedule for different planning time horizon such as schedule is gener-
ated for 7 days, 15 days and 30 days for different problem instances. Table 2 compares the
surgery schedule manually created by HCTM, surgery scheduled by GAHH and surgery
scheduled by elitism-based GAHH. In Table 2 we presented the number of scheduled
surgeries (best) and average of 14 OR utilisation (best). The experimental results show
that for all instances and for all time horizon, E-GAHH can produce better results than
both GAHH and the schedule created by HCTM. In real-life at HCTM’s schedule, they
scheduled surgeries after the closing time of OR.However, in the comparisonwe ignored
those surgeries. While generating the schedule, all the details related to surgery such as
resources allocated for each surgery (PHU bed number, OR number, post-op bed num-
ber, PACU number, surgeon) are also created as excel format so that it can be useful at
real-life.
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Table 2. Comparison between the results obtained with HCTM’s schedule, GAHH and E-GAHH

Insta-nces Planning
horizon

No. of
Scheduled
surgeries
by HCTM

OR
utilisat-ion
by HCTM

No. of
Scheduled
surgeries
by GAHH
(Best)

Avg. OR
utilisation
by
GAHH
(Best)

No. of
Scheduled
surgeries
by
E-GAHH
(Best)

Avg. OR
utilisation
by
E-GAHH
(Best)

St dev of
no. of
surgery
for
E-GAHH

St dev of
Avg. OR
utilisation
for
E-GAHH

1 7 days 181 34% 325 79% 337 81% 5.209 2.387

2 15 days 328 37% 601 78% 618 80% 5.513 1.923

3 30 days 694 40% 1215 79% 1236 83% 10.779 1.632

4 7 days 160 42% 313 78% 333 80% 12.22 1.303

5 15 days 264 33% 597 79% 615 81% 8.074 1.341

6 30 days 605 41% 1178 77% 1195 80% 9.948 3.962

7 7 days 172 45% 331 80% 345 83% 6.22 1.224

8 15 days 354 49% 612 77% 623 78% 9.939 1.169

9 30 days 721 50% 1288 78% 1304 82% 8.074 1.112

10 7 days 198 55% 327 77% 349 81% 10.908 1.224

11 15 days 293 34% 664 78% 687 80% 11.205 2.097

12 30 days 580 37% 1137 71% 1166 75% 11.773 2.115

13 7 days 65 10% 316 81% 331 84% 7.765 0.899

14 15 days 135 10% 687 77% 701 80% 8.421 1.14

15 30 days 465 29% 1282 74% 1309 77% 13.152 1.366
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Fig. 2. Comparison of no. of surgeries scheduled by HCTM, GAHH and E-GAHH
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Fig. 3. Comparison of OR utilisation by HCTM, GAHH and E-GAHH
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6 Conclusion

This study tackled a real world multi-objective SSP that is not been solved yet by hyper-
heuristic. We applied E-GAHH that provides the schedule. We tested our approach for
different problem instances collected from HCTM and the results shows that our app-
roach can generate optimal schedule better than the current HCTM generated schedule.
The future work will focus on the parameter control of E-GAHH parameters and work
with theweight of the objectives for solving SSP.Moreover, the components of E-GAHH
needs further improvements to obtain more optimised results as well as need to work
with more LLHs. In addition, the generality of this approach is yet to test for different
problem domain. Thus, we will extend our approach by tackling all these issues while
testing with different problem domains and compare with existing methods.

Acknowledgments. The authors wish to thank the Universiti Kebangsaan Malaysia and the
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TRGS/1/2019/UKM/01/4/1).
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Abstract. Generating natural language explanations is a challenging
task in natural language processing (NLP). With recent advancements
in deep learning and language modeling techniques increased attention
toward explanation generation. However, generating explanations based
on commonsense reasoning remains a distinct and challenging problem.
While many researchers have explored automatic explanation genera-
tion using deep learning approaches, no work has been done on gen-
erating Arabic explanations. This paper addresses this issue by pre-
senting the Arabic machine translation of the Explanations for Com-
monsenseQA (Arabic-ECQA) and Open Mind Common Sense (Arabic-
OMCS) datasets and fine-tuning the pre-trained AraGPT-2 model to
automatically generate Arabic explanations. The performance of the fine-
tunes AraGPT-2 models is evaluated using STS, METEOR, and ROUGE
scores. To the best of the authors knowledge, this work is the first of its
kind to generate Arabic explanations. To accelerate research on Arabic
NLP, we make the datasets code publicly available (https://github.com/
MohamedELGhaly/Arabic-ECQA).

Keywords: Natural language processing (NLP) · Natural language
generation (NLG) · Deep learning · AraGPT-2 · Arabic explanations

1 Introduction

The emergence of pretrained large language models (LLMs), such as BERT [7]
and GPT [14], changed the natural language processing (NLP) landscape. LLMs
significantly improved performance over prior state-of-the-art (SOTA) on most
NLP tasks. Based on the Transformer architecture LLMs are able to perform
commonsense reasoning by answering questions without accessing external data.
With the growing popularity of LLMs comes a need for explainable NLP systems
[10]. A model producing explanations of its own answers will help quantify bias
and fairness, understand model behavior, and ascertain robustness and privacy
[23].
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Commonsense reasoning task requires making plausible and reasonable
assumptions about everyday scenarios [6]. Recently efforts have been invested
in selecting the correct answer from a set of options based on the provided
context [17,18,20,25]. While selecting the correct answer is a discriminative
task, explanation generation based on commonsense reasoning presents a dis-
tinct and complementary difficulty. Therefore, it is crucial to build NLP models
with good commonsense reasoning capabilities to be able to provide explanations
that express the logic behind the selected answer.

Natural language explanations are categorized in three types: highlights,
structured, and free-text explanations. Highlights can be words, phrases, or sen-
tences extracted from the input text to explain the right answer. Structured
explanations are written in natural language constrained by specific inference
engine format. Free-text explanations are natural communication without any
restriction or format [23]. Explainable NLP datasets cover the three explanation
types and span a wide range of tasks, including natural language inference [8],
relation extraction [9], and common sense reasoning [25]. As noticed in [23] and
as far as we know, except SCAT [24], all existing explanation datasets concen-
trate on the English language [23]. To the extent of our knowledge, no work has
been done in explainable NLP for Arabic language, emphasizing the necessity
for such study in this field.

In this work, we present Arabic-ECQA and Arabic-OMCS, two new datasets
focusing on NLP explanation for Arabic language. Which are machine trans-
lations of the ECQA [1] and OMCS [19] datasets, respectively. We propose a
method to control the quality of explanation dataset when translating from
English to another language. We fine-tuned the pre-trained AraGPT-2 model
[4] on new Arabic-ECQA and Arabic-OMCS datasets and evaluated the gener-
ated Arabic explanations to proof the effectiveness of the proposed translation
method.

This paper’s sections are organized as follows. Section 2 examines some recent
related works. Section 3 describes the dataset construction pipeline. Section 4
describes the build of Arabic explanation model, the experiments, and the
obtained results. Section 5 concludes the paper and proposes future work.

2 Related Work

Dataset collection for commonsense reasoning remains a difficult challenge.
Data quality is crucial for making plausible and reasonable explanations. Early
research have focused on creating datasets for question answering that uti-
lizes common sense. The Choice of Plausible Alternatives (COPA) dataset [16]
focuses on events and consequences. COPA dataset is used for testing the capac-
ity of a system to detect the right cause or effect of a given premise. COPA’s
premises and alternatives are simple statements, and the correct answer is the
one regarded as most probable.

The JHU Ordinal Commonsense Inference (JOCI) dataset [26] is con-
structed to measure the plausibility of a human response to a situation. The
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dataset assigns a label from 1 to 5, with 5 indicating a very likely response
and 1 indicating an impossible response. In [13], Ostermann et al. proposed
a machine-comprehension dataset focusing on commonsense knowledge. This
dataset includes queries regarding narrative texts grounded in real-world occur-
rences that must be addressed using script knowledge. The dataset was gathered
through crowdsourcing, producing many inference questions that pose difficulties
for the field of natural language understanding.

Recently, efforts have been invested in constructing common sense explana-
tion datasets. Rajani et al. in [15] presented the Common Sense Explanations
(CoS-E) dataset and the Commonsense Auto-Generated Explanations (CAGE)
framework for commonsense reasoning. The CoS-E dataset consists of human
explanations in natural language sequences and highlighted annotations. At the
same time, the CAGE framework trains a language model to generate explana-
tions based on input and human explanations.

Similarly, Wang et al. [22] introduced the Commonsense Validation and
Explanation (ComVE) task. ComVE task evaluates a system’s ability to iden-
tify a natural language statement that contradicts Commonsense and explains
its decision. The task consists of three subtasks; in the first subtask, the systems
must choose the statement that makes sense among two similar statements. The
second subtask adds the requirement for the system to select the key reason from
three options for why a statement does not make sense, and the third subtask
requires the system to generate the explanation. Despite promising results from
top-performing models in the first two subtasks, there still needs to be a large
gap between system and human performance in the third subtask.

Recently Aggarwal et al. (2021) [1] have aimed to obtain and produce expla-
nations for a given question-and-answer combination from the CommonsenseQA
(CQA) dataset [20]. The researchers define what constitutes an explanation
and create a first-of-its-kind explanation dataset (ECQA) for 11K question-
and-answer pairings from the CQA dataset. They also suggested methods for
retrieving and producing common-sense facts to validate the response choice,
such as a latent representation-based property retrieval model, a GPT-2-based
property generation approach, and a free-flow explanation generation model. The
researchers demonstrate that the property generation model has an F1 score of
36.4, and the free-flow generation model has a similarity score of 61.9. The ECQA
dataset has been made available to the public [1].

While much work in the field of commonsense understanding has been per-
formed in the English language. However, only a few studies focus on this in Ara-
bic. Inspired by the ComVE task, Tawalbeh et al. [21] translated the English
ComVE dataset to Arabic language. This dataset serves as a benchmark for
Arabic commonsense and validation. A more recent work [3] addressed Ara-
bic commonsense and validation. To identify commonsense sentences in Arabic
authors propose a dataset of 12K sentence pairs. Each pair consists of two similar
sentences where one sentence is logical and the other one is illogical.

To the best of our knowledge, however, no work on generating Arabic com-
monsense explanation has been done, which drove the current effort.
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3 Dataset Construction

Inspired by the work of Aggarwal et al. (2021) in [1], we have decided to translate
the ECQA(Explanations for CommonsenseQA) dataset to construct an Arabic
commonsense explanation dataset. The ECQA dataset is an important step for-
ward in Natural Language Explanations since it contains a detailed explanation
of 10,962 question-answer pairs from the CommonsenseQA dataset [20]. The
ECQA dataset was developed through crowdsourcing, with annotators required
to explain the correct option (answer), why the other options were wrong, and
a free-flow of natural language explanations based on the facts explaining the
correct and wrong answers. In addition to the ECQA dataset, we also translated
the Open Mind Common Sense (OMCS) corpus [19]. This corpus consisted of
approximately 800k common-sense facts and was used to build ConceptNet.

The quality of the translated text highly depends on the quality of the source
text. So, we started by checking the source datasets where we noticed multiple
misspelled words. We were also aware that we must ensure the machine transla-
tion’s reliability to guarantee the translation’s accuracy. Therefore, we developed
a three-step pipeline:

– First, we correct the misspelled words taking the context into account.
– Second, we utilize two translation models to ensure translation reliability.
– Third, we control the quality of the translated data by contrasting the results

of the two translation models.

Figure 1 illustrates the three steps of the proposed pipeline.

3.1 Spell Check

We have decided to correct the misspelled words in the datasets before proceed-
ing with the translation. We opted for LLM for the misspelling correction task
instead of traditional n-gram models. BERT-based models showed their ability to
predict correct words given the masked spelling errors. We utilized HuggingFace
model1 for English misspelling correction, which is a fine-tuned model based on
the pre-trained BART model [11]. By improving the source datasets quality, we
aim to provide a high-quality Arabic translation of the datasets.

3.2 Translation

In this phase, we opted to use two tools Microsoft Bing Translator and the
NLLB-200 model2. Microsoft Bing Translator is a machine translation service
that offers translations in over 60 languages. In addition, the NLLB-200 model
is a machine translation model open-sourced by Facebook, explicitly built for
machine translation research, particularly for low-resource languages.

1 https://huggingface.co/oliverguhr/spelling-correction-english-base.
2 https://huggingface.co/facebook/nllb-200-1.3B.

https://huggingface.co/oliverguhr/spelling-correction-english-base
https://huggingface.co/facebook/nllb-200-1.3B
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Fig. 1. Proposed pipeline.

3.3 Quality Control

Once we utilized translation tools, we measured the level of resemblance between
translations produced by Microsoft Bing Translator and the NLLB-200 model.
We accomplished this by utilizing a sentence similarity model3 that transforms
the input texts into vectors (embeddings) that capture semantic information and
measure their similarity, resulting in a score between 0 and 1. We set a threshold
of 0.8 to determine the closeness between the translations. Our results indicate
that around 9.8% of the translations were exact matches, 62.79% were above
the threshold, and 27.41% were below the threshold. Next, we selected a sample
of divergent translations that were below the threshold and manually compared
them with the help of two Arabic annotators. According to their findings, the
translations produced by the NLLB-200 model were more accurate than those
produced by Microsoft Bing Translator.

3.4 Constructed Datastes

We fed the pipeline ECQA and OMCS datastes to construct the Arabic-ECQA
and Arabic-OMCS datasets. Table 1 provides an example of Arabic-ECQA,
3 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2.

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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showcasing the concept to which the question pertains, the question itself, the
answer choices, the correct answer, an explanation for each answer, and a free-
flow explanation.

Table 1. Example of Arabic-ECQA.

Table 2 displays the total number of words and the number of unique words
for translated datasets. To train the proposed models, we divided the Arabic-
ECQA dataset into training, validation, and testing sets with a 70%, 10%, and
20% split, respectively.

Table 2. Constructed datasets statistics.

Dataset #Words #Unique Words

Arabic-ECQA 1.257K 92K

Arabic-OMCS 5.826K 130K

4 Experiments and Evaluation

Our goal is to construct a high-quality datasets for Arabic commonsense expla-
nation. To evaluate this, we experiment with GPT-2 (Generative Pre-trained
Transformer 2) model on two explanation tasks: answer explanation and free-
flow explanation. Each task requires a specific fine-tuning objective.

Given that GPT-2 was not pre-trained on the Arabic language, we chose to
employ the Arabic variant of GPT-2 known as AraGPT-2 [4]. AraGPT2 is a
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variant of the original GPT2 model [14], which is trained on a large corpus (77
GB) of Arabic text from the internet and news articles. This advanced Arabic
language generation model is based on the GPT-2 architecture and comes in four
variants: base (135 million parameters), medium (370 million parameters), large
(792 million parameters), and mega (1,46 billion parameters). The evaluation
of the model showed success in tasks such as synthetic news generation and
zero-shot question answering, with a perplexity of 29,8 [4].

4.1 Answer eXplanation (AX)

For this task, we need to build a model that will be asked to generate explana-
tions for both correct and wrong answers. We perform two-step fine-tuning of
the AraGPT-2 base model inspired by the work in [1]. In the first step, we fine-
tuned the model to generate sentences with common-sense properties. For this
purpose, we fine-tuned AraGPT-2 on a language modeling task using a corpus
of common-sense properties, including the Arabic-ECQA train set and Arabic-
OMCS corpus. This model is fine-tuned for 5 epochs. In the second step, we
fine-tune the model to generate correct and wrong answers explanations given
a tuple of (q, a, c). Where q is the question, a is the answer, and c is a boolean
that determines whether the answer is correct or not. Again, we use the Arabic-
ECQA train set for this fine-tuning process, which lasts for 5 epochs. The model
was fine-tuned using an NVIDIA Tesla P100 (16 GB) GPU, which took 10 h to
complete. We name this model Ara-AX for Arabic Answer eXplanation.

4.2 Free-Flow eXplanation (FX)

In order to achieve the second task of generating free-flow natural language expla-
nations, we fine-tune the pre-trained AraGPT-2 model. The proposed model
provides a free-flow explanation given a question, the set of all answer choices,
and the correct answer. To do this, we used the Arabic-ECQA train set to fine-
tune AraGPT-2 model over 10 epochs. This model was fine-tuned using the
same GPU in task1 and took about 40 min. We name this model Ara-FX for
Arabic Free-flow eXplanation. In Table 3 we summarize the fine-tuning hyper-
parameters used for the two tasks.

Table 3. Hyperparameters used to fine-tune the proposed models.

Hyperparameter Value

Max seq len 1024

Batch size 20

Learning rate 5e−5

# Epochs 10

Model size 135M
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4.3 Evaluation

We use STS, METEOR, and ROUGE metrics to evaluate the explanations gen-
erated by each model. In the following, we introduce the used evaluation metrics.

Semantic Textual Similarity (STS) is an NLP measure for determining
the degree of semantic similarity between two text sequences [2]. It assumes that
two text sequences are semantically comparable if they convey similar mean-
ings or communicate similar concepts. STS is widely utilized in applications
such as text categorization, paraphrase detection, and machine translation. It
is compared to human assessments using the Pearson correlation coefficient and
has become an essential method for evaluating the effectiveness of NLP and IR
(Information Retrieval) algorithms.

Furthermore, with the introduction of deep learning models such as BERT,
STS models may be generated utilizing Transfer Learning without the need to
train a model from the start. The fundamental idea of this job is to comprehend
word or phrase embeddings and utilize them as features to calculate semantic
metrics like cosine similarity and angular distance similarity. We use STS-BERT4

to compute the STS score.
METEOR (Metric for Evaluation of Translation with Explicit ORdering)

[5] is a machine translation evaluation metric. It assesses translation output
quality by comparing it to a reference translation and taking into account the
sequence of words and phrases in the translations. METEOR may also be tailored
to specific language pairings and domains by altering the weights allocated to
certain elements in the scoring system.

In addition to its application in machine translation, METEOR can also be
utilized to evaluate text generation systems quality. In such cases, a human-
generated text serves as the reference that the system is meant to reproduce,
and the METEOR metric is employed to compare the generated text to the
reference.

The ROUGE (Recall-Oriented Understudy for Gisting Evaluation) metric
[12] is commonly used to assess the text quality generated by machine learning
models. ROUGE is primarily used in summarization tasks because it measures
recall, which is important in evaluating the number of words the model can recall
in these tasks. The basic idea behind ROUGE is to assign a single numerical
score to a summary that indicates its quality compared to one or more reference
summaries. In addition, ROUGE is sensitive to N-gram overlap, making it a
useful tool for comparing the similarity of the reference summary and system-
generated summary.

This study compares the results of the proposed models to those of Aggarwal
et al. [1] for the English language on two tasks: answers explanation and free-
flow explanation. Tables 4 and 5 illustrate the results; both tasks are evaluated
on three metrics. The results show that for both tasks our models maintain
high STS scores. This exhibits the semantic closeness between the generated
explanations and the explanations contained in the training dataset without

4 https://pypi.org/project/semantic-text-similarity/.

https://pypi.org/project/semantic-text-similarity/
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Table 4. Metrics scores comparison for answer explanation (AX) task.

Models STS METEOR ROUGE

Aggarwal et al. [1] 36.4 13.7 25.7

Ara-AX 79.0 12.6 14.7

Table 5. Metrics scores comparison for free-flow explanation (FX) task.

Models STS METEOR ROUGE

Aggarwal et al. [1] 62.5 17.5 12.2

Ara-FX 69.1 8.6 4.9

repeating the same sentences. We also notice from the results low METEOR and
ROUGE scores for both tasks. As explanations usually paraphrase the original
question text it results in low scores. This behavior can be positively perceived
because the models try to generate explanations with words not contained in the
question. The study finds that the proposed models generate promising Arabic
commonsense explanation outcomes.

5 Conclusion

We introduce Arabic-ECQA and Arabic-OMCS, two new datasets automatically
translated from ECQA [1] and OMCS [19] datasets. We propose a pipeline to
control the quality of dataset translation and the fine-tuning of the pre-trained
AraGPT-2 model [4] to automatically generate Arabic commonsense explana-
tions. This work is the first work in Arabic natural language explanation gener-
ation, to the best of our knowledge. Our proposed approach includes fine-tuning
AraGPT-2 in two tasks: generating explanations for correct and wrong answers
(AX) and generating free-flow explanations (FX). We evaluated the text gener-
ated in both tasks using STS, METEOR, and ROUGE metrics. In future work,
we plan to explore reinforcement learning models to improve the quality of the
generated Arabic explanations. Furthermore, we intend to propose a new dataset
for Arabic natural language explanation using crowdsourcing.
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Abstract. Last time there are unbelievable results in Natural Language Process-
ing(NLP) and Automatic Speech Recognition(ASR). As a result, everybody can
use smart search engines such as ChatGPT, smart voice assistants such as Siri,
Alexa and more. But these opportunities are available only to the people who can
use English or other common languages. For people who use low-resource lan-
guages these products are not available. As collection of transcribed data is time
consuming and expensive process, scientists searchways of implementing reliable
ASR models for low-resource languages. One of ASR improving methods in the
case of lack of data is the use of external language model built on text larger than
text in the entire dataset. And use this language model in the decoding process. As
Kazakh language is also one of low-resource languages it is was decided to test
this approach for kazakh language with different language models like Sequential
RNNLM and Transformer LM. Inclusion of language model trained on bigger
dataset allowed to decrease error values especially for Word Error Rate (WER).
The best result was obtained with Transformer LM,WER was decreased to 7.2%.

Keywords: ASR · Language Model · Sequential RNNLM · Transformer ·
Kazakh Language

1 Introduction

Improving Automatic Speech Recognition (ASR) for low-resource languages is cur-
rently one of the main challenges in speech recognition. Kazakh language is one of
many low-resource languages, which suffer from lack of transcribed data. Different
research works were performed and provided for Kazakh language, in order to make
it possible to get reliable ASR for this language, using different well-known Recur-
rent Neural Networks (RNN) and architectures [1, 2]. Despite improving methods and
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advanced popular ASR architectures, achieving high performance is still an open prob-
lem for Kazakh language, as it is also for other low-resource languages. Researchers
started to apply approaches of pooling the data of different languages to one corpus,
in order to get multilingual models and made attempts of transferring knowledge from
models trained for other large-resource languages [3]. Other authors studied the impact
of languages to each other, from one language group - for agglutinative languages of
the Altaic family, for example [4, 5]. Both methods, multilingual training and transfer
learning, have their advantages and disadvantages for Kazakh language. In [4], a multi-
lingual model showed promising results for all languages included in the experiment, but
in the process of recognition it can mix up characters from different languages in short
contexts, because in languages like Kazakh and Kyrgyz the same phrases have similar
spellings and different writings. Transfer learning usually can be used only to improve
acoustic feature extraction, due to the differences in trained languages’ alphabets.

Results close to the state of the art for Kazakh language were reached in experiments
which applied Transformer architectures [6]. But all of these methods would not train a
reliable ASR model without a large amount of transcribed audio data.

One of the methods of improving correct word recognition in ASR is to get a rich set
of parameters describing relations among words. Some researchers study improvements
of language models and apply them in ASR by introducing distinct language models
trained on enhanced text data [7–10]. This approach also can make the process of ASR
development comparatively cheaper, because it is much easier to collect raw text data in
comparison with transcribed audio data.

The present work investigates ASR model improvement methods. We propose the
enhancement of the text corpus with extra texts for improving the decoding process and
transferring knowledge from the model of large models in order to improve the decoding
process for Kazakh language.

Section 2 describes related work. Section 3 describes methodology and experiments.
Section 4 is about discussions and conclusions.

2 Related Works

2.1 ASR Improvement Ways for Kazakh Language

Some authors specially for agglutinative languages [1] propose contribution to end-to-
end CTC/attention architecture by adding new feature extracting approach called Multi-
Scale Parallel Convolution and combined it with Bi-LSTM(bidierctional long short-term
memory). This contribution improves recognition rate of the end-to-end model. In order
check the performance and increase the amount of trained data authors added noises to
initial data corpus of Turkish andUzbek languages fromCommonVoice. Thementioned
approach in combinationwith languagemodel and increasedbeamwidth (=16) decreased
WER and CER for trained languages.

Authors of [4] developed 22 different models for agglutinative languages learning
the impact of combining languages from one language family and discovered that this
type of multilingual learning gives more robust model. But multilingual models can
not be used in real applications, because they have problems with transcript meshing in
short contexts, due to the issue that in real applications users will not guarantee to use
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long contexts. It could be proved on the example of several agglutinative languages of
altaic family. [11] also presents inclusion of external data to improve ASR, here authors
present the idea of including external enhanced text data, but they omit the idea of using
words in the context natural to human usage.

2.2 ASR Improvement Practices by Text Corpus Enhancement

In [7] authors propose use of improved word embeddings into speech models in order to
decrease WER and improve the predictions of a model for speech translation, moreover
authors highlighted that this approach can be applied also in ASR tasks [8]. Also high-
lights the role of improving word embedding vectors. These vectors can decrease word
error rate being integrated to the process of decoding. Because language model built on
large-scale data can make possible to recognize rare words in speech recognition [9].
Some studies dedicated to converting text data into the format suitable for ASR: authors
of [10] explore techniques andmethods of converting written language text into the form
which can be used to build better LM for ASR improvement.

3 Methodology

This research proposes the improvement of decoding by using a distinct languagemodel,
trained on an enlarged text corpus, which also includes the text corpus of the entire
dataset. The architecture of the decoder proposed is given inFig. 1.As shown in thefigure,
the decoder has a transformer architecture, which consists of multi headed attention unit,
Connectionist Temporal Classification (CTC) loss function and LM of enhanced text
corpus. Decoder gives the sequence of words performing joint decoding on high-level
features, passing them through all listed parts of the decoder.

Fig. 1. Improved decoder with the LM of enlarged raw text
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3.1 LM Enhancing

ESPnet was chosen as a tool for experiments, because it supports novel architectures
for ASR: transformer and conformer, branchformer which use Convolutional Neural
Networks (CNNs) for processing input raw signals and apply joint decoding (CTC +
attention mechanism) for output. Moreover, it allows to train distinct Language Model
(LM) [12, 13] and use it in decoding process to predict the next word (1):

logp(yn|y1:n−1, h1:T ) = logphyp(yn|y1:n−1, h1:T ) + βlogplm(yn|y1:n−1, h1:T ) (1)

where p is the probability of the next word, phyp is the probability of word given as
hypothesis calculated by entire ASR model, plm is the next word probability calculated
by the external language model, β is the LM coefficient (floating point value between 0
and 1).

Inclusion of extra text corpus can improve featurized representations of words, using
different variations of words’ usage in an enormous number of contexts. This improves
hot vectors (E) and increases the number of word features.

3.2 Featurized Representation

Featurized representation of words is the probability of the words’ relations to different
features. Features extracted during the training process by calculating relations among
words in sentences and phrases. These representations could be used in sequence gener-
ation processes like NLP and speech recognition processes to predict the next element
of a sentence.

For example, there is a sentence in a dataset:
I like the process of picking apples.
If the trained model have to predict the next word in new sentence which is not from

a known dataset:
I like the process of picking __________?
What word will it choose from the given example table? Most likely, it will choose

the word “cherry”. Because its hot representation is very similar to the hot representation
of “apple” (see Table 1). But if your model would not know anything about the word
“cherry” it could not predict it correctly. That is why it is very important for a model to
know more and more words.

3.3 LM Architectures

Two architectures of LM were tested with enhanced text corpus: Sequential RNN [14]
and Transformer[17]. Perplexity value taken in the result of training enlarged data with
transformer architecture was the lowest among all other results taken during current
experiment: 2.99. Perplexity taken with Sequential RNN LM was 3.99, which is worse
than the result taken with Transformer architecture (see Table 2). Also, Table 2 shows
that transformer architecture can extract much more trainable parameters in comparison
with Sequential RNN LM (50.54 M).
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Table 1. Example of featurized representation for some words of Kazakh Language

Table 2. Perplexity values of different language models

LM type Perplexity Number of trainable
parameters

Number of sentences

RNN LM (text of entire
dataset)

9.09 6.83 M 5774

RNN LM (enlarged text
corpus)

3.99 6.84 M 139810

Transformer LM(enlarged
text corpus)

2.99 50.54 M 139810

3.4 Sequential RNNLM

Both of the tested LM architecture types use statistical probability to sequences. This
approach was firstly proposed in 1980’s [14]. Here, the probability of the final sentence
is the product of the probability of each word depending on the previous sequence of
words.

P(s) = P(wiwi+1 . . .wn) = P(wi|wi+1) . . .P(wn|wiwi+1 . . .wn−1) (2)

In (2) s-is a sentence, i-th word is denoted by wi. In order to make proper calculation
for longer contexts RNNLM was used [15]. As Kazakh language can have very long
sentences, which can obtain half of a page or more, simple RNN LM is not sufficient.
Because of this reason LM architecture with LSTM RNN type is used in the current
study. According to previous suggestions, the first architecture tested with enhanced
raw text was Sequential RNNLM. This LM architecture uses 2 layers with 650 units
of LSTM cells. Decoder is linear with 650 input features and 48 output features. The
number of epochs was 20 and batch size was chosen as 64.

3.5 Transformer LM

Transformer architecture is one of the state of the art architectures [16]. This method
basically uses an attention mechanism which initially was proposed for text translation
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[17]. Because in translation word sequences in the destination language can differ from
the order of words in the source language. In the current study, the transformer language
model has embedded a sequential layer with dropout value 0.1 and uses activation func-
tion ReLU. Moreover, it has 16 multi sequential encoder layers. Each layer has 8 heads
and 512 head units followed by position-wise feed-forward, 2 normalization layers and
dropout equal to 0.1. Learning rate is 0.001 and number of epochs is 25.

3.6 ASR Architecture and Training Results with Enhanced LM

Architecture with conformer encoder and transformer was chosen for ASR. Input layer
is a two dimensional convolution layer, its activation function is ReLU. Encoder is multi
sequential with 12 layers. Each layer of encoder has 4 attention heads with relational
positioning. Multihead module followed by 2 layers of position-wise feed-forward and
convolution module. Feed-forward layers and convolution modules use activation type
swish. Each layer of encoder is finished by normalization layer.

Transformer decoder has an embedded input layerwith positional encoding.After the
sequential embedding layer, decoder has 6 multi headed attention layers. CTC loss func-
tion with coefficient 0.3 is included in joint decoding. Learning rate is 2, as transcribed
data amount in the experiment is critically low.

All types of language models were estimated with this ASR architecture. Results of
experiments on 15 h of transcribed data for Kazakh language are given in Table 3. LM
weight for decoding was chosen as 0.3.

Table 3. WER (validation/test) and CER (validation/test) of ASR with 15 h of Kazakh Language
with Sequential RNNLM and Transformer LM, Transformer LM + transferred cross-lingual
Encoder.

LM type WER/val. (%) WER/test (%) CER/val. (%) CER/test (%)

Sequential RNN LM with entire
dataset text

53.1 54.0 19.1 20.1

Sequential RNN LM with
enhanced raw text

48.7 49.1 18.3 18.9

TransformerLM with enhanced
raw text

46.2 46.8 17.7 18.2

TransformerLM with enhanced
raw text + cross lingual transfer
learning with Encoder

45.5 46.3 17.3 18.3

4 Discussions and Conclusion

Inclusion of LM, trained on the big raw text decreases both types of error rates: WER
and CER. Especially it has a significant impact on WER. Sequential RNNLM of big
text decreased WER by 5%, transformer LM of the same text data decreased WER by



544 A. Bekarystankyzy et al.

7.2%. Results of experiments showed that Transformer LM is more effective, as it can
decrease perplexity and increase the number of trainable parameters.

The result of cross-lingual transfer learning from the ASR model for English lan-
guage in joint usage with Enhanced Transformer LM could further decrease ASR error
rates. The result of this study shows that inclusion of Enhanced LM to the decoding
process for ASR is applicable for Kazakh language. Moreover, it is empirically proved
that Transformer LM is more effective in comparison with sequential RNNLM.

Acknowledgement. This research has is funded by the Science Committee of the Ministry of
Science and Higher Education of the Republic of Kazakhstan (Grant No. BR11765619).
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Abstract. The quality produced by theMT tool varies, fromvery high to very low,
depending on the intrinsic linguistic features of the source and target languages.
The more lexical words the text content, the more information contains. Lexical
richness is a multidimensional construct for assessing language development. In
our study, we apply this concept for assessing the quality of machine translation.
We attempt to link lexical richness with types of errors occurring in machine
translation. We focus on the identification of the relationship between five types
of MT errors and examined measures of language complexity. We used Goodman
and Kruskal’s gamma to determine which measures of language complexity are
associated with the MT error types. The results revealed that not all measures of
lexical richness are associated with theMT errors in each examined error category.
We showed that readability does not associate with an error rate, namely with error
categories used in the present study.

Keywords: Machine Translation · Lexical Complexity · Text Readability · Error
Classes · Natural Language Processing

1 Introduction

The last decade has broughtmany advances in the field of language that aremainly related
to artificial intelligence andmachine translation.With artificial intelligence, translation is
faster not only for professional translators but also for people like tourists or businessmen.
Artificial intelligence (AI) is developing extremely fast and is bringing a revolution
in the language and translation industries. Machine translation (MT), as one of the
applications of natural language processing, aswell as natural language processing itself,
has become an integral part of the global technological competition for primacy in the
field of artificial intelligence [1]. This rapidly developing technology field changes not
only the way people work but also how they understand textual data. Understanding a
language in its written form is related to internal text properties such as text readability or
text diversity (granularity). MT depends on computer language, i.e. on binary language,
which distinguishes only 0 and 1, but by applying AI to translation, MT becomes more
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similar to human translation in terms of fluency and accuracy [2]. Under the assumption
of a sufficient training corpus, the performance of an MT model with integrated AI was
higher than a statistical MT model, therefore more researchers began to conduct more
experiments with AI in machine translation [3].

MT is the automatic conversion of text from one natural language to another natural
language. The quality produced by MT tools varies, ranging from very high to very low,
depending on the intrinsic properties of the given text and language pair. Its accuracy
depends on the source and target languages, industry (domain), source text quality,
training corpus, and other factors [2]. Nowadays, the most widely used freely available
MT tool is Google Translate [4], which we also used in our study. Google Neural MT is
an AI technology that uses deep learning to produce a translation.

MT tools, which are currently used, are based on neural networks. Neural MT offers
better results in product quality, especially in termsof text readability, than its predecessor
statisticalMT. For example, Pangeanic’s neuralMT tools guarantee very high paritywith
a human translator (90 - 95%) and this is one of the reasons why many companies and
government institutions in the EU have decided to use neural MT tools for translation
[5]. MT is also increasingly being applied outside the translation industry. According to
Lihua [2: 7] especially in healthcare, the automotive industry, and the IT industry.

Quality assessment plays a key role in optimizing MT tool or engine performance.
Based on the results of the manual or automatic evaluation, MT tools are optimized. The
biggest disadvantage of manual evaluation is its subjectivity and is labour- and time-
consuming. On the other hand, manual evaluation is highly desirable and is considered
very reliable. The advantage of automatic evaluation is speed, objectivity, and reusability,
but it does not provide detailed information about the translation error rate or its accuracy.
The result of the automatic evaluation is a score between 0 and 1, which is calculated
based on a lexical comparison of the MT output with a human translation (reference).
Despite the fact that results of manual or automatic evaluation provide very valuable
information and help to improve MT systems, developers and researchers often look
for additional information which could affect the performance of a given system or
engine and help them to answer questions such as: What are the biggest problems of
MT systems? What are the strengths and weaknesses of the given system? Finding
the relationship between the strengths or weaknesses of the system and the result of
manual or automatic evaluation is not easy [6]. It motivated us to implement error
analysis to create an error profile of MT output. However, during error identification and
classification, we encountered the same problems as during manual evaluation, which
is mainly associated with time and labour. So besides error annotation, we decided to
apply measures of language complexity, characterizing text complexity and examine the
relationship between these measures and individual MT error types (categories).

The aim of the study is to determine the relationship between individual types of MT
errors and selected measures of text complexity. We attempt to characterize MT errors
using the internal properties of the text, i.e., to determine which properties of the text
are associated with the error rate of the given category.

The remaining part of this paper is organized as follows: Sect. 2 briefly reviews the
research background, Sect. 3 provides information about our data, Sect. 4 demonstrates
our results, as well as the analysis and finally Sect. 5 concludes our work.
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2 Research Background

The complexity of natural language is one of the current topics that is discussed not
only in natural language processing and AI but also in linguistic research. Language
complexity is considered a suitable measurable approach that describes performance,
indicates proficiency, and measures an individual’s development in language [7]. This
approach is based on a theoretical framework considering language as a complex adaptive
system [8], recognizing the relationship between the target language and its use as a
double system, in which linear and non-linear links between several factors are formed
by predicative, but also non-predicative tasks of contextual and linguistic elements [9].
Linguistic complexity represents an inherent property of a system by which languages
can be compared according to several formal properties, such as the number of rules to
obtain a certain output, the number of exceptions to the rules, or the size of the lexicon
differing at different levels of representation [10]. It is a property of language that can
be measured in several language subsystems [11].

Text Complexity is an internal characteristic of a written text affecting the perfor-
mance of computer applications which process the text [12]. Text complexity is inde-
pendent either from the reader of the text or the environmental conditions, i.e. it is an
independent typographic representation of the text, which can manifest itself at all three
levels - lexical, syntactic, and discourse. At the lexical level, the factors affecting lexical
complexity (the meaning of words, or the lexical choice used in the text) mainly con-
sist of rich vocabulary, long words, infrequent and technical terms, ambiguous words,
vague quantifiers, inconsistent terminology, and figurative language. Several formulas
are applied to calculate the frequencies of individual linguistic units. This approach is
based on the premise that themore lexically rich and diverse the text is, themore complex
it is. Lexical complexity deals with lexical density, diversity, and rareness [13]. Kalantari
and Gholami [13: 3] define lexical density as the proportion of lexical (content) words
to the total number of words in a text while lexical diversity measures the number of
different words and specific word types used in a text. According to Mat Daud et al.
[14], lexical density is inversely proportional to readability, and therefore readability
formulas could be applied to lexical density. Modern approaches in natural language
processing such as machine learning techniques are applied to automate the process of
the assessment of readability [15].

At the syntactic level, the main factors [16] that affect the length and syntactic struc-
ture of the sentence are long sentences, complicated syntax, passive voice, and negative
constructions. Formulas formeasuring syntactic complexity are generally based on quan-
tifying linguistic units [17]. Syntactic complexity is a quality of sentence construction
and its underlying principles [11: 456].

In the context of translation quality evaluation, readability measures are often used to
assess or determine the complexity of the source and target text [18]. Currently, there are
more than 200 readability formulas [19] that are used for different types of documents
or for various industries. Even military and governmental agencies develop formulas
themselves, as they consider them a very good quality indicator when writing technical
manuals. Belonging to the most used formulas are the Automated Readability Index
(for technical documents and manuals), Flesch Reading Ease (any kind of text), and
Flesch-Kincaid (manuals, forms, and other technical documents).
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For the publishing industry, which deals with newspapers, journals, online media
etc., it is suitable to use Flesch Reading Ease (any kind of text), SMOG (text aimed at
secondary-age readers) or Gunning Fog (business publications and journals).

3 Research Method

We were inspired by the previous research [20–24], who investigated the relationship
between automatic MT evaluation metrics and the types of errors that occurred in neural
MT. In this research, we focus on the internal characteristics of a complex adaptive
system, in our case an MT system, and attempt to determine the relationship between
measures of text complexity and distribution of errors over the defined error classes. We
attempt to determinewhich of the examinedmeasures of lexical and syntactic complexity
(30 measures) associate the best with individual error classes of a categorical framework
for error analysis [25: 100]. The examined texts (1903 sentences/66 texts) were taken
from theBritish online newspaper TheGuardian. In 2021, the texts were translated by the
freely available Neural Google Translate (NGT) engine. The dataset (Table 1) consists
of neural MT texts translated from English into Slovak (NMTs).

Table 1. Dataset composition

Feature type Feature name NMTs_SK

Readability Average sentence length 17.12034

Average word length 5.696361

#short sentences (n < 10) 469

#long sentences (n ≥ 10) 1434

Lexico-grammatical Frequency of proper nouns 1501

Frequency of nouns 10070

Frequency of adjectives 3324

Frequency of adverbs 933

Frequency of verbs 5198

Frequency of pronominals 2371

Frequency of particles 592

Frequency of foreign words 841

Frequency of numerals 617

Frequency of prepositions & conjunctions 6028

Frequency of interpunction 5958

Subsequently, the NMTs were manually annotated according to the framework for
error analysis [25: 100] by three Slovak linguists. The categorical framework consists
of five error classes (categories):
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1. Predication,
2. Modal and communication sentence framework,
3. Syntactic-semantic correlativeness,
4. Compound/complex sentences,
5. Lexical semantics.

After manual error classification, we identified 3081 error segments in our corpus.
Specifically, we identified 686 errors in the category of Prediction, 52 errors in the
category of Modal and communication sentence framework, 1486 errors in Syntactic-
semantic correlativeness, 671 errors in Compound/complex sentences, and 2778 errors
in the category of Lexical semantics (Table 2).

3.1 Hypothesis

Based on the descriptive statistics we assume that there is a statistically significant
difference between the error categories of the framework. We state the following
hypothesis:

H0: Between the error categories, there are no differences in the frequency of errors
obtained from the examined neural MT texts.

3.2 Methods

For the metrics of lexical and syntactic complexity, the Python Natural Language
Toolkit (NLTK) library was used. To calculate the score of lexical diversity of texts
[26] we applied the Type-Token Ratio (TTR), Herdan’s lexical diversity measure (Her-
dan’s C), Guiraud’s Root TTR (Guiraud’s R), Carroll’s Corrected TTR (CTTR), Sum-
mer’s lexical diversity measure (Summer’s index S), Dugast’s lexical diversity measure
(Dugast’s Uber Index U), Maas’s lexical diversity measure (Maas’s indices (a, logV0 &
logeV0)), Mean Segmental Type-token Ratio (MSTTR), Moving Average Type-token
Ratio (MATTR), Measure of Textual Lexical Diversity (MTLD), Hypergeometric distri-
bution diversity measure (HD-D), and Hapax legomenon ratio (Hapax). To calculate the
score of lexical density, we applied the following readability formulas: Flesch reading
ease (FRE), Flesch-Kincaid Grade Level (FKG), Fog Scale (Gunning FOG Formula)
(FOG), SMOG Index (SMOG), Automated Readability Index (ARI), Coleman-Liau
Index (CLI), McAlpine EFLAW Readability Score (MAR), and Reading Time (RT).
To calculate syntactic complexity, we applied Sentence Count (SenC) and Word count
(WordC). We also applied traditional features such as Syllable Count (SC), Character
Count (CharC), Letter Count (LetC), Polysyllable Count (PolyC), Monosyllable Count
(MonoC), and Lexicon Count (LC), which may contribute to the complexity of a text.

4 Results

Based on the Friedman ANOVA test (ChiSqr = 246.584, N = 66, df = 4, p< 0.001) we
proved statistically significant differences between the categories (Predication, Modal
and communication sentence, framework, Syntactic-semantic correlativeness, Com-
pound/complex sentences, and Lexical semantics) in the frequency of errors found in
neural MT texts.
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Table 2. Descriptive Statistics

N Mean Median Sum Min Maxi Lower
Q

Upper
Q

Quartile
R

Error_segments 66 46.68 41.00 3081.00 7.00 141.00 26.00 61.00 35.00

Correct_segments 66 2.88 2.00 190.00 0.00 13.00 1.00 4.00 3.00

Predication 66 10.39 9.00 686.00 1.00 36.00 6.00 14.00 8.00

Modal and
communication
framework

66 0.79 0.00 52.00 0.00 4.00 0.00 2.00 2.00

Syntactic-semantic
correlativeness

66 22.52 19.50 1486.00 4.00 65.00 12.00 30.00 18.00

Compound/complex
sentences

66 10.17 9.00 671.00 0.00 32.00 6.00 12.00 6.00

Lexical semantics 66 42.09 37.00 2778.00 6.00 125.00 23.00 54.00 31.00

After rejecting the global null hypothesis, we are interested in the relationship
between error categories that have a statistically significant difference. We identified
(p > 0.05) only one homogeneous group (Compound/complex sentences and Predica-
tion). For both categories, the frequencyof errorswas approximately equal.A statistically
significant difference (p < 0.05) was identified between the remaining error categories,
whereby the lowest frequency of errors was obtained for the Modal and communication
framework and the highest for Syntactic-semantic correlativeness andLexical semantics.

Basedon the results ofmultiple comparisons (Table 3),we showed statistically signif-
icant differences between Syntactic-semantic correlativeness/Lexical semantics/Modal
and communication framework and other categories, but there is no statistically signif-
icant difference between Compound/complex sentences and Predication. This is also
confirmed by the median (9), which is the same for both error categories.

We were also interested in how the measures of lexical and syntactic complex-
ity explain the frequency of errors for individual categories, i.e., which of the auto-
matic measures was the best, or conversely, the worst associated with the frequency of
found errors for each category. For this purpose, we applied 30 measures of text com-
plexity (including traditional linguistic features) and through Goodman and Kruskal’s
gamma, we determine the rank associations between error categories and measures of
text complexity.
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Table 3. Multiple comparisons

Median Mean 1 2 3 4

Modal and communication framework 0 0.79 ****

Compound/complex sentences 9 10.17 ****

Predication 9 10.39 ****

Syntactic-semantic correlativeness 19.5 22.52 ****

Lexical semantics 37 42.09 ****

Note: *** * p > 0.05

Gamma represents the probability (Table 4) of whether two variables are in the same
or opposite order. It represents the degree of association between two variables.

The errors in the category of Prediction (Table 4) are partially identified by measures
UniWC, RTTR, CTTR, WordC LC, MonoC, LetC, CharC, SC, RT, PolyC, and SenC,
where were achieved low to moderate measures of positive and statistically significant
association (Gamma> 0.27/0.302, p< 0.01/0.001). Similarly, it achieved a lowmeasure
of association, but a statistically significant negative association between Prediction and
Hapax and/or TTR (Gamma < −0.190, p < 0.05/0.01).

The error rate in the Prediction category is best explained by the metric of syntactic
complexity (SenC) and traditional linguistic features that are based on the count, i.e.,
the higher the score of these metrics and linguistic features, the higher the error rate in
the category of Prediction. And vice versa, measures of lexical diversity such as Hapax
or TTR are negatively associated with error rate in the category of Prediction, i.e., the
greater the score of the total number of unique words (types) divided by the total number
of words, the lower the association with the given category.

We proceeded in the same way with the other categories. For the category of Modal
and communication framework, a low positive measure of association with measures
such as SenC, MonoC or MTLD (Gamma > 0.244, p < 0.05/0.01) was achieved. For
this category, we also showed a small, but statistically significant association between
traditional linguistic features and the occurrence of MT errors as well as between lexical
diversity and MT errors in the given category.
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For the category of Syntactic-semantic correlativeness (Table 5), we have achieved
a low to a high positive measure of association between measures SenC, MonoC
(Gamma > 0.505, p < 0.001), WordC, RT, CharC, LC, SC, LetC, UniWC, RTTR,
CTTR, PolyC (Gamma > 0.400, p < 0.001), HD-D (Gamma = 0.178, p < 0.05) and
error rate of neural MT within this category. Besides the positive measure of associ-
ation, we also achieved a low to moderate negative, but also a statistically significant
measure of association between Herdan, Hapax, TTR, and occurrence of MT errors in
this category (Gamma < −0.247/−0.319, p < 0.01/0.001).

Table 4. Goodman and Kruskal’s gamma – Prediction

Valid N Gamma Z p-value
predication & SenC_NMT 66 0.334*** 3.832 0.0001
predication & PolyC_NMT 66 0.308*** 3.555 0.0004
predication & RT_NMT 66 0.302*** 3.502 0.0005
predication & SC_NMT 66 0.302*** 3.501 0.0005
predication & CharC_NMT 66 0.302*** 3.502 0.0005
predication & LetC_NMT 66 0.297*** 3.450 0.0006
predication & MonoC_NMT 66 0.296*** 3.432 0.0006
predication & LC_NMT 66 0.288*** 3.350 0.0008
predication & WordC_NMT 66 0.286*** 3.312 0.0009
predication & UniWC_NMT 66 0.285** 3.302 0.0010
predication & RTTR_NMT 66 0.270** 3.133 0.0017
predication & CTTR_NMT 66 0.270** 3.133 0.0017
predication & MTLD_NMT 66 0.132 1.538 0.1240
predication & HD-D_NMT 66 0.123 1.425 0.1541
predication & FRE_NMT 66 0.061 0.709 0.4782
predication & MSTTR_NMT 66 0.034 0.397 0.6914
predication & Maas_NMT 66 0.032 0.373 0.7090
predication & MATTR_NMT 66 0.016 0.181 0.8564
predication & Dugast_NMT 66 -0.032 -0.373 0.7090
predication & SMOG_NMT 66 -0.056 -0.645 0.5191
predication & MAR_NMT 66 -0.076 -0.879 0.3795
predication & FKG_NMT 66 -0.077 -0.885 0.3762
predication & CLI_NMT 66 -0.078 -0.902 0.3673
predication & Summer_NMT 66 -0.078 -0.905 0.3655
predication & ARI_NMT 66 -0.103 -1.194 0.2326
predication & FOG_NMT 66 -0.108 -1.257 0.2089
predication & Herdan_NMT 66 -0.161 -1.866 0.0620
predication & Hapax_NMT 66 -0.190* -2.206 0.0274
predication & TTR_NMT 66 -0.231** -2.681 0.0073

Note: 0.00 to 0.10 (0.00 to−0.10) – a trivial positive (negative) measure of association; 0.10–0.30
(−0.10 to −0.30) – a low positive (negative) measure of association; 0.30–0.50 (−0.30 to −0.50)
– a moderate positive (negative) measure of association; 0.50–0.70 (−0.50 to −0.70) – a high
positive (negative) measure of association; 0.70–1.00 (−0.70 to −1.00) – a very high positive
(negative) measure of association; ***p < 0.001, **p < 0.01, *p < 0.05

For the category compound/complex sentences, we obtained similar results as for
syntactic-semantic correlativeness. We have achieved a low to moderate positive mea-
sure of association between measures UniWC, SenC, RT, CharC, WordC, SC, LC,
MonoC, LetC, RTTR, CTTR, PolyC (Gamma > 0.398, p < 0.001), MTLD, HD-D
(Gamma > 0.193, p < 0.05) and occurrence of MT errors within this category. On
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Table 5. Goodman and Kruskal’s gamma - Syntactic-semantic correlativeness

Valid N Gamma Z p-value
syn-sem corr & SenC_NMT 66 0.507*** 5.876 0.0000
syn-sem corr & MonoC_NMT 66 0.505*** 5.916 0.0000
syn-sem corr & WordC_NMT 66 0.496*** 5.808 0.0000
syn-sem corr & RT_NMT 66 0.494*** 5.787 0.0000
syn-sem corr & CharC_NMT 66 0.494*** 5.787 0.0000
syn-sem corr & LC_NMT 66 0.490*** 5.742 0.0000
syn-sem corr & SC_NMT 66 0.489*** 5.735 0.0000
syn-sem corr & LetC_NMT 66 0.486*** 5.706 0.0000
syn-sem corr & UniWC_NMT 66 0.483*** 5.658 0.0000
syn-sem corr & RTTR_NMT 66 0.449*** 5.269 0.0000
syn-sem corr & CTTR_NMT 66 0.449*** 5.269 0.0000
syn-sem corr & PolyC_NMT 66 0.400*** 4.669 0.0000
syn-sem corr & HD-D_NMT 66 0.178* 2.089 0.0367
syn-sem corr & FRE_NMT 66 0.142 1.657 0.0975
syn-sem corr & MTLD_NMT 66 0.124 1.450 0.1470
syn-sem corr & Maas_NMT 66 0.038 0.442 0.6582
syn-sem corr & MAR_NMT 66 -0.022 -0.258 0.7962
syn-sem corr & Dugast_NMT 66 -0.038 -0.442 0.6582
syn-sem corr & MSTTR_NMT 66 -0.075 -0.876 0.3810
syn-sem corr & MATTR_NMT 66 -0.079 -0.924 0.3555
syn-sem corr & FKG_NMT 66 -0.117 -1.362 0.1731
syn-sem corr & ARI_NMT 66 -0.128 -1.492 0.1358
syn-sem corr & Summer_NMT 66 -0.141 -1.652 0.0985
syn-sem corr & CLI_NMT 66 -0.147 -1.724 0.0848
syn-sem corr & FOG_NMT 66 -0.154 -1.799 0.0720
syn-sem corr & SMOG_NMT 66 -0.160 -1.865 0.0623
syn-sem corr & Herdan_NMT 66 -0.247** -2.895 0.0038
syn-sem corr & Hapax_NMT 66 -0.319*** -3.746 0.0002
syn-sem corr & TTR_NMT 66 -0.389*** -4.564 0.0000

Note: 0.00 to 0.10 (0.00 to−0.10) – a trivial positive (negative) measure of association; 0.10–0.30
(−0.10 to −0.30) – a low positive (negative) measure of association; 0.30–0.50 (−0.30 to −0.50)
– a moderate positive (negative) measure of association; 0.50–0.70 (−0.50 to −0.70) – a high
positive (negative) measure of association; 0.70–1.00 (−0.70 to −1.00) – a very high positive
(negative) measure of association; ***p < 0.001, **p < 0.01, *p < 0.05

the other hand, we also achieved a negative low to a moderate measure of association
between measures Herdan, Hapax, TTR and error rate for this category (Gamma < −
0.184/−0.305, p < 0.05/0.01/0.001).

For the category of Lexical semantics (Table 6), we have achieved a moderate to
high positive measure of association between measures SenC, MonoC, SC, RT, CharC,
WordC, LC, LetC, UniWC, RTTR, CTTR, PolyC (Gamma > 0.430/0.529, p < 0.001)
and occurrence of the error rate of neural MT within this category. Besides the positive
measure of association, we also achieved a low to moderate negative, but also a statis-
tically significant measure of association between Summer, Herdan, Hapax, TTR, and
occurrence of MT errors in this category (Gamma < −0.188/−0.338, p < 0.05/0.001).
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Table 6. Goodman and Kruskal’s gamma – Lexical semantics

Valid N Gamma Z p-value
lexical sem & SenC_NMT 66 0.529*** 6.161 0.0000
lexical sem & MonoC_NMT 66 0.497*** 5.852 0.0000
lexical sem & SC_NMT 66 0.496*** 5.850 0.0000
lexical sem & RT_NMT 66 0.489*** 5.768 0.0000
lexical sem & CharC_NMT 66 0.489*** 5.768 0.0000
lexical sem & WordC_NMT 66 0.489*** 5.756 0.0000
lexical sem & LC_NMT 66 0.487*** 5.746 0.0000
lexical sem & LetC_NMT 66 0.482*** 5.688 0.0000
lexical sem & UniWC_NMT 66 0.482*** 5.673 0.0000
lexical sem & RTTR_NMT 66 0.440*** 5.186 0.0000
lexical sem & CTTR_NMT 66 0.440*** 5.186 0.0000
lexical sem & PolyC_NMT 66 0.430*** 5.043 0.0000
lexical semas & FRE_NMT 66 0.155 1.828 0.0676
lexical sem & HD-D_NMT 66 0.124 1.465 0.1429
lexical sem & MTLD_NMT 66 0.103 1.209 0.2267
lexical sem & Maas_NMT 66 0.090 1.064 0.2873
lexical sem & MAR_NMT 66 -0.043 -0.503 0.6152
lexical sem & MSTTR_NMT 66 -0.073 -0.855 0.3927
lexical sem & Dugast_NMT 66 -0.090 -1.064 0.2873
lexical sem & MATTR_NMT 66 -0.123 -1.454 0.1460
lexical sem & FKG_NMT 66 -0.130 -1.513 0.1304
lexical sem & SMOG_NMT 66 -0.131 -1.529 0.1263
lexical sem & ARI_NMT 66 -0.141 -1.652 0.0986
lexical sem & FOG_NMT 66 -0.154 -1.812 0.0700
lexical sem & CLI_NMT 66 -0.157 -1.843 0.0653
lexical sem & Summer_NMT 66 -0.188* -2.223 0.0262
lexical sem & Herdan_NMT 66 -0.291*** -3.437 0.0006
lexical sem & Hapax_NMT 66 -0.338*** -3.983 0.0001
lexical sem & TTR_NMT 66 -0.421*** -4.963 0.0000

Note: 0.00 to 0.10 (0.00 to−0.10) – a trivial positive (negative) measure of association; 0.10–0.30
(−0.10 to −0.30) – a low positive (negative) measure of association; 0.30–0.50 (−0.30 to −0.50)
– a moderate positive (negative) measure of association; 0.50–0.70 (−0.50 to −0.70) – a high
positive (negative) measure of association; 0.70–1.00 (−0.70 to −1.00) – a very high positive
(negative) measure of association; ***p < 0.001, **p < 0.01, *p < 0.05

5 Conclusion

Our study brings two insights into the evaluation of MT quality and into the complexity
of language as a system. We find that errors that arise in neural MT of journalistic texts
associate the best with linguistic properties which are based on countability. This is
mainly the sentence count property. The identified association is logical in terms of a
larger number of sentences so that the frequency of error categories will also increase.
Other properties that showed strong associations with error categories were based on the
count or frequency, such as monosyllabic or polysyllabic words.

A notable finding is that not all examinedmeasures of lexical diversity are associated
with the frequency of errors in each category. We found only two measures out of all
twelve examined measures, RTTR and CTTR, which show a moderate positive statisti-
cally significant association with error frequency in the categories of Syntactic-semantic
correlativity, Compound/complex sentences, and Lexical semantics.
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Another notable finding is that readability scores do not associate with error cate-
gories. We explain this by the fact that our corpus consists of journalistic texts, which
themselves are easily readable and thereforewe found no correlations. The second expla-
nation is that the neural MT tool is much more fluent than its predecessor and does not
produce a large number of MT errors that affect readability. An interesting finding is
related only to the RTTR and CTTRmeasures, despite the fact that both are derived from
the TTR measure, but the TTR measure is negatively moderately associated with the
three error categories mentioned above, but this association is statistically significant.
Here, further research is called for to investigate the reasons for this paradox. Besides
the TTR measure, the lexical diversity measures Hapax and Herdan are also negatively
associated with the occurrence of MT errors within these categories.
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Abstract. In the sharing of user trajectory data of road networks, pri-
vacy leakage emerges to be a major concern because attackers may
make aggressive reasoning and analysis based on the published trajec-
tory data with certain background knowledge to obtain the privacy infor-
mation (e.g. location) associated with individuals. Most existing trajec-
tory privacy-preserving methods require special assumptions about the
types of attacks and their associated background knowledge, are there-
fore unable to achieve the required strength for privacy protection. This
paper proposes a novel algorithm of differential privacy preserving tra-
jectory data publishing for road networks by spatial coupling of ambi-
guity using a noisy R-tree (Cons-XRT ), which can resist attacks with
arbitrary background knowledge even in the case of sparse trajectories.
Our algorithm first blurs the spatial trajectory locations using an R-tree
index of the trajectory data to form a noisy R-tree of the trajectory that
satisfies the differential privacy preserving condition. It then generates
trajectory count values to hide the relative changes of the statistical data
of adjacent sections in adjacent periods, and eliminate the fluctuations of
statistical data. Finally, it deploys a fast query algorithm for spatial range
count query which uses the noise counts in the noisy R-tree index nodes
to quickly return the number of moving objects satisfying differential
privacy. Extensive experiments on real public transport vehicle trajec-
tory datasets of Guangdong Province show that our Cons-XRT method
achieves differential privacy trajectory protection which can resist the
attacks with maximum background knowledge.

Keywords: Trajectory Data Publishing · Privacy-preserving
Computing · Differential Privacy

1 Introduction

In recent years, with the development of mobile Internet, Internet of Things
and spatial positioning technology, a large number of trajectory data of people
and mobile objects have been generated, which provides a great value for data
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analysis and mining. For example, through the analysis and processing of tra-
jectory data, monitoring the traffic status of the road network for people to plan
travel paths, query the crowd density for early warning and evacuation, mine the
user travel model to provide personalized services, etc. However, as trajectory
data usually contains sensitive information of moving objects, improper use of
trajectory data can easily lead to the disclosure of sensitive information such
as user’s habits, health status and social status. For example, the feature of a
mobile object visiting a specific bank location and staying for a specific time
can expose the identity of cash carrying vehicle. Hence, how to make a trade-off
between the degree of privacy protection and data utility such that we can utilize
the great value of trajectory data without exposing user privacy maximize the
value of data mining while protecting user’s privacy becomes an urgent task to
accomplish.

Extensive research has been done on trajectory data publishing with user
privacy preservation. There is a rich literature on privacy-preserving techniques
such as data anonymity [17,30], data perturbation [24] and differential privacy
[3,29]. Differential privacy is known as the strongest privacy protection scheme
to resist attacks with maximum background knowledge. Trajectory data privacy
protection based on differential privacy, which overcomes the shortcomings of
traditional privacy protection schemes, has thus become a hot spot of research.

For the problem of privacy-preserving publishing of user trajectory data on a
road network, we proposes a novel algorithm deploying a noisy R-tree to achieve
differential privacy preserving, which can resist attacks with maximum back-
ground knowledge even in the case of sparse trajectories. Experimental results
show that the proposed algorithm has good performance in preventing privacy
leakage.

2 Related Work

The existing trajectory privacy-preserving methods can be classified into the
following three categories:

2.1 Anonymity Based

Most existing privacy-preserving trajectory data publishing techniques use gen-
eralization or disruption methods to deal with the published trajectory to con-
form to the k-anonymity model.

Machanavajjhala et al. [2,20] proposed an enhanced k-anonymity model, l-
diversity model. The l-diversity principle requires that each k-anonymity group
in a data table contain at least l different sensitive attribute values. The attacker
infers that the probability of a recorded privacy message would be less than 1/l.

Abul et al. [1,4] proposed (k, δ)-anonymity model based on the uncertainty
of moving trajectory data. On the basis of the model, the problem of trajec-
tory anonymity was treated by clustering. However, by analyzing the protection
degree of (k, δ)-anonymity model, the model can only realize the k-anonymity
of the trajectory just under the condition of δ = 0.
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Li et al. [16,17] proposed a privacy-preserving publishing method for trajec-
tory data based on data partitioning. With the passage of time, the algorithm
can effectively process the trajectories in each data partition without recalculat-
ing the published trajectories, thus effectively reducing the computational cost.
It has efficient trajectory scanning, clustering and privacy-preserving functions.

2.2 Disturbance Based

Many existing techniques are based on independent and identically distributed
(i.i.d.) position sampling from random walks on grids, road networks or between
points of interests.

Shokri et al. [25,26] proposed a uniform independent identical distribution
method, which generates each false location independently from the uniform
probability distribution and makes it have an identical distribution. Therefore,
the false trajectory is a series of unrelated false positions.

The methods proposed by Chow et al. and Krumm et al. [7,15] can be sum-
marized as follows: giving the probability distribution p of crowd movement,
randomly walk on a series of positions with the probability distribution p, and
finally generate a false trajectory with the selected positions.

Kato et al. [14] proposed a method to predict the random walk on the user’s
mobile trajectory, and then to predict the probability distribution p(u) of the
user’s subsequent mobile trajectory. The probability distribution p(u) was used
to walk randomly on a series of positions. Finally, a false trajectory was generated
from the selected positions.

2.3 Differential Privacy Based

Differential privacy is the strongest known unconditional privacy protection tech-
nique that can resist the privacy attacks with maximum background knowledge.

Gursoy et al. [11,27] proposed a differentially private and utility preserv-
ing publication method for trajectory data. The method presents DP -Star, a
methodical framework for publishing trajectory data with differential privacy
guarantee as well as high utility preservation. From comparisons, the DP -Star
significantly outperforms existing approaches in terms of trajectory utility and
accuracy.

Luo et al. [19] proposed an enhancing frequent location privacy-preserving
strategy based on geo-Indistinguishability. The method have a three-step frame-
work. First, the location set is classified by the density-based clustering algo-
rithm, and the privacy budget allocation function is used to allocate the corre-
sponding budget for each cluster. Then, the real location is disturbed according
to geo-indistinguishability. Finally, this method present a privacy metric app-
roach derived from the information entropy to quantify the information leakage
by the mechanism.

Darakhshan et al. [22] introduced DP -Where method, which called detailed
records (CDRs) database to generate different private composite databases, and
its distribution was close to real CDRs. However, CDRs are not equivalent to
full position trajectories because the position is known only when called.
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Proserpio et al. [23] introduced the wPINQ method, which achieves different
privacy by calibrating the weight of some data records. wPINQ method further
proposes a method of generating synthetic datasets by using Markov chain Monte
Carlo method, which focuses on the graph of noisy measure with a given number
of triangles.

Zhao et al. [18,29] proposed a trajectory privacy-preserving method based on
clustering using differential privacy. In these method, radius-constrained Lapla-
cian noise is added to the trajectory location data in the cluster to avoid too
much noise affecting the clustering effect, and they considered that the attacker
can associate the user trajectory with other information to form secret reasoning
attack, and proposed a secret reasoning attack model.

For privacy protection of spatial data including trajectories, in comparison
with private spatial decomposition (PSD) method [13,28], differential privacy is
especially good for resisting active inference attacks based on statistical queries
of location data.

3 The Attack Model

3.1 Notations

We define the basic terminologies used in this paper below, and the mathematical
symbols in Table 1.

Table 1. Important Notations in This Work

Notations Description

tr trajectory
(x, y) two spatial dimensions
pk position of tr at time tk

Dist(tr1[tk], tr2[tk]) distance between tr1and tr2 at the time tk

ID identity of tr

[tstart, tend] time interval of trajectory
tr[tstart, tend] trajectory segment in [tstart, tend]

D(tr) trajectory database
Dt(tr) database snapshot of D(tr) at time t

Ds(tr) trajectory sampling database
Dp(tr) protected database of D(tr) for publishing
G(E, V ) undirected Graph
MBR minimum Bounding Rectangle
ε differential privacy budget
RE relative Error
rs road link
t time
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Definition 1. Trajectory (tr). A trajectory is a path in the three-dimensional
space (two spatial dimensions and one temporal dimension), represented by
tr = {p1, p2, . . . , pm}. A point (position) of tr pk = (xk, yk, tk), where xk, yk

are longitude and latitude, tk is time, t1 < t2 < ... < tk · · · < tm, and m is the
number of sampling points.

A trajectory is identified by a unique number ID (identity).

We use D(tr) for the database of trajectories: D(tr) = {(ID, tri)}, |D| = n,
1 ≤ i ≤ n, Ds(tr) ⊆ D(tr) for the trajectory sampling database, and Dp(tr) for
the protected D(tr) for publishing.

Definition 2. Spatial range query (Query). Given the spatial range R and the
snapshot Dt(tr) of the trajectory database, the spatial range query Query() on
the dataset can be expressed as:

Query(Dt(tr), R) = {x|x ∈ Dt(tr), x ∈ range(R)}. (1)

Definition 3. Partition publishing of the road network spatial trajec-
tory data (Dp(tr)). The partition publishing of trajectory data in a road network
is to establish the road section index tree and publish the counting data of mov-
ing objects in the road network based on the road sections in the road network
space, where the published snapshot of the trajectory database D(tr) is recorded
as Dp(tr).

3.2 Attack Model

If the attacker has the complete knowledge of the moving object, road network
space and privacy-preserving algorithm, the attacker can use the background
knowledge to attack the trajectory of the moving object and restore the original
trajectory information of the moving object. This process is called the Strongest
Background Knowledge Attack.

We assume that the attacker has the following background knowledge:

1. Links of the published trajectory data Dp(tr) to the moving objects.
2. Attributes and related domain knowledge of the moving objects.
3. Locations of some moving objects at some specific time.

When the attacker identifies the position of the moving object at a certain
time, he can infer the trajectory of the moving object by using the fluctuation
of the link count. As shown in Fig. 1, through the background knowledge, the
attacker can know that the moving object User is in the segment rs1 at time t;
through the fluctuation of statistical data at time t and t + 1, the attacker can
infer that a moving object of segment rs1 at time t moves to segment rs2 at
time t + 1, thus can infer the trajectory of User from rs1 to rs2.
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Fig. 1. Strongest BK Attack Fig. 2. Outline of the Cons-XRT Method

When the attacker identifies the position of the moving object at some time,
he can infer the trajectory information of the moving object by using the fluctu-
ation of the link count. As shown in Fig. 1, through the background knowledge,
the attacker can know that the moving object User is in the road section rs1 at
time t; and through the fluctuation of statistical data at time t and t+1, he can
infer that a moving object of road section rs1 at time t moves to road section
rs2 at time t + 1, thus inferring the trajectory of User from rs1 to rs2.

4 The Proposed Algorithm

The purpose of differential privacy preserving publishing for trajectory data
is to satisfy differential privacy and improve data utility as much as possible.
Therefore, we proposes a differential privacy preserving framework which couples
spatial ambiguity and noisy R-tree (Cons-XRT ).

4.1 Algorithm Outline

The framework of our Cons-XRT algorithm is depicted in Fig. 2, where f(T )
is the query function of the original data table T , F represents the set of f(T )
functions, and S(f) is the Laplace sensitivity of function set F .

Our algorithm contains three key components:

1. Noisy R-tree construction to construct the noisy R-tree, establish query index,
and implement differential privacy protection in the index.

2. Trajectory data consistency processing to hide the relative changes of statisti-
cal data of adjacent sections in adjacent periods, and eliminate the statistical
data fluctuations.

3. Spatial range query processing to query the number of moving objects (c) in
the given rectangular area based on the noisy R-tree, and return the number
of moving objects meeting the requirements of differential privacy protection.

4.2 Construction of the Noisy R-tree

R-tree is a spatial index structure proposed by Guttman [23] that uses the Min-
imum Bounding Rectangle (MBR) to approximate the spatial objects. Given
a road network G(V,E) with road intersections V and roads V , we use R-tree
to index the location data of road network information. The leaf node of R-tree
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corresponds to the MBR of each rs link, and the middle node of R-tree is the
MBR that can cover the range of nodes. A count value attribute is added to
each node of the R-tree to represent the number of moving objects in MBR.

The detailed algorithm of noisy R-tree construction is given in Algorithm 1.

Algorithm 1. Construct Noise R-tree algorithm (ConRT )
1: Input: Dt(tr), ε, G(E, V );
2: Output: return the Dp(tr)   
3: //compute the node mbr of RT.
4:    for (each leaf node in RT ) do
5:       crsi ← the user number in mbri;
6:    for (each intermediate node in RT ) do
7:       cmbri ← the user number in mbri;
8:    ε̄ = ε

h
;

9:    for (each leaf node in RT ) do
10:       c̄rsi ← crsi+ Noisy(ε̄);
11:    for (each intermediate node in RT ) do
12:       c̄mbri ← cmbri + Noisy(ε̄);
13:    Dp(tr) ← data consistency processing (RT , G);
14:    Return Dp(tr);

According to the sensitivity of Laplace mechanism, given the query function
set F, if f(T )εR, fεF , the sensitivity of F is:

S(F ) = max
T1,T2

(
∑

fεF

|f(T1) − f(T2)|), (2)

where T1 and T2 are any subsets of D(TR).
We adopt the non-interactive differential privacy mechanism [8,9], which

obtains the noisy data by adding Laplace noise to the original trajectory data
in advance, and returns the noisy results directly to the user query. Because the
noise is added in the preprocessing stage, the output results of the differential
privacy algorithm are the same for the same query.

According to the properties of differential privacy [10,21] the composition of
different differential privacy algorithms has the differential privacy characteris-
tics of sequential composition and parallel composition theorems. In Algorithm1,
the privacy budget is divided into several parts of equal size ε̄ = ε

h , where h is
the depth of R-tree.

According to the property of Laplace distribution, the expected value and
variance of the noisy function Noisy(ε) are respectively 0 and 2

ε2 .
According to the requirements of differential privacy technique, noise is added

to the statistical value of each road section. That is, the original count value of
c is changed into a random number within the range of [c − 1, c+ 1]. Therefore,
the original value of c can not be inferred.
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4.3 Consistency Processing

The purpose of trajectory data consistency processing is to resist the attack of
trajectory data count value fluctuations under the strongest background knowl-
edge. That is, to hide the relative changes of the statistical values of adjacent
sections in adjacent periods and eliminate large fluctuations.

Through consistency processing, the count value ¯crsi
with added noise is

transformed into ¯̂crsi
that meets the consistency constraint, and the deviation

between them. The deviation is expressed by Euclidean distance as F (c̄, ĉ) =√∑
( ¯crsi

− ˆcrsi
)2.

The consistency processing is implemented by Algorithm 2.

Algorithm 2. Consistency Processing of Trajectory Count Value (Consist)
1: Input: RT , G(E, V )
2:
3: Output: return the noisy consist RT ;
4:    //Detect whether there is 1 unit count fluctuation in adjacent road sections.
5:    for (each rs in E) do
6:       for (each rs

′
in Neighboour(rs)) do

7:          if crs − crs(t − 1) == 1 && crs
′ − crs

′ (t − 1) == −1
8:                     if (c̄rs not in [crs(t − 1), crs])
9:              (c̄rs ← crs − (c̄rs − crs);

10:            if (c̄rs(t − 1) not in [crs(t − 1), crs])
11:              (c̄rs(t − 1) ← crs(t − 1) + ((crs(t − 1) − c̄rs(t − 1));
12:            if (c̄rs not in [crs

′ , crs(t − 1)])
13:              (c̄rs ← crs

′ − (c̄rs
′ − crs

′ );
14:            if (c̄rs(t − 1) not in [crs(t − 1), crs])
15:              (c̄rs

′ (t − 1) ← crs
′ (t − 1) + ((crs

′ (t − 1) − c̄rs
′ (t − 1));

16:    Return RT .

4.4 Spatial Range Query

Spatial range query is to query the number of moving objects (c) in a given
rectangular area satisfying differential privacy of noised R-tree index nodes by
applying noise count values. It is implemented by Algorithm 3.
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Algorithm 3. Spatial Range Query (Query)
1: Input: RT , n(node number of RT -tree), R (Spatial Range)
2: Output: return the user number c
3:    //Detect whether there is 1 unit count fluctuation in adjacent road sections.
4:    if R covers the MBR of the current node
5:       Return c̄ of current node;
6:    if R intersect the MBR of the current node
7:     if current node is not the leaf
8:         for each child node in n do
9:           c+ = Query(Dp(tr), n, R);

10:         Return c;
11:     else Return (c̄ × intersection area

area of current node MBR
);

12:    if R not intersect the MBR of the current node
13:    Return 0.

Spatial range query algorithm (Query) uses the structural characteristics
of R-tree to traverse and calculate. Each node in R-tree has its corresponding
MBR, which can be used to quickly judge the relationship between the node and
the query area. By judging the relationship of covering, intersecting or disjoint,
the current node noise count value or child node noise count value can be used
for fast calculation, which reduces the number of accesses to leaf nodes.

Depending on the relationship between the query area and a MBR, the
judgment rules of query result on a node are as follows:
– Case 1. If the query area of Query covers MBR, the query result is the MBR

count value.
– Case 2. If there is no intersection between the query area Query and MBR,

the query result is 0.
– Case 3 If Query does not cover MBR but intersects with MBR, the query

result is the sum of sub MBR query results.
– Case 4. If the query region Query does not cover MBR, but intersects with

MBR, and MBR is leaf node. The query result is the MBR count value ×
proportion of the intersection region.

5 Performance Evaluation

We show that the noisy R-tree algorithm (Algorithm1 and Algorithm2) pre-
sented in the previous section preserves both good data privacy and utility.
Proof is omitted due to space limitation.

Theorem 1. Algorithm1 and Algorithm2 both satisfy the ε-differential privacy
property. The data generated by them satisfies (ε, δ)-utility in spatial range query.

6 Experiments and Evaluations

In this section, we compare our algorithm (Cons-XRT ) on the above metrics
with the existing algorithms Cons-RT [12] and Cons-SRT [29] that use R-tree
and SR-tree as the index storage structure respectively.
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6.1 Experiment Environment

We use Python 3.6.6 to implement the proposed method. The experimental
hardware environment is an Intel Xeon CPU E7-4807@1.87GHz×2, 64G memory.

The dataset used in this paper is the trajectory data generated by public
driving with GPS equipment in Guangdong Province in November 2016, cover-
ing an area of about 1000 km2 in Guangdong Province. The sampling interval of
GPS trajectory point data is 15 seconds, and the data of all sampling points is
about 68.51 million.

6.2 Evaluation of Data Utility

Denoting the snapshot location dataset of the moving object in the given space
range R subject to z by Dz(tr), we define the spatial range query Query() on
the dataset to be the number of elements of Dz(tr) in R at time t:

Query(Dz(tr), R) = {x|x ∈ Dz(tr), x ∈ range(R), } (3)

where z ∈ {t, p}, t stands for time and p for public (published).
We use the Relative Error (RE) which is widely used in the literature [5,6]

to measure the utility of published data:

RE =
|Query(Dp(tr), R) − Query(Dt(tr), R)|

max(Query(Dt(tr), s))
. (4)

Data Utility Analysis of Location Count Query: We change the privacy
budget ε to construct different published datasets, randomly select 10000 loca-
tions in the road network to query on the published dataset and the original
dataset respectively, and calculate the average Relative Error (RE). Privacy
budget ε range from 0.5 to 1.5 with an interval of 0.25. The experimental results
are shown in Fig. 3.

Fig. 3. RE of Location Count Query

From the experimental results, it can
be seen that the RE of the Cons-XRT
algorithm in this chapter is very close
to that of the Cons-RT and the Cons-
SRT , and the RE is within 0.3. And the
RE increases with the privacy budget ε
decreases.

In the scene of location count query,
the three algorithms all use the count
values of leaf nodes to get the returned
results, the RE only comes from the count values of leaf nodes, and the count
values of non-leaf nodes do not participate in the calculation, so the results of
the three algorithms are relatively close.

Data Utility Analysis of Spatial Range Count Query
The data utility analysis of range count query is to select a spatial range accord-
ing to the random radius r to evaluate the utility of the count values of moving
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objects on the location. The evaluation is done by measuring the value of RE
and results are displayed in Fig. 4.

According to the radius of different spatial range, the experiment was divided
into four groups with radius of 0.5 km, 1 km, 2 km and 3 km. Each group
randomly selected 10, 000 points as the central establishment area, and evaluated
the RE of each area. The experimental results are shown in Fig. 4.

Fig. 4. RE of Spatial Range Count Query

From the above experimental results, we can observe:

– The RE of our Cons-XRT algorithm is controlled below 0.3, and the trajec-
tory count values with noise are available.

– Compared with Cons-RT and Cons-SRT , with the increase of spatial range
query, Cons-XRT works more effectively because it can use the intermediate
node count values of the index tree. This is because the REs of the count
values of the intermediate nodes in the index tree are smaller than that of
the leaf node count values, and the RE of the query result decreases with the
increase of the query range.

6.3 Evaluation of Algorithm Scalability

This experiment verifies the scalability of the noisy R-tree construction algo-
rithm. The running time of the algorithm is related to the size of trajectory
dataset |D| and the growth of the algorithm running time with the increase of
different datasets.

As shown in Fig. 5, the X-axis and Y -axis respectively represent the size of
the dataset and running time of the algorithm. Data set D(tr) is the trajectory
data. Because the format of each trajectory is consistent, the size of trajectory
file is proportional to the number of trajectories. In this experiment, 100MB to
900MB trajectory data is selected as the experimental data of operation effi-
ciency. The privacy budget selects the value in the middle range, ε = 1.0.
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The experimental results are shown in Fig. 5. Each experimental result is the
average running time obtained by running the algorithm several times.

Fig. 5. Algorithm Scalability Fig. 6. Time Complexity

As shown in Fig. 5, the running time of the algorithm increases more approx-
imately linearly with the increase of the trajectory data set. The noisy R-tree
algorithm is linearly related to the size of the trajectory dataset, and the con-
sistency processing algorithm is linearly related to the size of the road network,
and has little to do with the size of the trajectory dataset.

Experiments show that the algorithm in this paper is linearly related to the
size of the dataset. Therefore, the algorithm proposed in this chapter can run
on large-scale datasets, and has good scalability.

6.4 Evaluation of Time Complexity

This experiment verifies the efficiency of the spatial range query algorithm.
According to the different radius of spatial range, the experiment is divided
into four groups with radius of 0.5 km, 1 km, 2 km and 3 km. Each group ran-
domly selects 10, 000 points as the center to establish a continuous query area,
and finally gets the average running time of each group of spatial range query.
The experimental results are shown in Fig. 6.

Experiments show that the single query time of Cons-XRT algorithm is
within 50ms, and it increases slowly with the increase of query radius. The
performance will be better on a spatial query range. and. The indexes of Cons-
XRT and Cons-RT both adopt R-tree structure, so the spatial index efficiency
is high. The index of Cons-SRT uses SR-tree structure, and the efficiency of
spatial index is not high in range query scenario.

7 Conclusion

This paper proposed novel algorithm for differential privacy preserving trajectory
publication of road networks by combining spatial ambiguity and noisy R-tree
(Cons-XRT ), which can resist attacks with maximum background knowledge
even when the trajectory is sparse. Our method applies consistency process-
ing (Consist) to deal with bidirectional hidden fluctuations of the statistical
count values of the trajectory, which can resist the attacks with maximum back-
ground knowledge by inference on fluctuations of statistical results. In addition,
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it deploys a fast query method for spatial range counts, which uses noise counts
on the noisy R-tree index nodes to quickly return the number of moving objects
satisfying differential privacy.

Our experimental performance evaluation and comparisons with the exist-
ing methods show that our Cons-XRT algorithm can resist trajectory privacy
attacks with maximum background knowledge. It has the advantages of low
relative query error rate and good scalability, and is applicable for privacy pre-
serving publishing of large-scale trajectory data for geo-spatial data analysis and
management.
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Abstract. A significant problem in many Thai university organizations is the
inability to effectively identify employees’ roles and functions. This research aims
to study the workload management of university personnel by text mining tech-
niques. There are two main research objectives. The first objective is to manipu-
late highly complex Thai word segmentation. The second objective is to produce
a predictive model for identifying job performance for human resource manage-
ment of university personnel. Research tools are machine learning algorithms and
word segmentation analysis, including Decision Tree (DT), Generalized Linear
Model (GLM), K-Nearest Neighbors (K-NN), Naïve Bayes (NB), Support Vector
Machine (SVM), Term Frequency-Inverse Document Frequency (TF-IDF), Term
Frequency (TF), Term Occurrences (TO), and Binary Term Occurrences (BTO)
techniques. The research data is compiled from job descriptions for three positions
from the School of Information and Communication Technology at the University
of Phayao. The results show that the best predictive model is developed with the
Generalized Linear Model (GLM). It has a high accuracy value of 89.80%, with
Binary Term Occurrences (BTO) technique. Research operational plan for future
work, researchers plan to develop an information system to support work within
the School of Information and Communication Technology, University of Phayao
to support further work.

Keywords: Job description analysis · Human resource strategies · Human
resource mining · HR Text Mining · HR Tokenize Analysis

1 Introduction

In a formal organization, there are often many departments. Each department is involved
in specific business processeswithin the company.Additionally, eachdepartment’s duties
and responsibilities are unique and complex, and verbal explanations must bemore com-
prehensive to convey them clearly to employees. Therefore, a written document called
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a job description is typically produced, which provides a clear and concise summary of
the duties and responsibilities of each department. The job description helps employees
understand their organizational roles. However, validating that the work being done by
an employee matches or fits the job description is an important task for human resource
management [1]. Job Analysis is a process for conducting a job that can help to ensure
that the job description accurately reflects the work being done. This involves observing
and analyzing the tasks, duties, and responsibilities associated with the job [2, 3].

In the context of job analysis, text mining can be used to identify key job duties [2,
4], responsibilities, and required skills and qualifications from job postings and descrip-
tions [5]. By analyzing large volumes of job-related text data, organizations can gain a
more comprehensive understanding of the job requirements and develop more accurate
and detailed job descriptions [6]. The process of text mining and tokenization analysis
involves examining unstructured text data to uncover valuable insights and information.
In the field of human resource management, these techniques can be applied to study
different types of textual data, such as job descriptions, resumes, and employee perfor-
mance evaluations [2]. In addition, the increased use of digital technology in businesses
means that a large volume of data is generated, including semi-structured and unstruc-
tured text data. This data can be challenging to analyze using traditional methods like
manual categorization and reading. Moreover, text mining [2, 4, 7] and tokenization
analysis techniques offer HR professionals a way to extract meaningful insights from
this data, providing a more comprehensive understanding of HR-related concerns.

By utilizing these techniques, HR managers can leverage these methods to uncover
insights and trends that may be challenging to spot otherwise. One such method is to
scrutinize employee feedback to identify areas of discontent shared by many. Another
technique is to analyze job postings to understand the skills and qualifications that
recruiters seek most frequently. The primary objective of utilizing text mining and tok-
enization analysis in HRM is to enhance decision-making, streamline processes, and
boost organizational performance.

Finally, the importance of the problem and literature review influences and drives
researchers to develop this research with the hope that it will create future value for the
University of Phayao.

2 Materials and Methods

2.1 Population and Sample

This research identifies the population as support personnel from the School of Infor-
mation and Communication Technology at the University of Phayao, Phayao Province,
Thailand.

The research sampling was a purposive sampling from three job positions that had
worked in the School of Information andCommunication Technology for over five years.
The three positions consist of Educator, General Administration Officer, and Human
Resource Officer, as detailed in Table 1.
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Table 1. Population and Sample.

Name of the job positions Number of employees for
each job

Number of job descriptions in
each job

Educator (EDU) 6 (50.00%) 113 (46.89%)

General Administration
Officer (GAO)

5 (41.67%) 68 (28.22%)

Human Resource Officer
(HRO)

1 (8.33%) 60 (24.90%)

Total: 12 (100%) 241 (100%)

Table 1 presents the population and sample defined in the study, where the sample
consisted of 12 employees and a total of 241 job descriptions. This gathered informa-
tion led to a management process comprising four essential phases: data cleaning, data
transformation, data integration, and data reduction, as presented in the next section.

2.2 Data Collection and Data Management

The researchers valued and raised awareness of the data acquisition for this research.
Therefore, researchers have applied for research ethics approval from the University of
Phayao (UP-HEC-1.2/034/66). The researchers then followed the University of Phayao
process to request information from relevant parties. Once the data were received, the
researchers processed the data in four phases:

Data Cleaning
Data cleaning is the process of detecting and correcting entries for inaccurate data. This
research was carried out in four parts: parsing data, correcting data, standardizing data,
and duplicating elimination data. The data received and collected for each job position is
in hard copy. Researchers discovered that there were redundant and unanalyzable work-
load issues, that researchers had to collect data in the form of a database for preliminary
analysis. Furthermore, duplicate words and phrases were used in each job title, and the
researchers removed the same data.

Data Transformation
Data transformation is the manipulation of continuous data into discrete data to man-
age and interpret the data. It can significantly reduce the space of words and decrease
information value. In this process, the researchers applied the tokenization for natural
language processing approach to featuremanipulation to organize and classify the devel-
opmental factors of the data characterization. This process can be divided into several
processes to accomplish text preprocessing [8]: (1) the tokenization is the process to
split the text from a sentence into tokens and replace each word with a number that
calls as tokenization. Word Tokenization for the Thai language named “Attacut” was
applied for this research, (2) noise removal of unnecessary characters such as numbers
and special symbols, (3) normalization is a process that transforms the words for making
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equivalency classes of terms and uniform sequences better., (4) removing stop words by
Thai stop words dictionary [9], and (5) stemming.

At this stage, feature extraction (FE) was used to find an efficient Thai word segmen-
tation process. Feature extraction is the process of data conversion to feature extraction
for obtaining a representative feature that can be used. It will be represented by the word
vectors. The word vectors are representations of tokens in a document. It is significant
to fetch the feature values for each instance correct for the problem being regarded
because modifications in these be able to change performance. This research applies
text vectorization using different methods in a Rapid Miner application which has four
primary plans [10, 11]: Term Frequency-Inverse Document Frequency (TF-IDF), Term
Frequency (TF), Term Occurrences (TO), and Binary Term Occurrences (BTO).

Data Integration
As data plays a more significant role in the organization’s work, it is necessary to use
the data available in various ways for maximum benefit. Problems arise when large
organizations are made up of many departments. Each department stores information
related to its department, which may use different database management systems. The
data structure may differ, so it is necessary to manage data availability similarly.

The School of Information and Communication Technology, University of Phayao,
although they have the same positions but perform different tasks. This research aims to
give importance to job characteristics consistent with job titles. Therefore, developing a
prediction model based on job characteristics is essential. Therefore, collecting data is a
combination of job characteristics in the same job position that will be used to develop
a forecasting model further.

Data Reduction
Data reduction aims to reduce data duplication by employing experts acting as organi-
zational managers to select job descriptions unrelated to the job positions used in this
research.

2.3 Model Analysis and Model Development

The model analysis aims to compare models that have been developed with various
methods. Researchmodeling concepts usemachine learning to complete themost perfect
and predictable model. The techniques used are machine learning with unsupervised
learning consisting of five techniques: Decision Tree (DT), Generalized Linear Model
(GLM), K-Nearest Neighbors (KNN), Naïve Bayes (NB), and Support Vector Machine
(SVM). Each technique has different advantages and disadvantages, as follows:

The decision tree technique is prevalent [12] because it is easy to understand. The
model structure is an inverted tree with the most important attributes at the top called
the “root node”. Out of each node are the branches that create the conditions for making
decisions. Finally, the part that serves as the answer to the prediction model is the leaf
node. Although decision tree techniques are popular, a major problem is that models
with high accuracy are often not practical, which is called “over fitting”. Therefore, when
choosing a decision tree technique, other components of validity may be considered.
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Generalized Linear Model (GLM) [13] is an umbrella term encompassing many
other models, allowing the response variable y to have an error distribution other than
a normal one. The models include Linear Regression, Logistic Regression, and Poisson
Regression. The advantages of GLM make the model effective because it uses many
techniques to help each other to learn.

K-Nearest Neighbors (KNN) [14] is a classification method for classifying data
(Classification) using the principle of comparing the data of interest with other data
to see how similar they are. If the data of interest is closest to any data, the system
will answer the answer to the nearest data. The advantage of K-NN is that the distance
calculation method can be used to find the answer, but in some cases, the nature of the
data set will be distorted—for example, spiral data series, circular data, and so on.

Naïve Bayes (NB) is a probabilistic forecasting model [15]. The advantage of NB
is the ease of training, especially with many features (variables) and extensive data. In
addition, it can be used to classify many classes. However, there may be a disadvantage
in accuracy, or performance may not be able to compete with other types of training
algorithms.

Support Vector Machine (SVM) [16] is one of the most popular techniques for
pattern recognition and classification problems. SVMrelies on the principle of coefficient
equations to create the optimal separating hyperplane. The method used to find the best
midline is to add a border to both sides of the midline and create a border tangent to the
dataset value in the feature space.

2.4 Evaluation of the Model Performance

Model performance evaluation is intended to compare model performance from each
technique. By testing the performance of this model, the data splitting method is used to
create the model and to test the model called “Split Validation (SV)”. The SV has been
designed in four characteristics: 50:50, 60:40, 70:30, and 80:20.

In addition, the tool used to measure model performance is the Confusion Matrix
process, which has four metrics: accuracy, precision, recall, and f1-score. Accuracy is
the value that the model can correctly predict from all response classes. Precision is the
value that the model can predict by class. Recall is the actual value that the model can
accurately predict by class. Lastly, f1-score is the average of Precision and Recall. The
f1-score is a single metric measuring a model’s performance.

In this paper, the researchers used all five techniques and the model performance
testing process to generate the best model of each method and compare them to select
themost appropriatemodel for further application development. The results of themodel
development are presented in the next section.

3 Results and Discussion

3.1 Research Results

The job descriptions classified by job position are presented in Table 1 and have already
passed the data preparation process to prepare the data. It was then analyzed to construct
a classification model from all five classifiers. The accuracy of model development
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results classified by the five classifiers is demonstrated in Table 2. A comparison of each
technique by text vectorization methods and split validation ratio is presented in Fig. 1,
2, 3, 4 and Fig. 5.

Table 2. The model development results classified by five classifiers.

Text Vectorization Methods/Classifier Split Validation Ratio/Accuracy

50:50 60:40 70:30 80:20

Term Frequency-Inverse Document Frequency (TF-IDF)

Decision Tree 57.50 62.50 59.72 55.10

Generalized Linear Model 83.33 84.38* 83.33 83.67

K-Nearest Neighbors 73.33 73.97 70.83 69.39

Naïve Bayes 71.67 80.21 84.72 81.63

Support Vector Machine 80.00 82.29 79.17 85.71*

Term Frequency (TF)

Decision Tree 58.33 62.50 56.95 55.10

Generalized Linear Model 76.67 83.33 87.50 89.79*

K-Nearest Neighbors 76.67 73.96 75.00 69.39

Naïve Bayes 83.33 79.17 80.56 83.67

Support Vector Machine 86.67* 80.21 80.56 83.67

Term Occurrences (TO)

Decision Tree 60.83 64.58 63.89 59.18

Generalized Linear Model 78.33 83.33 80.56 85.71*

K-Nearest Neighbors 63.33 72.92 73.61 71.43

Naïve Bayes 77.78 81.25 83.33 77.55

Support Vector Machine 85.00 81.25 76.39 83.67

Binary Term Occurrences (BTO)

Decision Tree 54.17 62.50 61.11 55.10

Generalized Linear Model 83.33 84.38* 88.89* 89.80*

K-Nearest Neighbors 67.50 70.83 73.61 67.35

Naïve Bayes 75.00 79.17 81.94 77.55

Support Vector Machine 84.17 80.21 79.17 83.67

Table 1 presents themodel performance analysis by five classifiers in which the over-
all developed model is effective with a high degree of accuracy. Researchers subdivided
the findings according to the 4-split validation ratio, as reported in Fig. 1, 2, 3 and Fig. 4.

Figure 1(A) presents a comparison histogram of the accuracy by the split validation
ratio 50:50. It was found that the Decision Tree (DT) technique had the lowest overall
accuracy value.However, it was found that the SupportVectorMachine (SVM) technique
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Fig. 1. Accuracy (Split Validation Ratio by 50:50, 60:40, 70:30, 80:20)

had the highest overall accuracy, with the highest accuracy of 86.67 from the Term
Frequency (TF) technique.

Figure 1(B) presents a comparison histogram of the accuracy by the split validation
ratio 60:40. It was found that the Decision Tree (DT) technique had the lowest overall
accuracy value. However, it was found that the Generalized Linear Model (GLM) tech-
nique had the highest overall accuracy, with the highest accuracy of 84.38 from the Term
Frequency-Inverse Document Frequency (TF-IDF) and the Binary Term Occurrences
(BTO) techniques.

Figure 1(C) presents a comparison histogram of the accuracy by the split validation
ratio 70:30. It was found that the Decision Tree (DT) technique had the lowest overall
accuracy value. However, it was found that the Generalized Linear Model (GLM) tech-
nique had the highest overall accuracy, with the highest accuracy of 88.89 from the Term
Frequency-Inverse Document Frequency (TF-IDF) technique.

Figure 1(D) presents a comparison histogram of the accuracy by the split validation
ratio 80:20. It was found that the Decision Tree (DT) technique had the lowest over-
all accuracy value. However, it was found that the Generalized Linear Model (GLM)
technique had the highest overall accuracy, with the highest accuracy of 89.80 from
the Term Frequency-Inverse Document Frequency (TF-IDF) and the Term Occurrences
(TO) techniques.

After presenting details classified by classifiers and split validation techniques, the
next part was to report the selection of the most influential models classified by test
characteristics.

Influential Model by Term Frequency-Inverse Document Frequency Technique
From Table 2, when categorizing considerations by the Term Frequency-Inverse Docu-
ment Frequency Technique (TF-IDF) technique, it was found that the model developed
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by the Support Vector Machine (SVM) technique had the highest accuracy, which the
researchers summarized and distributed the model performance as presented in Table 3.

Table 3. SVM model performance with TF-IDF technique.

Accuracy = 85.71 True GAO True EDU True HRO Class Precision

Pred. GAO 12 3 1 75.00%

Pred. EDU 1 20 1 90.91%

Pred. HRO 1 0 10 90.91%

Class Recall 85.71% 86.96% 83.33%

F1-score 80.00 88.89 86.96

Table 3 shows the model tested using the Confusion Matrix technique and using
four indicators: accuracy, precision, recall, and f1-score. It was found that the Support
Vector Machine (SVM) model had the highest accuracy, with an accuracy of 85.71 for
the TF-IDF technique.

Influential Model by Term Frequency Technique
From Table 2, when categorizing considerations by the Term Frequency (TF) technique,
itwas found that themodel developed by theGeneralizedLinearModel (GLM) technique
had the highest accuracy, which the researchers summarized and distributed the model
performance as presented in Table 4.

Table 4. GLM model performance with TF technique.

Accuracy = 89.79 True GAO True EDU True HRO Class Precision

Pred. GAO 10 0 1 90.91%

Pred. EDU 4 23 0 85.19%

Pred. HRO 0 0 11 100.00%

Class Recall 71.43% 100.00% 91.67%

F1-score 80.00 92.00 95.65

Table 4 shows the model tested using the ConfusionMatrix technique and using four
indicators: accuracy, precision, recall, and f1-score. It was found that the Generalized
Linear Model (GLM) model had the highest accuracy, with an accuracy of 89.79 for the
Term Frequency (TF) technique.

Influential Model by Term Occurrences Technique
From Table 2, when categorizing considerations by the Term Occurrences (TO) tech-
nique, it was found that the model developed by the Generalized Linear Model (GLM)
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Table 5. GLM model performance with TO technique.

Accuracy = 85.71 True GAO True EDU True HRO Class Precision

Pred. GAO 10 1 1 83.33%

Pred. EDU 4 21 0 84.00%

Pred. HRO 0 1 11 91.67%

Class Recall 71.43% 91.30% 91.67%

F1-score 76.92 87.50 91.67

technique had the highest accuracy, which the researchers summarized and distributed
the model performance as presented in Table 5.

Table 5 shows the model tested using the ConfusionMatrix technique and using four
indicators: accuracy, precision, recall, and f1-score. It was found that the Generalized
Linear Model (GLM) model had the highest accuracy, with an accuracy of 85.71 for the
Term Occurrences (TO) technique.

Influential Model by Binary Term Occurrences Technique
From Table 2, when categorizing considerations by the Binary TermOccurrences (BTO)
technique, it was found that the model developed by the Generalized Linear Model
(GLM) techniques had the highest accuracy. The researchers summarized and distributed
the model performance as presented in Table 6.

Table 6. GLM model performance with BTO technique.

Accuracy = 89.80 True GAO True EDU True HRO Class Precision

Pred. GAO 11 0 1 91.67%

Pred. EDU 3 23 1 85.19%

Pred. HRO 0 0 10 100.00%

Class Recall 78.57% 100.00% 83.33%

F1-score 84.62 92.00 90.91

Table 6 shows the model tested using the ConfusionMatrix technique and using four
indicators: accuracy, precision, recall, and f1-score. It was found that the Generalized
Linear Model (GLM) model had the highest accuracy, with an accuracy of 89.80 for the
Binary Term Occurrences (BTO) technique.

3.2 Research Discussion

The research discussion section is aimed at the purpose of the research. It consists of two
key points: The first objective is to manipulate highly complex Thai word segmentation.
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The second is to produce a predictive model for identifying job performance for human
resource management of university personnel. Discussions are broken down as follows:

Thai Word Segmentation Management
Thai word segmentation is an original and persistent problem [9, 17]. The characteristics
and writing of sentences in the Thai language without punctuation which is difficult for
unfamiliar people. In addition, some words have different meanings and implications
depending on the context of the surrounding words and the various user characteristics
of the region of the country. Such problems have created space and competition for many
researchers to develop effective processes and techniques for Thai word segmentation
techniques [18].

This research aims to apply artificial intelligence technology and text mining man-
agement by applying four types ofword-wrapping techniques tomanageword-wrapping:
Term Frequency-Inverse Document Frequency (TF-IDF), Term Frequency (TF), Term
Occurrences (TO), Binary Term Occurrences (BTO). The Thai word segmentation pro-
cess used by the researchers was applied to the job descriptions of three positions at the
School of Information and Communication Technology, University of Phayao.

The results indicated that researchers existed to apply all four types of Thai word
segmentation techniques to achieve their research objectives. The results indicated that
researchers existed to apply all four types of Thai word segmentation techniques to
achieve their research objectives. The results of this study are relevant and linked to
extensive research[9, 18] in which they applied text mining and Thai word segmentation
techniques to improve staff performance in university organizations.

Prediction Models to Identify Job Performance
The second theme of this research is to develop a predictive model for the job description
of the University of Phayao employees. The researchers applied analytical techniques
using machine learning to achieve research outcomes, including Decision Tree (DT),
Generalized Linear Model (GLM), K-Nearest Neighbors (KNN), Naïve Bayes (NB),
and Support Vector Machine (SVM) techniques. Five techniques were used to develop
the model and analyze the model performance. An overview of the analysis is presented
in Table 2. In addition, the researchers discussed the details as shown in Fig. 1(A) to
Fig. 1(D) and Table 3, 4, 5 and Table 6. This section discusses the results of model
development to analyze and select the most efficient and reasonable model for future
application development.

The researchers found from the four types of split validation summarized in Fig. 1(A)
to Fig. 1(D) that the decision tree technique was effective at all low levels—inappropri-
ate for this research. However, Table 2 shows that correspondingly greater accuracy is
achieved with an increasing proportion of modeling. The technique likely to be accepted
due to its proportional accuracy is theGeneralizedLinearModel (GLM) techniquewhich
has the highest accuracy in many proportions, i.e., the split validation ratio 60:40, the
split validation ratio 70:30, and the split validation ratio 80:20, as detailed in Fig. 1(A)
to Fig. 1(D).

The second part of the analysis of discriminant model performance by the four
types of word segmentation techniques is summarized and presented in Table 3, 4, 5
and Table 6. The researchers found that the model that achieves the highest accuracy
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among all three types of word segmentation is the Generalized Linear Model (GLM)
technique, as details are as follows; the Generalized Linear Model (GLM) with the Term
Frequency (TF) technique has an accuracy of 89.79%, the Generalized Linear Model
(GLM) with the Term Occurrences (TO) technique has an accuracy of 85.71%, and the
Generalized Linear Model (GLM) with the Binary Term Occurrences (BTO) technique
has an accuracy of 89.80%. Only the Term Frequency-Inverse Document Frequency
(TF-IDF) technique has the highest accuracy Support Vector Machine (SVM) model
with an accuracy of 85.71%.

Based on the results and rationale discussed, the researchers concluded that an effi-
cient and commendable model for application development is the Generalized Linear
Model (GLM) with the Binary TermOccurrences (BTO) technique, as shown in Table 6.
With all these achievements, the researchers will continue to present this work to the
public.

4 Conclusion

This research contributes to human resource management by demonstrating the poten-
tial of text-mining techniques in improving workload management and job performance
identification in Thai university organizations. Our study utilizedmachine learning algo-
rithms and word segmentation analysis to analyze job descriptions for three positions at
the School of Information and Communication Technology at the University of Phayao.
Through this approach, we developed a predictivemodel for identifying job performance
with a high accuracy value of 89.80%.

Furthermore, among the techniques we used, the Generalized Linear Model (GLM)
with Binary Term Occurrences (BTO) technique was found to be the most effective.
These findings suggest that text mining techniques can provide valuable insights for
human resource management, particularly in organizations facing challenges in identi-
fying employees’ roles and functions. In future work, we plan to develop an information
system to support thework of the School of Information andCommunicationTechnology
at the University of Phayao.

Overall, this research provides a promising foundation for improving workload
management and job performance identification in Thai university organizations and
supporting their ongoing efforts to enhance employee productivity and effectiveness.

5 Research Limitations

This research’s findings and limitations were that the research scope and collaboration
were low. The root cause, researchers suspect, is a lack of emphasis and awareness
of workload in line with the job positions of employees in the organization. The past
problem of the organization is the use of imprudence and subjectivity in consideration
and the decision to promote employees in the organization. Therefore, the results of
this research appear to narrow the gap in artificial intelligence technology to address
inequality in the organization.
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Abstract. In this article, the authors consider the problem of text generation for
low- resource languages, using the Kazakh language as an example, based on
semantic analysis. Machine learning method is used in the generation of text doc-
uments and sources in the Kazakh language. First, semantic analysisis performed,
the number of words in the given text, the number of stop words, the number of
symbols, etc. Then the TF-IDF algorithm is used to find the semantically important
words of the text. Annotation of the given text by means of semantic analysis. And
at the end, generation of text with advanced semantic analysis. A corpus for the
Kazakh language was prepared for experiments and research. GPT-3 and NLG
are used in the process of generation. Generation by means of semantic analy-
sis of the text gives us some great opportunities. The Recurrent Neural Network
(RNN) method is used during generation.Generation gives us a lot of opportuni-
ties, including not spending time on unnecessary information. It will provide an
article or short text related to the keywords you searched for. The description of
the developed approach and practical results of experiments are presented.

Keywords: Semantic analysis ·Machine learning · Text generation · RNN ·
Kazakh language

1 Introduction

The generation system for the Kazakh language developed on the basis of machine
learning is one of the current issues. Using the generation system, we quickly and easily
solve problems such as chat-bots, auto-abstract, writing poems, mathematical or geo-
metric problems. Natural language processing problems are developing rapidly for the
Kazakh language, and it should be said that the generation system in theKazakh language
is almost non-existent in the country at the moment. There are very few organizations
working on these natural language processing reports, and those that exist do not publish
their data Open Source. Therefore, it is our goal to solve this problem and publish it
openly. Because if it is open, it will continue to develop and increase in data. And it
will be affordable for small businesses as well, because it is financially inconvenient
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for small businesses to develop technologies like chatbots. For private enterprises, this
project will be of great benefit. Every web optimizer knows that a site must have unique
texts in order to be liked by search engines. Not just any set of words, but meaningful
sentences on the topic of the site. This is especially a problem for aggregators who
receive information from other sites and online stores, where the parameters and data
of the goods are usually the same. Therefore, standard practice in this case is to order
unique texts from copywriters. Consider the task of automatically generating product
descriptions based on reviews. Havingmultiple product user reviews from different sites,
we automatically generate a small unique text that summarizes the information from the
reviews. The large flow of information on the Internet has led to the rapid development
of the natural language processing industry (NLP). Currently, various research mecha-
nisms are developing their own projects, such as information exchange between users,
machine translation of information, spam filters, e-mail verification and processing of
question-and-answer systems. However, due to the lack of knowledge of the structure
of some languages, there are problems where the research result does not fully meet the
needs of the user. Today, one of the problems of search engines is the morphological and
morphemic analysis of words encountered while processing user requests. An example
of such languages is the Uzbek language, which belongs to the family of Turkic lan-
guages. Kazakh is one of the agglutinative languages. That is, in this language, each
grammatical meaning is expressed by individual affixes. The term affix in the grammar
of the Kazakh language is taken in the same general sense as in the grammar of other
Turkic languages. This means prefixes, infixes, suffixes, conjunctions. Nowadays, the
structure of the Kazakh language has become more complicated due to the influence of
Arabic, Persian and Russian languages. Preprocessing input text data is a key initial step
in any natural language processing (NLP) application. Extracting the base of the word,
that is, extracting the base or root of the input word, is an important process in the pre-
processing stage. That is, depending on the keywords you entered, a short answer or text
will be generated. If the hulls have a large structure, the result will be a high structure.
It is important to do the generation with high accuracy.

2 Related Works

Natural language processing is a powerful tool for creating a clear vision for the orga-
nization [1]. Application analysis of customer experience and activity social network
helps the economic growth of the company [2]. However, sentimental analysis can lead
to inaccuracies in reviews that include both positive and negative reviews [3]. This doc-
ument focuses on the fact that the solution to this problem in the Kazakh language is
still widely studied [4]. Recently, many researches have been conducted in the field of
sentimental analysis in Indian, Arabic, Turkish languages [4–6], however, the number
of researches is small for the Kazakh language [4, 13].

A study published in [5] used machine learning techniques for semantic analyses.
Natural language support vector by training models with contract matching datasets
machine (SVM), Naive Bayes. In addition, linguistic methods, such as the systematic
use of special morphological analysis, have compiled sensory dictionaries of words and
phrases, as well as a set of linguistic rules [4]. In addition, including pre-processing,
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morphological analysis techniques such as tokenization, word stopping, stamping and
POS tagging in research [7] provide detailed information about the data for high accu-
racy in the results. Evaluation of reviews using semantic analysis created a pattern of
neural bags resulting from negative or positive reviews. Word bag model is a method
of performing textual data in the process of text modeling with machine learning algo-
rithms. Bag-of-wordsmodel is not complex and advances in problems such as device and
seen language modeling and document classification [14]. If we consider the problem
of generation after semantics.

Text generation is one of the popular problems in data science and machine learning
and is suitable for Recurrent Neural Networks. This report uses TensorFlow to create an
RNN text generator and create a high-level API in Python3. The solution to the problem
was inspired by the work of Aurelien Heron [8]. This CST463 is a great project at Cal
State Monterey Bay’s Advanced Machine Learning Program led by Dr. Glenn Bruns
[9].

Recurrent Neural Network (RNN). A real limitation of vanilla neural networks (as
well as convolutional networks) is that theirAPIs are limited: they take a fixed-size vector
as input (like an image) and produce a fixed-size vector as output (like probabilities of
different classes). And not only that: these models perform this comparison using a fixed
number of computational steps (such as the number of layers in the model). The main
reason recurrent networks are interesting is that they allow us to work with sequences
of vectors: sequences in the input, sequences in the output, or, in general, both [10].

Natural language generation (NLG) is a subfield of natural language processing.
NLG focuses on some basic semantic representation of information from written text
generation in natural languages. NLG is used in many applications: Multilingual report-
ing, text summarization, machine translation, and dialog applications. Therefore, the
automated production of language is associated with a large number of diverse theoret-
ical and practical problems. In NLG systems, problems such as multi-content selection,
text-based lexicalization, text integration, and linking expressions are common.

Natural language text generation is a recommended way to introduce communica-
tion. Semantic graphs are the most representative systems used as input to NLG [9].
Among them, due to the limitation of the representation of the semantic graph, the tra-
ditional type of operational or procedural knowledge is incomplete, so it is necessary to
assign more structure to the nodes, as well as links [11]. In natural language text gener-
ation, there was a great need for more rich graph detail. A new semantic representation
called Rich is a Semantic Graph (RSG) that contains additional information. The main
purpose of this stage is to evaluate and then arrange the paragraphs according to two
factors: consistency between paragraph sentences and synonyms of the most frequently
used paragraph words. After experimental testing, we found that the coherence measure
produces very close results, so synonyms of the most frequently used paragraph words
are used as an additional evaluation factor. First, text consistency assessment is used to
assess whether paragraphs are consistent or not.

Therefore, each paragraph is evaluated and ranked according to the number of coher-
ence between its sentences. Second, the synonyms of themost frequently used paragraph
words are collected by entering the WordNet rank. Finally, the last paragraphs can be
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sorted according to the relevance rating, followed by the most frequently used para-
graph word degree of synonyms [5]. After that, it will be more efficient to generate with
semantics. Adding semantics will help us get better results as the generation produces
words or texts that are semantically relevant to the keywords you are looking for. Extracts
matching text from corpora based on semantics.

At the moment, many Turkic languages, like the Kazakh language, are of low
resource. Due to the lack of available linguistic resources, it is difficult to apply mod-
ern methods and develop high-quality technologies in the field of NLP and artificial
intelligence.

3 Description of the Model

We conducted research related to our topic and created a semantic analysis model for
the Kazakh language through generation. The semantic model consists of three parts.
The first is to produce statistics of the text in the Kazakh language. We have researched
all sections and prepared the practical section. We will share the results of the semantic
generation model for the Kazakh language below. We took out the statistics of the text
presented in the first part, entered a short text. As a result, we calculated the number of
words, symbols, punctuation marks, punctuation marks in the text (Figs. 1 and 2).

Fig. 1. Example of statistical data of the semantic analysis of the text in the Kazakh language.

Figure 1 shows the total number of words, the number of unique words, classic
nausea, academic nausea, semantic core-keywords of the text.

In the second part, we used TF-IDF to extract semantically important sentences for
a known Kazakh language text. In this part, we used TF-IDF in order to further improve
the semantic analysis [15]. Given a certain text, determine the frequency of each sentence
of that given text. Finds the importance of sentences for the text and extracts the most
important sentences with their weights (Fig. 3 and 4).

We have generated this pre-text below (Fig. 5 and 6). After testing our model, we
gave it theword “science” as an input, andwe got the result, which can be seen in (Fig. 5).
As a result, we studied only one scientific text, which is not of high quality. But this
problemwill be solved in the future, because we have a database of more than 35 million
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Fig. 2. Number and frequency of each word relative to the text.

Fig. 3. Meaning of words for text according to TF-IDF of semantic analysis.

words collected from Kazakh-language web pages. But first, before using this data, we
need to prepare our model for retraining, otherwise we run the risk of memory overflow
if we feed all the data to our model [12]. Therefore, we use the Gradient Optimization
method to solve this problem (Fig. 5).

In order to test how well our model is learning, we develop the prediction truth
and error metrics, which can be seen in Fig. 6 below. As we can see in the figure, the
truth prediction metric has a maximum value of 0.5, which means that the sequence of
symbols does not have a high probability of placement. To increase the accuracy, we
need to retrain the model and train the model by adding new data. The x-axis here is
from 0–200, and it is known that our model consists of 4,070,247 parameters, dividing
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Fig. 4. Meaningfulness of sentences for text according to TF-IDF of semantic analysis.

Fig. 5. The result of text input to the model for generation.

those parameters by 200 and reading it, the prediction probabilities of the symbol at each
stage (Fig. 6).

The result of the adjustment model for the generation model of the Kazakh language
is as follows (Table 1). Since the model is trained using the recurrent training method,
the result of the model does not give significant semantic value, but it has the correct
structure of the word. This model has an error rate of 20%, which means that even if the
model cannot form a clear idea, it will write words correctly and try not to deviate from
the topic.
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Fig. 6. Metrics indicator of the model.

Table 1. The result of the adjustment model for the generation model of the Kazakh language.

Data type Example of experimental results

Input text (in Kazakh) Қaзaқcтaн pecпyбликacы
Output text (in Kazakh) Қaзaқcтaн Pecпyбликacы,Шығыc Eypaзиядa opнaлacқaн eлдiң

өзiндiк pecпyбликaлық жүйeciмeн бacқapылaтын мeмлeкeт.
Қaзaқcтaн Pecпyбликacының eң кiшi мeмлeкeттiк бipлiгiн
құpacтыpyшы мeкeмe Пapлaмeнт, Пpeзидeнт жəнe Ұлттық
cəбиeкopлық cyды. Қaзaқcтaн, Қaзaқcтaн жepiнiң шeкapacы,
Tянь-Шaнь тacмaғының opтaқтaмacы жəнe Opтaлық Aзиядa
opнaлacқaны apқылы бұpынғы шaмaмeн Гүнeй Eypaзиядa
opнaлacқaн биiк aлқaбылapдың бipi. Қaзaқcтaн eлiнiң oңтүcтiгiндe,
Cыpдapия жəнe Eciктiң кeңicтiгiндe, Кacпий тeңiзiнeн,Жeтicyдaн
жəнe Aлтын Eмeлдeн бacтaп, Қapaғaнды түciндiгiнe дeйiнгi
ayмaқты қaмтылaды
Қaзaқcтaн Pecпyбликacы, жep opынды дaйындық, тoпoгpaфиялық,
климaттық, экoлoгиялық, өнepкəciптiк-caнaқтapдың opнaлacyы
жəнe жep-жep aймaқтapының жaттығyынa көмeк көpceтy
əpeкeттepiн жүpгiзeдi

Input text (English translation) Republic of Kazakhstan

(continued)
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Table 1. (continued)

Data type Example of experimental results

Output text (English translation) The Republic of Kazakhstan is a country in Eastern Eurasia governed
by its own republican system. The constituent institutions of the
smallest state unit of the Republic of Kazakhstan are the Parliament, the
President and the National Child Protection Court. Kazakhstan is one of
the high valleys located in South Eurasia, due to the border of the land
of Kazakhstan, the border of the Tien-Shan belt and its location in
Central Asia. In the south of the country of Kazakhstan, in the space of
the Syrdarya and Esik, the territory from the Caspian Sea, Zhetysu and
Altyn Emel to Karaganda basin is included
The Republic of Kazakhstan conducts activities to assist in the
preparation of land, topographical, climatic, environmental,
industrial-census location and training of land-regions

Input text (in Kazakh) Кopoнaвиpyc caлдapы
Output text (in Kazakh) Кopoнaвиpyc caлдapы дeгeнiмiз, Capcылмaқтaн көмeкшeлeнгeн

aypyлapды aтaлaды. Кopoнaвиpyc (COVID-19), Capcылмaқтaн
қoзғaлғaн өзгepiп жaтaтын кopoнaвиpycтың жaңa түpiнe
бaйлaныcты aypy. Ocы aypy 2019 жылы Китaйдa пaйдa бoлғaн
жəнe oның көлiгiндe жaлғacты. COVID-19 oқиғacы ғaнa Китaйдa
шығып, кeйiн coнымeн бaйлaныcты бacқa өлкeлepгe жeттi
Кopoнaвиpyc aypycы тaмaқ қayiпciздiгiн, көтepiлгeн жacтapын,
диaбeтпeн, acқaзaн cигapeттi қaттaлдықпeн, бүйip aypyлapымeн,
бeт-бeтшe opaлып жaтқaн жaғдaйдa бaйлaныcтыpaды. Oндa
көптeгeн кeздe жac, көп aдaмдap aypy тым өтe жacacып,
дəpiгepлepгe мeдицинaлық көмeк көpceтyi қaжeт бoлaды
Кopoнaвиpyc caлдapының көбiнe қaнaттap apқылы тyындayы,
көзқapacтap apқылы ayыcyы жəнe cayaттылығын қopғay үшiн
қaлayлap қoлдaнылaды.Жaттaтын гигиeнa əдicтepi мeн əyeлгi
opтaқ мacкa нocy apқылы жacaмпaздықты қaмтaмacыз eтy мүмкiн.
Бipнeшe өлкeлepдeгi жepгiлiктi aypyжaйлapы қopынa көтepiлгeн
COVID-19 вaкцинacылapы дa қoлдaнылaды

Input text (English translation) Consequences of the coronavirus

Output text (English translation) The consequences of the coronavirus are called measles-assisted
diseases. Coronavirus (COVID-19), a disease caused by a new type of
mutated coronavirus transmitted by Sarsylmak. This disease appeared
in China in 2019 and continued in his car. The case of COVID-19 only
started in China and then spread to other countries
The coronavirus disease is associated with food insecurity, elevated
youth, diabetes, stomach stiffness, side effects, and face-to-face contact.
In many cases, many young people will become very sick and need
medical help from doctors
The consequences of the coronavirus are often generated through
wings, shifting through attitudes and preferences are used to protect
literacy. Creativity can be ensured by practicing hygiene techniques and
wearing the first shared mask. In several regions, local hospitals
stockpiled COVID-19 vaccines are also used

The table shows fragments of the result of generating text in the Kazakh language.
You can see not a bad result. The text is relevant to the topic and has grammatically
structured sentences.
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4 Evaluation and Discussion

To evaluate the quality of the algorithm for each class, we calculate the Precision and
Recall metrics separately. Precision can be interpreted as the proportion of objects called
positive by the classifier that are also truly positive, and recall indicates what proportion
of objects of the positive class the algorithm found among all objects of the positive class.
There are several different ways to combine precision and recall into a summary quality
measure. Table 2 presents the results of evaluating the quality of the text generation
model on given corpora.

Table 2. The evaluation of the obtained results of the text generation model testing in the Kazakh
language

Name of the corpus Source Number of characters Recall Precision

Health https://kitaphana.kz 2067887 61.65 69.97

Republic of Kazakhstan https://bankreferatov.kz 2360983 72.74 75.18

Historical figures https://bankreferatov.kz 6154140 69.35 73.85

For the experiment, the names of the requests were dependent on the topics and
genres of the corpora. Additionally, the requests consisted of 1 to 3 words. The average
results obtained from the testing were as follows: Recall = 67.9, Precision = 73. The
quality of the results is not satisfactory. During the experiment, the lowest results were
observed in text generation for the literary and scientific genres. This was due to the
specific themes and structural forms of the texts themselves. For the scientific genre,
only scientific articles were considered, which limited the model’s learning process. To
resolve and improve the quality of themodel, future plans involve increasing the quantity
and quality of the corpora. However, using all available data for themodel without proper
cleaning beforehandmay lead to overfitting and compromise its performance. To address
this issue, future plans involve the utilization of the Gradient Descent method to optimize
the cleaning process and enhance the model’s overall performance.

5 Conclusion

The developed model of Kazakh language text generation based on semantic analysis
presents not bad results. However, it is difficult to achieve such accuracy, which is not
100% accurate. But the more the trained information structure, the higher the result can
be achieved. Semantic analysis of the Kazakh language compared to other languages
is somewhat difficult. The lack of information and data and the complexity of the mor-
phology of the Kazakh language have a somewhat negative effect. Digital data in the
Kazakh language have been collected and supplemented. A prototype of the generation
systemmodel for the Kazakh language was created and we trained the model on the col-
lected corpus. The created model was tested and discussed. Recurrent Neural Networks
(RNNs) have been studied and discussed. Information about the linguistic resources of

https://kitaphana.kz
https://bankreferatov.kz
https://bankreferatov.kz
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the Kazakh language was analyzed. We focused these studies mainly on semantics and
generation. Our main task was to generate semantic text. We have developed this model.
In the course of this research, corpora in the Kazakh language were collected andmodels
were created. According to the results of the research, search for a text, article or text
from the corpus related to the keywords you entered or searched for, and produce the
text that is close to the semantics. That is, firstly, it saves time, and secondly, getting rid
of unnecessary information. Since generation is important, it is used in various spheres.
For example: chatbot, search engines, Q&A in many companies. It allows to save the
budget, reduce time, and reduce the number of workers.
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Abstract. Abbreviation detection in clinical texts is popular and significant due
to its contribution to enhancing readability and shareability of electronic med-
ical records (EMRs). Nonetheless, it is limited to low-resource languages like
Vietnamese because there is no available labeled dataset for the task. More devel-
opment is thus needed to handle this task on Vietnamese clinical texts. On the
other hand, there are many different note types where abbreviations are generated
and used by many various groups of physicians, nurses, and other stakeholders.
This fact leads to the necessity of processing a wide diversity of clinical texts
for abbreviation detection. At this moment, none of the existing works takes into
account the context where abbreviation detection is asked for the clinical texts
that belong to one note type, unfortunately with the availability of the labeled
clinical texts of another note type. This challenge results in a so-called cross-note
abbreviation detection task in our work. In such a context, we address this task
on Vietnamese clinical texts by proposing nested semisupervised learning. Our
resulting Nested-SSL method is capable of detecting abbreviations in real Viet-
namese clinical texts effectively. It is based on an existing semisupervised learning
method and then boosts the core semisupervised learning process by a fold-based
enhancement scheme in favor of F-measure of the minority class. In the empirical
evaluation with real EMRs, Nested-SSL always outperforms its base semisuper-
vised learning method and some existing ones. Its better performance lays the
foundations for effectively preprocessing Vietnamese clinical texts in other tasks
on EMRs.

Keyword: Electronic Medical Record · Abbreviation Detection · Vietnamese
Natural Language Processing · Semisupervised Learning · Data Imbalance

1 Introduction

Electronic medical records (EMRs) are now important in both healthcare activities and
their related researches. Among their data types, clinical texts are required in many
tasks, especially those with natural language processing. However, due to a generation
environment with time shortage and high pressure, clinical texts are normally full of
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abbreviations and incomplete sentences. The ubiquity of abbreviations in clinical texts
might be useful for record simplification but challenging for their processing by both
human andmachines. Indeed, EMRs get misinterpreted and confused with abbreviations
as mentioned in [3, 16]. This is understandable because they are context-dependent as
discussed in [12].As a result, they have a strong impact on the readability and shareability
of EMRs. Detecting and replacing them with their long forms thus become important
tasks to further make the most of EMRs.

Aware of this abbreviation detection task, many different works and activities were
conducted. For example, in [21], a CLEF shared task on clinical acronym/abbreviation
normalization was discussed. In addition, [19] considered three natural language pro-
cessing systems for this task. More recently, [22] introduced the CARD framework for
abbreviation detection on English clinical texts.

Besides, many methods were proposed as reviewed below. Unsupervised learning
was used in [7] to avoid annotating clinical texts, while [23] discussed the task with
word lists and heuristic rules, and [8, 20, 22, 23] used supervised learning. Nowadays,
deep learning has been employed in [9, 11, 15] for acronym detection in non-clinical
texts while [6] for informal abbreviations in medical notes.

From these related works, it is realized that supervised learning can examine sur-
rounding contexts of abbreviations thoroughly and thus, more generalized than the rule-
based approach. Unsupervised learning is promising but not easy to be used for other
languages like Vietnamese. As for deep learning with Long Short-Term Memory mod-
els in [6] and Transformers and BERT in [9, 11, 15], even more contextual details can
be captured. However, they are not straightforwardly applicable to Vietnamese clinical
texts. Above all, these works did not consider a diversity of clinical texts. This is a short-
age as abbreviations exist in clinical texts of any different note type. Some note types
might not have available labeled clinical texts for learning.

On the other hand, most of the existing works like [13, 19, 20, 23] were dedicated to
English data, while [4] supported French electronic health records, [7, 8] were proposed
for German clinical texts, and [15] conducted the experiments on data in many various
languages including Vietnamese but not in the EMR context. Therefore, there are few
works on Vietnamese clinical texts. This results in a growing need for preprocessing
Vietnamese EMRswith abbreviations as soon as EMRs becomewidely used in Vietnam.
From these perspectives, our work originally defines a cross-note abbreviation detection
task on Vietnamese clinical texts to focus on a more practical context where the existing
labeled clinical texts of other note types are used.

In order to address the aforementioned task, semisupervised learning is considered
so that all the given labeled and unlabeled data can be utilized. Nowadays, several
semisupervised learning algorithms in [10, 24, 25] and the others reviewed in [5, 17] are
available. Nevertheless, just a few semisupervised learning algorithms are parameter-
free. This aspect matters to our work because parameter setting is often non-trivially
made for each dataset. For example, as discussed in [17], Self-training is a simpler
semisupervised learning framework with high effectiveness, but needs a probability
threshold to decide its prediction capability. This parameter-setting is not easy for users
to handle the task on new unlabeled data over time. As a result, we take into account
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STOPF [10], STDPNaN [24], and Tri-training [25] to formulate our solution in a new
semisupervised learning manner.

In particular, we propose a novel nested semisupervised learning method, named
Nested-SSL, to detect abbreviations in Vietnamese clinical texts of various note types.
It is defined as a nested process with a base semisupervised learning method. It inherits
the prediction capability and simplicity of Self-training, but exploits instances in a fold-
based selection scheme for enhancing the training dataset. Different from other methods,
Nested-SSL can preserve data imbalance in each dataset when selecting and utilizing
instances from the unlabeled dataset. This makes Nested-SSL learn with noises for more
correct predictions.

Indeed, the experimental results on real Vietnamese clinical texts show that our
solution can effectively tackle the cross-note abbreviation detection task on real Viet-
namese clinical texts.Moreover, Nested-SSL outperforms its base semisupervised learn-
ing method and other existing ones on a consistent basis. With more correctly detected
abbreviations, Nested-SSL can support preprocessing Vietnamese clinical texts so that
they can be further used in other natural language processing tasks.

2 A Cross-Note Abbreviation Detection Task on Clinical Texts
in Vietnamese Electronic Medical Records

In this section, we define a cross-note abbreviation detection task on clinical texts in
Vietnamese electronic medical records (EMRs). In particular, given clinical texts in
Vietnamese EMRs, the task is to identify all abbreviations in the clinical texts. In the
existing works [20, 22, 23], this task was tackled as a binary classification task, using
an available labeled dataset of the same note type which the considered clinical texts
belong to. By contrast, our task is examined in a more practical context where there is no
such an available labeled dataset of the same note type. Instead, there is a labeled dataset
of another note type in support of the task. Therefore, our task is called cross-note. For
example, we want to identify abbreviations in discharge summaries while only labeled
data obtained from treatment order notes are now available for the task.

In particular, our cross-note abbreviation detection task is formally defined below.
Given clinical texts in Vietnamese EMRs, a token is identified as a sequence of

contiguous characters with no space. Let Xi be a vector representing each token in a
vector space where p is the number of the extracted features: Xi = (xi1, xi2, …, xip).

Given a labeled dataset Dt1
l of n tokens extracted and labeled from the clinical texts

of note type t1 and an unlabeled datasetDt2
u ofm tokens extracted from the clinical texts

of note type t2 in Vietnamese EMRs where t1 �= t2, the task is to assign yi to each token
in Dt2

u where yi ∈ {0, 1}, with 0 for a non-abbreviation and 1 for an abbreviation.
The task is now algorithmically detailed with two phases as follows:

(i) Learning: H = learning(Dt1
l , Yl, Dt2

u ) where H is the model obtained from the
process of a learning algorithm learning() and Yl is a label set of the tokens in Dt1

l .
(ii) Prediction: Yu = H(Dt2

u ) such that Yu = {yi} for each i = 1..m, yi ∈ {0,1}.
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3 The Proposed Solution

From the task definition, we propose a solution to the cross-note abbreviation detection
task on clinical texts in Vietnamese electronic medical records as shown in Fig. 1. Our
solution includes three phases: feature extraction, learning phase, and prediction phase.
These phases are carried out in sequence. Compared to the existing works, the main
contribution of our solution is nested semisupervised learning in the learning phase
where Nested-SSL is proposed as a novel method for the task.

3.1 Solution Details

3.1.1 Feature Extraction

As our solution is not end-to-end, feature engineering is needed. In our work, the task is
originally defined at this moment and our proposed solution is in its infancy. Therefore,
the extracted features are based on those in [20] and then adapted to Vietnamese clinical
texts. The following is the final feature list used in our work. More features, e.g. those
from word embedding, can be added in our extended work.

i) Word formation features. For this category, more special characters such as “&”,
“%”, and “#” are taken into account. In addition, misspelling features are not used
in our work because spelling issues belong to another task on Vietnamese clinical
texts.

ii) Features related to vowel and consonant letters. These features are defined to check
if a token contains all/any vowel or consonant letters.

iii) Features from knowledge bases. For this category, we use medical terms extracted
from EMRs to build a so-called dictionary and further derive their acronyms. Based
on those, we define the features to check if a token is a medical term, i.e. in the
dictionary and if a token is an acronym.

Fig. 1. The Proposed Solution
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iv) Word frequency feature. This feature is derived from the number of token occurrences
in the union of all the datasets we gathered in the work.

v) Features from the local context. In this category, the local context of each token is
formed by its previous and next ones. So, the features from the previous and next
tokens are included.Whether they are at beginning or end of a sentence is also added.

3.1.2 Learning Phase

The learning phase of our solution is based on semisupervised learning to incorporate
more characteristics of tokens in Dt2

u from unlabeled clinical texts in the learning pro-
cess. This can be seen as instance-based transfer learning when different note types are
considered in the task.

Moreover, our learning phase is different from the existing works as defined in a
nested manner, resulting in nested semisupervised learning. This nested fashion aims at
boosting the prediction capability of another base semisupervised learning method. The
rationale behind nesting is adding one extra learning layer to learn more about unlabeled
instances and thus enhance the existing one. The details of nested supervised learning
are presented in our proposed Nested-SSL method.

3.1.3 Prediction Phase

In this phase, the resulting nested semisupervised model is used as an abbreviation
detector. It is applied on unlabeled clinical texts to return abbreviations in those texts.
Post-processing can be further invoked to improve the results before they are utilized.

3.2 The Proposed Nested-SSL Method

A nested semisupervised learning method, Nested-SSL, is proposed in this section.
Nested-SSL lays the foundations for our novel solution of the aforementioned task in a
more practical context as compared to the existing ones in [4, 7, 8, 11, 15, 20, 22, 23].
Its details and characteristics are presented next to clarify the previous statement.

Fig. 2. The Proposed Nested-SSL Method
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As sketched in Fig. 2, our method is composed of two phases: Learning and Pre-
diction. In the Learning phase, a semisupervised learning (SSL) framework covers the
whole learning process of our method as an outer SSL process in Self-training’s manner.
In the meantime, there is SSL from an existing SSL method as an inner base learning
process. It plays an important role of producing the resulting model. In the Prediction
phase, the resulting model is used for predictions like any classifier.

In particular, our Nested-SSL method is formally defined as follows:

For details, in line 1, we define lset as a starting labeled dataset in the learning
phase. This dataset is a bootstrap sample of the given labeled dataset. We use a bootstrap
sample instead of the original one because we need data for validation. By sampling,
some instances are not included in the training set, i.e. lset, and thus able to be used for
validation. Indeed, validation is done on the original labeled dataset.

After that, in line 2, we obtain iH as a model from the employed base semisupervised
learning method. In line 3, iH is then used to predict each instance in the given unlabeled
dataset. The resulting label set Yu is used with the given unlabeled dataset to form a so-
called pseudo-labeled dataset pset in line 4. This dataset helps us select the instances in
the given unlabeled dataset to enhance the starting labeled dataset lset. It is noted that
this dataset is dependent on iH. Therefore, the performance of our method starts with
the performance of the base one.

In lines 5–10, our nested semisupervised learning process happens. In line 6, foldi()
is used to get the i-th fold from the result of stratifying the pseudo-labeled dataset pset
into k folds. With stratification, the ratio of abbreviations to non-abbreviations in pset is
preserved in each fold. This can avoid focusing on the instances of just one specific class.
In addition, F-measure() is used as our loss function to calculate correct abbreviation
predictions. Ourmethod is maximizing the value of this function. As a result, line 6 helps
us pick a fold from pset with the highest F-measure. This fold is then used to enhance
the starting labeled dataset lset in line 7. Pset and iH are updated accordingly in lines 8
and 9, respectively. The convergence of our nested semisupervised learning process is
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shown in line 10 where a termination condition is set with the unchanged performance
of iH on the labeled dataset.

Finally, in line 11, H is returned as a model from Nested-SSL on the given labeled
and unlabeled datasets after maximizing F-measure in favor of the abbreviation class.

In our method, we used F-measure instead of other performance measures such as
Accuracy, Precision, or Recall because it is a harmony mean of Precision and Recall,
balancing the correctly retrieved results and returned ones. It also contributes to the data
imbalance issue that is faced in the current task.

3.3 Nested-SSL’S Characteristics

In this subsection, the main characteristics of our Nested-SSL method are discussed.
Firstly, it is straightforward to realize the starting performance of Nested-SSL stems

from that of its base SSL method in favor of F-measure for the minority class of abbre-
viations. As a result, the capability of the base SSL method to detect abbreviations is
always enhanced, leading to better abbreviation detection of Nested-SSL.

Secondly, Nested-SSL defines an enhancement scheme based on overall predic-
tions of a so-called pseudo-labeled dataset obtained from the given unlabeled one. Its
enhancement scheme respects the data imbalance in each dataset to maintain the rela-
tive correspondence between the one in the learning phase and the one in the prediction
phase. This is important in our context where most of the non-abbreviations are correctly
identified with very high confidence.

Nonetheless, our enhancement scheme might include the instances that have been
incorrectly detected according to the current model in a round. This is a fact that we
accept and then consider those instances as noises. It is noted that the existence of noises
helps the resulting model avoid overfitting. The Nested-SSL model thus needs more
rounds to get rid of noises and adjust its prediction capability. As a result, the model is
more generalized.

Thirdly, the learning process of Nested-SSL converges at the maximum value of
F-measure after the limited number of iterations. Its deterministic feature stems from
the maximum number of iterations decided by the number of folds in the enhancement
scheme. More folds imply less data used for enhancement, leading to more iterations for
the outer SSL process. Nevertheless, the convergence of Nested-SSL sometimes needs
just a few iterations when several folds have been included. It is obviously dependent
on data characteristics. From these perspectives, we decided to generalize it to be one
flexible parameter of Nested-SSL.

Last but not least, training time with nested SSL is inevitably higher than that of its
base method. However, it is easily affordable with today’s computers.

4 An Empirical Evaluation

4.1 Experiment Settings

In order to evaluate our solution with the Nested-SSL method, an empirical study is
conducted. The study used four real datasets of Vietnamese EMRs in two hospitals in
Vietnam. Due to privacy protection, their details are not disclosed.
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The datasets are extracted from clinical texts of four different note types as follows:
CPN from care progress notes, TPN from treatment progress notes, DS from discharge
summaries, and CON from care order notes. They are also preprocessed with duplicate
removal. Details of each dataset before and after duplicate removal are given in Tables 1
and 2, respectively. In both cases, before and after duplicate removal, their sizes are
varying from note type to note type. This establishes several various situations for the
task in our work.

In addition, these datasets are greatly imbalanced with different ratios of abbrevi-
ations to non-abbreviations. Such different imbalances are reasonably different from
dataset to dataset. Treatment progress notes were produced by physicians during their
treatment process under higher pressure with time limitation. As a result, more abbre-
viations were used. In contrast, discharge summaries were generated after a treatment
process and probably further used by many other stakeholders. Fewer abbreviations
were thus included. As compared to those before duplicate removal, the datasets after
duplicate removal have data imbalance mitigated.

Furthermore, to demonstrate a cross-note task, we use CON as a labeled dataset
while the rest as unlabeled ones. This choice is made for a more practical context where
fewer labeled data are available as compared to more required unlabeled data. Regarding
the characteristics of each note type, CON is closer to the others.

Table 1. Descriptions of Data Before Duplicate Removal.

Dataset Total Non-Abbreviation Abbreviation

# % # % # %

CPN 77,875 100.00 73,217 94.02 4,658 5.98

TPN 65,718 100.00 59,927 91.19 5,791 8.81

DS 244,338 100.00 241,816 98.97 2,522 1.03

CON 51,257 100.00 49,321 96.22 1,936 3.78

Table 2. Descriptions of Data After Duplicate Removal.

Dataset Total Non-Abbreviation Abbreviation

# % # % # %

CPN 11,659 100.00 10,885 93.36 774 6.64

TPN 13,807 100.00 12,572 91.06 1,235 8.94

DS 20,947 100.00 20,404 97.41 543 2.59

CON 6,391 100.00 5,874 91.91 517 8.09

For example, CON and CPN are from their clinical texts, which were all about taking
care of patients. On the other hand, CON and TPN are those with the patient treatment
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process done by physicians. As for CON and DS, some care orders are often included
in discharge summaries so that the patient treatment process can be maintained later.

For the implementation, our program was written in Java, utilizing the available
source codes of Tri-training [25], Weka [18], and algorithms of STDPNaN [24] and
STOPF [10]. C4.5 [14], 1-nearest neighbor (1-NN) [2], and Random Forest (RF) [1] are
used as base classifiers. RF has 300 random trees and other default settings according to
its popular use in the existing works such as [19]. All the reused algorithms and models
were selected according to their free-parameter settings. For Nested-SSL, we use 20, 40,
and 60 folds for CPN, TPN, and DS, respectively, according to the grid search results.

For comparison, Accuracy (%) in [0, 100] is used for overall predictions, while
Recall, Precision, and F-measure in [0, 1] for correct abbreviation predictions. Their
higher values imply the better models. Also, the best results are shown in bold.

For evaluation, we raise three questions in this empirical study as follows:

– Question 1: Is cross-note abbreviation detection a challenging task on clinical texts
in Vietnamese EMRs?

– Question 2: Does Nested-SSL outperform some existing semisupervised learning
ones for the cross-note abbreviation detection task on Vietnamese clinical texts?

– Question 3: Does Nested-SSL really resolve the aforementioned task?

Question 1 is asked for the significance of our work while Questions 2 and 3 are
examined for the contribution of Nested-SSL to the given task. These questions are just
discussed in the scope of this work. More issues are considered future works.

4.2 Experimental Results and Discussions

For the first question, we did several experiments with 3 base models: C4.5, 1-Nearest
Neighbor (1-NN) using Euclidean distance, and Random Forest using 300 random trees
with other default parameter settings. Single-note evaluations were conducted with the
10-fold cross-validation scheme on the same dataset; while cross-note evaluations with
the models trained on CON dataset and tested on each dataset in Table 3.

The evaluation results in Table 3 show that if we had enough labeled data of the
same note type, abbreviation detection could be handled trivially. This is true for three
different note types in our experiments when F-measure values obtained for single-note
evaluations onCPNandTPNare very high (> 0.95). By contrast, cross-note abbreviation
detection is non-trivial when all the F-measure values for cross-note evaluations are
much lower than those for single-note evaluations. A great difference in their evaluation
results reflects the necessity for a better method that can support cross-note abbreviation
detection when we lack resources for the task. Therefore, Nested-SSL is significantly
proposed to resolve this task in such a practical context.

To answer Question 2, the results in Table 4 indicate the appropriateness of Nested-
SSL for the aforementioned task in all the cases as Nested-SSL can provide better
Accuracy and F-measure values in comparison with the others. For a more particular
discussion, there is a little difference in Accuracy between the related methods and ours
although our Accuracy is higher. This is because data imbalance is high in the datasets.
Therefore, more performance expressed in Accuracy is given to the majority class, i.e.
non-abbreviations.
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Table 3. Cross-note vs. Single-note Evaluations.

Base Method Measure CPN TPN DS

Single-note Cross-note Single-note Cross-note Single-note Cross-note

C4.5 Accuracy 99.443 97.341 99.232 95.162 99.375 98.807

Recall 0.952 0.674 0.956 0.553 0.801 0.777

Precision 0.963 0.900 0.958 0.855 0.950 0.766

F-measure 0.958 0.771 0.957 0.672 0.869 0.771

1-NN Accuracy 99.099 97.736 99.102 95.408 98.916 98.869

Recall 0.926 0.716 0.943 0.555 0.783 0.703

Precision 0.937 0.926 0.956 0.890 0.796 0.834

F-measure 0.932 0.808 0.949 0.684 0.789 0.763

Random Forest Accuracy 99.485 97.547 99.515 95.531 99.360 99.045

Recall 0.944 0.687 0.963 0.559 0.814 0.753

Precision 0.977 0.924 0.983 0.906 0.931 0.861

F-measure 0.961 0.788 0.973 0.691 0.868 0.804

Table 4. Cross-note Evaluations with Semisupervised Learning Methods.

Dataset Measure STDPNaN STOPF Tri-training (C4.5) Tri-training (1-NN) Tri-training (RF) Nested-SSL

CPN Accuracy 97.341 97.341 97.341 97.470 97.530 97.847

Recall 0.674 0.674 0.674 0.681 0.683 0.686

Precision 0.900 0.900 0.900 0.917 0.925 0.985

F-measure 0.771 0.771 0.771 0.781 0.786 0.809

TPN Accuracy 95.162 95.162 95.162 95.307 95.553 95.705

Recall 0.553 0.553 0.553 0.546 0.557 0.564

Precision 0.855 0.855 0.855 0.886 0.911 0.928

F-measure 0.672 0.672 0.672 0.675 0.691 0.702

DS Accuracy 98.807 98.807 98.807 98.811 99.055 99.102

Recall 0.777 0.777 0.777 0.676 0.751 0.751

Precision 0.766 0.766 0.766 0.834 0.866 0.885

F-measure 0.771 0.771 0.771 0.747 0.805 0.813

Nonetheless, Nested-SSL achieves higher Precision and F-measure particularly for
abbreviation detection in all cases while comparable Recall in the case of DS dataset
and higher Recall in the remaining cases. It is also worth noting that Nested-SSL can
recognize much more true abbreviations than STDPNaN, STOPF, and Tri-training with
C4.5. Such a result comes from the nested SSL process in Nested-SSL when it can
incorporate more instances from the unlabeled dataset in the learning process.Moreover,
it preserves the distribution in the dataset andmakes the learning process fit the unlabeled
dataset well in a general space. This fact is reflected by a great difference in Precision
values, showing the effectiveness of Nested-SSL.
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Table 5. Evaluation of Nested-SSL with its Base Methods.

Dataset Measure Random Forest Tri-training
(Random Forest)

Nested-SSL
(Random Forest)

Nested-SSL

CPN Accuracy 97.547 97.530 97.547 97.847

Recall 0.687 0.683 0.687 0.686

Precision 0.924 0.925 0.924 0.985

F-measure 0.788 0.786 0.788 0.809

TPN Accuracy 95.531 95.553 95.582 95.705

Recall 0.559 0.557 0.564 0.564

Precision 0.906 0.911 0.907 0.928

F-measure 0.691 0.691 0.696 0.702

DS Accuracy 99.045 99.055 99.04 99.102

Recall 0.753 0.751 0.751 0.751

Precision 0.861 0.866 0.861 0.885

F-measure 0.804 0.805 0.802 0.813

Next, Question 3 is answered with the results in Table 5 which clarify the significant
contribution of nested SSL to the cross-note abbreviation detection task. As compared
to Random Forest, Tri-training (Random Forest) does not outperform its base model
clearly while Nested-SSL (Random Forest) is comparable to Random Forest on CPN
and TPN. It seems to contrast with Tri-training (Random Forest). In this case, Nested-
SSL (Random Forest) does not exploit the nested SSL process. It works just like any
SSL method.

Nevertheless, when Tri-training (Random Forest) is used as a base model of Nested-
SSL, the prediction results get improved with Accuracy, Precision, and F-measure.
Besides, Nested-SSL sometimes improves on Recall as compared to Tri-training (Ran-
dom Forest). Generally speaking, Nested-SSL can enhance its base SSL model with
better performance in all our experiments.

In short, this evaluation has confirmed that our Nested-SSL method can effectively
tackle the cross-note abbreviation detection task on clinical texts in Vietnamese EMRs.
Indeed, our method makes more correct predictions than the traditional and base ones on
a consistent basis. As a result, our method can identify correct abbreviations in clinical
texts of one note type by using the labeled texts of another note type.

5 Conclusions

In this paper, we have defined a cross-note abbreviation detection task on clinical texts
in Vietnamese electronic medical records. This task is practical in Vietnamese as there
are just a small labeled dataset of one note type and many larger unlabeled datasets of
other note types. Such a resource shortage makes the task challenging. To overcome
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this problem, Nested-SSL has been proposed by utilizing an existing semisupervised
learning process inside its semisupervised learning process. The mechanism results in a
nested semisupervised learning process to integratemore unlabeled data into the learning
process on the small given labeled dataset. Data imbalance is also considered in the
enhancement scheme of our Nested-SSL based on k-fold cross validation. As a result,
Nested-SSL outperforms some related methods in terms of Accuracy, Precision, and
F-measure when resolving the task on several real datasets. In addition, Nested-SSL has
preserved and improved the performance of its base semisupervised learning model in
all the experiments of our empirical evaluation study. Above all, Nested-SSL has formed
an effective solution to our cross-note abbreviation detection task on Vietnamese clinical
texts.

In the future,more experimentswithmore note types are expected so thatwe can eval-
uate the generality of Nested-SSL for the task. Abbreviation resolution is also planned
for Vietnamese clinical texts. Based on this future task, we can prepare more resources
for other research activities on Vietnamese clinical texts.
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extraction using transformers. In: Proceedings of SDU@ AAAI, pp. 1–6 (2022)
16. Shilo, L., Shilo, G.: Analysis of abbreviations used by residents in admission notes and

discharge summaries. QJM Int. J. Med. 111(3), 179–183 (2018)
17. Triguero, I., García, S., Herrera, F.: Self-labeled techniques for semi-supervised learning:

taxonomy, software and empirical study. Knowl. Inf. Syst. 42(2), 245–284 (2015). https://
doi.org/10.1007/s10115-013-0706-y

18. Weka 3. http://www.cs.waikato.ac.nz/ml/weka. Accessed 28 June 2017
19. Wu, Y., Denny, J.C., Rosenbloom, S.T., Miller, R.A., Giuse, D.A., Xu, H.: A comparative

study of current clinical natural language processing systems on handling abbreviations in
discharge summaries. In: Proceedings of AMIA Annual Symposium, pp. 997–1003 (2012)

20. Wu, Y., et al.: Detecting abbreviations in discharge summaries using machine learning
methods. In: Proceedings of AMIA Annual Symposium, pp. 1541–1549 (2011)

21. Wu, Y., Tang, B., Jiang, M., Moon, S., Denny, J.C., Xu, H.: Clinical acronym/abbreviation
normalization using a hybrid approach. In: Proceedings of CLEF, pp. 1–9 (2013)

22. Wu,Y., et al.: A long journey to short abbreviations: developing an open-source framework for
clinical abbreviation recognition and disambiguation (CARD). J. Am. Med. Inform. Assoc.
24(e1), e79–e86 (2017)

23. Xu, H., Stetson, P.D., Friedman, C.: A study of abbreviations in clinical notes. In: Proceedings
of AMIA Annual Symposium, pp. 822–825 (2007)

24. Zhao, S., Li, J.: A semi-supervised self-training method based on density peaks and natural
neighbors. J. Ambient Intell. Human. Comput. 1–15 (2020). https://doi.org/10.1007/s12652-
020-02451-8

25. Zhou, Z.H., Li,M.: Tri-Training: exploiting unlabeled data using three classifiers. IEEETrans.
Knowl. Data Eng. 17(11), 1529–1541 (2005). https://doi.org/10.1109/TKDE.2005.186

http://hdl.handle.net/11299/137703
https://doi.org/10.1007/s10115-013-0706-y
http://www.cs.waikato.ac.nz/ml/weka
https://doi.org/10.1007/s12652-020-02451-8
https://doi.org/10.1109/TKDE.2005.186


An Effectiveness of Repeating a Spoken
Digit for Speaker Verification

Duy Vo1,2(B), Si Minh Le1,2, Hao Duc Do3, and Son Thai Tran1,2

1 Faculty of Information Technology, University of Science,
Ho Chi Minh City, Vietnam

{vhbduy19,lmsi19}@clc.fitus.edu.vn, ttson@fit.hcmus.edu.vn
2 Vietnam National University, Ho Chi Minh City, Vietnam

3 FPT University, Ho Chi Minh City, Vietnam
haodd3@fe.edu.vn

Abstract. In recent years, there has been significant research in speaker
verification, and the use of deep neural networks has dramatically
enhanced the performance of speaker verification systems. This paper
aims to investigate the effect of a predefined passphrase on the sys-
tem’s performance, using the state-of-the-art ECAPA-TDNN model as a
speaker modeling technique. Our study focuses on discovering dominant
passphrases from spoken digits through text-dependent speaker verifica-
tion trial types. By comparing the performance of spoken digits and con-
sidering their pronunciations, we can analyze the influence of passphrases
in the human voice on the speaker verification system. Furthermore, we
identify that repeating incrementally up to a certain number of times
leads to improvements in the accuracy of the system. Overall, our study
has significant implications for advancing speaker authentication sys-
tems, especially systems deployed on embedded devices, which require
low computation resources and need to be optimized in many aspects.

Keywords: Text-dependent speaker verification · Speaker
verification · Speaker recognition · Deep neural networks

1 Introduction

Recently, speaker identification or verification systems have become a popular
topic of interest as they provide the possibility of secure and convenient authenti-
cation methods. Specifically, speaker verification (SV) is an essential component
of these systems as it determines whether two spoken utterances belong to the
same person. With rapid advancements in deep learning models across various
fields, such as Computer Vision and Natural Language Processing, employing
these models in speaker authentication systems can significantly improve their
accuracy.
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SV systems can be classified into two main types: text-independent (TI) and
text-dependent (TD). TI does not require the speaker to say a specific phrase or
text; instead, the system can analyze the speaker’s voice to verify their identity.
On the other hand, TD requires the speaker to say the predetermined phrase
(passphrase). This type of system is more secure because it ensures that the
speaker is who they claim to be by verifying their voice based on a specific
phrase or text.

The SV is an essential component of many security and authentication sys-
tems. Accurate speaker authentication can provide a convenient and secure
method for user identification in various applications, such as banking, home
automation, and access control. However, several challenges are associated with
speaker authentication, including the influence of human biology (gender, age),
interference signals (noise, echo, environmental factors), an extensive require-
ment for labeled data in a text-dependent system, and the model’s effectiveness
in capturing the unique characteristics of speakers. Moreover, to facilitate system
deployment, especially for embedded systems, which require optimizing time-
and space-complexity as well as factors affecting the performance of systems. In
addition to the restrictions and affecting factors mentioned above, determining
suitable phrases when authenticating may increase efficiency help improve the
accuracy of the system and reduce costs for data preparation.

The primary objective of our research is to explore, analyze, and identify
phrases that can be effective in the authentication process for a specific dataset
of the language by using the state-of-the-art ECAPA-TDNN model in the TI task
for extracting embedding features. By discovering these phrases, we can improve
the accuracy and effectiveness of speaker authentication systems. In addition,
the research has shown that the system’s performance depends on the word
being emitted. By addressing these challenges and limitations, our research will
significantly contribute to the development of more accurate and efficient speaker
verification systems, enabling enhanced authentication in various applications.

The paper is organized as follows: Sect. 2 provides a literature review of pre-
vious research studies about speaker verification systems. Section 3 will explain
components of the structure we used (Fig. 1). The experimental setup and results
are outlined in Sect. 4 with the main dataset AudioMNIST [1], and we also define
the process of training the speaker model as well as an evaluation protocol.
Finally, a summary is presented in Sect. 5.

2 Related Work

Speaker verification is verifying a speaker’s identity by analyzing their speech.
One aspect of speaker authentication is the analysis and evaluation of phrases
or sentences spoken by the speaker. Here is some research works related to this
topic.

Speaker recognition has been an active research area for several decades. In
particular, Selma Ozaydin at [13] proposed that utilized a combination of Hid-
den Markov Models (HMMs) and Mel Frequency Cepstral Coefficients (MFCCs)
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Fig. 1. Basic structure for a speaker verification system. The figure illustrates that
the speech inputs are extracted features and generate a speaker model in the training
phase. This model is used to extract deep speaker features in the evaluation phase.

as the main feature to extract features from speech signals to identify speakers.
The system is trained on a limited dataset of spoken digit utterances with the
commonly used techniques. The training data consists of ten people’s digit utter-
ances from one to ten. With this constraint, the system is developed to recognize
and process such utterances. The system resulted from the recognition accuracy
varying depending on the speaker and the specific word. Some speakers and
words were recognized more accurately than others. However, this method may
not perform well in scenarios where speakers are talking continuously, back-
ground noise, or a speaker’s voice changes over time due to factors such as age,
gender, and emotion.

Deep learning approaches have shown great promise in speaker verification
in recent years, with systems such as the end-to-end text-dependent speaker
verification system [2,8]. [2] and [8], both developed by Google, present a novel
approach to an end-to-end system for text-dependent speaker verification, which
means that the system verifies the speaker’s identity based on a specific text
prompt provided to the speaker. In [8], the system uses a Deep Neural Net-
work architecture (DNN) and Recurrent Neural Network (RNN) while [2] com-
bines attention-based models with deep neural networks to extract features from
speech signals and perform speaker verification. The systems are trained on pri-
vate datasets of speech segments and achieve significant performance on several
benchmark datasets.

Most recently, a deep speaker model is a neural network that extracts speaker-
specific features by mapping variable-length utterances to fixed-dimensional
embeddings. Deep speaker modeling for speaker verification commonly uses Time
Delay Neural Network (TDNN) architecture to capture the speech signal’s tem-
poral and spectral characteristics [6,16]. X-vector [16] proposed the neural net-
work architecture, selection of training data, and data augmentation techniques
to contribute to the robustness of the approach. The x-vector approach has since
become a popular method for speaker recognition tasks. In [6], the paper pro-
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posed the ECAPA-TDNN architecture and demonstrated improved robustness
to noise and reverberation compared to previous TDNN-based speaker verifica-
tion systems. This architecture consists of multiple TDNN layers, each followed
by a channel attention module that learns to emphasize important channels and
suppress noise. This architecture is a highly effective approach to noise audio
and environmental conditions. ECAPA-TDNN is trained using AAM-softmax
[5] and achieves state-of-the-art performance on VoxCeleb1 [12] and VoxSRC [3]
dataset.

3 Preliminaries

3.1 Feature Extraction

Feature extraction, a part of the system, aims to extract relevant information
from the speech waveform. One of the most commonly used feature extraction
techniques in the SV system is Mel-frequency cepstral coefficients (MFCC). The
general overview of the steps for extracting MFCC is shown in Fig. 2. This study
uses the log mel spectrogram as input for speaker modeling.

Fig. 2. Block diagram of MFCCs based feature extraction algorithm

Pre-emphasis. Due to the structure of the human speech production system,
the high-frequency part of the speech signal was repressed. Pre-emphasis aims
to increase the magnitude of energy in the high frequencies, which helps improve
the system’s performance. Widely used pre-emphasis is given by:

Y (n) = x(n) − αx(n − 1), (1)

where α is the pre-emphasis coefficient (α ∈ [0.95, 0.97]), and x(n) is the sample
data with 0 ≤ n ≤ N − 1, where N is the sample size of speech signal. The
typical value of α is 0.97.

Short-Time Fourier Transform. The valuable speech signal information is
represented in the frequency domain instead of the time domain. Fourier Trans-
form (FT) performs the frequency domain signal by summarizing many sinu-
soidal elements at each frequency. With a discrete signal having N elements, FT
of x(n) is formulated by:

X(k) =
N−1∑

n=0

x(n)e
−i2πkn

N (2)
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The FT is usually applied to the entire signal at once, so this does not
consider any local variations in the signal over time. That leads to the developing
of the Short-Time Fourier Transform (STFT) algorithm. The STFT algorithm
involves dividing a speech signal into overlapping frames to capture the dynamic
characteristics of the speech signal and applying the FT to each frame. Therefore,
the amplitude and information of the signal are represented in both time and
frequency. The following formula presents the STFT:

X(m, k) =
N−1∑

n=0

x(n)w(n − m)e
−i2πkn

N (3)

where X(m, k) is the amplitude at time m of frequency k, and w(t) is a window
function. With speech signal processing, Hamming window is generally preferred.
The following formula defines the Hamming window:

w(n) = 0.54 − 0.46 cos
2πn

N − 1
(4)

where N is the length of the window, and n is the sample index within the
window (0 ≤ n ≤ N − 1).

Mel Filter Bank. The Mel filter bank or Mel scale relates to perceived fre-
quency. The human ear discerns sound, which is different from how machines
will perceive sound. Our ears are much better at perceiving small changes at
low frequencies than at high ones. Therefore, the Mel scale maps the frequency
from the previous step to the frequency humans will discern. The formulas for
the mapping between frequency and Mel scale are given by:

Mel(f) = 2595 log10(1 +
f

700
) (5)

Mel−1(m) = 700(10
m

2595 − 1) (6)

where f is the actual frequency in Hz and m is the mel scale.

3.2 Speaker Modeling

Based on the recent trends in face verification in computer vision, ECAPA-
TDNN [6] uses TDNN architecture and introduces multiple enhancements. The
model has implemented Res2Net [7] modules with impactful skip connection
and uses Squeeze-and-Excitation (SE) blocks [9] to explicitly model channel
interdependencies. Moreover, hierarchical features of each layer operating on a
different level are aggregated and propagated in the modules to capture both
the shallow and deep feature maps. In ECAPA-TDNN, statistics pooling mod-
ules with channel and context-dependent frame attention are improved to focus
on speaker-specific properties of vowels rather than consonants. Those improve-
ments allow ECAPA-TDNN to extract speaker characteristics and outperform
other models. Figure 3 shows the architecture of ECAPA-TDNN as speaker mod-
eling in our experiment.
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Fig. 3. The illustration of ECAPA-TDNN based speaker modeling. (a) shows the whole
architecture of the ECAPA-TDNN network with k standing for kernel size and d for
dilation. C and T correspond to the feature map’s channel and temporal dimension (b)
the detail SE-Res2Block in the ECAPA-TDNN model.

3.3 Similarity Measurement

In the SV system, this is used to determine the degree of similarity between two
sets of speaker features. In this study, we use cosine similarity to determine the
cosine of the angle between two speaker embeddings. The cosine similarity is
defined by:

Score(x, y) =
<x, y>

||x||||y|| (7)

where x, y are two vectors, <·, ·> represents the inner product of two vectors
and || · || is Euclidean norm of a vector.

4 Experimental Result

4.1 Dataset Description

We use a public AudioMNIST provided in [1] with 60 different speakers (48 males
and 12 females). Due to physiological differences between females and males, gen-
der can impact speaker verification accuracy. Therefore, we split AudioMNIST
into the development and evaluation sets based on gender in a 1:1 ratio. Each
subset consists of 6 females and 24 males (30 speakers total). We use the devel-
opment set to train the speaker model for each passphrase and evaluate the
accuracy of the system across different gender groups through the evaluation set
(in detail in Sect. 4.4). Furthermore, data augmentation, which generates extra
samples, brings many benefits to neural networks. Based on the method provided
in [16], we combine the MUSAN dataset (noises, music, and babble) [15] and
the publicly available RIR dataset (reverberation) [11] for data augmentation.



An Effectiveness of Repeating a Spoken Digit for Speaker Verification 615

4.2 Training the Speaker Modeling

All samples are downsampled to 16 kHz during the model training phase as
well as the evaluation phase. We consider every word spoken within a second to
ensure all samples have the same length. Therefore, data is added zeros to the
end of a sample if the sample is not long enough. We apply padding with zeros
after concatenating the samples (details in Sect. 4.4).

We implement the ECAPA-TDNN with C = 1024 channels in convolutional
frame layers as speaker modeling in the systems. Moreover, we use the pre-
trained ECAPA-TDNN on VoxCeleb2 [4] as an initial weight for models. The
speech signal is extracted from a 25 ms window with a 10 ms frameshift to get an
80-dimensional log mel spectrogram feature. Then, the features are normalized
through mean subtraction. As an experimental setup [6], SpecAugment [14] is
used to apply the log mel spectrogram for each sample.

One model is trained for each passphrase to extract information from the
passphrase and capture the unique characteristics of speakers, and all models
are trained with an initial learning rate of 1e−3. During the training model,
we use the learning rate decay through StepLR policy along with the Adam
optimizer [10] and apply a weight decay of 2e−5 for all weights in the model.
All systems use AAM-softmax [5] with a margin of 0.2 and softmax prescaling
of 30. The models are trained until convergence with a mini-batch size of 32.

4.3 Speaker Verification

In this study, we use a text-dependent protocol to evaluate the influence of
passphrases on the system. In TD-SV, a task involves four types of trials,
whether the speaker with the test utterance is the target speaker and whether
the test utterance matches the predefined passphrase (Table 1). The system only
accepts cases where the target speaker pronounces the correct passphrase (TAR-
Correct), while other trials are rejected. Indeed, the target speaker is still rejected
by not matching the lexical content, even though the target speaker pronounces
the test utterance (TAR-Wrong). In addition, an impostor should be rejected
when the impostor pronounces the correct passphrase (IMP-Correct) or a dif-
ferent passphrase (IMP-Wrong).

Table 1. Types of trials defined for text-dependent speaker verification

Correct pass-phrase Wrong pass-phrase

Target TAR-correct TAR-wrong

Impostor IMP-correct IMP-wrong

In the SV system, trial scores are determined using the cosine similarity
between two speaker embeddings extracted from the fully-connected layer of the
trained models. The system accepts the input when the computed score exceeds



616 D. Vo et al.

the acceptance threshold. Therefore, the rate of impostor acceptance is named
the false acceptance rate (FAR), and the rate of target-speaker rejection is named
the false rejection rate (FRR). The performance measurement is commonly eval-
uated based on an equal error rate (EER), where the FAR and FRR are optimal.
The smaller the EER is, the better.

4.4 Evaluation Protocol

All utterances pronounced by the target speaker in the evaluation set are used
to generate TAR-correct. The other utterances from the other passphrases are
used to TAR-wrong, and the other speakers from the dataset (both development
and evaluation sets) are used to generate impostor trials. As described in the
Sect. 4.1, to ensure accurate speaker verification for both genders, we randomly
select impostor trials having the same gender as the target speaker.

In EER measurement, a threshold represents the boundary between positive
and negative classifications in a binary classification problem. The threshold is
too high, which increases the FRR and decreases the FAR, while setting it too low
increases the FAR and decreases the FRR. Therefore, we fine-tune the thresh-
old on the evaluation set to compute the FAR and FRR at different threshold
values. The threshold that achieves the EER point is then chosen as the optimal
threshold.

4.5 Result and Discussion

Fig. 4. Comparison of the spoken digits for both genders

We trained a model for three different runs in each passphrase and averaged the
results. The result in Fig. 4 shows the difference between females and males due
to the unbalanced distribution of gender on the AudioMNIST dataset, so the
results on the association of both genders (All) tend to be the distribution of
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Fig. 5. Comparison between the permutation from the top digits and the repetition of
digits.

males that have more samples in the dataset. The accuracy is not too different
between spoken digits of each gender except for digits (2, 4, and 5). Overall,
some digits, including 9, 6, and 3, reached a higher accuracy than the other dig-
its for both genders. In decreasing order, we selected five digits with the highest
average accuracy (nine-six-three-zero-one). The digits are used to generate a
new passphrase from a permutation of five digits for two selections, and the
results are compared to repeating digits. Data are generated from the original
AudioMNIST dataset by concatenating samples of each digit on the different
indexes between the samples. The total of samples for each new passphrase is
equal to the original dataset. The result of the experiment in Fig. 5 illustrates
that the repetition of digits brings better accuracy than combining the digits, as
evidenced by the top performance in Fig. 4. In this study, we experiment with
repeating the digits from 1 to 5 times. The repetition of digits is based on data
generation by concatenating different index samples of each digit. As shown in
Fig. 6, as the number of repetitions increases, the EER decrease, indicating an
enhancement in the system’s performance. With the length of passphrases being
2 s corresponding to 2 repetitions, we can see that the results are improved sig-
nificantly at each digit compared to digit uttering 1 time. The system produced
good results for audio files with a length of 3 s to 5 s due to the architecture of the
ECAPA-TDNN model, which is optimized for speech signals having long lengths.
However, by combining this model with our protocol, the system has effectively
achieved accurate results for audio files with a length of fewer than 3 s. The text
discusses the experimental results of the AudioMNIST dataset, emphasizing digit
identification. It is observed that the performance system depends on the word
being spoken. The recognition rate of the speaker decreases (EER increases) for
words with simple pronunciation, clear sounds, and short consonants. However,
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Fig. 6. Results of repeating digits with the number of repetitions ranging from 1 to 5
times for each gender. Data are generated from the original AudioMNIST by concate-
nating digits with different indexes of samples.
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two factors greatly influence the difference between numbers with more conso-
nants and longer syllables: nasal sound and fricative sound. Nasal sound refers
to sounds produced when air passes through the nose and mouth simultaneously,
such as /m/, /n/, and /N/. On the other hand, the fricative sound is created by
blocking the airflow and creating friction during an escape. These sound include
/f/, /v/, /T/, /D/, /s/, /z/, /S/, /Z/, /h/. Example for these sounds include
number 9 /naIn/, number 6 /sIks/, and number 3 /Tr:/. Overall, the analysis
highlights the importance of considering the spoken word and its pronunciation’s
complexity in optimizing speaker verification systems.

5 Conclusion

In this paper, we presented the method that uses the state-of-the-art ECAPA-
TDNN model to explore effective passphrases in the speaker verification sys-
tem. The study demonstrates that the performance of an authentication system
depends on the spoken word with certain digits. Moreover, the repeating spo-
ken digit performs with better accuracy than combining two digits to create
passphrases for the verification system. These findings have significant impli-
cations for the advancement of speaker authentication technology in the real
world. In future works, we can study techniques related to network compression
to reduce the number of parameters as well as the computational complexity of
models, which may facilitate system deployment on low-computation resources.
The study of influence factors may help speaker verification technology become
more accurate and reliable, and it can be applied to many fields related to
security.
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