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Abstract. Artificial Intelligence (AI) is increasingly used in the media industry,
for instance, for the automatic creation, personalization, and distribution of media
content. This development raises concerns in society and the media sector itself
about the responsible use of AI. This study examines how different stakeholders
in media organizations perceive ethical issues in their work concerning AI devel-
opment and application, and how they interpret and put them into practice. We
conducted an empirical study consisting of 14 semi-structured qualitative inter-
views with different stakeholders in public and private media organizations, and
mapped the results of the interviews on stakeholder journeys to specify how AI
applications are initiated, designed, developed, and deployed in the differentmedia
organizations. This results in insights into the current situation and challenges
regarding responsible AI practices in media organizations.
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1 Introduction

Artificial Intelligence (AI) is increasingly used in the media industry [19], for instance,
for the automatic creation, personalization, distribution and archiving of media content
[2, 19]. This development raises concerns in society and the media sector about the
responsible use of AI. There are worries, e.g., about the creation of deep fakes [11],
the spread of disinformation through algorithms [12], issues with fairness and bias in
recommendation [7], and algorithms reinforcing and strengthening existing stereotypes
[16]. Rapid progress in AI techniques also affect the work of journalists and media
professionals. These techniques reshape editorial and decision-making routines [4, 5] as
well as the relationship of media with audiences [18]. This raises the question how to
responsibly design, develop and deploy AI in the media domain [2].

In recent years, a large number of guidelines for ethical AI have been proposed (for
overviews see, e.g., [8, 10]). Based on these abstract guidelines, several ethics tools have
been proposed, but the adoption rate of such tools remains low, as these tools still lack
practical applicability in the day-to-day practice [1, 6, 20]. In addition, most of these
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tools are not tailored to the specifics of the media domain. A notable exception is [3],
developing tools for ethical AI in the context of music recommendation.

To create practical ethics tools that address domain-specific issues and fit the needs
of professionals in that particular domain a good understanding of the organizational
structures, routines, habits with respect to the development and use of AI and the role of
ethics in those processes is needed. Several studies have been performed in non-media
industries (e.g., [13, 14, 17]). This paper describes a study into current practices around
the development and deployment of AI in the media industry specifically. We conducted
interviews with stakeholders working at four large national media organizations in the
Netherlands. Based on the results, we indicated challenges of media organizations in
applying AI in a responsible way.

2 Method

To determine the current practices around design, development, and deployment of AI
in the Dutch national media organizations, we conducted 14 semi-structured interviews
with different stakeholders of fourmedia organizations,with 9 intervieweesworking on a
strategic level and 5 interviewees being involved in the (AI) development. The goal of the
interviews was explorative, to gain as much information as possible on, amongst others,
the current state of AI development in the organizations, ethical considerations that are
being made, and challenges as they are experienced by the different organizations.

The interviews were recorded, fully transcribed, and qualitatively analyzed by itera-
tively and collaboratively coding the interview transcripts.We coded inductively as away
to enter the data analysis with a more complete, unbiased look at the themes throughout
our data. We categorized the resulting 46 codes into 10 overall themes. Based on these
results, we created stakeholder journeys for three of the four organizations, mapping
how AI applications are initiated, designed, developed, deployed and monitored in the
different media organizations, which stakeholders are involved, which values play a role,
at which points in the process ethical issues are considered, and how (ethical) decisions
are made. The stakeholder journeys were then verified by representatives of the media
organizations and improved.

3 Results

3.1 Core Themes of Stakeholder Journeys

Organizational Values and Strategic Decision-Making
for AI Development Different values play a role in the different organizations: the
public media organizations in our study focus on public values (e.g., independence, plu-
riformity), whereas the privatemedia organization follows a company visionwith (in this
case) more implicit values. For all organizations hold that these are regularly reviewed
and shared with employees. Across both type of organizations employees recognize
the importance of these values but cannot always reproduce them. It is unclear how
organizational values are taken into account in the decision-making process regarding
investments in innovative (AI) projects, as there is no explicit documentation regarding
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ethical criteria. It is assumed that values are embedded in the culture of the organization
in such a way that they are automatically included in all considerations; however, there
is no explicit mechanism to evaluate (or monitor) this.

Embedding Ethical Aspects inWork Processes The public media organizations have
made a start of composing a set of internal (and overarching) guidelines regarding Ethics
and Technology. Employees are largely aware of (the processes regarding) the develop-
ment of internal and external guidelines. The employees of the privatemedia organization
participated in internal trainings regarding for example privacy and security. In practice,
both the guidelines and trainings however changed little of their work processes and
behavior and mostly increased their level of awareness and knowledge concerning these
topics. The work processes in the media organizations are not yet set up for explicitly
including ethical considerations for AI, e.g. the use of ethical guidelines and instruments
regarding AI is not officially put in protocols.

Effects of AI on Employees The participating media organizations are aware that the
introduction of AI can greatly change the work of some of their employees. Mostly, the
organizations expect that the new technology will make work more enjoyable and free
up time for creative tasks and less time spent on monotonous tasks; however, everyone is
aware that introducingAI systems requires support and coaching of employees during the
transition. Attention, knowledge, and responsibility of ethics and AI issues are diffusely
distributedover the various departments.Clear points of contactwith regards to ethics and
AI are also lacking. Ethical questions end often up with the head of Innovation, Privacy
Officer, or legal department. Several employees mention that it often is challenging
to make time for ethical considerations, evaluations, and reflections during their work
processes.

Ethical Protocols and Instruments Ethical instruments are not explicitly included in
the decision-making and development process. Employees state that ethical guidelines
are often too superficial, general and abstract. Existing instruments are only known
to a limited extent within the organizations. It is also not clear which instruments are
particularly suitable for which projects and at what point in the development process
they should be used. A concern that some employees have is that ethical tools are time-
consuming and therefore too expensive to apply structurally and that ethical checklists
mainly stimulate a culture of ticking boxes and not taking ethical responsibility. As a
result, they are currently not applied in the participating media organizations, which
means that ethical choices are often made implicitly.

3.2 AI-related Challenges in the Organizations

Overarching Organizational Challenges Overarching organizational challenges
(applicable to all media organizations in this study) involve: 1) creating time for vali-
dation and reflection after the different phases of a project or after the entire project, 2)
obtaining funding to continue projects after the initial (exploration) phase, 3) translating
the abstract vision regarding Ethics and AI into more concrete guidelines and instru-
ments, 4) developing protocols so that ethical considerations are made more explicit
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and sufficiently documented, 5) adding value for employees by means of ethical instru-
ments that do not limit them in their work processes/tasks, 6) keeping processes and
ethical considerations transparent (this poses a particular challenge when collaborating
with external agencies, which is a regular occurrence), 7) embedding responsibilities
for ethical considerations more clearly within the organizations, and 8) making non-
technical employees (such as editorial staff) aware of the importance of ethical challenges
surrounding AI.

Challenges in Strategy Phase These challenges involve: 1) assessing whether AI is a
solution for a (real) problemand not just a technology push, 2) supporting and stimulating
the User Experience team in making ethical choices during their work processes, 3)
involving the right (internal and external) stakeholders regarding ethical evaluation and
the choice to continue with a project, and 4) estimating ethical impact by examining the
effects and risks for (internal and external) users.

Challenges in Proof-of-Concept Phase These challenges involve: 1) making ethical
considerations measurable in order to test and validate them, and 2) supporting and
stimulating the Data Science team in making ethical choices in their work.

Challenges inDevelopmentPhase These challenges involve: 1) explicitly, consciously
and continuously testing and evaluating ethical aspects during development, 2) assess-
ing, usage and maintenance of third-party models, 3) supporting and stimulating the
Development team in making ethical choices during their work processes, 4) getting
the ‘right’ (sufficient, unbiased, GDPR approved, etc.) data, and 5) gathering user-data
versus best fit regarding content recommendations.

4 Discussion and Conclusion

In this study, we found that all participating media organizations see the importance of
ethical aspects during the design, development, and deployment of AI systems, and there
is a strong drive to incorporate ethical decision-making. However, currently, available
tools or guidelines to support the design of responsible AI are not used by the partici-
pating media organizations because they are perceived to be not sufficiently tailored to
their needs. Furthermore, we found that media organizations mostly believe the chal-
lenges to be technical; however, we found that (introducing) responsible AI has large
organizational challenges at different levels and departments and that there is a lack of
cooperation and communication during the whole chain of development about ethical
challenges. These findings are in line with other work on ethical considerations in media
organizations regarding AI systems [9, 15].

Limitations of this work are that we had a relatively small number of participants
and that these participants work in different kinds of media organizations, public as well
as commercial. Nonetheless, the participants showed a diversity in thinking which leads
us to believe that the analyses give a good insight into the current situation in (Dutch)
media organizations.
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