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Foreword

INTERACT 2023 is the 19th International Conference of Technical Committee 13
(Human-Computer Interaction) of IFIP (International Federation for Information Pro-
cessing). IFIP was created in 1960 under the auspices of UNESCO. The IFIP Technical
Committee 13 (TC13) aims at developing the science and technologyof human-computer
interaction (HCI). TC13 started the series of INTERACT conferences in 1984. These
conferences have been an important showcase for researchers and practitioners in the
field of HCI. Situated under the open, inclusive umbrella of IFIP, INTERACT has been
truly international in its spirit and has attracted researchers from several countries and
cultures. The venues of the INTERACT conferences over the years bear testimony to
this inclusiveness.

INTERACT2023was held fromAugust 28th to September 1st 2023 at theUniversity
of York, York, United Kingdom. The INTERACT Conference is held every two years,
and is one of the longest-running conferences on Human-Computer Interaction. The
INTERACT 2023 Conference was held both in-person and online. It was collocated
with the British Computer Society HCI 2023 Conference.

The themeof the 19th conferencewas “Design for Equality and Justice”. Increasingly
computer science as a discipline is becoming concerned about issues of justice and
equality – from fake news to rights for robots, from the ethics of driverless vehicles
to the Gamergate controversy. The HCI community is surely well placed to be at the
leading edge of such discussions within the wider computer science community and in
the dialogue between computer science and the broader society. Justice and equality
are particularly important concepts both for the City of York and for the University of
York. The City of York has a long history of working for justice and equality, from the
Quakers and their philanthropic chocolate companies, to current initiatives. The City
of York is the UK’s first Human Rights City, encouraging organizations and citizens to
“increasingly think about human rights, talk about human rights issues and stand up for
rights whether that’s at work, school or home”. The City of York has also launched “One
Planet York”, a network of organizations working towards a more sustainable, resilient
and collaborative “one planet” future. York is now working to become the first “Zero
emissions” city centre, with much of the medieval centre already car free.

Finally, great research is the heart of a good conference. Like its predecessors,
INTERACT 2023 aimed to bring together high-quality research. As a multidisciplinary
field, HCI requires interaction and discussion among diverse people with different inter-
ests and background. We thank all the authors who chose INTERACT 2023 as the venue
to publish their research.

We received a total of 375 submissions distributed in 2 peer-reviewed tracks, 4
curated tracks, and 3 juried tracks. Of these, the following contributions were accepted:

• 71 Full Papers (peer reviewed)
• 58 Short Papers (peer reviewed)
• 6 Courses (curated)
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• 2 Industrial Experience papers (curated)
• 10 Interactive Demonstrations (curated)
• 44 Interactive Posters (juried)
• 2 Panels (curated)
• 16 Workshops (juried)
• 15 Doctoral Consortium (juried)

The acceptance rate for contributions received in the peer-reviewed tracks was 32%
for full papers and 31% for short papers. In addition to full papers and short papers, the
present proceedings feature contributions accepted in the form of industrial experiences,
courses, interactive demonstrations, interactive posters, panels, invited keynote papers,
and descriptions of acceptedworkshops. The contributions submitted toworkshops were
published as an independent post-proceedings volume.

The reviewing process was primary carried out by a panel of international experts
organized in subcommittees. Each subcommittee had a chair and a set of associated
chairs, who were in charge of coordinating a double-blind reviewing process. Each
paper received at least 2 reviews of associated chairs and two reviews from external
experts in the HCI field. Hereafter we list the twelve subcommittees of INTERACT
2023:

• Accessibility and assistive technologies
• Design for business and safety/critical interactive systems
• Design of interactive entertainment systems
• HCI Education and Curriculum
• HCI for Justice and Equality
• Human-AI interaction
• Information visualization
• Interaction design for culture and development
• Interactive systems technologies and engineering
• Methodologies for HCI
• Social and ubiquitous Interaction
• Understanding users and human behaviour

The final decision on acceptance or rejection of full papers was taken in a Programme
Committee meeting held in London, United Kingdom in March 2023. The full papers
chairs, the subcommittee chairs, and the associate chairs participated in this meeting.
The meeting discussed a consistent set of criteria to deal with inevitable differences
among the large number of reviewers. The final decisions on other tracks were made
by the corresponding track chairs and reviewers, often after electronic meetings and
discussions.

INTERACT 2023 was made possible by the persistent efforts across several months
by 12 subcommittee chairs, 86 associated chairs, 28 track chairs, and 407 reviewers. We
thank them all.

September 2023 José Abdelnour Nocera
Helen Petrie

Marco Winckler
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Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC13) is an international committee
of 37 IFIP Member national societies and 10 Working Groups, representing specialists
of the various disciplines contributing to the field of human-computer interaction (HCI).
This field includes, among others, human factors, ergonomics, cognitive science, com-
puter science and design. INTERACT is the flagship conference of IFIP TC13, staged
biennially in different countries in the world. The first INTERACT conference was held
in 1984, at first running triennially and becoming a biennial event in 1993.

IFIP TC13 aims to develop the science, technology and societal aspects of HCI by
encouraging empirical research promoting the use of knowledge and methods from the
human sciences in design and evaluation of computing technology systems; promoting
better understanding of the relation between formal designmethods and system usability
and acceptability; developing guidelines, models and methods by which designers may
provide better human-oriented computing technology systems; and, cooperating with
other groups, inside and outside IFIP, to promote user-orientation and humanization in
system design. Thus, TC13 seeks to improve interactions between people and computing
technology, to encourage the growth of HCI research and its practice in industry and to
disseminate these benefits worldwide.

The main orientation is to place the users at the centre of the development pro-
cess. Areas of study include: the problems people face when interacting with computing
technology; the impact of technology deployment on people in individual and organisa-
tional contexts; the determinants of utility, usability, acceptability and user experience;
the appropriate allocation of tasks between computing technology and users, especially
in the case of autonomous and closed-loop systems; modelling the user, their tasks
and the interactive system to aid better system design; and harmonizing the computing
technology to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognised that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on prac-
tical issues (e.g., interface design standards, software system resilience, documentation,
training material, appropriateness of alternative interaction technologies, guidelines, the
problems of integrating multimedia systems to match system needs and organisational
practices, etc.).

IFIP TC13 also stimulates working events and activities through itsWorking Groups
(WGs). The WGs consist of HCI experts from around the world, who seek to expand
knowledge and find solutions to HCI issues and concerns within their domains. The list
of current TC13 WGs and their area of interest is given below:

• WG 13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula
and promote HCI teaching.

http://ifip-tc13.org/
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• WG 13.2 (Methodology for User-Centred System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI
to software engineering.

• WG 13.3 (Human Computer Interaction, Disability and Aging) aims to make HCI
designers aware of the needs of people with disabilities and older people and encour-
age development of information systems and tools permitting adaptation of interfaces
to specific users.

• WG 13.4/WG2.7 (User Interface Engineering) investigates the nature, concepts and
construction of user interfaces for software systems, using a framework for reasoning
about interactive systems and an engineering model for developing user interfaces.

• WG 13.5 (Resilience, Reliability, Safety and Human Error in System Development)
seeks a framework for studying human factors relating to systems failure, develops
leading-edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

• WG 13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It will promote
the use of knowledge, concepts, methods and techniques that enable user studies to
procure a better apprehension of the complex interplay between individual, social and
organisational contexts and thereby a better understanding of how and why people
work in the ways that they do.

• WG 13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applica-
tions in the fields of Human–Computer Interaction and Visualization. It will integrate
several additional aspects of further research areas, such as scientific visualization,
data mining, information design, computer graphics, cognition sciences, perception
theory, or psychology into this approach.

• WG 13.8 (Interaction Design and International Development) aims to support and
develop the research, practice and education capabilities of HCI in institutions and
organisations based around the world taking into account their diverse local needs
and cultural perspectives.

• WG 13.9 (Interaction Design and Children) aims to support practitioners, regula-
tors and researchers to develop the study of interaction design and children across
international contexts.

• WG13.10 (Human-Centred Technology for Sustainability) aims to promote research,
design, development, evaluation, and deployment of human-centred technology to
encourage sustainable use of resources in various domains.

IFIP TC13 recognises contributions to HCI through both its Pioneer in HCI Award
and various paper awards associated with each INTERACT conference. Since the pro-
cesses to decide the various awards take place after papers are sent to the publisher for
publication, the recipients of the awards are not identified in the proceedings.

The IFIP TC13 Pioneer in Human-Computer Interaction Award recognises the con-
tributions and achievements of pioneers in HCI. An IFIP TC13 Pioneer is one who,
through active participation in IFIP Technical Committees or related IFIP groups, has
made outstanding contributions to the educational, theoretical, technical, commercial, or
professional aspects of analysis, design, construction, evaluation, and use of interactive

http://ifip-tc13.org/
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systems. The IFIP TC13 Pioneer Awards are presented during an awards ceremony at
each INTERACT conference.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for the most
outstanding contribution in the form of a refereed paper submitted to and delivered at
each INTERACT Conference, which draws attention to the need for a comprehensive
human-centred approach in the design and use of information technology in which
the human and social implications have been considered. The IFIP TC13 Accessibility
Award, launched in 2007 by IFIPWG13.3, recognises themost outstanding contribution
with international impact in the field of ageing, disability, and inclusive design in the
form of a refereed paper submitted to and delivered at the INTERACT Conference. The
IFIP TC13 Interaction Design for International Development Award, launched in 2013
by IFIP WG 13.8, recognises the most outstanding contribution to the application of
interactive systems for social and economic development of people around the world
taking into account their diverse local needs and cultural perspectives. The IFIP TC13
Pioneers’ Award for Best Doctoral Student Paper at INTERACT, first awarded in 2019,
is selected by the past recipients of the IFIP TC13 Pioneer title. The award is made to
the best research paper accepted to the INTERACT Conference which is based on the
doctoral research of the student and authored and presented by the student.

In 2015, TC13 approved the creation of a steering committee for the INTERACT
conference. The Steering Committee (SC) is currently chaired by Marco Winckler and
is responsible for:

• Promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the topics above).

• Ensuring the highest quality for the contents of the event.
• Setting up the bidding process to handle future INTERACT conferences. Decision is

made up at TC13 level.
• Providing advice to the current and future chairs and organizers of the INTERACT

conference.
• Providing data, tools, and documents about previous conferences to future conference

organizers.
• Selecting the reviewing system to be used throughout the conference (as this impacts

the entire set of reviewers).
• Resolving general issues involved with the INTERACT conference.
• Capitalizing on history (good and bad practices).

Further information is available at the IFIP TC13 website: http://ifip-tc13.org/.

http://ifip-tc13.org/
http://ifip-tc13.org/
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Disability, Design and Innovation for a Fairer World
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Abstract. People with disabilities still face many barriers that prevent
them from full participation. Some of these barriers can be overcome
by innovation. This course aims to introduce the Disability Interaction
framework and explore its application at different stages of the innovation
process. Participants will learn how to acknowledge the complexities of
Disability. In addition, theywill get to design new solutions that overcome
the barriers faced by people with disabilities in a practical, impactful and
creative way.

Keywords: Disability · Design and Innovation

1 Introduction

Many barriers still prevent people with disabilities from fully participating in society.
These barriers can be in the form of social issues such as stigma, physical barriers
such as inaccessibility and technological barriers causing a lack of appropriate assistive
technology (AT). Such barriers prevent people from accessing basic life requirements
such as education, employment, and social participation. The situation is particularly
severe in the Global South, where most people with disabilities live [1].

Disability innovation breaks down these barriers by developing new technologies,
products and services that reach people. In addition, disability innovation can help pro-
mote inclusion and diversity in society by ensuring everyone has equitable access to
opportunities and resources. However, Disability is complex because it is influenced by
many factors that range from individual variability [2] and social interdependence [3] to
attitudes [4] and systemic barriers [5]. Addressing disability requires a holistic approach
that considers these multiple and multifaceted factors and acknowledges the diversity of
experiences of people with disabilities.

This course will introduce practical strategies based on the Disability Interaction
framework [2]. Through real case studies, the course will introduce ways to consider
and manage the diverse and different needs of the stakeholders on innovation while
addressing the multiple confounding factors contributing to a disability, such as social
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attitudes and environmental barriers. The course will also introduce ways to think and
create implementable disability innovations practically. In this hands-on course, we will
chart various innovation journeys and discuss the key challenges that HCI can address
and pathways to impact that HCI can facilitate.

2 Disability Interactions Framework

TheDisability Interactions (DiX) approach combines theories fromHCI, disability stud-
ies, assistive technology and social development to design disruptive technologies to
address the unmet needs of people with disabilities [2]. The central theme of the app-
roach is to acknowledge and include the complexity of Disability in the design process.
It motivates the use of participatory design to co-create solutions specific to their use’s
context. The framework also encourages utilising technological advancements in new
ways to make lives with disabilities more accessible and increase the value and useful-
ness of products. It also positions itself to motivate open innovation that shares ideas,
knowledge and resources with external partners to deliver user value. It utilises applied
and basic research [6] to address the granular technical and broader societal and attitu-
dinal challenges through design. The course will facilitate the application of Disability
Interactions to inclusion, accessibility and technological barriers at different stages of
the innovation process.

Fig. 1. The Disability Interaction framework [2]
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3 Learning Objectives

This short course aims to introduce the framework of Disability Interactions through
the process of innovation, from the exploration of a problem to the construction and
validation of its solution to its dissemination and impact. After this learning experience,
the participants will be able to understand the ways to work with people with disabilities
and to think creatively of solutions to problems that have the potential to create an impact.
The learning outcome from this course will be:

1. An understanding of the complex interdependent aspects related to disability in
different global contexts.

2. The use of the Disability Interactions framework to design new and meaningful
interactions that have the potential to create impact.

By the end of this course, learners will be able to analyse real-world disability
issues, understand and identify key challenges, design conceptual solutions to address
the solutions and develop a strategic and creative way to create impact.

4 Course Format and Intended Audience

At the core of this course is an effort to implement Disability Interactions so that designer
and developers of any new technology can think about accessibility and inclusion in a
practical and effective way. The instructional approach will be driven through actionable
activities, discussion and problem solving. It will include both individual and groupwork
on specific challenges inspired by real life case studies. We will explore how to innovate
in the complex and wicked domain of Disability, while acknowledging the many factors
that influence disability innovation at different levels of development towards impact.We
will apply the theory of Disability Interactions through different tools and instruments
for creative exploration at each stage of the course.

We hope to accommodate up to 20 people. Anyone who is interested in developing
disruptive assistive technologies or interested in sustaining and scaling existing tech-
nologies to new markets or to make existing systems more efficient is welcome to the
course. There is no required submission to participate in the course. The course will run
for three hours with a 10-min break in between.

We hope that through the discussions and reflections, we will be able to collect
valuable insights and information that will make the theory and tools better and more
useful. In addition, participants will be able to use the framework for future projects and
allow their students to use them as well.
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Table 1 Overview of the course program

Agenda Time

Overview and Presentation 20 min

Lecture + Group activity 1: Co-creation 40 min

Lecture + Group activity 2: Designing new interactions 30 min

Break 10 min

Lecture + Group activity 3: Nurture open and scalable 30 min

Lecture + Group activity 4: Ensuring sustainable value and use 30 min

Final debriefs and discussion 20 min

5 Reading List

1. Disability Interactions: Creating Inclusive Innovations. Link: https://link.springer.
com/book/10.1007/978-3-031-03759-7

2. Global Report on Assistive Technology. Link: https://www.who.int/publications/i/
item/9789240049451

3. Ability-Based Design: Concept, Principles and Examples. Link: https://doi.org/10.
1145/1952383.1952384

4. What Do We Mean by “Accessibility Research”? Link: https://doi.org/10.1145/341
1764.3445412

5. The New ABCs of Research: Achieving Breakthrough Collaborations. Link: https://
doi.org/10.1093/acprof:oso/9780198758839.001.0001

6. Interdependence as a Frame for Assistive Technology Research and Design. Link:
https://doi.org/10.1145/3234695.3236348
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1 Learning Objectives

The adoptionofAI systems for decision support in sensitive domains has become increas-
ingly normalized and of interest. However, it often relies on the unstated presumption
that the accuracy of the AI system is the only relevant element to be considered to ensure
a positive impact of AI on human decision-making [2, 6].

This assumption is appealing due to its simplifying consequences, as it allows for the
evaluation of an AI system’s performance in isolation or by comparing it with the aver-
age performance of human decision-makers in the same task. However, this approach
has limited applicability in real-world scenarios. It is only reasonable in cases where
humans willingly adopt a fully automated decision-making setting and completely del-
egate decision-making to machines, which is still relatively rare [9]. Instead, in most
cases, the automation of classifying tasks is partial and intended as support for human
decision-making, for which the human is solely responsible.

In this course, we will emphasize the relevance of taking into consideration the com-
plex socio-technical context [10] in which the system will be embedded after deploy-
ment and the emergent phenomena arising from the continuous adjustment and fit
between humans, machines, and tasks. The primary learning objective of this course
is to enable participants to evaluate AI systems by factoring in both cognitive and socio-
psychological determinants and effects, aiming at understanding the role of Decision
Support Systems in letting people either avoid or commit incorrect decisions. We will
do so by presenting the concepts of technology dominance [1], reliance patterns [3] and
white-box paradox [5] and introducing metrics and tools to assess them.

https://orcid.org/0000-0002-5171-5239
https://orcid.org/0000-0002-0027-5157
https://orcid.org/0000-0002-4065-3415
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2 Content

In this course, we will focus on the fit between human decision makers and AI sup-
port in classification tasks, in order to assess the extent humans rely on machines, and
the effects of this relationship in the short term of decision efficacy and confidence
(purposely neglecting any long-term effect, such as complacency [7] and deskilling
[8]). In particular, we will introduce and illustrate a general methodological framework
that we recently proposed in [4] to gauge “technology dominance” [1]: the dominat-
ing influence that technology may have over the user, which allows the user to take
a more subservient position—in essence, the user deferring to the technology in the
decision-making process.

To this aim we will present, and discuss the rationales behind, the framework of
the reliance patterns (see Table 1, and Fig. 2), that allows to distinguish between posi-
tive and negative dominance, and the related biases, such as automation bias, algorithm
appreciation, and a phenomenon that deserves more attention: what we defined as the
white box paradox (shortly put, whenever automation bias is influenced by the provision
of explanations [5]). We will then illustrate a set of methods for the quali-quantitative
assessment of technology dominance, which encompass bothmetrics and data visualiza-
tions (see Figs. 1 and 2): we will also distinguish between a standard statistical approach
and a causal analysis-based approach that can be applied when additional information
is available about the context of interest.

Finally, we apply these methods in case studies from a variety of settings, by also
providing open source software and tools that we developed to this purpose to be adopted
by the community of interested scholars and researchers.1 Afinal roundtable andwrap-up
discussion among the participants and organizers will conclude the work of the tutorial
about what it means to have a quali-quantitative assessment of human reliance on AI
and future research within the INTERACT community.

3 Duration and Intended Audience

Duration. One session (1 h 30 m).
Intended audience. Both scholars and practitioners at all levels of expertise can benefit
from this course.

1 Available at: https://dss-quality-assessment.vercel.app.

https://dss-quality-assessment.vercel.app
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Table 1 Definition of all possible decision- and reliance-patterns between human decisionmakers
and their AI system (0: incorrect decision, 1: correct decision). We associate the attitude towards
theAI in each possible decision pattern which leads to either accepting or discarding theAI advice,
to the main related cognitive biases.

Human judgment
(H)

AI support (AI) Final decision
(D)

Reliance
pattern

Biases and effects

0 0 0 detrimental
reliance (dr)

automation
complacency

0 0 1 beneficial
under-reliance
(bur)

extreme
algorithmic
aversion

0 1 0 detrimental
self-reliance
(dsr)

conservatism bias

0 1 1 beneficial
over-reliance
(bor)

algorithm
appreciation

1 0 0 detrimental
over-reliance
(dor)

automation bias

1 0 1 beneficial
self-reliance
(bsr)

algorithmic
aversion

1 1 0 detrimental
under-reliance
(dur)

extreme
algorithmic
aversion

1 1 1 beneficial
reliance (br)

confirmation bias
(in later cases)

4 Reading List

Cabitza, F., Campagner, A., et al. (2023). Rams, hounds and white boxes: Investigat-
ing human–AI collaboration protocols in medical diagnosis. Artificial Intelligence in
Medicine, 138, 102506.

Cabitza, F., Campagner, A., Natali, C., et al. (2023). Painting the black box white: exper-
imental findings from applying XAI to an ECG reading setting. Machine Learning
and Knowledge Extraction, 5(1), 269–286.

Cabitza, F., Campagner, A., Angius, R., et al. (2023). AI Shall Have No Dominion: on
How to Measure Technology Dominance in AI-supported Human decision-making.
In CHI’23 Proceedings, April 23–28, 2023, Hamburg, Germany.

Cabitza, F., & Natali, C. (2022). Open, multiple, adjunct. Decision support at the time of
relational AI. In HHAI2022: Augmenting Human Intellect (pp. 243–245). IOS Press.
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Fig. 1. Example of Benefit Diagrams to visually evaluate the benefit coming from relying on AI
(a) and XAI support (b), respectively.

Fig. 2. An example of Automation Bias odds ratios, for the 4 considered case studies: on the left,
(a) the frequentist metric; on the right, (b), the causal metric.
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Abstract. This course will give participants will an understanding of
the principles and methods of information visualisation. The course will
start with some basic concepts and a look at human visual perception.
Then, it will survey various methods and techniques from information
visualisation according to data type. The course will conclude with an
overview of tools and toolkits which can be used to produce one’s own
visualisations.

Keywords: Information visualisation · Introduction · Course

1 Introduction

Information visualisation (InfoVis) is the visual presentation of abstract information
spaces and structures together with accompanying interactions, so as to facilitate their
rapid assimilation and understanding. In essence, information visualisation techniques
harness the visual processing capabilities of the human visual system to amplify
cognition.

Interactive data visualisations are used for two main purposes:

1. Analysis: Exploratory visualisations help researchers to explore and analyse unfamil-
iar datasets.

2. Presentation: Explanatory visualisations present results and insights to a wider
audience.

The visual representation is only half the story. Interaction facilities for navigation
and manipulation are equally as important.

The course proposer teaches a graduate-level course on information visualisation at
Graz University of Technology every summer semester [1], and has taught short courses
on information visualisation at a number of conferences. A short introduction to the
field is given in an online slide deck [2]. A full set of course notes (146 pages, PDF)
is also available [3]. The course proposer gave a talk about information visualisation at
TEDxGraz 2015 [4].

The course will introduce participants to the concepts which underpin information
visualisation, guide them through some of the various techniques, and show them some
of the more common tools used to produce visualisations.

mailto:kandrews@tugraz.at
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2 Information Visualisation

Information visualisation (InfoVis) deals with abstract information spaces. Geographic
visualisation (GeoVis) deals with spatial, map-based data. Together, these two fields
are often called data visualisation (DataVis). The related field of scientific visualisation
(SciVis) typically involves concrete (3d) objects and simulations, often depicting flows,
volumes, and surfaces in (3d) space.

Different techniques have evolved for visualising different types of data, such as
hierarchies, networks,multidimensional (tabular) data, and feature spaces, amongothers.
Figure 1 shows a collage of some of the main techniques for visualising hierarchies.
Figure 2 shows a collage of some of themain techniques for visualisingmultidimensional
data.

Fig. 1. Techniques for visualising hierarchies.

3 Description of the Course

The course is planned for 3 h and will cover the following topics:

1. Introduction
2. Visual Perception
3. Visualising Hierarchies
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Fig. 2. Techniques for visualising multidimensional data.

4. Visualising Networks and Graphs
5. Visualising Multidimensional Metadata
6. Visualising Text and Object Collections (Feature Spaces)
7. Tools and Toolkits

The topics will be liberally illustrated with live demos and video clips. One or two
breaks will be scheduled in accordance with the conference schedule.

4 Intended Audience

The intended audience are lecturers, researchers, professionals, and students attending
INTERACT 2023, who have heard about information and data visualisation, and who
want to receive a broad introduction to the field.

5 Reading List

The following additional resources are recommended for further reading and viewing:

– Tamara Munzner; Visualization Analysis and Design; CRC Press, 2014 [5]. https://
cs.ubc.ca/~tmm/vadbook/

https://cs.ubc.ca/~tmm/vadbook/


xliv K. Andrews

– Ward, Grinstein, and Keim; Interactive Data Visualization: Foundations, Techniques,
and Applications; 2nd Edition, CRC Press, 2015 [6].

– Colin Ware; Visual Thinking for Design; 2nd Edition, Morgan Kaufmann, 2021 [7].
– Stephen Few; Show Me the Numbers; 2nd Edition, Analytics Press, 2012 [8].
– Hans Rosling; Stats That Reshape Your World View; 20-min video [9].
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Abstract. Stress and its related mental conditions are an increasing concern in
modern societies. Natural settings have been shown to reduce stress and anxi-
ety levels and help restore lost physical-psychological resources. The Perceptual
Fluency Account associates this restorative potential with nature’s fractal charac-
teristics, which facilitate their visual processing. While many studies have shown
the value of Virtual Reality Nature for stress reduction and even treatment, no
study of Virtual Reality fractal abstract worlds for restoration has been found. We
question whether an abstract fractal-based environment can have similar restora-
tive effects to a realistic nature-based environment in Virtual Reality. A total of
39 participants took part in two studies. In the first one, two groups (N = 19)
of participants performed a collecting task in a fractal- or nature-based environ-
ment. The results showed that both environments were perceived as restorative
and significantly reduced stress. To infer how the existence of a task modulated
the results, in the second study, with 20 participants split into two groups, partici-
pants were exposed to the same environments, this time without a task. The results
showed that the condition was significantly more restorative for the fractal-based
environment when no task was performed. To conclude, fractal-based abstract
environments show potential to be used for restoration purposes, but the extent to
which having a task influences restorativeness needs further research.

Keywords: Virtual Reality · restoration · abstract fractals

1 Introduction

Stress is the physical and psychological response to demanding circumstances in life
that threaten our well-being, and it has been recognized as a major challenge worldwide
for workers’ health and academic performance [1, 2]. Though generally a part of life, it
is directly and/or indirectly linked to mental disorders such as PTSD, acute symptoms of
stress/acute stress reaction, depression, and anxiety [3]. Stress-related issues will likely
increase as the world population in urban areas increases [3, 4].
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Life in the city is typically taintedwith longwork hours,mental pressure, and a lack of
contact with nature, all associated with reduced levels of happiness and self-satisfaction
[5]. Moreover, the characteristic features of urban landscapes (e.g., traffic noise, visual
clutter, scarce vegetation) can negatively affect our psychological responses [5, 6]. Au
contraire, natural settings (e.g., forests, coasts) have been shown to have very positive
psychological effects, reducing stress and anxiety levels and helping to restore or recover
the physical and psychological resources lost while adapting to daily demands, a process
known as restoration [7, 8].

A few theories have attempted to explain the restorativeness of different environ-
ments. The Stress Reduction Theory (SRT) posits that humans subconsciously prefer
natural environments as a product of our evolution, feelings of safety and survival that
reduce negative thoughts and induce stress recovery [9]. The Attention Restoration The-
ory (ART) states that urban environments burn out our attention resources for needing
constant directed attention, while, the ‘soft fascinations’ nature provides reduce men-
tal fatigue and stress levels [10]. Other theories associate nature’s restorative potential
with its mathematical characteristics. The Perceptual Fluency Account (PFA) consid-
ers that the fractal characteristics of nature allow us to process it more effectively than
human-made non-fractal environments, increasing their healing potential [11]. Fractals
are described here as “patterns that repeat at increasingly fine sizes and so create shapes
of rich visual complexity” (B. B. Mandelbrot in [12, p. 1]). Studies on fractal art and
architecture have shown that they help reduce stress and fatigue and that exposure to
abstract non-fractals can have negative effects [12, 13].

Most studies in the field of restorative environments have involved the use of pho-
tographs, slides, or videos [14]. Nevertheless, in recent years Virtual Reality (VR) has
become a common format for environmental simulations. Some studies using fractals in
VR have also shown that they help reduce stress [15, 16]. To the best of our knowledge,
no studies have used abstract fractals in a VR setting for restoration purposes. To fill
this gap, we conducted two studies to evaluate the restorative potential of abstract frac-
tal landscapes compared to exposure to realistic nature in immersive VR. Both studies
explored two base conditions: fractal-abstract and nature-realistic environments. Per-
ceived stress levels and perceived restorativeness of these environments were measured.
In the first study, the participants explored the VR environment while collecting crystals.
In contrast, in the second study, the participants explored the same environments without
crystals to determine to what extent the crystal-collecting task might have influenced the
results of our first study. Our results suggested that both environments, with or without a
task, significantly reduced perceived stress and showed similar scores of restorativeness.

2 Related Work

2.1 Restorative Features of Nature and Urban Environments

Several studies have shown the restorative potential of nature exposure, even in urban set-
tings [7, 12]. Studies have also suggested features that potentially determine our affective
responses to natural environments, such as easily readable spaces with visible pathways,
water features, large trees, and sometimes a good balance with man-built elements [6,
7]. Even indoor environments can be restorative as long as there is a greater presence of
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trees and forested areas, and indoor views of trees and green landscapes, indoor green-
ery such as plants and nature walls [5, 6, 12]. The restorative potential of light is also
important to remember, as studies suggest that increased sunlight decreases negative
affect, tiredness, and psychological distress, and increases cognitive performance and
other beneficial effects, as opposed to dark and overcast environments [17].

It has also been suggested that the activities performed in these environments are
equally important, especially if the goal is to create a virtual reality nature environment.
A revision of the literature suggests that contemplative activities (e.g., mindfulness and
interaction with animals) are more restorative than movement-based, cybersickness-
inducing activities (e.g., walking) [18].However, qualitative data froma study on restora-
tive environments in the automotive context suggested that, since urban users are gen-
erally disconnected from nature and more accustomed to active relaxing activities (e.g.,
playing games), these could be more suitable for such users [19].

2.2 Virtual Reality for Restoration

The value of VR nature environments to treat both complicated stress and stress-related
clinical mental illnesses like anxiety or depression has also been studied, being consid-
ered a viable alternative whenever in-vivo exposure is not possible or not recommended
[19–21]. The Virtual Therapeutic Garden reduced depression and stress in a sample
of elderly women who had shown no improvement after receiving standard treatment
[22]. The Secret Garden, an at-home 10-min exposure to 360º VR video for dealing
with the psychological distress associated with the COVID-19 lockdown, resulted in
reduced depression and stress symptoms [23]. The Tranquil Cinematic VR, a simulation
of natural landscapes through 360º videos deployed on a Head-Mounted Display, led
to a significant reduction of subjective stress levels in frontline workers employed by
COVID-19 treatment units [24]. Finally, EMMA’s World, which uses different natural
scenarios to induce and amplify different emotions, helped patients process stressful
events in several interventions [25, 26].

2.3 The Restorative Potential of Fractals

Studies have also shown that fractal shapes can provide pleasing experiences due to
the effortless attention required [12, 13, 27]. Fractal art and architecture, for instance,
have been shown to reduce stress and fatigue compared to chronic exposure to abstract
non-fractals, which can have negative effects in the long run [12, 13]. A study devoted
to optimizing restoration in a virtual nature environment by emphasizing nature’s fractal
geometries showed users’ preference for a determined dimension of fractals and a trend,
with no statistically significant results, for stress recovery after exposure to this optimal
fractal dimension [15]. However, up until now, no application of abstract fractal shapes
in a VR environment has been found. Animator Julius Horsthuis has created an appli-
cation in VR as an artwork that shows abstract fractal landscapes in VR as a cinematic
experience rather than free exploration. Still, no studies on the effect of this particular
experience on people’s emotional and psychological well-being have been found [28].
Closer to the use of abstract fractals in VRwas the presence of organic abstract art slides
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in an immersive virtual environment as a control condition in a study on the restora-
tiveness of natural environments, where it was shown that exposure to these slides also
reduced stress [16].

This has led us to question the following: First, would an abstract VR environ-
ment based on fractal shapes have restorative effects? We hypothesized that an abstract
VR environment using fractal shapes would reduce perceived stress and be considered
restorative. Second, does the fact of having a specific activity to perform in the environ-
ment influence the results obtained? Based on the literature, we hypothesize that having
a task will increase the perceived restorativeness and bring greater levels of perceived
stress relief.

3 Study 1. Fractal Abstract Environments for Restoration

This study aims to determinewhether a VR environment based on abstract-fractal shapes
and geometries reduces perceived stress and is perceived as restorative. It aims to answer
our first research question: does an abstract VR environment based on fractal shapes have
restorative effects?

3.1 Methods

ExperimentalDesign.Thiswas an independent sample experiment, and the independent
variable was the virtual environment the participants were exposed to in two conditions:
1) VR abstract-fractal or 2) VR realistic-nature. There were two dependent variables:
perceived levels of stress and perceived restorativeness.

Experimental Environments. The environments have been developed using Unity 3D
and were deployed in a high-end Head-Mounted Display (HMD), the Oculus Quest 2.
The abstract-fractal setting had an irregular terrain similar to clouds, with abstract shapes
and particle systems with fractal characteristics (Fig. 1). The realistic-nature setting
depicted a forest-like environment, with spacious paths and areas with trees, bushes, and
irregular terrain (Fig. 2). As sound and light have proven to influence stress reduction and
perceived restorativeness, both environments had the same daytime cloudless sky and no
background music or sound. Despite navigation not being the focus of this study, both
environments were characterized by interconnected paths distributed in about 4 Km2 of
virtual terrain, and had some ‘built’ elements that could work as landmarks (Fig. 1a, 1b
and 1c; and 2a and 2b), and their high ground was made non-teleportable to make them
as realistic as possible and to avoid reaching its limits. The environments’ paths were
teleportation areas that the participant used to move around with a pointer (Fig. 1c and
2c), and magic interaction was used (a virtual pointer) to grab objects (Fig. 2d). Some
interactable objects were included in both scenes, but to a limited extent (Fig. 1e and
2e). Both environments had crystals instantiated at random points of the terrain (Fig. 1d
and 2d), and both groups were assigned to collect these crystals while exploring the
environment.

Measures. A demographics questionnaire was used to obtain information about the
participant’s age, gender, whether they consider themselves a city or country person,
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Fig. 1. Fractal-Abstract virtual environment.

Fig. 2. Nature-Realistic virtual environment.

previous experience with VR using HMDs, and previous video gameplay experience.
This was to keep track of possible confounding variables such as their place iden-
tity (‘dimensions of self that define the individual’s personal identity in relation to the
physical environment’ (Proshansky, 1978, as cited in [29]) and gaming influence.

The Stress Numerical Rating Scale-11 (SNRS-11) was used before and after the
experiment to measure stress levels. This test consists of numbers equally spaced across
the page from 0 to 10, asking the participants, “On a scale of 0 to 10, with 0 being no
stress and 10 being the worst stress possible, what number best describes your level of
stress right now?”, with participants circling the number that corresponds to their current
level of stress [30]. Despite the existence of other more popular and validated subjective
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stress scales, such as the Perceived Stress Scale (PSS) [31], these are lengthy and assess
past stress to estimate current stress, making them not only prone to retrospective bias but
also not perfectly suitable for measuring context-dependent stress [30]. The SNRS-11
has shown moderate to strong construct validity and moderate concurrent validity and
has shown to be a promising measure for the efficient assessment of current stress.

The extent to which the participants perceived these environments as restorative was
measured with the Perceived Restorativeness Scale (PRS) after the experiment. This
self-response instrument comprises 26 items that evaluate the four restoration factors
proposed by the Attention Restoration Theory (ART): Being away, Fascination, Extent,
and Compatibility [10]. It uses a 7-point Likert scale (0: Not at all - 6: Completely)
with a maximum possible score of 156 points. It has been frequently used for evaluating
restorativeness levels of places and has been reported to have substantial validity and
sensitivity to differences between different sites [32].

A section of open questions was added to collect qualitative data on the most and
least preferred features of these two environments; it is composed of two questions:
What features of this environment did you prefer the most? and What features of this
environment did you prefer the least?

Sample. In this study, the inclusion criteria included being over 18 years old and fluent
or having intermediate knowledge of English. A convenience sample comprising 21
higher-education students and academic workers participated. However, data from 2
participants in the Fractal-Abstract group were not considered for analysis as technical
issues occurred between the first SNRS-11 and exposure to the virtual environment.
The first 20 participants were randomly allocated to the two groups using Random.org
(https://www.random.org/). Since the invalid results from two participants belonging to
the fractal-based group caused an imbalance in the number of participants per group (10
in the nature-based group and 8 in the fractal-based group), the last volunteer participant
was allocated to the fractal-based group. They were finally distributed into two groups:
9 (47.4%) in the Fractal-Abstract group and 10 (52.6%) in the Nature-Realistic group.

Experimental Procedure. The experiment took place at the ARDITI facilities, Tec-
nopolo, Funchal-Madeira. The participants were invited to participate face-to-face by
the main researcher and by email. Before the experiment started, the participants were
told that the study was about restorative environments: landscapes that increase posi-
tive affect and reduce mental fatigue. They were informed about every step and task
of the study, were warned about the possibility of dizziness and eyesores immediately
after exposure, and were reminded that, as volunteers, they could quit the experiment
at any moment. After clarifying any doubts, they signed an Informed Consent. They
then completed the demographics questionnaire and did the stress-inducing writing task
immediately after. For this task, the participants were asked to recall their most stressful
situation within the last six months; whenever they failed to recall such event within the
specified timeframe, this was extended to the most recent they could remember. They
were informed they had 5 min to write while listening to audio in their headphones (the
type of sounds was not specified) and that they could take home or dispose of this text.
The headphones would play loud construction site sounds while they wrote. After this,
the participants completed the SNRS-11. Once complete, the participants put on the
HMD already set up for a stationary area and practiced moving and interacting with the

https://www.random.org/
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environment using the handheld controllers. When participants felt comfortable using
the technology, they were given 10 min to explore the environment and collect the crys-
tals they could find to complete the experimental condition. Once the virtual exploration
was complete, the participants filled in the SNRS-11 and the PRS. Immediately after,
the participants were exposed to a funny video and were offered chocolate to counteract
any possible negative effects of the experience. In the end, we debriefed the participants
on the ultimate goal of the study and took notes of their feedback.

Statistical Analyses. Because of the ordinal nature of the data, nonparametric tests
were used. Specifically, we used theWilcoxon match-paired signed-rank test to examine
differences in perceived stress before and after exposure to the virtual environmentwithin
each group; and theMann-WhitneyU test for between-group comparisons. The threshold
for statistical significance was set at 5% (α = 0.05). The analyses were conducted in
SPSS, version 28.0 [33]. Post-hoc power analyses were carried out using the G*Power
software, version 3.1.9.7 [34].

3.2 Results

DemographicData.Thefinal sample comprised19people agedbetween20 and52years
(63.2%, n= 12 male). The participants were distributed evenly in terms of age, with the
Fractal-Abstract group having an average age of 31 (SD= 8.0) and the Nature-Realistic
group having an average of 30.1 (SD = 8.5). However, females were underrepresented,
with most in both groups being men (55.6%, n = 5 of the Fractal-Abstract group and
70.0%, n = 7 of the Nature-Realistic group). Regarding place identity, 66.7% (n =
6) of participants in the Fractal-Abstract group considered themselves country people
and 60.0% (n = 6) in the Nature-Realistic one identified themselves as city people. All
participants (100%, n = 19) had experience playing video games. Most participants in
both groups (77.8%, n= 7 Fractal-Abstract; 90%, n= 9 Nature-Realistic) had previous
experience with virtual reality using HMDs.

Perceived Stress. The perceived stress levels between groups before exposure to the
experimental environments did not differ significantly, with U= 53.500, p= 0.497 (two-
tailed test), a small effect size of r = 0.162, and a post hoc achieved power of 0.112.
Comparing perceived stress before and after exposure for each group, reported stress
levels from the group exposed to the Fractal-Abstract environment were significantly
lower after exposure to the virtual environment, T= 0.000, p= 0.0035 (one-tailed test),
with a large effect size of r = 0.893, and a post hoc achieved power of 0.997 (Fig. 3).
Reported stress levels from the group exposed to the Nature-Realistic environment were
also significantly lower after exposure to the virtual environment, T= 1.000, p= 0.008
(one-tailed test), resulting in a large effect size of r = 0.760, and a post hoc achieved
power of 0.964 (Fig. 3). Finally, when comparing between groups, the levels of reported
stress reduction between those exposed to the Fractal-Abstract environment did not differ
significantly from those exposed to the Nature-Realistic environment, U = 44.000, p =
0.484 (one-tailed test), with a small effect size of r = 0.019, and a post hoc achieved
power of 0.060 (Table 1).
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Fig. 3. Boxplot of differences in perceived stress scores before and after exposure to the Nature-
Realistic and Fractal-Abstract environments.

Perceived Restorativeness. The levels of perceived restorativeness of those exposed
to the Fractal-Abstract environment and the Nature-Realistic environment respectively
did not differ significantly, U = 49.500, p = 0.360 (one-tailed test), with a small effect
size of r = 0.084, and a post hoc achieved power of 0.057 (Table 1).

Table 1. Comparison of Experimental Environments With-Task.

Nature-Realistic Fractal-Abstract p-value

SNRS-11 pre 6 (4) 5 (4) p = 0.4972, r = 0.162

SNRS-11 post 3 (2) 2 (4) –

p-value p = 0.0081, r = 0.760 p = 0.0041, r = 0.893

Stress reduction −3 (5) −2 (3) p = 0.4842, r = 0.019

PRS 93.5 (44) 95 (31) p = 0.3602, r = 0.084

Central tendency and dispersion presented as Median (IQR).
1 P-value results of Wilcoxon signed ranks tests.
2 P-value results of Mann-Whitney tests.
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4 Study 2. Virtual Environments with or without Task

In the previous study, we observed that exposure to the fractal-based abstract VR envi-
ronment significantly reduced perceived stress levels, the same as the nature-based envi-
ronment, and that it was perceived as restorative. With this second study, we wanted
to analyze to what extent the above results might have been influenced by the fact of
having a specific task to perform inside the virtual environment. Basically, it is aimed
at answering our second research question: does the fact of having a specific activity to
perform in the environment influence the results obtained?

4.1 Methods

Experimental Design. As in the first study, this was a between-group experiment. The
independent variable was the virtual environment the participants were exposed to, and
it had two levels: 1) Fractal-Abstract Without-Task, and 2) Nature-Realistic Without-
Task. The same two dependent variables were recorded: perceived levels of stress and
perceived restorativeness.

Experimental Environments. The experimental environments were the same as in
the previous study, with the difference that no crystals were instantiated at random
points. Hence, participants were not instructed to collect anything but rather explore
the environment freely. The few other interactable objects were kept in both scenes but
remained to a limited extent (Fig. 1e and 2e).

Measures. We used the same measures as in the previous study: a demographics ques-
tionnaire to obtain information about the participant’s age, gender, whether they consider
themselves a city or country person, previous experience with VR using HMDs, and pre-
vious video gameplay experience; the SNRS-11 to measure stress levels at the moment
[31]; the PRS to measure to what extent the participants perceive these environments
as restorative [33]; and an open questions section to collect qualitative data on the most
and least preferred features of these two environments.

Experimental Procedure. The experiment occurred at the exact location as the pre-
vious study, and they were also randomly allocated to two groups using Random.org
(https://www.random.org/). All participants were sent the same invitation as in Study 1
by e-mail. However, we specified we were looking for volunteers to extend the study,
so those who had already participated understood they were not applicable. The steps
and tasks of the session were the same as in the previous study: they were introduced to
the study, completed a demographic questionnaire, did a 5-min stress-inducing writing
task, completed the SNRS-11 questionnaire, went through a 10-min environment explo-
ration, completed the SNRS-11 and PRS questionnaires, and watched a funny video. All
materials used for the stress-inducing writing task and funny videos were the same as in
Study 1.

Sample. Inclusion criteria included being over 18 years old and fluent or having inter-
mediate knowledge of English. A convenience sample of 21 higher-education students
and workers was recruited. Data from 1 participant from the Fractal-Abstract Without-
Task groupwere not considered for analysis as technical issues occurred between the first

https://www.random.org/
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SNRS-11 and exposure to the VR environment. They were distributed into two groups:
10 (50%) in the Fractal-Abstract Without-Task and 10 (50%) in the Nature-Realistic
Without-Task group.

4.2 Results

Demographic Data. The final sample was composed of 20 people aged 22–47 years old
(65%, n= 13 female). The participants were distributed evenly in terms of age, with an
average age of 29.50 (SD= 8.8) in the Fractal-AbstractWithout-Task group and of 29.40
(SD = 5) in the Nature-Realistic Without-Task group. Regarding sex, the participants
were evenly distributed (50/50%) in the Nature-Realistic Without-Task group but not
in the Fractal-Abstract Without-Task group, where the majority were female (80%, n=
8). Regarding place identity, in both the Fractal-Abstract Without-Task and the Nature-
Realistic Without-Task group, 70% (n = 7) of the participants identified themselves as
city people. All participants (100%, n = 20) had experience playing video games, most
participants in the Nature-Realistic With-out-Task group (80%, n = 8) had previous
experience with VR using HMDs, while most of the Fractal-Abstract Without-Task
group (60%, n = 6) did not.

Comparison Between Nature-Realistic and Fractal-AbstractWithout-Task Condi-
tions
Perceived Stress. The perceived stress levels between groups before exposure to the
experimental Without-Task environments did not differ significantly, with U = 66.000,
p = 0.247 (two-tailed test), a medium effect size of r = 0.278, and a post hoc achieved
power of 0.084.When comparing the perceived stress before and after exposure for each
group, we observed that the reported stress levels of the Fractal-Abstract Without-Task
group were significantly lower after exposure to the VR environment, T = 0.000, p
= 0.0025 (one-tailed test), with a large effect of r = 0.888, and a post hoc achieved
power of 1.00. Reported stress levels provided by the Nature-Realistic Without-Task
group were significantly lower after exposure to the VR environment, T = 8.000, p =
0.023 (one-tailed test), a large effect size of r= 0.630, and a post hoc achieved power of
0.993 (Fig. 4). When comparing stress reduction after exposure from groups, the levels
of reported stress reduction from the Fractal-Abstract Without-Task group did not differ
significantly from the Nature-Realistic Without-Task group, U = 66.000, p = 0.123
(one-tailed test), with a medium effect size of r= 0.273, and a post hoc achieved power
of 0.492 (Table 2).

Perceived Restorativeness. The levels of perceived restorativeness reported by the par-
ticipants in the Fractal-Abstract Without-Task and the Nature-Realistic Without-Task
group did not differ significantly, U = 30.000, p = 0.0715 (one-tailed test), with a
medium effect size of r = 0.338, and a post hoc achieved power of 0.432 (Table 2).

Comparison Between Nature-Realistic With-Task and Without-Task conditions
Perceived Stress. The perceived stress levels before exposure to the experimental envi-
ronments between the Nature-Realistic With-Task group (Mdn = 6, IQR = 4) and the
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Fig. 4. Boxplot of differences in perceived stress scores before and after exposure to the Nature-
Realistic and Fractal-Abstract Without-Task environments.

Table 2. Comparison of Experimental Environments Without-Task.

Nature-Realistic Fractal-Abstract p-value

SNRS-11 pre 7.5 (2) 6.5 (2) p = 0.2472, r = 0.278

SNRS-11 post 3.5 (4) 1.5 (3) –

p-value p = 0.0231, r = 0.630 p = 0.0031, r = 0.888

Stress reduction −3 (5) −5 (5) p = 0.1232, r = 0.273

PRS 92 (39) 114 (32) p = 0.0722, r = 0.338

Central tendency and dispersion presented as Median (IQR).
1 P-value results of Wilcoxon signed ranks tests.
2 P-value results of Mann-Whitney tests.

Nature-Realistic Without-Task group (Mdn= 7.5, IQR= 2) did not differ significantly,
with U= 74.500, p= 0.063 (two-tailed test), and a medium-to-large effect of r= 0.422,
and a post hoc achieved power of 0.335. After exposure, the levels of reported stress
reduction by the Nature-Realistic With-Task group (Mdn=−3, IQR= 5) did not differ
significantly from the Nature-Realistic Without-Task group (Mdn=−3, IQR= 5), with
U= 46.500, p= 0.398 (one-tailed test), with a small effect of r= 0.059, and a post hoc
achieved power of 0.073 (Tables 1 and 2).

Perceived Restorativeness. The levels of perceived restorativeness of the Nature-
Realistic With-Task (Mdn = 93.5, IQR = 44) and the Nature-Realistic Without-Task
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groups (Mdn= 92, IQR= 39) did not differ significantly, U= 48.000, p= 0.456 (one-
tailed test), with a small effect size of r= 0.033, and a post hoc achieved power of 0.078
(Tables 1 and 2).

Comparison Fractal-Abstract With-Task and Without-Task Conditions
Perceived Stress. The perceived stress levels before exposure to the experimental envi-
ronments between the Fractal-Abstract With-Task group (Mdn = 5, IQR = 4) and the
Fractal-AbstractWithout-Task group (Mdn= 6.50, IQR= 2) did not differ significantly,
with U= 64.500, p= 0.113 (two-tailed test), and a medium effect size of r= 0.370, and
a post hoc achieved power of 0.607. Regarding stress reduction, the levels of reported
stress reduction by the Fractal-Abstract With-Task group (Mdn = −2, IQR = 3) were
significantly lower than the Fractal-Abstract Without-Task group Mdn=−5, IQR= 5),
U = 24.500, p = 0.048 (one-tailed test), with a medium effect size of r = 0.389, and a
post hoc achieved power of 0.764 (Fig. 5) (Tables 1 and 2).

Fig. 5. Boxplot of differences in perceived stress reduction between the Fractal-Abstract With-
task and Without-Task conditions.

Perceived Restorativeness. The levels of perceived restorativeness of those exposed to
the Fractal-Abstract With-Task environment (Mdn = 95, IQR = 31) were significantly
lower than participants in the Fractal-Abstract Without-Task environment (Mdn = 114,
IQR = 32), U = 66.500, p = 0.040 (one-tailed test), with a medium-to-large effect size
of r = 0.403, and a post hoc achieved power of 0.577 (Fig. 6) (Tables 1 and 2).
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Fig. 6. Boxplot of differences in perceived restorativeness between the Fractal-Abstract With-
Task and Without-Task conditions.

5 Discussion

Extensive literature has provided evidence of how beneficial exposure to natural environ-
ments is, whether in the real world, through two-dimensional images, or computer-based
immersive and non-immersive representations. Exposure to nature has proven to reduce
stress and negative affect, increase positive affect, and even reduce symptoms of men-
tal health illnesses like depression. This has translated into several applications using
natural landscapes in virtual environments for different purposes, from stress reduction
for individuals with limited access to real nature, to supporting treatment for those who
have not responded satisfactorily to conventional psychotherapy. However, the number
of applications using natural landscapes for restoration purposes also shows the very
limited exploration of the restorative potential abstract virtual environments may have.
Considering this, we wished to contribute to the literature aimed at designing restorative
virtual environments by comparing an abstract world of fractal geometries with a more
traditional natural realistic landscape in terms of their potential to reduce stress and their
perceived restorativeness.

5.1 Abstract Fractal Environments for Restoration

In our first study, we hypothesized that a fictional VR environment using fractal shapes
would help reduce self-reported stress and be perceived as restorative. Our results show a
statistically significant perceived stress reduction after exposure to the Fractal-Abstract
environment, which supports our main hypothesis. Regarding their perceived restora-
tiveness, the Fractal-Abstract and the Nature-Realistic environments showed no signifi-
cant differences. Our results suggest that virtual environments based on abstract fractal
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shapes can spark interest and comfort individuals, reducing perceived stress almost as
much as virtual nature. Fractal abstract environments stay caught up in terms of per-
ceived restorativeness, being perceived as nearly as restorative as a realistic natural
environment.

Our results seem to support that the mathematical features of nature might influence
our physio-psychological well-being more than we think. A review on the subject sug-
gested that, despite being widely believed that the “mysterious vitalistic qualities of the
natural scenes” [35, p. 16] are the key to restoration (which has resulted in most restora-
tive environments being mostly realistic representations of nature), positive responses
to nature are triggered much more by their fractal shapes than by an accurate representa-
tion. A study byValtchanov et al. comparing free exploration in virtual nature against the
visualization of slides presenting organic abstract paintings corroborated that exposure
to a computer-generated natural environment leads to an increase in positive affect [16].
However, it also showed that exposure to the abstract-art slideshow had similar effects
[16].

The question remains about whether exposure to the studied environments would
really differ from relaxing by, for instance, simple exposure to a white empty virtual
room. Few studies have been devoted to studying the effect of exposure to an empty
environment. However, a study by Browning et al. compared 6 min of sitting and 6 min
of walking in a real outdoor natural location, a VR 360ª video captured at the same
location, and a control condition where the participants were indoors and instructed
to sit in front of a blank white wall [36]. Their main results corroborated that Virtual
and outdoor nature led to higher levels of positive affect when compared to the control
condition, even though the control condition led to small reductions both in negative
and positive affect [36]. Considering this, it is possible that a comparison between our
experimental environments and an empty white virtual space would have resulted in the
Nature-Realistic and Fractal-Abstract landscapes performing best.

5.2 The Weight of a Task in Virtual Reality-Based Restoration

In our second study, we compared the same opposite environments used in our first
study (Fractal-Abstract and Nature-Realistic), but this time without any task to perform.
When comparing both environments in the absence of a task, the results were similar
to those obtained when the environments had a task: both the Fractal-Abstract and
Nature-Realistic Without-Task conditions showed significant reductions of perceived
stress when comparing data before and after exposure, and the difference between these
two conditions was not significant. Nevertheless, it was still possible that exposure to one
environment with a task could be more restorative than exploring the same environment
without a task.

To understand if having a specific task to perform influenced the perceived stress
reduction and their restorativeness, we compared both environments used in Study 1,
where the user had a task to perform (here referred to as With-Task conditions) with
their task-less counterparts from Study 2 (here referred to as Without-Task conditions).
We hypothesized that having a task would increase the perceived restorativeness and
bring greater levels of perceived stress relief. However, our results were unexpected. On
the one hand, the Nature-Realistic environment did not obtain significant differences
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when comparing the With-Task and Without-Task conditions regarding perceived stress
reduction or restorativeness. On the other hand, with the Fractal-Abstract environment,
when comparing the With-task and Without-Task conditions, significant differences
were obtained in both measures. Regardless, the reductions recorded did not go in the
expected direction. Instead, they suggested that the Fractal-Abstract environment was
more effective in its Without-Task condition. Overall, there is no evidence to suggest
that having the crystal-collecting task heavily influenced the results obtained from Study
1.

It is always possible that different activities result in different outcomes. Some
authors have considered contemplative activities, such as meditation, more restorative
than those requiring movement (e.g., walking or tennis). In contrast, others suggest that
active activities, such as playing a game, are more restorative for users who live in a
city environment [18, 19]. In our study, we selected the crystal collection activity as we
considered it neutral, neither very active nor passive. Therefore, we cannot reject the
possibility that our second hypothesis could have proven correct if the activity performed
had been meditation or playing a game.

We could also question how different our results could have been had the participants
not moved or done anything at all. A study by Rupp et al. compared the effect of a passive
break, a relaxation activity, and a casual video game on affect and stress [37]. It showed
that, even though all conditions led to some affective restoration, no improvements in
positive affect were visible and cognitive resources were still being depleted while the
participants were sitting quietly in their thoughts in the passive break condition [37]. We
believe that, even though our participants would have obtained some benefit from being
exposed to a natural or fractal-based environment while doing nothing, stress recovery
would have been reduced.

5.3 Other Modulating Factors

When analyzing the profile of the participants of our studies, some factors could have
modulated the results. The participants’ age might have determined to some extent the
effect of these environments on their perceived stress. A systematic review and meta-
analysis suggested that older samples exposed to natural settings had more positive
emotions and less negative emotions than when exposed to urban or built environments,
so it might not be farfetched to think that the effect these environments had on the current
sample are different from those we could have obtained from a majority of participants
in, for instance, their 50s or 70s [38].

Their gender could have also influenced perceived stress reduction. Studies have
suggested thatmales demonstratemore stress recoverywhen cortisol levels aremeasured
than when self-reported [39, 40], and that women are more likely to create stronger
associations between greenery and positive health in comparison [41]. Therefore, stress
recovery reported in our studies, especially in groups composed of a majority of male
participants, could be lower than what their actual physiological state demonstrates.

Another factor could have been environmental preference. Some studies suggest
that even though congruence between preference and the type of environment exposed
to does not always result in higher perceived restorativeness, it does have some effect in
some cases [29]. For instance, most participants exposed to the Nature-Realistic group in
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both studies were city people. One could argue that city people would be more receptive
to abstraction or less naturalistic shapes, so we cannot reject the possibility that had
this group been exposed to the Fractal-Abstract environment instead, perceived stress
reduction and perceived restorative potential levels could have been higher.

Personality is another important factor, as the ‘Big Five’ personality traits have been
associated with tendencies to choose specific coping styles [42, 43]. A study performed
with incarcerated men in Poland suggested that extraversion, openness to experience,
consciousness and agreeableness were associated with task-oriented coping strategies
[43]. In contrast, men high in neuroticism tended to choose emotion-oriented coping
strategies. In other words, it is possible that participants with high extraversion benefited
more from having a task to perform in the virtual world than those with high neuroticism,
who would have most likely benefited more from emotional support instead.

Exposure time could have also influenced perceived stress reduction. Suppakittpais-
arn et al. [44] studied the effect of duration of exposure to virtual natural landscapes in
stress recovery, and they concluded that 5min of exposure wasmore stress-reducing than
1 or 15 min [44]. Therefore, we cannot reject the possibility that, had our participants
been exposed to 5 or 15 min in our environments, stress reduction scores would have
been lower or greater.

5.4 Practical Implications and Future Work

We believe this research adds further evidence to a corpus showing the potential of
using Virtual Reality to promote mental health in a society that is more and more prone
to suffering stress-related morbidities. Immersive Virtual Environments cannot fully
imitate real exposure to nature and its inherent fractal geometries. However, we believe
that the main contribution of this study lies in adding to a small corpus devoted to
studying the potential of fractal geometry in virtual reality environments. Even though
fractals and biophilic designs have been widely studied in art and architecture, much
more exploration is needed within the vast possibilities of Virtual Reality through Head-
Mounted Displays or KAVE systems. Our work will hopefully inspire future interactive
media designers for well-being to diverge from the highly established realistic nature
pattern and explore the possibilities of using abstract and otherworldly landscapes in
their proposals.

Our studies provided answers to our main questions. However, it has also generated
further questions. Would our results be significantly different if we had used repeated
measures?Webelieve that carryingout similar studies, but this time exposingparticipants
to both types of environments would complement this research well. In these studies, we
did not include soundscape because of the strong restorative effect it has been reported
to have, and we focused on the visual aspect. However, it would be interesting to see
the degree of stress reduction and perceived restorativeness after exposure to these envi-
ronments while listening to their respective soundscape: nature sounds, relaxing music,
others. We were able to see that, in our case, having a collection task did not influ-
ence our environments’ potential for restoration significantly. However, similar studies
comparing experimental environments with highly active against highly passive tasks
(e.g., Nature-Realistic playing golf vs. mindfulness exercises) are needed, especially for
designing virtual reality environments for mental health purposes.
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It has also been argued that people tend to feel more comfortable with fractal images
of nature than non-fractal abstract shapes, and that built elements lacking fractals might
cause virtual strain and hence negative physiological effects [12, 13]. Previous studies
have suggested that Euclidean shapes have low restorative potential and even increase
stress [45]. So, would an immersive VR environment that uses non-fractal or Euclidean
geometrical shapes to imitate elements of nature have or not restorative potential? After
all, one of our experimental environments is fractal-based but not necessarily free of
Euclidean geometries. An area of research that also deserves attention is the potential
that abstract environments have for increasing the feeling of ‘being away’ from our
world that immersive VR already offers. It would be interesting to study, regardless of
being restorative or not, the level of presence and place illusion [46, p. 3551] felt in a
realistic VR environment compared to an abstract environment absent of or withminimal
references to reality.

5.5 Limitations

Regarding the limitations of our study, our sample size was small (39 participants, split
into 4 different groups), so these results are not generalizable. Furthermore, these envi-
ronments were tested in a sample mostly of young adults, so we cannot be sure that
the benefits of abstract fractal environments would apply to older audiences. This study
was also limited to self-reporting measuring tools, which can always be subjected to
the influence of cognitive and contextual differences. Data obtained would be better
compared, complemented, and corroborated by physiological data such as the partici-
pant’s heart rate. Moreover, we must remember that the PRS has had different versions
and modifications in time, is not completely independent from personal and contextual
attributes, and is not specially prepared for VR environments. This means our scores
may not consider aspects and features exclusive to the VR realm.

6 Conclusions

Wecan conclude that exposure to both fractal-abstract and natural-realistic environments
seems to be effective for stress reduction and restorativeness, regardless of having a task
or not. Hence, the fact of having a task might not be a determinant factor of a VR
environment’s restorative potential. However, it is important to highlight that this does
not mean that those users who explored the environments with no tasks assigned would
not have preferred or had had a more enjoyable experience if they had been given any
activity to perform. A task might not be essential for restoration in a specially-designed
environment, but an appropriate task can always improve the experience and make it
more meaningful or memorable.
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Abstract. Informal caregivers play an essential role in caring for per-
sons who require assistance and in managing the health of their loved
ones. Unfortunately, they need more health, leisure, and relaxation time.
Nature interaction is one of many kinds of self-care intervention. It has
long been regarded as a refreshing break from stressful routines, and
research suggests exposure to nature interventions to improve the qual-
ity of life of caregivers. Despite not being the real thing, technology allows
us alternatives that can still have some beneficial effects. In this prelim-
inary study, we explore the benefits of natural environment videos on
informal caregivers as an alternative to exposure to nature. Specifically,
we are interested in the effects of their own choices versus a random
video. We found that natural environment videos improve the well-being
of informal caregivers in at least three key areas: valence, arousal, and
negative affect. Furthermore, the effect increases when they choose the
video they want to watch instead of a random video. This effect benefits
the studied subjects because they need more time and energy to visit
real natural environments.

Keywords: Informal caregivers · Self-care · Well-being · Nature videos

1 Introduction

Informal caregivers play an essential role in caring for persons who require assis-
tance and in managing the health of their loved ones. However, coping with
heavy responsibilities, like personal care or domestic activities, and securing
income may absorb most informal caregivers’ time budget, leaving little to no
time for them to attend to their health, leisure, and relaxation [19]. This issue
is vital as informal caregiving, besides being time-consuming, is also physically
and emotionally demanding [13].
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Self-care is defined by Cook [7] as the process of being aware of and attending
to one’s basic physical and emotional needs daily through engaging in beneficial
behaviors, which may include modifying one’s daily routine, relationships, and
environment as needed to promote it [7].

Self-care practices are essential to informal caregivers since they positively
impact mental health [17]. This matter emphasizes the importance of a build-
up of interventions addressing the needs of informal caregivers to reduce stress
and improve well-being. Some interventions help reduce the adverse effects of
care and enhance caregivers’ quality of life. Psychoeducational, psychothera-
peutic, self-help, multi-component interventions that give disease or self-care
knowledge, problem-solving approaches, communication skills, social support,
or mindfulness are examples of these measures [10].

However, these interventions are typically costly and unavailable to everyone,
and informal caregivers may need more time for them [5]. Furthermore, interven-
tions that incorporate various activities to promote multiple outcomes, such as
social support, psychological abilities, and a healthy lifestyle, have been linked
to a reduction in burden and an increase in healthy living behaviors [7]. These
interventions demonstrate the need to promote and practice self-care, particu-
larly among informal caregivers, since it relates to improved physical, emotional,
and mental health [7].

Nature interaction is a self-care intervention. It has long been regarded as
a refreshing break from stressful routines. For instance, Lehto et al. [13] found
that further research is required to support informal cancer caregivers. Neverthe-
less, they still suggest exposure to nature interventions, considering the benefits
of the natural environment. Human health and well-being have been shown to
benefit from interaction with nature and green environments [16].Shinrin-Yoku
(Forest Bathing) [14], is the practice of spending time in the forest, which pro-
motes better health, a more robust immune system, happiness, and calmness.
According to Qing Li’s research [14], being around trees, filling the home with
house plants, and vaporizing essential tree oils can reduce stress and improve
health and well-being by interacting with nature.

These interactions have several physiological effects, including decreased sali-
vary cortisol, heart rate, diastolic blood pressure, HDL cholesterol, decreased
low-frequency heart rate variability (HRV), and increased high-frequency HRV
[20]. It also has psychological effects such as positive effects on energy scores,
tranquility, heightened levels of happiness, self-transcendent emotions (like awe,
gratitude, and wonder), and an increased sense of well-being [2] improved atten-
tion levels [2], decreased depression [18], anxiety [2], stress levels [21] and reduced
negative emotions such as anger, fatigue, and sadness [2]. Natural environments,
such as forests, have been studied extensively, with findings indicating that they
benefit human physical and mental health [11,15].

Nature’s psychological effects on well-being can also be noticed without direct
physical contact with nature. Examples include nature videos [23] and virtual
reality nature experiences [1]. In addition there are digital representations of
nature in the form of nature videos on digital platforms [23], for example, in
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online nature activities1, and webcam travel (i.e., seeing location-based web-
cams online) [12]. For people with pre-existing health concerns, digital nature
engagement provided a valuable opportunity to access other natural locations,
allowing for a sense of escape and fostering nostalgia by establishing linkages to
familiar or preferred locales [8].

When in-vivo nature is absent, Darcy et al. [8] findings agree to some extent
that digital nature can supplement or serve as a suitable replacement. However,
this may not be a sufficient substitute for ‘real’ nature encounters. For example,
a lack of access to specific natural places has resulted in confused sensations or
when digital nature fails to deliver a comprehensive sensory experience [8].

Alternatives to real-life nature may improve well-being. However, the impacts
of actual [23] are worth noting. Digital nature surrogates (i.e., nature videos,
photos, Virtual Reality) can help as they may improve well-being, particularly for
informal caregivers who do not have the possibility to experience direct contact
with nature.

Informal caregivers may not be able to go to a natural environment. Time
constraints due to long working days or immobility may hamper opportunities
for physical nature experiences. In addition, only some can access nature easily,
as many people may not have the physical constitution or mobility to access
nature areas. With this, informal caregivers could use technology to connect
with nature without leaving home, such as watching videos that bring natural
environments into their homes. However, no study was found using relaxing
nature videos with informal caregivers that could allow them to take a break
from their caregiving duties and focus on their health and well-being.

1.1 Research Question and Contributions

This preliminary study tries to pull informal caregivers closer to nature through
nature environment videos. We aim to analyze whether watching chosen relaxing
nature videos can impact the well-being of informal caregivers, as it appears that
personal preference can improve well-being. For this reason, we try to answer
the following research question:

– Will watching relaxing nature videos of their choice improve informal care-
givers’ well-being versus watching a random nature video?

The contribution of this paper lies in analysing and interpreting the findings
regarding the effects of watching a chosen nature video versus a random video
on informal caregivers’ well-being.

2 Methods

2.1 Elicitation of Preferences

We used a questionnaire to ascertain the characteristics that informal caregivers
like in forest, beach, and mountain environment videos. We then asked the par-
1 Discover Small Moments of Joy in Nature, 2020; The Wildlife Trusts over 1000 Care

Homes Sign-Up to Go Wild This June 2020.
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ticipants to choose the type of environment videos they wanted to watch. After
watching three different videos of the chosen type, we asked what they liked
about the videos and what they would change. The answers provided insights
into their emotions and feelings during the video visualization. The selected
characteristics were: the videos can not have people, the forest and mountain
video should be during the day, and the beach environment should have a sun-
set. This allowed us to preselect three videos for this study, what metrics should
be considered, and their possible effects on the informal caregivers’ well-being.

2.2 Sample

The subjects of this study are all informal caregivers. A total of thirty partici-
pants completed the study, with 49.7 ±9 years old. A significant percentage of
the participants were female (86.7%). More than half of the participants (60%)
became caregivers because of a family member’s disease - 26,7% of them were
daughters or sons of the diseased person, and 16.7% were parents. The average
time being a caregiver was 9.3 ±6.2 years.

2.3 Data Collection

We used several questionnaires to gather data from the subjects. We started by
asking the subjects about their age, gender, why they became informal care-
givers, their relationship to the family member they cared for, and how long
they had been doing informal caregiving.

We then used the Self-Assessment Manikin (SAM) [3] to measure the emo-
tional states (valence, arousal, and dominance). For this study, we did not mea-
sure dominance as it is irrelevant. We also used the Positive and Negative Affect
Schedule (PANAS) [22] to measure mood and emotion.

Finally, we administered three ad hoc satisfaction questions to assess the
user’s experience watching the nature environment videos. The questions were:
a) What natural environment did you choose and why? b) What feature do you
like in the natural environment video? c)What changes would you like to make
in the natural environment video?

2.4 Tasks

The participants watched two nature environment YouTube videos in two dif-
ferent conditions from a preselected list based on the feedback of the initial
questionnaire. The list had three nature videos (forest, beach, and mountain) 2.

After watching each video, participants had to fill out two self-reported scales.

2 Forest video: https://youtu.be/cm8qZWDjsr4 (starting at min 15); Beach video:
https://youtu.be/bCnfORRjaDU (starting at min 15); Mountain video: https://
youtu.be/FW5IpeH202s (starting at min 1).

https://youtu.be/cm8qZWDjsr4 
https://youtu.be/bCnfORRjaDU
https://youtu.be/FW5IpeH202s
https://youtu.be/FW5IpeH202s
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2.5 Procedure

Individuals were invited to participate in the study in their home environment,
in a calm environment, and using a mobile phone to watch nature videos. First,
they signed the informed consent to participate in the research. Then, they filled
out a socio-demographic survey. Then, the study was composed of phases from
T0 to T2. In phase T0, and to establish a baseline, they filled out the SAM and
PANAS scales.

In phrase T1, the participants were randomly assigned either a choice con-
dition or a random one for the first video, followed by the opposite condition
for the second video in phrase T2. In the choice condition, the participant can
freely choose the video they want to watch, while on the random condition, the
participant gets to watch a randomly selected video. We alternate the conditions
(choice and random) to avoid the order effect. After watching the video, par-
ticipants filled out the SAM and PANAS scales in each condition, administered
during phase T0.

In both phrases T1 and T2, participants watched each video for five minutes,
as research shows that a 5-minute video can induce positive physiological change
[4,6,9]. Therefore, we selected this duration to keep the experiment short but
with relevant results.

In the end, the participants answered post hoc questions about why they chose
that video and what features they liked and disliked in the natural environment
video. Figure 1 illustrates each nature video used in this study.

Fig. 1. Screenshots of each nature environment video

2.6 Data Analysis

The data were analyzed using the Friedman test using SPSS Statistics ‘26’.
The Friedman test is a non-parametric test used when measuring an ordinal
dependent variable. It is also applied to check for changes within people (repeated
measures) and within a group measured in three or more conditions. We applied
the Friedman test because we had three conditions, repeated measurements, and
ordinal data. Since the Friedman test was significant, we had to examine where
the differences occurred. We conducted a separate post hoc analysis on each
combination using the Wilcoxon pairwise test.
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Given that, we needed to adjust the p-value on the Wilcoxon test results
since we were performing multiple comparisons. To calculate the p-value adjust-
ment, we divided the previous significant level (0.05) by the number of tests we
conducted, yielding a new significant level of 0.017 (0.05/3). If the p-value was
higher than 0.017 was not a significant result. The participant’s responses to
the open-ended question were analyzed by two authors using thematic analysis.
Starting by creating initial codes, then grouping codes into themes, reviewing
and revising themes, grouping all excerpts associated with a particular theme,
and writing the narrative.

3 Results

There was a statistically significant difference in valence, arousal, and negative
affect, X2(2) = 11.146 (degrees of freedom = chi-square), p ≤ 0.001, X2(2) =
21.843, p≤ 0.001, X2(2) = 34.758, p≤ 0.001, respectively. However, no statisti-
cally significant difference was found in positive affect X2(2) = 5.845, p≥ 0.05.
Wilcoxon’s post hoc analysis adjusted the significance level to p = 0.017.

Valence showed a statistically significant increase between the baseline and
the choice condition (p≤ 0.001, r = 0.54). However, there was no significant
difference between the baseline and the random condition (p≥ 0.05 r = 0.33).
Arousal showed a statistically significant decrease between the baseline and ran-
dom condition (p≤ 0.001, r = 0.68) and between the baseline and choice con-
dition (p≤ 0.001, r = 0.58). Negative Affect showed a statistically significant
decrease between the baseline and the random condition (p≤ 0.001, r=0.76),
between baseline and choice condition (p≤ 0.001, r = 0.79). Figure 2 illustrates
the distribution of values for a better understanding of the results.

Most participants (n = 20) chose the beach as the environment they preferred
to watch, nine chose the forest, and only one chose the mountain. Participants
made their choices based on the following reasons: “it brings peace”, “it helps to
calm down”, “it renews energy”, “it gives a feeling of freedom”, “it relaxes”, “it
feels light”, “it takes away the sadness”, “it brings tranquility”, and “it makes
them feel good”. Some participants mentioned that “it is my environment”, “I
live in the countryside”, and “I like contact with nature”. Some participants
mentioned “a feeling of missing going to that place”, “the smell of the sea”,
“listening to the waves”, and “I miss that”. Some participants justified that
they do not go to this natural environment with: “there is no possibility of great
absence”, “it is a bit distance from home and I can not leave my family member
alone”, “lack of time”, “lack of money for fuel”.

Some participants would like to change the type of environment, the light,
the birds’ sound, and the green colors of the forest video. They liked the sunset
and the sound of the waves in the beach video, but some mentioned they would
change the sound to a more relaxing one. In the mountain video, they liked the
type of environment and the light but would also change the sound.
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Fig. 2. Box and Whiskers plot of Valence, Arousal and Negative Affect with corre-
sponding Random and Choice

4 Discussion

The main goal of this paper was to explore the impact of natural environment
videos on informal caregivers with a focus on the act of choosing. We did find a
statistically significant difference in valence, arousal, and negative affect between
the baseline and the choice condition. In addition, the negative affect and arousal
also have a statistically significant difference between the random and choice
conditions.

Having a statistically significant increasing effect on valence seems to indicate
a benefit of nature videos. However, in this study, the effect only appears when
the subjects choose the video. This may indicate that the choice does matter
for valence. Arousal and Negative Affect have a statistically significant decrease.
There is a more prominent effect for the random condition for the arousal, while
the negative affect has a similar size in both conditions. This finding may indicate
that the choice has a small or negligent effect on both arousal and negative affect
relative to the base condition.

We surmised that the effects found in valence, arousal, and negative affect
might depend on previous feelings and experiences gathered on visitations to
similar places. This idea of “gathered experience” highlights how certain places
can become emotionally significant. This is supported by how the participants
justified the choices with feelings of calmness and peacefulness. In this case, the
positive emotional state is associated with an entire scene or specific sensory
stimulation, visual or auditory, that evoked familiarity and nostalgia.

5 Study Limitations and Future Work

In this section, we discuss the main shortcomings of our approach and hint at
future research opportunities.

Nature Video Selection: We studied only the effect of two nature videos, and
anticipated that some videos would appeal more to one than others. Due to this,
we requested that participants select the natural video. However, more types
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of nature videos and giving more options to participants could yield different
results.

Researchers could learn more about why participants selected a particular
nature video, such as which videos they preferred most and how the specific
nature video they selected affected their well-being by letting them select from
a broader range of nature videos. Future research should consider this idea,
and take the hints given by the subjects to create a better and more extensive
selection of videos.

Other Media Types: Although we focused on the effect of watching natu-
ral environments, especially on choosing, looking into looking into other media
forms, such as visual-only and Virtual Reality, is also essential. Other forms of
media should be researched to determine which media the act of choosing has the
best effect on the informal caregiver’s well-being. These findings could be used
to develop other approaches to promote the well-being of informal caregivers.

Regarding the act of choosing, the importance of choice must be further
studied to understand its true impact, possibly with additional metrics.

Duration of the Study: Our short-term study provided exciting results.
However, a study with more repetitions and a longer duration could provide
a stronger case, so we could benefit from doing it in a future study.

6 Conclusion

We conclude that watching a chosen nature video improves the well-being of
informal caregivers in at least three key areas: valence, arousal, and negative
affect. The choice made by the participants improves the effect on valence.
These results are important because many informal caregivers need help entering
real natural environments. By viewing chosen nature videos, they can experi-
ence the calming effects of nature while in their own homes. By viewing nature
videos, informal caregivers can escape caregiving’s physical, emotional, and men-
tal fatigue, feel more relaxed and less stressed, and improve their well-being
without leaving home. Therefore, providing informal caregivers access to nature
videos is an effective and empowering way to provide them with moments of
self-care that can positively impact their physical, mental, and emotional health.
Caregivers can also find comfort in the choice of nature videos allowing them to
take ownership of their caregiving situation and feel empowered to make deci-
sions that promote their physical and emotional health.
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Abstract. To increase mobile user engagement, current apps employ
a variety of behavioral nudges, but these engagement techniques are
applied in a one-size-fits-all approach. Yet the very same techniques
may be perceived differently by different individuals. To test this, we
developed HarrySpotter, a location-based AR app that embedded six
engagement techniques. We deployed it in a 2-week study involving 29
users who also took the Big-Five personality test. Preferences for spe-
cific engagement techniques are not only descriptive but also predictive
of personality traits. The Adj. R2 ranges from 0.16 for conscientious users
(encouraged by competition) to 0.32 for neurotic users (self-centered and
focused on their own achievements), and even up to 0.61 for extroverts
(motivated by both exploration of objects and places). These findings
suggest that these techniques need to be personalized in the future.

Keywords: mobile engagement · gamification · personality traits ·
personalization

1 Introduction

User engagement is crucial for the success of mobile apps, especially in modern
Internet companies [20]. Mobile apps employ various techniques to capture users’
attention and increase their engagement. For example, Foursquare introduced
game mechanics to enhance engagement [24]. Users could check-in at venues
and inform their friends about their location. However, since not all friends may
use the app, incentivizing early adopters became vital for the app’s success. To
motivate early adopters, Foursquare introduced badges, appealing to their desire
for status. By default, the app shared this activity on social media platforms like
Twitter, creating a sense of accomplishment and effectively engaging users. In
general, engagement strategies, such as badges and rewards [4,32], encompass
various mechanisms to increase user engagement [10]. However, most current
mobile apps follow a one-size-fits-all approach [23,33], where all users are exposed
to the same engagement techniques.
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While users’ personality has been extensively studied in various domains
and linked to diverse aspects including online browsing behavior [3,19,30] and
patterns of behavior collected with smartphones [35], limited research has inves-
tigated its influence on mobile user engagement. To explore the relationship
between personality and engagement strategies, we developed and deployed a
location-based Augmented Reality (AR) mobile app called HarrySpotter, which
incorporates six engagement techniques.

In this study, we made three sets of contributions. First, we developed Har-
rySpotter, a location-based app that enables users to annotate real-world objects.
We conducted a two-week in-the-wild study involving 29 participants, resulting
in a collection of 503 annotated objects. Second, we analyzed the engagement
techniques chosen by users when capturing these objects and examined their
correlation with their Big-Five personality traits. Our findings revealed that
competition-based techniques discouraged agreeable users but encouraged con-
scientious users. Techniques promoting exploration of objects and places were
particularly appealing to extroverts and individuals open to new experiences.
Additionally, techniques focusing on personal achievements were found to moti-
vate neurotic users. Lastly, we found that these preferences for specific engage-
ment techniques not only correlated with personality traits but also had predic-
tive value. The Adj. R2 values ranged from 0.16 for conscientious users to 0.32
for neurotic users and as high as 0.61 for extroverts.

2 Related Work

User engagement is a critical factor in the success of various digital experiences,
including websites, mobile apps, and online platforms [20]. It refers to the level
of involvement, interaction, and interest that users have with a product or ser-
vice [28], resulting in increased engagement. Similarly, mobile user engagement
is described by the level of engagement users have with mobile apps on their
smartphones or tablets. Factors such as intuitive user interface design, personal-
ized content delivery, and interactive features play a significant role in fostering
mobile user engagement [22,36]. Push notifications, in-app messaging, and social
sharing features also contribute to enhancing mobile user engagement [18].

Gamification techniques also play a crucial role in fostering engagement [10,
12]. Gamification involves applying game elements and mechanics to non-game
contexts to enhance engagement, motivation, and participation [10]. It taps into
people’s natural inclination for competition, achievement, and recognition, mak-
ing it a powerful tool for motivating and incentivizing users [14]. By incorpo-
rating game-like features such as points, badges, leaderboards, challenges, and
rewards, mobile app developers can transform mundane tasks or activities into
more enjoyable and immersive experiences. Rewards can take various forms, such
as adding points or levels, to entice users to engage with an app to earn these
rewards [24,27]. Badges and leaderboards are also popular gamification elements,
which were shown to boost motivation [4]. Additionally, gamification strategies
have been used to increase users’ physical activity. For example, Althoff et al. [1]
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conducted a study on the impact of Pokémon GO [26], an augmented reality
(AR) location-based game, and found that the game led to a more than 25%
increase in users’ physical activity.

While previous studies have explored the use of gamification strategies to
engage mobile app users in a variety of tasks or games, the relationship between
these strategies and a user’s personality remains relatively unexplored. The pur-
pose of this study is to investigate whether different individuals perceive the
same gamification strategies differently.

3 The Big-Five Personality

The Big-Five personality model assigns individuals scores [11], representing the
main personality traits of Openness, Conscientiousness, Extroversion, Agreeable-
ness, and Neuroticism. We hypothesized the relationship between these traits
and our six engagement strategies, and summarized the positive and negative
relationships of these hypotheses in Table 1.

Table 1. Question statements assessing HarrySpotter’s six engagement strategies. Posi-
tive and negative signs indicate the association of these engagement strategies with each
personality trait as found in prior literature, and empty cells indicate that no reference
has been found. O: Openness; C: Conscientiousness; E: Extraversion; A: Agreeableness;
and N: Neuroticism.

Strategy Question Statement O C E A N

Q1 (Point Rewards) I pay attention to others’ spell
energy scores

−

Q2 (Place Rewards) I am proud of my mayorships − +

Q3 (Game with Yourself) When I play the game, I feel I
am representing my house

+

Q4 (Social Connection) With HarrySpotter, I track the
competition among the four
houses

+ −

Q5 (Object Discovery) HarrySpotter motivated me to
discover new objects

+ +

Q6 (Place Discovery) HarrySpotter motivated me to
visit new places

+ +

Openness is associated with descriptive terms such as imaginative, sponta-
neous, and adventurous. Individuals high in Openness are more likely to try new
methods of communication, including social networking sites or mobile apps. For
example, studies have reported that individuals high in Openness tend to utilize
a greater number of features that facilitate exploration in such technologies [31].

Conscientiousness is associated with traits like ambition, resourcefulness, and
persistence. Individuals high in Conscientiousness are less likely to engage in
mobile content generation. They often view computer-mediated communication
as a distraction from their daily tasks [2]. However, when they do engage in such
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communication, they tend to approach it in a highly methodical and competitive
manner. Their motivation is often driven by a desire for positive competition [13].

Extraversion is associated with descriptive terms such as sociability, activity,
and excitement seeking. Individuals high in Extraversion typically prefer face-
to-face interactions and are less inclined to utilize social networking sites or
mobile apps. However, if they do join such platforms, they often participate in
multiple groups, contribute content, and are motivated by the positive aspect of
exploration as a means of social stimulation [29].

Agreeableness is associated with descriptive terms such as trusting, altruistic
and tender-minded. Individuals high in Agreeableness, who are less competi-
tive [13] and less likely to share content [2], are more likely to be negatively
motivated by rewards or competition.

Neuroticism is associated with descriptive terms such as emotional liability
and impulsiveness. Individuals with high levels of Neuroticism exhibit diverse
behaviors across different media platforms. They tend to use the Internet and
mobile apps as a means to alleviate loneliness, share accurate personal informa-
tion in anonymous online forums (e.g., chat rooms), exercise control over their
shared information on mobile devices [5], and focus on their own achievements
in positive ways [21].

4 HarrySpotter

We developed a mobile app called HarrySpotter, which incorporates gameplay
elements inspired by the popular Harry Potter series. Authored by J.K. Rowl-
ing, the Harry Potter series revolves around the adventures of a young wiz-
ard named Harry Potter, his friends, and their quest to defeat the dark wizard
Lord Voldemort. Our app draws inspiration from the series’ concept of affilia-
tion through four houses, namely Gryffindor (known for courage and bravery),
Hufflepuff (emphasizing hard work and patience), Ravenclaw (highlighting intel-
ligence and learning), and Slytherin (representing ambitions and cunning). Har-
rySpotter was developed using the Unity game engine for both Android and
iOS platforms. The app uses the Mapbox SDK for location-based features, and
Vuforia SDK to deliver an augmented reality experience, particularly during the
process of claiming a mayorship.

HarrySpotter employs six strategies to engage users in the task of annotat-
ing objects: Point Rewards, Places Rewards, Game with Yourself, Social Con-
nection, Object Discovery, and Place Discovery. These strategies were initially
derived from the work of Lindqvist et al. [24], but were modified to align with our
gameplay’s requirements. For example, the effectiveness of badges in Lindqvist’s
study was evaluated using the question statement: “I pay attention to the badges
that others earn.” In our case, to assess the effectiveness of point rewards (which
function as a type of badge), we adapted the statement to: “I pay attention
to others’ spell energy scores” (Table 1). Additionally, as our gameplay includes
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Fig. 1. HarrySpotter’s gameplay elements: a) Onboarding : set up account and com-
plete the sorting hat quiz; b) Exploration: location-based features (e.g., keeping track
of mayorship around you), and leaderboard; c) Mayorship: AR experience for claim-
ing mayorship (a mage would appear to challenge the user for mayorship); and d)
Annotation: capture and annotate objects.

two types of rewards—points and place rewards—we categorized them sepa-
rately, resulting in a total of six strategies, contrasting with the five strategies
described in [24].

Point and Place Rewards: Previous research has demonstrated the effective-
ness of reward systems, such as points, in engaging users with mobile apps [4]. In
HarrySpotter, users are rewarded with spell energy for annotating new objects
(Fig. 1d), which reflects their ability to claim mayorships of places. When a
user annotates an object, the app compares the user-generated label (object
name) with the label automatically detected by an image classifier running on
our server. The classifier used is a deep-learning ResNet-162 model with a top
5% accuracy of 94.2% on ImageNet classes. The semantic distance between the
user-generated label and the automatically detected label is computed using
WordNet [25]. If they match, the user receives extra spell energy. Additionally,
the app tracks previously scanned object types and rewards the user when they
scan a new type for the first time. However, if the user scans the same object
type repeatedly, the reward amount decreases until it reaches the minimum of
10 points. This design choice ensures that the user’s score does not reach zero
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and maintains a balance between engagement and avoiding penalization, such
as providing incorrect labels or repetitive images.

Game With Yourself : Users have the option to play the game alone, engaging
in various single-player elements such as object annotation, places, and challeng-
ing mayorships (Fig. 1b–d). When it comes to mayorships, a user can become the
mayor of a place. Subsequently, other users have the opportunity to visit that
place and challenge the current mayor. This feature adds a competitive aspect
to the game, even when playing individually.

Social Connection: Previous research has demonstrated that leaderboards are
effective in enhancing user performance in various tasks [4]. In HarrySpotter,
during the onboarding process, users respond to a series of questions inspired by
the Harry Potter sorting hat quiz (Fig. 1a) and are sorted into one of the Harry
Potter houses [15]. Through the leaderboard, we encourage users to actively
participate in the game and contribute to their respective houses’ efforts in
claiming mayorships of different places.

Object Discovery: Enabling users to explore and discover new places or objects
is a crucial aspect of location-based apps. Previous research has demonstrated
that incorporating points of interest (similar to Pokémon GO) encourages users
to engage with the app while on the move and at various locations [1]. In Har-
rySpotter, we motivate users to explore different locations by allowing them to
become mayors of real places (Fig. 1c). When a user is within the mayorship
location range, an AR mage appears and challenges the user for mayorship. The
user’s spell energy (points) plays a significant role in their chances of claiming
the mayorship. To strike the right balance, we set the mayorship range to an
80-meter radius based on empirical evidence. Lower ranges limited accessibil-
ity, while higher ranges diminished proximity and overall engagement. Through
this strategy, we encourage users to discover and scan objects they may have
overlooked in new locations, fostering exploration and engagement.

Place Discovery: Previous research on the motivations behind using location-
based apps has revealed that users are driven by their curiosity to obtain infor-
mation about specific points of interest [24]. This curiosity acts as an incentive
for users to actively pursue becoming the mayor of those places. In HarrySpotter,
when a user successfully claims mayorships of places, their map visually repre-
sents a sense of territorial ownership (Fig. 1b). For example, if a user belongs
to Hufflepuff house and becomes a mayor, their map pins will be displayed in
yellow, symbolizing their affiliation with Hufflepuff.

5 User Study

Participants and Ethical Considerations. We deployed HarrySpotter in a
2-week study with 29 users (13 female), aged between 18–49 years (median =
34). To be eligible for the study, participants were required to own an Android
or iOS smartphone and be located in London, UK. In compliance with GDPR
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and the Data Protection Act, all individual user data were anonymized to ensure
the privacy and confidentiality of the participants. The study was approved by
the Ethics Committee of Goldsmiths, University of London.

Procedure. All participants underwent a pre-screening process where we col-
lected demographic information and obtained the unique identifier of their device
for generating the app download link. After installing the app, participants were
prompted to grant access to the camera and location. Basic instructions were
provided on how to use the app, such as annotating objects, with no specific
guidelines on what to annotate or how frequently. To maintain study integrity,
no information regarding the relationship between personality and engagement
techniques was revealed to the participants.

Materials and Apparatus. At the end of the study, we administered a 6-item
questionnaire (Table 1) and the 10-item TIPI personality questionnaire [11]. The
6-item questionnaire included statements derived from [24] and had previously
been validated in the context of the Foursquare app to assess users’ motivations
for engagement. Participants rated both questionnaires using a 7-point Likert
scale (1: Strongly Disagree; 7: Strongly Agree).

Self-reports and Big-Five Personality Traits. We coded the Likert-scale
answers to the 6-item questionnaire and the TIPI [11]. On average, our par-
ticipants scored as follows on a 1–7 scale: average in Openness (μ = 5.14,
σ = 0.8), high in Conscientiousness (μ = 5.12, σ = 0.85), average in Neuroti-
cism (μ = 4.59, σ = 0.85), average in Agreeableness (μ = 4.5, σ = 0.71), and
low in Extraversion (μ = 4.43, σ = 0.94). These trait distributions aligned
with the normative personality values derived from a large sample of the U.S.
population [34].

Annotations. Each annotation in our study involved storing the raw image and
its corresponding label in a database. To ensure data quality, we implemented
checks for image duplication and semantic correctness. To prevent duplication,
we utilized FAISS [17], a framework for indexing images based on visual similar-
ity. This allowed us to retrieve the most visually similar images for comparison.
We penalized scores for each annotation based on visual similarity to the user’s
previously uploaded images. For instance, if an image closely resembled a pre-
viously captured one, the user would not receive a reward in the form of spell
energy. To assess semantic correctness, we first subjected the uploaded image to
an off-the-shelf object detector [6]. We then calculated the WordNet semantic dis-
tance [25] between the detected label and the user-generated label. The awarded
spell energy was proportional to the semantic similarity, discouraging grossly
inaccurate or garbled labels. Regarding annotation quantity, we recorded the
total number of annotations nk uploaded by each user k along with their respec-
tive images. For annotation quality, three independent annotators rated each
annotation on a 1–5 Likert scale, with 5 indicating a perfect match between the
image and the user-generated label. For example, if an image depicted a “com-
puter mouse” and the user’s label was “mouse,” the annotator would assign a
score of 5. To ensure reliable results, we calculated a Fleiss kappa score of 0.57,
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indicating moderate to good agreement among the three annotators. We com-
piled a set of n images I annotated by each user k as I1, I2, ..., In. The quality
score for user k was determined by the median of the quality scores assigned to
their n annotated images.

Before using the six self-reports and the quantity and quality of annotation
metrics into our regression models, we conducted a Shapiro-Wilk test for nor-
mality. As the eight variables exhibited skewed distributions, we applied a log
transformation to them. Among the five personality traits, only Extraversion
showed a slight skewness, so we also applied a log transformation to it.

6 Results

To ease the interpretation of our results, we applied a min-max transformation
to scale our variables within the range of [0–100]. We first examined the pairwise
correlation among personality traits, the six self-reports, and the quantity and
quality of annotations metrics. We found that neurotic users discovered fewer
objects (r = −− 0.37,p < 0.1). Additionally, these users tended to take pride in
their mayorships (r = 0.44,p < 0.05) and their affiliation with their respective
Harry Potter house (r = 0.47,p < 0.05). Conversely, Extroverts and those high in
Openness liked to discover new objects (r = 0.44,p < 0.05 and r = 0.39,p < 0.05,
respectively) and new places (r = 0.38,p < 0.05 and r = 0.35,p < 0.1,
respectively).

Considering these significant correlations, one might wonder whether it is
possible to predict users’ personality traits based on their self-reports and the
quantity and quality annotation metrics. Using these metrics as predictors, we
fitted five linear regression models (Table 2) to predict the Big-Five personal-
ity dimensions and determined the best set of predictors using the stepAIC
function [37]. Overall, our findings indicate that predicting certain personality
dimensions, such as Extraversion (Adj. R2 = 0.61), was relatively easier com-
pared to others like Conscientiousness (Adj. R2 = 0.16).

As expected, users with non-competitive traits (high in Agreeable-
ness) demonstrated a lack of motivation for competing with oth-
ers (β(Q1(Point Rewards)) = –0.45). On the other hand, conscientious users,
known for their organizational skills, exhibited motivation for competition
(β(Q1(Point Rewards)) = 0.59) among the four houses but moderately predicted
their personality trait (Adj. R2=0.16). Individuals open to new experi-
ences and extroverts were primarily motivated by the discovery of new
objects (β(Q5(Object Discovery)) = 0.84 and β(Q5(Object Discovery)) = 0.53, respec-
tively). Moreover, individuals open to new experiences did not find moti-
vation in competing with others (β(Q1) = –1.08), while extroverts were not
motivated by mayorships (β(Q2(Place Rewards)) = –0.60) or representing their
own house (β(Q1(Point Rewards)) = –0.72). Emotionally unstable users (neurotics)
found motivation in representing their own house (β(Q4(Social Connection)) = 0.58)
but not in the discovery of new places (β(Q6(Place Discovery)) = –0.58), leading
them to discover fewer objects (β(Quantity) = –0.32).
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Table 2. Linear regressions that predict the Big-Five personality traits from the six
self-reports and the quantity and quality of annotations. Significant predictors with p
values < .05 are marked in bold. The most predictable personality trait was Extraver-
sion (ME), while the least predictable was Conscientiousness (MC).

MO : Adj R2 = 0.28, Durbin-Watson = 1.96, AIC = 0.47

Predictor β std. error p-value

Intercept 0.42 0.13 0.005

Q1 (Point Rewards) −1.08 0.36 0.01

Q2 (Place Rewards) 0.42 0.35 0.23

Q5 (Object Discover) 0.84 0.27 0.01

MC : Adj R2 = 0.16, Durbin-Watson = 1.15, AIC = −7.48

Predictor β std. error p-value

Intercept 0.57 0.12 0.00

Q3 (Game with Yourself) 0.59 0.22 0.01

Q6 (Place Discovery) −0.48 0.23 0.04

ME : Adj R2 = 0.61, Durbin-Watson = 1.88, AIC = −14

Predictor β std. error p-value

Intercept 0.48 0.19 0.02

Q2 (Place Rewards) −0.60 0.22 0.01

Q4 (Social Connection) −0.72 0.22 0.00

Q5 (Object Discovery) 0.53 0.22 0.02

Q6 (Place Discovery) 0.99 0.28 0.00

Quantity −0.37 0.12 0.00

Quality 0.18 0.16 0.27

MA : Adj R2 = 0.21, Durbin-Watson = 1.84, AIC = −12.86

Predictor β std. error p-value

Intercept 0.57 0.11 0.00

Q1 (Point Rewards) −0.45 0.24 0.07

Q3 (Game with Yourself) 0.21 0.21 0.31

Q5 (Object Discovery) −0.37 0.24 0.13

Q6 (Place Discovery) 0.71 0.29 0.02

MN : Adj R2 = 0.32, Durbin-Watson = 2.79, AIC = −3.68

Predictor β std. error p-value

Intercept 0.36 0.14 0.02

Q2 (Place Rewards) 0.37 0.26 0.17

Q4 (Social Connection) 0.58 0.27 0.04

Q6 (Place Discovery) −0.58 0.29 0.06

Quantity −0.32 0.14 0.03
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7 Discussion and Conclusion

Mobile user engagement is commonly pursued through a range of techniques;
however, there is a tendency to apply these techniques uniformly to all users,
adopting a one-size-fits-all approach. To investigate the possibility that individ-
uals may perceive engagement techniques differently, we created HarrySpotter,
a location-based augmented reality (AR) app that enables users to annotate
real-world objects using six distinct engagement techniques. By deploying Har-
rySpotter and analyzing data from 29 users, we found that agreeable users were
not motivated by competition, while conscientious users were motivated by it to
a greater extent. As expected, individuals open to new experiences and extro-
verts were motivated by exploration, while neurotics exhibited a stronger drive
towards personal achievements. These preferences for specific engagement tech-
niques also predicted personality traits to different extents (e.g., Extraversion
with an Adj. R2 of 0.61, while Conscientiousness with an Adj. R2 of 0.16), sug-
gesting that engagement strategies should be tailored to one’s personality.

From a theoretical perspective, our work is situated within the domain of
adaptive user interfaces (AUI). The effectiveness of an AUI hinges on the ability
to construct and utilize individual user profiles, allowing for the delivery of per-
sonalized versions of the user interface [7–9,16]. Building upon this foundation,
we envision that our methodology could be employed to enhance user models
with specific characteristics, such as personality traits. This, in turn, could facil-
itate the personalization of user interfaces in various contexts, such as advancing
levels in a gamified app or completing tasks. From a practical standpoint, our
findings can inform the design of personalized engagement strategies. To illus-
trate, let us consider the scenario of mobile crowdsourcing systems, where a one-
size-fits-all approach has proven ineffective in engaging users for specific tasks,
such as object annotation [33]. By incorporating brief personality questionnaires,
for example during account setup (e.g., the TIPI [11] questionnaire, which can
be completed in a minute), mobile developers can implement in-app mechanisms
to dynamically infer personality traits, thereby adapting engagement strategies
based on users’ interactions.

Our work has three limitations that warrant further research efforts. Firstly,
our findings are specific to the HarrySpotter game and this particular cohort.
Future studies could extend our methodology to different types of mobile apps.
For example, developing tailored strategies for Conscientiousness could enhance
prediction accuracy by incorporating logging mechanisms for organized individ-
uals. Secondly, the slight skew in Extraversion may be due to self-selection bias,
as introverted individuals are less likely to engage with such apps. Future studies
should replicate our methodology with larger and culturally diverse populations.
Lastly, while our two-week study provided ample data, longer deployments can
explore user retention and preferences more comprehensively, thereby enhancing
our understanding of personalized engagement strategies.
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4. Bräuer, P., Mazarakis, A.: Badges or a leaderboard? How to gamify an augmented
reality warehouse setting. In: GamiFIN, pp. 229–240 (2019). https://ceur-ws.org/
Vol-2359/paper20.pdf

5. Butt, S., Phillips, J.G.: Personality and self reported mobile phone use. Comput.
Hum. Behav. 24(2), 346–360 (2008). https://doi.org/10.1016/j.chb.2007.01.019

6. Cheng, B., et al.: Panoptic-deeplab. In: ICCV COCO + Mapillary Joint Recogni-
tion Challenge Workshop (2019)

7. Constantinides, M., Dowell, J.: User interface personalization in news apps. In:
CEUR Workshop Proceedings, vol. 1618 (2016). https://ceur-ws.org/Vol-1618/
INRA paper2.pdf

8. Constantinides, M., Dowell, J.: A framework for interaction-driven user modeling
of mobile news reading behaviour. In: Proceedings of the 26th Conference on User
Modeling, Adaptation and Personalization, pp. 33–41 (2018). https://doi.org/10.
1145/3209219.3209229

9. Constantinides, M., Dowell, J., Johnson, D., Malacria, S.: Exploring mobile news
reading interactions for news app personalisation. In: Proceedings of the ACM
International Conference on Human-Computer Interaction with Mobile Devices
and Services, pp. 457–462 (2015). https://doi.org/10.1145/2785830.2785860

10. Deterding, S.: Gamification: designing for motivation. Interactions 19(4), 14–17
(2012). https://doi.org/10.1145/2212877.2212883

11. Gosling, S.D., Rentfrow, P.J., Swann, W.B., Jr.: A very brief measure of the big-
five personality domains. J. Res. Personal. 37(6), 504–528 (2003). https://doi.org/
10.1016/S0092-6566(03)00046-1

12. Hakulinen, L., Auvinen, T., Korhonen, A.: The effect of achievement badges on
students’ behavior: an empirical study in a university-level computer science course.
Int. J. Emerg. Technol. Learn. 10(1) (2015). https://doi.org/10.3991/ijet.v10i1.
4221

13. Halko, S., Kientz, J.A.: Personality and persuasive technology: an exploratory
study on health-promoting mobile applications. In: Ploug, T., Hasle, P., Oinas-
Kukkonen, H. (eds.) Persuasive 2010. LNCS, vol. 6137, pp. 150–161. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-642-13226-1 16

14. Hamari, J., Koivisto, J., Sarsa, H.: Does gamification work?-a literature review of
empirical studies on gamification. In: 2014 47th Hawaii International Conference
on System Sciences, pp. 3025–3034. IEEE (2014). https://doi.org/10.1109/HICSS.
2014.377

15. Jakob, L., Garcia-Garzon, E., Jarke, H., Dablander, F.: The science behind the
magic? The relation of the harry potter ”sorting hat quiz” to personality and
human values. Collabra: Psychol. 5(1) (2019). https://doi.org/10.1525/collabra.
240

https://doi.org/10.2196/jmir.6759
https://doi.org/10.2196/jmir.6759
https://doi.org/10.1016/j.chb.2010.03.018
https://doi.org/10.1145/2380718.2380722
https://ceur-ws.org/Vol-2359/paper20.pdf
https://ceur-ws.org/Vol-2359/paper20.pdf
https://doi.org/10.1016/j.chb.2007.01.019
https://ceur-ws.org/Vol-1618/INRA_paper2.pdf
https://ceur-ws.org/Vol-1618/INRA_paper2.pdf
https://doi.org/10.1145/3209219.3209229
https://doi.org/10.1145/3209219.3209229
https://doi.org/10.1145/2785830.2785860
https://doi.org/10.1145/2212877.2212883
https://doi.org/10.1016/S0092-6566(03)00046-1
https://doi.org/10.1016/S0092-6566(03)00046-1
https://doi.org/10.3991/ijet.v10i1.4221
https://doi.org/10.3991/ijet.v10i1.4221
https://doi.org/10.1007/978-3-642-13226-1_16
https://doi.org/10.1109/HICSS.2014.377
https://doi.org/10.1109/HICSS.2014.377
https://doi.org/10.1525/collabra.240
https://doi.org/10.1525/collabra.240


44 N. Jamalian et al.

16. Jameson, A.: Adaptive interfaces and agents. In: The Human-Computer Interaction
Handbook, pp. 459–484. CRC Press (2007)

17. Johnson, J., Douze, M., Jégou, H.: Billion-scale similarity search with gpus. IEEE
Trans. Big Data (2019). https://doi.org/10.1109/TBDATA.2019.2921572

18. Kim, S., Baek, T.H.: Examining the antecedents and consequences of mobile app
engagement. Telemat. Informat. 35(1), 148–158 (2018). https://doi.org/10.1016/
j.tele.2017.10.008

19. Kosinski, M., Bachrach, Y., Kohli, P., Stillwell, D., Graepel, T.: Manifestations of
user personality in website choice and behaviour on online social networks. Mach.
Learn. 95(3), 357–380 (2013). https://doi.org/10.1007/s10994-013-5415-y

20. Lalmas, M., O’Brien, H., Yom-Tov, E.: Measuring user engagement. Synth.
Lect. Inf. Concept. Retriev. Serv. 6(4), 1–132 (2014). https://doi.org/10.2200/
S00605ED1V01Y201410ICR038

21. Lane, W.: The influence of personality traits on mobile phone application prefer-
ences. J. Econ. Behav. Stud. 4(5), 252–260 (2012). https://doi.org/10.22610/jebs.
v4i5.325

22. Leiras, M.: Mobile User Engagement: New Apps versus Mainstream Apps. Ph.D.
thesis, Universidade do Porto (Portugal) (2017)

23. Levitas, D.: There is no one-size-fits-all approach to mobile apps (2017). https://
www.adexchanger.com/data-driven-thinking/no-one-size-fits-approach-mobile-
apps/. Accessed June 2023

24. Lindqvist, J., Cranshaw, J., Wiese, J., Hong, J., Zimmerman, J.: I’m the mayor
of my house: examining why people use foursquare-a social-driven location shar-
ing application. In: Proceedings of the ACM CHI Conference on Human Factors
in Computing Systems, pp. 2409–2418 (2011). https://doi.org/10.1145/1978942.
1979295

25. Miller, G.A.: WordNet: An Electronic Lexical Database. MIT Press (1998)
26. Niantic: PokemonGo (2016). https://pokemongolive.com. Accessed April 2023
27. Nicholson, S.: A RECIPE for meaningful gamification. In: Reiners, T., Wood, L.C.

(eds.) Gamification in Education and Business, pp. 1–20. Springer, Cham (2015).
https://doi.org/10.1007/978-3-319-10208-5 1

28. O’Brien, H.L., Toms, E.G.: What is user engagement? A conceptual framework for
defining user engagement with technology. J. Am. Soc. Inf. Sci. Technol. 59(6),
938–955 (2008). https://doi.org/10.1002/asi.20801

29. Phillips, J.G., Butt, S., Blaszczynski, A.: Personality and self-reported use of mobile
phones for games. CyberPsychol. Behav. 9(6), 753–758 (2006). https://doi.org/10.
1089/cpb.2006.9.753

30. Quercia, D., Kosinski, M., Stillwell, D., Crowcroft, J.: Our twitter profiles, our
selves: predicting personality with twitter. In: Proccedings of the 2011 IEEE Third
International Conference on Privacy, Security, Risk and Trust and 2011 IEEE Third
International Conference on Social Computing, pp. 180–185. IEEE (2011). https://
doi.org/10.1109/PASSAT/SocialCom.2011.26

31. Ross, C., Orr, E.S., Sisic, M., Arseneault, J.M., Simmering, M.G., Orr, R.R.: Per-
sonality and motivations associated with Facebook use. Comput. Hum. Behav.
25(2), 578–586 (2009). https://doi.org/10.1016/j.chb.2008.12.024

32. van Roy, R., Deterding, S., Zaman, B.: Collecting pokémon or receiving rewards?
how people functionalise badges in gamified online learning environments in the
wild. Int. J. Hum. Comput. Stud. 127, 62–80 (2019). https://doi.org/10.1016/j.
ijhcs.2018.09.003

https://doi.org/10.1109/TBDATA.2019.2921572
https://doi.org/10.1016/j.tele.2017.10.008
https://doi.org/10.1016/j.tele.2017.10.008
https://doi.org/10.1007/s10994-013-5415-y
https://doi.org/10.2200/S00605ED1V01Y201410ICR038
https://doi.org/10.2200/S00605ED1V01Y201410ICR038
https://doi.org/10.22610/jebs.v4i5.325
https://doi.org/10.22610/jebs.v4i5.325
https://www.adexchanger.com/data-driven-thinking/no-one-size-fits-approach-mobile-apps/
https://www.adexchanger.com/data-driven-thinking/no-one-size-fits-approach-mobile-apps/
https://www.adexchanger.com/data-driven-thinking/no-one-size-fits-approach-mobile-apps/
https://doi.org/10.1145/1978942.1979295
https://doi.org/10.1145/1978942.1979295
https://pokemongolive.com
https://doi.org/10.1007/978-3-319-10208-5_1
https://doi.org/10.1002/asi.20801
https://doi.org/10.1089/cpb.2006.9.753
https://doi.org/10.1089/cpb.2006.9.753
https://doi.org/10.1109/PASSAT/SocialCom.2011.26
https://doi.org/10.1109/PASSAT/SocialCom.2011.26
https://doi.org/10.1016/j.chb.2008.12.024
https://doi.org/10.1016/j.ijhcs.2018.09.003
https://doi.org/10.1016/j.ijhcs.2018.09.003


Our Nudges, Our Selves: Tailoring Mobile User Engagement 45

33. Rula, J.P., Navda, V., Bustamante, F.E., Bhagwan, R., Guha, S.: No “one-size
fits all” towards a principled approach for incentives in mobile crowdsourcing. In:
Proceedings of the Workshop on Mobile Computing Systems and Applications, pp.
1–5 (2014). https://doi.org/10.1145/2565585.2565603

34. Soto, C.J., John, O.P., Gosling, S.D., Potter, J.: Age differences in personality
traits from 10 to 65: big five domains and facets in a large cross-sectional sample.
J. Personal. Soc. Psychol. 100(2), 330 (2011). https://doi.org/10.1037/a0021717

35. Stachl, C., et al.: Predicting personality from patterns of behavior collected with
smartphones. Proc. Natl. Acad. Sci. 117(30), 17680–17687 (2020). https://doi.org/
10.1073/pnas.1920484117

36. Sutcliffe, A.: Designing for user experience and engagement. In: Why Engagement
Matters: Cross-Disciplinary Perspectives of User Engagement in Digital Media, pp.
105–126 (2016). https://doi.org/10.1007/978-3-319-27446-1 5

37. Zhang, Z.: Variable selection with stepwise and best subset approaches. Ann.
Transl. Med. 4(7) (2016). https://doi.org/10.21037/atm.2016.03.35

https://doi.org/10.1145/2565585.2565603
https://doi.org/10.1037/a0021717
https://doi.org/10.1073/pnas.1920484117
https://doi.org/10.1073/pnas.1920484117
https://doi.org/10.1007/978-3-319-27446-1_5
https://doi.org/10.21037/atm.2016.03.35


Turn & Slide: Designing a Puzzle Game
to Elicit the Visualizer-Verbalizer

Cognitive Style

Sotirios Petsas1, George E. Raptis2(B), and Christos Katsanos1

1 Aristotle University of Thessaloniki, Thessaloniki, Greece
{petsassg,ckatsanos}@csd.auth.gr

2 Human Opsis, Patras, Greece
graptis@humanopsis.com

Abstract. Cognitive theories suggest that people differ in process-
ing information, reflecting their different cognitive styles. Research in
Human-Computer Interaction has revealed that people with different
cognitive styles develop different strategies, achieve different perfor-
mances, and have different experiences when interacting with informa-
tion systems. Aiming to provide unique experiences, we need to per-
sonalize such systems to support their users’ cognitive styles. However,
eliciting users’ cognitive styles is a time-consuming and non-practical
process requiring human intervention. To overcome this, we present the
design of Turn & Slide. This web-based puzzle game aims to elicit
Visualizer-Verbalizer, a well-established cognitive style, implicitly and
with no human intervention. We also report the results of an evalu-
ation user study, which revealed that the elicitation is feasible. Such
results could increase the practicability and applicability of elicitation
techniques, enabling designers to deliver tailored experiences, adapted
to their users’ cognitive styles.

Keywords: Cognitive styles · Visualizer-Verbalizer · Elicitation ·
Machine Learning · Classification · Games · User study

1 Introduction

People have different cognitive characteristics, resulting in different strategies to
seek, represent, process, and retrieve information. These strategies often reflect
cognitive styles. Cognitive styles describe an individual’s preferred mode of pro-
cessing and recalling information, tackling information retrieval problems, and
regulating and controlling their cognitive functioning [15]; they also influence
collaboration and communication interactions [1]. Various cognitive styles can
be utilized during different phases of cognitive processing, such as perception,
information organization, and inductive reasoning.

A well-established cognitive style is the Visualizer-Verbalizer (VV) cognitive
style [15], which refers to an individual’s preference for processing and repre-
senting information visually or verbally. People with strong visual preferences
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use mental images and spatial representations, while those with strong verbal
preferences use words and linguistic representations. The Visualizer dimension
can be further divided into spatial and object dimensions. The spatial dimen-
sion reflects the preference for visual or spatial representation, while the object
dimension reflects the preference for concrete or abstract representation.

Research works have shown that VV influences several dimensions of human-
computer interaction (HCI), such as performance and satisfaction [12,16,17];
thus, it is important to deliver users with VV personalized experiences [24]. To
deliver such personalized experiences, eliciting the VV cognitive style is crucial.
Eliciting VV traditionally involves non-technological approaches (e.g., question-
naires), which can be time-consuming. Moreover, they typically require a facili-
tator to administer the questionnaire and an evaluator to analyze the provided
answers. Such requirements make delivering personalized experiences tailored to
users’ cognitive styles non-practical.

In this paper, we tackle the challenges of eliciting the VV cognitive style
through a gameful approach. Our proposed game, Turn & Slide, aims to accu-
rately and efficiently predict the VV cognitive style without human intervention.
We utilized supervised machine learning techniques and conducted an evalua-
tion study to measure their performance. The rest of the paper is organized as
follows: i) we provide the theoretical background and review related work, ii) we
present the game’s design, iii) we describe the evaluation study we conducted,
and iv) we discuss the implications of our findings.

2 Background, Related Work, and Research Question

This section discusses the Visualizer-Verbalizer (VV) cognitive style and synthe-
sizes prior research on VV elicitation techniques and games.

2.1 Visualizer-Verbalizer (VV)

The VV cognitive style is based on the dual-coding theory [21] and describes
individual preferences for processing visual versus verbal information. Visualiz-
ers tend to think concretely and personalize information. On the other hand,
verbalizers prefer to process information through words and are more objec-
tive [10]. High-imagery ability is linked to visualizers, while low-imagery abil-
ity is linked to verbalizers [4,14]. Verbalizers excel at reading and sequential
information-processing tasks, while visualizers excel at visual search and struc-
tured information-processing tasks [12]. Recent research [3,15] divides visualiz-
ers to object- and spatial-visualizers. Object-visualizers have a strong ability to
visualize and manipulate images of objects, such as shapes, figures, and pat-
terns and may excel at tasks that require mental manipulation of objects, such
as jigsaw puzzles or assembling models. On the other hand, spatial-visualizers
have a strong ability to visualize and manipulate spatial information, such as
maps, graphs, and three-dimensional (3D) objects. They tend to think in terms
of pictures and mental images and may use strategies such as mental rotation
to solve spatial problems.
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2.2 Elicitation Techniques for VV

Several tools have been proposed for the VV elicitation, including Verbal-Visual
Learning Style Rating (VVLSR) [19], Individual Differences Questionnaire -
Visual Scale [22], Santa Barbara Learning Style Questionnaire (SBLSQ) [19],
Vividness of Visual Imagery Questionnaire (VVIQ) [18], Verbalizer-Visualizer
Questionnaire (VVQ) [26], and Object-Spatial Imagery and Verbal Question-
naire (OSIVQ) [3]. They are all based on questionnaires; thus, they follow non-
technological and explicit methods. Such tests are typically time-consuming,
must be performed before the users interact with the system, and require human
intervention (e.g., a supervisor to invigilate the users during the questionnaires
session, a facilitator to assess the users’ answers and classify them in one of the
VV classes).

The explicit elicitation of VV and issues like the aforementioned ones chal-
lenge the delivery of personalized experiences. Recent research provides evidence
that the VV cognitive style can be inferred implicitly through interactive and
eye-tracking data analysis when users view visual and textual stimuli [16], when
they visually explore artworks [24], etc. These mechanisms are highly depen-
dent on activity-specific parameters and/or require expensive and specialized
equipment (e.g., head-mounted eye-tracking devices); thus, providing a gener-
ally applicable elicitation solution is difficult. Hence, it is crucial to enhance
the real-time implicit elicitation of the VV cognitive style by employing easily
deployable and integrable activities that utilize conventional tools and offer an
enjoyable experience to the user. A promising way to achieve this is through
playing games.

2.3 Games as Elicitation Tools

In recent years, games and gamification have gained popularity as they provide
users with a fun and enjoyable alternative to achieving their objectives in var-
ious domains (e.g., education, training) while enhancing their performance and
experience [11]. Games and gamification have been utilized in various contexts
to elicit users’ characteristics and behaviors, including emergency situations [2],
requirements collection [5], disaster risk scenarios [6], software engineering [7],
distributed requirements elicitation [8], and entertainment, where the elicitation
focuses on experience factors such as awe [23]. Focusing on the cognitive styles,
games and gamification techniques have been used to infer cognitive styles, such
as Field Dependence-Independence [24,27]. However, the use of games to elicit
the VV cognitive style has not been explored yet.

2.4 Synthesis of Prior Work

In summary of the preceding discussion, it is crucial to implicitly elicit the
VV cognitive style in real-time through easy-to-use, affordable, and entertaining
means like games. As such, this paper introduces the design and evaluation of
Turn & Slide, a spatial puzzle game designed to implicitly elicit the VV cognitive
style of its users.
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3 Turn & Slide

We followed the Kaleidoscope framework [13] to design Turn & Slide. The follow-
ing sections discuss the design decisions that reflect the framework’s dimensions:
type, game experience, supporting motivated behavior, perceived layer of fun,
and workflow. We also briefly discuss the deployment of the game.

Type. Turn & Slide is a spatial puzzle game, inspired by Paper Mario: The
Origami King. We selected this type of game, considering that such games could
favor visualizers over verbalizers in identifying visual elements as parts of the
puzzle and also favor spatial visualizers over object visualizers in handling game
elements, such as rotate and slide rings. Hence, such a game would be a good fit
for eliciting the VV cognitive style.

Building the Game Experience. Turn & Slide requires various skills, includ-
ing strategic thinking, problem solving, spatial awareness, patience, and persis-
tence. Each game puzzle consists of concentric regular polygons and looks like a
spider’s web. Line segments starting from each vertex of the polygon and ending
at the center (of the circle circumscribed in each polygon) divide each polygon
into areas equal to the number of its sides. The number of polygons (hereafter
“rings”) as well as the number of their areas (hereafter “slices”) varies according
to the puzzle’s difficulty. Each ring has “balls” that the player must bring to
the appropriate position so that they form either straight lines or squares (e.g.,
4× 1 or 2× 2 respectively for 4 balls placed on 4 rings). To do so, the players can
either rotate (turn) a ring or slide the balls (Fig. 1). The game has four different
difficulty levels, which are characterized by the type of valid actions, number of
rings, number of slices, and maximum number of actions. They are: easy (only
turns, 10 slices, 4 rings, 2 actions), normal (only turns or only slides, 12 slices,
4 rings, 2 actions), hard (all types, 12 slices, 4 rings, 2 actions) and, super hard
(all types, 14 slices, 5 rings, 3 actions).

(a) Rotate (turn) (b) Slide

Fig. 1. Turn & Slide supports two types of action: (a) the player can rotate (turn)
each ring clockwise or counterclockwise, and (b) slide the balls across a slice.
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Supporting Motivated Behavior. We introduced features based on rankings
and leaderboards, as they keep players motivated [9,25]. The players earn points
while playing, and after the game, they can view their position against other
players. The more difficult the level is, the more points the player earns.

Building the Perceived Layer of Fun. We incorporated various elements
to enhance the players’ experience and create a sense of fun in the game. These
elements include exciting and surprising features, such as animations, transi-
tional screens with visualization effects, and background music. By introducing
these attributes, we aimed to create an immersive gaming experience that would
enhance player engagement and enjoyment.

Workflow. The workflow of the game is the following: i) The users log in to the
game by entering their e-mail address; ii) The main menu is displayed, which
provides the users with several options, including instructions on how to play the
game, a leaderboard that displays the high scores, a score section that shows the
user’s score, and the “PLAY” button that the user can click to start playing the
game; iii) When the users click the “PLAY” button, they are presented with an
interactive tutorial that educates them on how to play the game. This tutorial is
specifically designed for first-time users to ensure that they have a smooth and
easy start to the game. Once the user has completed the tutorial, the game is
ready to start; iv) The game begins, and the main screen (as shown in Fig. 1)
displays the rings, slices, and balls that make up the puzzle. In addition to these
puzzle elements, there are several buttons available to the user for additional
options. These buttons include the “PAUSE” button, which allows the user to
pause the game at any time, the “CHANGE MODE” button, which enables
the user to switch between the “rotate” and “slice” action modes, the “RESET”
button, which starts the puzzle over from the beginning, the “CANCEL” button,
which allows the user to undo their last action, and the “OK” button, which
confirms the user’s action. Additionally, the top left of the screen displays the
time remaining for the puzzle, while the top right part displays the number
of remaining actions available to the user. These features provide the user with
important information to help them strategize and complete the puzzle; v) After
the user completes a puzzle, the next puzzle in the sequence is loaded. As the
user progresses through the game, the puzzles become increasingly challenging,
with a gradual increase in the degree of difficulty. This allows users to develop
their problem-solving skills and progressively face more complex challenges as
they advance through the game.

Deployment

We used the Unity game engine to develop the game, as it provides cross-platform
compatibility, seamless integration with mobile and web features, and supports
various programming languages (we used C#). We deployed Turn & Slide as a
web application and delivered it through the Firebase platform.
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4 Study

4.1 Method

Hypothesis. Turn & Slide can be used as an implicit elicitation mechanism for
the VV cognitive style.

Participants. We recruited 85 study participants (58 men and 27 women)
of varying age (minimum: 18 years, maximum: 57 years, M = 24, SD = 7)
and educational background. Most of them had experience playing games. We
used OSIVQ [3] to classify them as verbalizers, object visualizers, or spatial
visualizers. Our sample consisted of 15 verbalizers, 47 object visualizers, and 23
spatial visualizers.

Tools and Apparatus. Aiming to have an increased ecological validity, the par-
ticipants played the game on their own computer devices; they reported no issues.
For the implicit VV classification, we used Python and Scikit-learn library;
we tested several machine learning techniques, including Logistic Regression,
k-Nearest Neighbors (kNN), Naive Bayes, Decision Trees, and Support Vector
Machine and Classification (SVM, SVC).

Data. We collected data throughout the gameplay. For each puzzle, we recorded
several key metrics, including the number of actions (actions), number of rota-
tions/turns (turns), number of slides (slides), time required for the first action
(fist action time), average time between actions (avg action time), number
of cancellations (cancels), number of resets (manual rev), number of automatic
resets because of time limitations (auto rev), time needed to solve the puzzle
(time), result: win or loss (win), score (score), and total time needed to solve
all puzzles up to that point (total time). These metrics were used as features
for the VV classification, providing valuable insights into how players interacted
with and progressed through the game.

Procedure. To investigate our hypothesis, we conducted a between-subjects
study with the following procedure: i) we recruited the study participants using
varying methods, including personal contacts and social media announcements;
ii) the participants undertook OSIVQ and were classified as verbalizers, object
visualizers, or spatial visualizers; iii) each participant played Turn & Slide; to
avoid bias, the sequence of puzzles remained the same for all participants; iv)
during the game-playing session, we collected various data (discussed before),
which then we used to analyze, train, and test our machine learning models.
v) we performed the implicit classification procedure based on machine learn-
ing techniques. We followed a three-step approach: feature selection, classifier
selection, and classifier optimization. We followed various approaches to prevent
overfitting, including removing features and early stopping.
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4.2 Results

We present the best results regarding each difficulty level’s mean accuracy and
standard deviation with the automatically selected parameter values, using the
five best features (Table 1). The analysis performed across a range of classifica-
tion models, using cross-validation with k = 5.

Table 1. Best results derived for VV classification for each difficulty level.

Accuracy

Difficulty Model Features Parameters M SD

Easy SVC
slides, cancels, auto_rev,

time, total_time

"C": 10,

"degree": 3,

"gamma": "auto",

"kernel": "poly"

.560 .026

Normal Decision Tree
moves, slides, first_action_time

avg_action_time, total_time

"criterion": "gini",

"max_depth": 2
.560 .026

Hard Decision Tree
turns, slides, avg_action_time

cancels, total_time

"criterion": "gini",

"max_depth": 2
.571 .058

Super hard SVC
first_action_time, avg_action_time,

manual_rev, time, win

"C": 0.1,

"gamma": "auto",

"kernel": "rbf"

.560 .026

The average accuracy of the models is close to 56%, which is an improvement
over the baseline accuracy set by the three classes (33.3%). However, these results
still fall short of our desired performance level. To address this issue, we allowed
each model to accept all possible combinations of features from the set, up to
a maximum of 8. We then selected the best results, favoring to those achieved
with fewer features in case of a tie. This approach allowed us to identify the most
effective feature combinations and improve the accuracy of our VV classification
model up to approximately 68% for the hard difficulty level (see Table 2).

Table 2. Best results derived for VV classification after optimization.

Accuracy

Difficulty Model Features Parameters M SD

Easy SVC
turns, cancels, avg_action_time,

manual_rev, win, score

gamma="auto"

C=10
.643 .029

Normal kNN
auto_rev,

total_time

algorithm="ball_tree"

leaf_size=20,

n_neighbors=5

.667 .118

Hard SVC
turns, slides, avg_action_time, cancels,

auto_rev, manual_rev

gamma="auto"

C=10
.679 .113

Super hard SVC
moves, turns, first_action_time,

avg_action_time, manual_rev, time

gamma="auto"

C=10
.668 .085
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The per-class analysis shows that the model favors the elicitation of spatial
visualizers (TP = 20, ACC = .870, F1 = .851). Elicitation of verbalizers (TP =
9, ACC = .600, F1 = .690) and object visualizers (TP = 29, ACC = .617,
F1 = .587) is above baseline, but still low. Future work should optimize these
two classes’ classification to improve overall performance.

5 Discussion, Limitations, and Future Work

In this paper, we introduced Turn & Slide, a spatial puzzle game designed to
implicitly elicit the VV cognitive style without human intervention. We con-
ducted a user study with 85 participants who played the game, and their data
were used to train and test machine learning models to predict the VV cog-
nitive style. Our classification experiments showed that the VV cognitive style
could be predicted with an accuracy of 68% for the hard difficulty level. The
best performance was achieved using an SVC classifier and six features derived
from the gameplay, as shown in Table 2. Our approach allows for the transparent
elicitation of the VV cognitive style in real-time while the user plays the game’s
hard difficulty level, without requiring human intervention. Our findings offer
practical support for considering cognitive factors in the design of personalized
experiences. Designers can leverage easy-to-integrate gameful methods to elicit
the VV cognitive style without relying on conventional and explicit techniques
such as administering questionnaires or tests. This study provides empirical evi-
dence for the feasibility of the implicit VV elicitation, which can help facilitate
the development of personalized experiences that cater to users’ cognitive styles.

Although our study shows promising results for predicting the VV cognitive
style using gameplay data, the accuracy achieved by our models is relatively low.
One reason could be the limited sample size used in our study. We acknowledge
this limitation and plan to increase the sample size in future studies. Addition-
ally, we believe that incorporating additional metrics, such as eye-tracking data,
could improve the accuracy of our predictions, as has been shown in other studies
[24]. Furthermore, our sample is skewed toward men. Given the controversy sur-
rounding the relationship between cognitive style and gender [20,28], we should
consider a more balanced sample to avoid potential biases. We found no correla-
tion between gender and VV cognitive style or OSIVQ scores in our sample. Our
sample is also skewed towards object visualizers (47/85), which might limit the
generalizability of our findings. Therefore, our next steps include increasing the
sample size, exploring the use of additional data, and ensuring a more balanced
sample.

6 Conclusion

In this paper, we presented the design of Turn & Slide, a puzzle game that trig-
gers users’ strategic thinking and spatial awareness and can be used to elicit their
Visualizer-Verbalizer cognitive style. We also performed an evaluation study in
which we employed machine learning techniques. The study’s results revealed
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that the users’ cognitive style can be identified while interacting with the game.
The results are promising for considering cognitive styles as a human factor when
developing personalized interactive applications.
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8. Ghanbari, H., Similä, J., Markkula, J.: Utilizing online serious games to facilitate
distributed requirements elicitation. J. Syst. Softw. 109, 32–49 (2015). https://
doi.org/10.1016/j.jss.2015.07.017

9. Halan, S., Rossen, B., Cendan, J., Lok, B.: High Score! - Motivation strategies
for user participation in virtual human development. In: Allbeck, J., Badler, N.,
Bickmore, T., Pelachaud, C., Safonova, A. (eds.) IVA 2010. LNCS (LNAI), vol.
6356, pp. 482–488. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-
642-15892-6 52

10. Hollenberg, C.K.: Functions of visual imagery in the learning and concept for-
mation of children. Child Develop. 41(4), 1003 (1970). https://doi.org/10.2307/
1127328

11. Iacovides, I., Cox, A.L.: Moving beyond fun: evaluating serious experience in digital
games. In: Proceedings of the 33rd Annual ACM Conference on Human Factors
in Computing Systems (CHI 2015), pp. 2245–2254. Association for Computing
Machinery, New York (2015). https://doi.org/10.1145/2702123.2702204

12. Jonassen, D.H., Grabowski, B.L.: Handbook of Individual Differences, Learning,
and Instruction. Routledge (2012)

https://doi.org/10.1145/3445792
https://doi.org/10.1145/3445792
https://doi.org/10.1109/CISTI.2014.6876951
https://doi.org/10.1002/acp.1473
https://doi.org/10.1016/s0022-5371(71)80017-8
https://doi.org/10.1016/s0022-5371(71)80017-8
https://doi.org/10.1016/j.procs.2012.10.059
https://doi.org/10.1016/j.procs.2012.10.059
https://doi.org/10.1016/j.ijdrr.2020.101669
https://doi.org/10.1016/j.ijdrr.2020.101669
https://doi.org/10.1002/cae.22072
https://doi.org/10.1016/j.jss.2015.07.017
https://doi.org/10.1016/j.jss.2015.07.017
https://doi.org/10.1007/978-3-642-15892-6_52
https://doi.org/10.1007/978-3-642-15892-6_52
https://doi.org/10.2307/1127328
https://doi.org/10.2307/1127328
https://doi.org/10.1145/2702123.2702204


Turn & Slide: Designing a Puzzle Game to Elicit VV 55

13. Kappen, D.L., Nacke, L.E.: The kaleidoscope of effective gamification: deconstruct-
ing gamification in business applications. In: Proceedings of the First International
Conference on Gameful Design, Research, and Applications (Gamification 2013),
pp. 119–122. Association for Computing Machinery, New York (2013). https://doi.
org/10.1145/2583008.2583029

14. Kirby, J.R., Moore, P.J., Schofield, N.J.: Verbal and visual learning styles.
Contemp. Educ. Psychol. 13(2), 169–184 (1988). https://doi.org/10.1016/0361-
476x(88)90017-3

15. Kozhevnikov, M.: Cognitive styles in the context of modern psychology: toward an
integrated framework of cognitive style. Psychol. Bullet. 133(3) (2007)
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Abstract. In the presented study, the possibility of detecting Visually
Induced Motion Sickness (VIMS) in Virtual Reality (VR) simulations
using electroencephalographic (EEG) recordings was investigated. 31
adult participants were tested with VR and EEG in both VIMS and
non-VIMS conditions. A correlation between EEG signals and the Sim-
ulation Sickness Questionnaire (SSQ) scores was shown, indicating that
VIMS can be detected through EEG recordings.

Keywords: Electroencephalography · EEG · Visually Induced Motion
Sickness · VIMS · Virtual Reality · VR · simulations

1 Motivation

Virtual Reality (VR) simulations are increasingly becoming pervasive and essen-
tial, particularly in training of remote operations such as piloting Unmanned
Aerial Vehicles (UAVs), where simulations closely emulate actual conditions.
However, it is crucial to evaluate these simulations for Visually Induced Motion
Sickness (VIMS), a common issue experienced by users due to conflicting sen-
sory signals between the visual and vestibular systems. Electroencephalography
(EEG) is an essential method for interpreting VIMS, as it provides means of
monitoring brain activity and detecting changes associated with motion sick-
ness. However, results of past research are contradictory. Some studies reported
changes in alpha, delta and theta band powers mainly in frontal and central
areas [6,7,9]. Whereas other suggest that EEG may not be suited to measure
VIMS symptoms as they may stem from activity in deeper located structures
of a brain [10]. One possible explanation of inconsistent conclusions is different
level of immersion in mentioned studies. On the one hand, studies in which sig-
nificant differences were found, used curved monitors or projection screen. On
the other hand, in the study in which CAVE Automatic Virtual Environment-
viewed VR was used no neural correlates of VIMS were found. The problem
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seems to be especially interesting considering the growing popularity of VR sys-
tems with a higher level of immersion, that is head-mounted display (HMD). To
the best of our knowledge, number of previous studies on neural correlates of
VIMS did not use HMDs mostly because in the past it was difficult to use EEG
cap together with VR headset. Additionally, it was assumed that HMD-viewed
virtual environments may evoke more severe symptoms of motion sickness than
desktop-viewed VR. However, it is important to note that HMD-viewed VR pro-
vides users with more engaging experience that can redirect their attention from
conflicting sensory signals to more pleasant stimuli [2].

The presented study provides an example of how electroencephalographic
correlates of simulator sickness can be identified using a simple simulation viewed
through HMD to which factors that may cause operator discomfort have been
added. With the advent of new VR headsets equipped with EEGs, it will soon
be possible to alert operators about the onset of VIMS symptoms before they
occur, thus improving the overall experience and effectiveness of VR simulations
in remote operations.

The presented study was a part of a larger project aimed at creating an
interface and application for controlling semi-autonomous aircraft using virtual
reality and eye-tracking technology. One of the key features of the developed
interface was to facilitate its long-term use as virtual observational environment
without inducing simulator sickness in operator.

2 Materials and Methods

2.1 Participants

The study involved 31 participants (18 male and 13 female) aged from 18 to
42 (M = 28.10, SD = 5.61). Of all participants, 10 had no previous experience
with VR, 17 used VR once or twice, and 4 of them indicated regular usage of
VR. Additionally, the majority of participants (n = 23) had no previous expe-
rience with piloting UAV, four participants indicated that they had moderate
experience and the others (n = 4) that they had a lot of experience.

2.2 Measures and Equipment

Task. Participants were immersed in the VR with a stereoscopic head-mounted
display. In particular, we used HTC Vive Pro Eye with built-in Tobii eye tracker.
The VR application was developed using Unity engine (by Unity Technologies)
and Mission Planner (by ArduPilot).

In the first part of the procedure (i.e., non-VIMS session) the participants’
task was to navigate the drone with the gaze-based system. They were asked
to follow voice instructions that concerned control over drone maneuvers (e.g.,
directing to new waypoint, giving the current height) and answer questions about
simulator sickness symptoms. In the second part (i.e., VIMS session) in addition
to the aforementioned task, we included stimuli designed to induce symptoms of
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simulator sickness. Rotations of the environment in three axes: roll, pitch, and
yaw at different speeds appeared every 20 s during performing the main task.
The sequence of rotations was randomly generated, and it was the same for all
subjects.

EEGRecordingDevice Setup. The EEG data were collected using g.Nautilius
32-channel equipment and the g.Recorder app. The electrodes were placed accor-
ing to the International 10/20 electrode system. The electrode layout is presented
in the Fig. 1. The data was sampled with 500 Hz frequency and then low pass fil-
tered by the device at 250 Hz. Additionally, notch filter was applied at the device
level at 50 Hz to automatically remove the power line noise.

Fig. 1. Electrode layout used in the
recording

Fig. 2. Relative difference in VIMS and
non-VIMS theta band power across the
example subject’s scalp

Symptoms of Simulator Sickness. We used Simulator Sickness Question-
naire (SSQ, Kennedy, Lane, Berbaum, Lilienthal, 1994) to measure the intensity
of VIMS symptoms. The questionnaire consists of 17 items rated from 0 (‘I do
not experience this symptom at all’ ) to 3 (‘I am significantly affected by this
symptom’ ). It allows for the calculation of the general factor of VIMS intensity
and its three aspects: nausea (N), oculomotor (O), and disorientation (D). The
items of SSQ were prerecorded and given to participants’ headphones. Partici-
pants answered aloud and their answers were recorded during the sessions.

2.3 Procedure

First, participants provided signed consent and answered a set of demo-
graphic questions. Next, participants were prepared for EEG measurement and
instructed on how to use the VR application, after which they were asked to
wear a VR headset and a 5-minute training session started. Next, participants
performed the main task in two consecutive sessions (i.e., non-VIMS and VIMS).
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Both sessions were designed to last 30 min, but participants could withdraw at
any time. Participants were asked to answer to SSQ items every 5 min during
both sessions. Participants heard the items in headphones and they answered
aloud. That way, collecting their responses did not require interruption of the
VR sessions.

The procedure was positively opinionated by the Ethical Committee of the
Jagiellonian University at the Institute of Applied Psychology. The experimen-
tal sessions were conducted in the morning during two weeks. Throughout the
experiment the temperature in the lab was kept at 26 C, and the humidity at
44–50%. All experimental sessions were monitored outside of the experimental
room using a video camera.

2.4 Raw Data Preprocessing

Raw EEG signals are characterized by amplitudes in range of µV and contain
frequency components up to 300 Hz. Due to these, the reading is prone to various
artifacts that interfere with the brain activity signals. The artifacts can come
from the environment (electromagnetic fields), the measuring device and it’s
application (proper electrode placement on the scalp) and also from the patient’s
body (eye movement, heartbeat, muscular activity). These artifacts can cause
a significant decrease the signal quality, leading to difficulties in using the raw
EEG data for analytical purposes. To mitigate these negative effects, various pre-
processing methods are utilized to increase the signal-to-noise ratio in EEG data.
There exist a significant body of work on utilization of filters, decomposition
and interpolation techniques to remove artefactual activity components from
the recordings. These methods are chosen accordingly to the performed task
and the EEG data examined.

After initial data examination, the following pre-processing procedure was
performed:

– setting average reference,
– high-pass filtering at 50 Hz using 4-th order Butterworth filter,
– low-pass filtering at 0.1 Hz using 4-th order Butterworth filter,
– remaining artifact removal using WICA method [1].

The frequencies for the filtering were chosen to cover the frequency bands
related to simulator sickness described in [5]. The power line noise removal was
performed at the measurement level by the g.Nautilius by notch filtering at 50 Hz.
Lastly, the artifact removal method WICA was used. This method allows for
automated removal of the noise components guided by the recordings. The results
of WICA were compared with standard ICA [3] and manual component removal
procedure. The effects of both filtering methods were satisfying, therefore WICA
was chosen due to time inefficiency of manual component removal.
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2.5 Frequency Domain Feature Extraction

For further analysis, the data was extracted from time windows centered at the
beginning of every subsequent SSQ readings. The questionnaire was read every
5 min, and the window ranged 180 s before and after the reading has started.
The procedure of frequency analysis was created accordingly to the guidelines
presented by [5,8]. The following frequency bands were extracted:

– delta (0.2 Hz to 4 Hz),
– theta (4 Hz to 8 Hz),
– alpha (8 Hz to 13 Hz),

divided further into slow (8 Hz to 10 Hz) and fast (10 Hz to 13 Hz),
– beta (13 Hz to 30 Hz),

divided further into slow (13 Hz to 20 Hz) and fast (20 Hz to 30 Hz),
– gamma (30 Hz to 45 Hz).

The high end gamma frequency was lowered from commonly used 50 Hz value
due to the noise in the 45 Hz - 55 Hz frequency range caused by the g.Nautilius
notch filter at 50 Hz.

Finally, the power for every electrode was calculated. It was done using
Welch’s method, with 10 s time windows, 50% window overlap and median aver-
aging. The window length was chosen to 10 s, as it allows to contain at least two
full periods of the slowest waves analyzed in the window (in this case, 0.2 Hz for
low end delta frequency). The median averaging was chosen as it is less prone to
noise inherent even in the pre-processed EEG signals. The power was represented
both as absolute value of a frequency band and relative to the overall power in
the given window. Additionally, to compare VIMS and non-VIMS sessions, the
same power values were computed for entire lengths of the sessions.

2.6 SSQ Results Processing

The results of every SSQ were processed to obtain unified scoring for nausea (N),
oculomotor (O) and disorientation (D) symptoms. To achieve that, the scores of
questions related to a given symptoms group were summed. Also, overall SSQ
score was computed as a sum of every symptom group scores. The scores of the
specific symptoms groups as well as total score were multiplied by the factors
presented in [4].

3 Results

In the first step, we checked how many participants finished both sessions (non-
VIMS and VIMS). Out of 31 participants: two withdrew after completing only
non-VIMS session, two, three, five, and four others after 10, 15, 20, 25 min of
VIMS session, respectively. As we mentioned before, participants were told that
they can withdraw at any point, especially when they feel unwell. What is impor-
tant, despite the withdrawal of further participation, they allowed us to use their
data collected earlier.
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To verify the stated hypotheses, two regression models and a paired t-test
were performed. The regression models were fitted using generalized least squares
method. In the first regression model, the explained variable was the overall SSQ
score and explaining variables were the relative power of chosen frequency bands
on given electrode. Every tested model was statistically significant. The results
with the R2 values above 35% are shown in the Table 1.

Table 1. Results of the first regression analysis.

Confidence intvl

Electr. Freq. band Coeff. Std err. z P>|z| 0.025 0.975

T8 theta 726.735 51.934 13.993 <.001 624.945 828.524

O2 theta 697.974 50.541 13.81 <.001 598.915 797.033

T8 alpha 941.823 68.697 13.71 < .001 807.178 1076.467

T8 slow alpha 2123.909 155.37 13.67 <.001 1819.389 2428.429

Oz theta 653.584 48.35 13.518 <.001 558.821 748.347

FC5 theta 718.789 53.108 13.534 <.001 614.699 822.879

T8 fast alpha 1653.101 122.558 13.488 <.001 1412.891 1893.311

T7 theta 750.200 56.812 13.205 <.001 638.85 861.55

F4 theta 731.860 55.412 13.208 <.001 623.255 840.465

FC5 fast alpha 1734.593 132.323 13.109 <.001 1475.244 1993.941

FC5 alpha 965.382 73.77 13.086 <.001 820.795 1109.969

T7 alpha 943.843 72.335 13.048 <.001 802.068 1085.617

T7 slow alpha 2163.223 165.756 13.051 <.001 1838.347 2488.099

F3 slow beta 1194.597 91.746 13.021 <.001 1014.778 1374.415

In the second regression model, where the explained variable was once again
overall SSQ score and explaining variables were electrode, frequency band, rela-
tive power of chosen frequency bands on given electrode and all these variables
combined. The results for variables that were shown to have statistical signifi-
cance are shown in Table 2.

The last analysis was a series of t-tests for comparison between non-VIMS and
VIMS relative power of given frequency bands on given electrodes. The subjects
6, 11 and 15 were omitted due to the missing data from non-VIMS sessions. The
comparisons that have shown statistical significance and effect sizes above 0.8
are show in the Table 3.

4 Discussion

The following conclusions can be drawn from the conducted analyses:
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Table 2. Results of the second regression analysis.

Confidence intvl

Coeff. Std err. z P>|z| 0.025 0.975

Intercept 19.7363 4.16 4.744 <0.001 11.583 27.89

Band[T.delta] 30.1604 9.534 3.164 0.002 11.475 48.846

Electrode[T.P8]: Band[T.delta] −30.5873 14.114 −2.167 0.03 −58.251 −2.923

Relative Power 438.1133 137.424 3.188 0.001 168.766 707.46

Band[T.delta]:Relative Power −476.1319 138.387 −3.441 0.001 −747.366 −204.898

Electrode[T.P7]: Band[T.delta]: Relative Power 381.0233 187.907 2.028 0.043 12.733 749.313

Theta waves are the most differentiating factor between VIMS and non-
VIMS. Significant differences were also indicated for alpha waves and delta
waves at selected electrodes.

The most significant electrodes are F3, F4, FC5, T7, T8, O2, Oz, P7,
P8 - these results are consistent with the literature that highlights the signifi-
cance of electrodes: F3 (in the reported study, FC5 was additionally identified as
significant, which is located nearby, and F4, the electrode located symmetrically
on the other hemisphere), O1 (in the reported study, Oz and O2 electrodes were
identified, which are located nearby the O1 electrode; Oz is on the midline of
the head, O2 is symmetrical, but electrodes O1, Oz, and O2 are very close to
each other and all represent the occipital lobe, where visual information is pro-
cessed - this seems to be the appropriate relation), T3 (in our study, T7 and T8
electrodes were identified - the T7 electrode is located nearby T3 representing
a similar area; the T8 electrode additionally indicates an area located symmet-
rically on the other hemisphere), P3 (analogously to the above case of the T3
electrode - in the reported study, P7 and P8 electrodes were identified, located
nearby and symmetrically, respectively).

As can be observed, similar areas were identified in the reported study, but
systematic changes are visible compared to the literature: in the reported study,
activity was often detected further from the axis of the head (in the literature
the higher the electrode number, the further away from the head axis, i.e. the T7
electrode is further away than the T3) - this may result from, for example, the
construction of the cap - a smaller size cap was usually chosen so that it would
fit tightly to the head - on a smaller cap, the distances between electrodes are
correspondingly smaller, in the reported study, symmetrical activations in both
hemispheres were more frequently detected.

An interesting observed effect that did not appear in the literature is a sig-
nificant difference in theta wave power on (almost) the entire head (27 out of 32
electrodes) between the VIMS and non-VIMS condition (see Fig. 2).

In conclusion, the obtained results are consistent with the state-of-the-art
[6,7,9,10], and the observed effect related to theta waves may contribute to
an interesting scientific discussion with other researchers resulting in further
scientific hypotheses and studies.
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Table 3. Results of the t-tests comparing non-VIMS and VIMS session.

Electr. Freq.band nVIMS mean VIMS mean t p df Eff. Size

PO3 theta 0.042 ± 0.02 0.032 ± 0.017 5.626 <.001 27 1.083

FC5 theta 0.039 ± 0.018 0.03 ± 0.015 5.493 <.001 27 1.057

C4 theta 0.04 ± 0.018 0.031 ± 0.016 5.455 <.001 27 1.050

CP5 theta 0.041 ± 0.019 0.031 ± 0.016 5.448 <.001 27 1.048

Pz theta 0.039 ± 0.018 0.029 ± 0.014 5.424 <.001 27 1.044

C3 theta 0.04 ± 0.017 0.031 ± 0.015 5.356 <.001 27 1.031

P3 theta 0.041 ± 0.018 0.031 ± 0.016 5.333 <.001 27 1.026

O2 theta 0.039 ± 0.02 0.029 ± 0.016 5.234 <.001 27 1.007

CP1 theta 0.039 ± 0.017 0.03 ± 0.015 5.217 <.001 27 1.004

FC6 theta 0.037 ± 0.017 0.029 ± 0.014 5.123 <.001 27 0.986

P4 theta 0.041 ± 0.019 0.031 ± 0.016 5.108 <.001 27 0.983

FC1 theta 0.038 ± 0.017 0.029 ± 0.014 5.099 <.001 27 0.981

T8 theta 0.038 ± 0.02 0.03 ± 0.016 5.023 <.001 27 0.967

CP6 theta 0.041 ± 0.019 0.032 ± 0.016 5.018 <.001 27 0.966

Cz theta 0.039 ± 0.018 0.03 ± 0.015 4.972 <.001 27 0.957

PO4 theta 0.041 ± 0.019 0.031 ± 0.016 4.97 <.001 27 0.956

FC2 theta 0.039 ± 0.016 0.03 ± 0.014 4.906 <.001 27 0.944

Fz theta 0.039 ± 0.017 0.03 ± 0.015 4.833 <.001 27 0.93

O1 theta 0.039 ± 0.017 0.03 ±0.015 4.777 <.001 27 0.919

F7 theta 0.036 ± 0.018 0.028 ± 0.015 4.763 <.001 27 0.917

AF3 theta 0.038 ± 0.017 0.03 ± 0.015 4.711 <.001 27 0.907

CP2 theta 0.04 ± 0.018 0.031 ± 0.015 4.697 <.001 27 0.904

F4 theta 0.037 ± 0.016 0.029 ± 0.014 4.618 <.001 27 0.889

T7 theta 0.037 ± 0.018 0.029 ± 0.016 4.598 <.001 27 0.885

s F3 theta 0.038 ± 0.016 0.03 ± 0.014 4.575 <.001 27 0.88

P8 theta 0.041 ± 0.021 0.032 ± 0.018 4.562 <.001 27 0.878

P7 theta 0.037 ± 0.017 0.029 ± 0.014 4.475 <.001 27 0.861

F8 theta 0.038 ± 0.019 0.029 ± 0.016 4.244 <.001 27 0.817

A highly interesting and productive next step in research - with direct prac-
tical significance for VR simulation users - would be an attempt to replicate
the study using one of the popular consumer-grade EEG devices. Subsequently,
one could attempt to detect the aforementioned states and alert the user to the
need for an immediate break from VR work before the onset of very unpleasant
symptoms of simulator sickness.
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Abstract. This paper explores the classification of eye expressions for
EOG-based interaction using JINS MEME, an off-the-shelf eye-tracking
device. Previous studies have demonstrated the potential for using elec-
trooculography (EOG) for hands-free human-computer interaction using
eye movements (directional, smooth pursuit) and eye expressions (blink-
ing, winking). We collected a comprehensive set of 14 eye gestures to
explore how well both types of eye gestures be classified together in a
machine learning model. Using a Random Forest classifier trained on
our collected data using 15 engineered features, we obtained an over-
all classification performance of 0.77 (AUC). Our results show that we
can reliably classify eye expressions, enhancing the range of available
eye gestures for hands-free interaction. With continued development and
refinement in EOG-based technology, our findings have long-term impli-
cations for improving the usability of the technology in general and for
individuals who require a richer vocabulary of eye gestures to interact
hands-free.

Keywords: Eye Gesture Recognition · Eye Expressions ·
Electrooculography (EOG) · EOG-Based Interaction · Wearable
Computing

1 Introduction

Eye expressions refer to the facial expressions and movements that individuals
can produce and manipulate through their eye muscles [15]—examples include
squinting (narrowing of the eyes), blinking, winking, and raising eyebrows. Pre-
vious studies have relied on vision-based methods for detecting eye expressions
[15–17]. Recent work has shown that commercially available off-the-shelf devices
that measure electrooculography (EOG) signals, such as the JINS MEME, can
measure facial expressions with high fidelity [23]. EOG is a technique that mea-
sures the electrical potential difference between the cornea and retina of the eye
[3], which varies with eye movements. Given that facial expressions are com-
prised of complex muscular movements, including those surrounding the ocular
region, EOG could serve as an effective method for detecting eye expressions [8].

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 68–79, 2023.
https://doi.org/10.1007/978-3-031-42293-5_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_6&domain=pdf
http://orcid.org/0000-0001-5769-6297
http://orcid.org/0009-0000-1680-9662
http://orcid.org/0000-0002-7413-8921
http://orcid.org/0000-0002-1620-1902
http://orcid.org/0000-0001-8677-3503
http://orcid.org/0000-0003-2233-2121
https://doi.org/10.1007/978-3-031-42293-5_6


Exploring Eye Expressions for Enhancing EOG-Based Interaction 69

One of the key advantages of using EOG-based is their ability to detect subtle
changes in movement robustly—making it a compelling input for interaction [6].

This paper explores the potential for incorporating eye expressions with exist-
ing EOG-based interaction methods, which often rely on the movement of the
eyes alone [13,25] or with a single eye expression (e.g. blinking [4]). To do this, we
collected data from 12 participants as they performed a non-exhaustive subset of
eye movement and eye expressions for classification. In total, we collected data
on six eye expressions (squint, enlarge, left wink, right wink, blink, stare) and
eight directional eye movements: single-stroke (look up, look down, look left, look
right) and four multi-stroke (glance up, glance down, glance left, glance right).
We aim to assess the effectiveness of utilising both forms of eye gestures together
as a first step. Our dataset consists of 14 different classes of eye gestures, which
has a high number of classes for classification compared to previous EOG-based
eye gesture recognition research to our knowledge.

Using the dataset that was collected under two conditions guided and
unguided, we trained a Random Forest classifier to classify the eye gestures
based on 15 prevalent shape- and noise-based features. Our classifier obtained
an overall classification performance of 0.77 (AUC).

The contribution of this paper lies in demonstrating the reliable classification
of eye expressions with eye movements for interaction. The ability to distinguish
a more extensive vocabulary of eye gestures using EOG would facilitate more
opportunities for hands-free interaction. Hence, we conclude the paper by dis-
cussing our findings and providing future directions for EOG-based interaction.

2 Data Collection

We designed a procedure and tool to collect data on 14 different eye gestures for
classification under two conditions, guided and unguided, in which we recorded
102,772 and 58,917 rows of data, respectively. For each participant, we collected
a total of 140 data points (14 eye gestures × 5 trials × 2 conditions).

2.1 Eye Gestures

This paper distinguishes two types of eye gestures: eye movements and eye
expressions. Eye movement refers to the physical movement of the eyeball or
eye muscles that control the movement of the eye (e.g. saccades, smooth pur-
suit, and vergence movement). Eye movements for interaction have long been
adopted for interaction [12]. Eye expressions, on the other hand, are often com-
municative signals conveyed through the eyes. Narrowing of the eyes, also known
as squinting, can be associated with emotions such as anger, suspicion, or con-
centration, while widening of the eyes can indicate surprise, fear, or interest.
Closing one eye or both are also eye expressions, a slow blink as an involuntary
can signal boredom, while a wink can signal flirtation or humour when used
voluntarily.
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We selected a total of fourteen eye gestures that represent both types for
classification. The set compromised of six eye expressions (blink, left wink, right
wink, squint, enlarge, and stare), and the remaining are two variants of up-down-
left-right eye movements: looks and glances. Looks are single directional shifts
from a centre position (single-stroke), while glances record a directional shift
in one direction, followed by a shift in the opposite direction back to the cen-
tre (multi-stroke). We selected the eye gestures from various relevant literature
sources (e.g. [5,15,19,22]), covering both single-stroke [19] and multi-stroke eye
gestures [5], as well as eye expressions such as winks and blinks [18].

2.2 Experimental Setup

Fig. 1. Experimental setup. Participants sat in front of a 27-inch screen at a distance
of 40cm while the experimenter sat adjacent to be able to observe both the screen and
the eyes of the participant. The height of the screen was adjusted to ensure that the
participant’s eyes were aligned with the centre of the screen.

Figure 1 shows our experimental setup. We used the JINS MEME ES R (100 Hz)
smart eyewear with the Academic Pack (SDK)1 for data collection. The device
allows for non-intrusive measurement of EOG signals via three electrodes — one
at the bridge of the nose and one on each side of the nose on the upper nasal
wings. We built a simple data collection tool with a graphical user interface
using pygame library to guide the data collection. The tool displays on-screen

1 https://jinsmeme.com/.

https://jinsmeme.com/
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instructions and automatically labels each eye gesture. For each trial, the inter-
face displayed specific instructions (e.g. Look →, Right Wink), and included
a 3-second countdown timer to signal the start of the trial. We streamed the
data from the SDK to the backend of the tool and logged both the EOG signals
(horizontal and vertical channels) and corresponding labels together.

2.3 Conditions

We collected data under two conditions, guided and unguided. In the guided
condition, participants were presented with a visual stimulus in the centre of the
screen, represented by a red target with a diameter of 1◦ (equivalent to 7mm
on the physical screen). During trials that required participants to make eye
movements, the target would move towards the respective edge of the screen,
covering approximately ±37◦ horizontally and ±23◦ vertically from the centre.
The movement duration of the target for each stroke was set at 1 s. Thus, for
a glance eye gesture, the target would move in one direction to the edge of the
screen for 1 s and then return to the centre in 1 s. For stationary gestures like
blinks and winks, participants were instructed to maintain their gaze at the
centre of the screen, where the red target remained static, and were also given
a 1-second time window to perform the gesture.

In the unguided condition, participants were instructed to perform the ges-
ture independently without the presence of a visual stimulus. The instructions
for the gesture would be displayed on the screen, and after a three-second count-
down, a stationary grey target (1◦) would appear. This target served as a visual
reference, representing the centre of the screen and indicating that participants
should execute the gesture instead of fixating on a blank screen.

Previous studies have yielded promising results under each condition, making
it unclear which method is more suitable. However, incorporating both condi-
tions in our data collection process allows us to mitigate potential issues related
to overfitting by introducing greater variation into the dataset. Solely collecting
data under the guided condition could limit the generalisability of the machine
learning model, as it may not account for the full range of real-world scenar-
ios. Conversely, collecting data exclusively under the unguided condition may
result in a lack of control over the experimental setup, making it challenging to
establish consistent performance benchmarks. By encompassing both conditions,
we can strike a balance between generalisability and control, allowing for a more
comprehensive evaluation of our eye gesture classification model. We analysed
the mean ranges of eye movements for all participants and observed that the
unguided condition exhibited greater ranges, with a 42% increase in horizontal
movement and a 46% increase in vertical movement compared to the guided
condition. This finding further supports the notion that the unguided condition
contributes to a broader range of eye movements during data collection.
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2.4 Participants

Participants must be able to wink with both eyes, which we made explicit dur-
ing the recruitment process. Participants who do not have access to contact
lenses could still take part in the study if they were short-sighted and could
read the instructions on the screen. We collected data from 12 participants (6F,
6M), aged 20–29 (M = 22, SD = 3.1 years), recruited from Lancaster Univer-
sity through word-of-mouth. Among the participants, eight had their vision cor-
rected to normal using either glasses or contact lenses, while two participants
were short-sighted but could still read the on-screen instructions.

2.5 Procedure

Upon arrival, participants were asked to sit comfortably in front of a desk facing
the screen, given a written overview of the study, and to fill in the consent form
and a basic demographic questionnaire to complete. Participants were verbally
briefed on the study procedure before proceeding to perform a short practice.
The purpose of the practice was three threefold: to familiarise participants with
performing all fourteen eye gestures, to ensure that they are able to perform
them, and to review whether the EOG signals from the glasses are recording
correctly for them (via live plot observation provided by the JINS MEME SDK).

If there were no issues, the experimenter proceeded to remind participants
to keep their heads and bodies still during the study, not to talk, and only move
their eyes to complete the gestures to minimise the noise in the EOG signal.
Further, the experimenter instructed participants to be mindful of the position
of the glasses throughout the data collection session and requested participants
in advance to readjust the glasses to their original placement if they shifted
or moved. This is because the sensors on the glasses need to touch the bridge
and sides of their nose. Participants were also requested to avoid blinking while
performing a gesture, but could blink if they had dry eyes during the instructions
screen or if the screen was blank. This was to mitigate unintentional blinks in the
dataset. Lastly, the experimenter made known to participants that they could
pause the data collection at any time when an instruction screen was visible.

Participants were positioned in accordance with our experimental setup, with
the experimenter seated adjacent to each participant. In the unguided condi-
tion, the experimenter visually monitored whether the participant performed the
gesture, which was followed by a key press to proceed to the next instruction
screen. The data collection was counterbalanced. Hence, half of the participants
began with the unguided condition, followed by a short break before proceed-
ing to the guided condition, while the other half followed the reverse order.
The unguided condition lasted approximately 5 min, while the guided condi-
tion required between 8 to 10 min to complete. The entire study lasted less than
an hour for each participant. Participants did not receive any compensation
for their involvement. The study was conducted in compliance with the ethical
regulations of the research institution.
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3 Classification

Using the data collected, we engineered features and built the machine learning
model for classifying eye gestures. We first pre-processed the raw data by remov-
ing noise generated during the experiment from external factors, for example,
head and body movements [10]. Thus, we applied a low pass filter with a cutoff
frequency of 15 Hz and a high pass filter with a cutoff frequency of 0.3 Hz to
smooth and eliminate most of the EOG signal noise [14]. Drawing from previ-
ous research [1,7,14,20,24], we engineered 15 prevalent shape- and noise-based
features from the processed EOG signal for eye-gesture classification (Table 1).

Table 1. Features for eye gesture classification.

Category Features

Shape-based Slope, Mean, Trimmed mean, Range, Peak
Energy, Wavelength, Variance, Kurtosis, Z-Score

Noise-based RMS, RMS-diff, Standard deviation, Standard deviation-diff,
Rayleightest

Table 2. Random Forest classification performance results.

Evaluation Measure Unguided Guided Guided + Unguided

AUC 0.84 ± 0.05 0.73 ± 0.02 0.77 ± 0.03

F1-Score 0.71 ± 0.01 0.53 ± 0.06 0.60 ± 0.08

We combined the engineered feature vector in the machine learning model
to predict the eye gesture classes. We modelled this task as a multi-class clas-
sification problem. For each trial, the selected features were fed into a model
to predict the label of the eye gesture. As the choice of algorithm can affect
the performance of the machine learning model, we experimented with k-nearest
neighbours (KNN), Support Vector Machine (SVM) and Random Forest algo-
rithms. Among these options, Random Forest demonstrated the highest classi-
fication performance on the testing fold, prompting us to select it for training
the machine learning model. We experimented with window lengths and selected
120ms as it gave the highest performance over the testing fold. We fine-tuned the
model with 100 trees, using entropy as the splitting criteria and a maximum tree
depth of 80 for tree construction. To ensure a thorough evaluation of the model,
we conducted 5-fold cross-validation on the complete dataset. In the subsequent
section, we present the averaged results across the five folds.

To evaluate the performance of our proposed eye-gesture classification app-
roach, we first separately built and evaluated a Random Forest model using the
data obtained in guided and unguided conditions. Lastly, we built and evalu-
ated the model on the entire data by combining data from both conditions. We
evaluate the performance of our classifier using F1-Score and AUC (area under
the receiver operating characteristic curve).
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4 Results

Table 2 shows the feasibility of classifying eye movements and eye expressions
together in a machine-learning model. Our classifier achieved an average AUC
score of 0.77 using the combined data from both conditions, which suggests that
14 eye gestures can be classified accurately to enhance an EOG-based interac-
tion. We observed that the proposed classification model attained the highest
performance (AUC=0.84) in the unguided condition. However, a drop in model
performance occurs in the guided condition to an AUC score of 0.73.

To identify the performance of the proposed model for classifying individual
eye gestures, we report the confusion matrix of the Random Forest model trained
on the combined dataset of guided and unguided conditions (see Fig. 2). We

Fig. 2. Average confusion matrix for identifying eye gestures.
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Fig. 3. Top 8 features contributing towards the Random Forest classification models.

observed that the classification model generally classifies eye expressions. This
is because eye expression classes are very distinct among themselves. However,
eye movements have similarities among themselves, which may result in similar
features for different movements leading to misclassification. For instance, we
observed that the model occasionally confuses between look and glance classes
due to the similarities between these two eye movements, even though there are
differences in the number of strokes.

Further, we explored the importance of the engineered feature set for training
the model for classifying eye gestures. We employed the Random Forest impor-
tance score to observe the top-eight essential features for the classification task
(see Fig. 3). We observed that mostly shape-based features (e.g. energy, peak,
and wavelength) contributed to predicting the labels of eye gestures. However,
some noise-based features, for instance, Rayleightest, also influenced the decision
of the classification model.

5 Discussion

This paper explores how well eye movements and expressions can be classified
together in a machine-learning model. To achieve this, we engineered shape-
and noise-based from the EOG signals and built a Random Forest classifier to
predict the different eye gestures. Our method achieved an overall performance
of 0.77 (AUC), demonstrating the feasibility of combining both types of eye
gestures. Our research differs from previous research, where researchers have
mainly classified directional eye movements for hands-free interaction.
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Our findings reveal that eye gestures characterised by prolonged eye move-
ments and multi-stroke actions (glances) can be accurately predicted. In contrast,
shorter movements with a single stroke (looks) present a greater challenge for cor-
rect classification. Similarly, certain eye expressions (e.g. winks, squints) proved
to be more difficult to classify accurately. This difficulty may be attributed to
the electrode placement on the off-the-shelf device we have employed, where all
three electrodes are placed on the nose, which may not effectively capture muscle
movements occurring in the surrounding areas, such as the temple and forehead,
during these specific eye expressions.

Our proposed method utilising primitive features serves as an initial step
toward accurately classifying eye movements and expressions in EOG-based
interactions based on our results. Although our model performance for identify-
ing 14 classes surpasses the baseline, further work is necessary to enhance the
robustness of our classifier. Future research endeavours could expand the feature
space by incorporating spectral-based features (e.g. rolloff and entropy [11]) and
correlation features from the EOG signal to better differentiate between distinct
eye gestures. Moreover, exploring deep learning models is encouraged as they
generally excel in multi-class classification and offer automated feature extrac-
tion capabilities [9], which is especially useful in eye gesture classification where
the raw signal of different classes (e.g. look and glance) does not have high
variability.

6 Future Directions

To conclude this paper, we contribute three future research directions based on
our current findings.

First, previous research on EOG has shown the potential for human-computer
interaction, particularly for context-awareness applications (e.g. [7]). However,
explicit EOG-based interaction remains limited, typically used to replace physi-
cal keys such as for steering mobility aids [4] and dwell-free typing [2]. Our find-
ings show the potential for a richer vocabulary use of eye gestures for interface
control, where users can map eye expressions to continuous inputs. For exam-
ple, squinting can activate a function to bring up a magnifying glass to where
a cursor is currently positioned. Hence, we can explore new mapping types for
EOG-based interaction, especially for eye expressions.

The second research direction attempts to classify a more extensive eye ges-
ture set. As a first step, we employed a subset from each eye gesture type for
initial exploration. From our current findings, we better understand how to clas-
sify a large EOG-based eye gesture set. In the discussion section, we outlined the
reasoning behind our results and potential ways to improve them from a technical
standpoint. As we continue to build our understanding, the natural step in our
work is to attempt a more exhaustive dataset of eye gestures. This can include
variations of eye expressions, such as variations of winking and blinking—single,
double, and long [16]—as well as other variations of multi-stroke gestures.
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The final research direction is the exploration of EOG-based interactions that
combine both eye expressions with eye movements. An example could be similar
to Gaze+Hold [21], where one eye can perform an eye expression while the other
performs an eye movement. In our case, a long wink would be a “hold”, and this
gesture can be combined with a discrete directional eye movement.
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Abstract. Open card sorting is themost usedmethod for developing user-centered
information architectures. One important question for every HCI method is how
many users to involve. Existing studies that address this question for open card
sorts have involved trained professionals sorting content items of rather specialized
domains. In addition, they employ data analysis approaches that might decrease
the confidence one can place on the reported findings. This paper investigates the
minimumnumber of participants for open card sorts performed on a general public
website domain (e-commerce). In specific, it involves 203 and 210 participants
sorting content items of two real-world e-commerce websites. Results from all the
participants were compared with those of different-sized and randomly selected
samples of the participants. Itwas found that 15 to 20 participants is a cost-effective
way to obtain reliable open card sort data for general public websites.

Keywords: Card Sorting · Information Architecture · Sample size

1 Introduction

Open card sorting is amethod that helps in understanding how participantsmight arrange
and organize information that is meaningful to them. In an open card sort, participants
sort content items (cards) into groups and then label these groups.

Open card sorting is a valuable method to support the design or evaluation of website
Information Architecture (IA) [1, 2]. IA refers to the way the content is structured and
interconnected [1]. However, card sorting is a general knowledge elicitation method and
thus it has proved useful in many other contexts, such as to understand how designers
group guidelines for robot teleoperation [3] and age-friendly websites [4], how children
categorize games in app stores [5] or perceive cybersecurity warnings [6], how health
professionals perceive self-tracking for mental wellness [7], and to validate HCI tools
for interactive system design [8–10].

Previous studies looked at a range of methodological issues on how to conduct an
open card sort and analyze the data. Card sorting can be done by hand using physical
cards or by using software. The results obtained frommanual and software-mediated card
sorting are fairly similar [11, 12]. Usability of card sorting tools has been also examined
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[13]. However, most tools in this study are no longer maintained or have significantly
changed and new tools, such as the open source CardSorter [14], have also appeared.
Regarding the session time, participants may need from 20min for 30 cards to 60min for
100 cards [15]. In terms of the number of cards to sort, it should be neither less than 30
because forming groups might be problematic, nor more than 100 because participants
may become tired or confused [2]. In addition, recent research provides support for the
validity [16] and reliability [17, 18] of the open card sorting method and how the results
are affected by user characteristics, such as sense of direction [19] and self-efficacy [20].
Regarding analysis of open card sort data, various approaches have been proposed [21],
such as tabulations of data [2], graph visualizations [22], hierarchical cluster analysis
[2, 12], k-means clustering [2], multidimensional scaling [2], factor analysis [23] and
recent algorithms developed specifically for the purpose of analyzing card sort data [24,
25].

One important question for every HCI method is how many participants to involve.
One study [26] recommends involving 20 to 30 users in open card sorts. Based on
the same study data, Nielsen [27] argues that 15 users are enough as a cost-effective
solution. One other study [28] suggests involving 10–15 participants. However, existing
studies focus on a very specific context, that of trained professionals categorizing content
items from rather specialized domain fields. In specific, the Tullis and Wood study [26]
involved IT employees grouping cards from the Intranet website of their company’s
usability department. The Lantz et al. study [28] involved mental health professionals
organizing well-established mental disorders into categories.

This paper investigates the minimum number of participants required for the cost-
effective collection of reliable data from open card sorts for websites. Our research
contributes to the existing HCI literature by adding two studies, involving more than 200
participants per study, on a general public website domain (e-commerce). In addition,
our work uses 100 samples of each size, instead of 10 used in the existing studies [26,
28], which increases the confidence one can place on the obtained results. Finally, we
conduct comparisons for all possible sample sizes (e.g., for N = 1 to the max number
of participants with a step of 1), instead of arbitrarily-chosen sample sizes; N = {2, 5,
8, 12, 15, 20, 30, 40, 50, 60, 70} in [26] and N = {1, 5, 10, 15, 20, 25, 30, 35, 40, 45,
50} in [28]. This results in increased accuracy of the reported values as no interpolation
is performed. Based on our findings, we recommend involving 15–20 participants in an
open card sort study for a general public website.

2 Methodology

2.1 Participants

Two open card sort studies were conducted for two e-commerce websites, hereafter
referred to as Eshop1 and Eshop2. Eshop1 offers a large variety of products, such as
electronics, equipment for sports and hobbies, clothes, health and beauty products, and
office supplies. Eshop2 is a women’s clothes shop. Eshop2 is smaller in size and more
homogenous in terms of content compared to Eshop 1.

Participants were recruited through calls in university courses, social media, and per-
sonal contacts. The Eshop1 study involved 203 participants, 136 males and 67 females,
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with a mean age of 22.5 years (SD = 5.2). The Eshop2 study involved 210 partici-
pants, 137 males and 73 females, with a mean age of 22.8 years (SD = 6.4). All of the
participants were native speakers of the language used in the cards.

2.2 Selection of Cards

E-commercewebsites are typically large in size. Research suggests that a card sort should
involve from 30 to 100 cards [2] and that the maximum session time for the sort should
not exceed 20–30 min. Following Spencer’s [2] recommendations, a total of 54 and 59
cards were chosen for the Eshop1 and Eshop2 respectively. Examples of the selected
cards for the Eshop1 are the following: “Wearables”, “Home appliances”, “Gardening”,
“Jewelry”, “Camping”, “Perfumes”, “Fishing”, and “Books”. Examples of the selected
cards for the Eshop2 are the following: “Shirts”, “Belts”, “Socks”, “Hats”, “Earrings”,
“Perfumes”, “Necklaces”, “Boots”, and “Jeans”.

2.3 Instruments and Procedures

Each open card sort was remotely mediated using OptimalSort by Optimal Workshop
(https://www.optimalworkshop.com), an online card sorting tool. The URL to the Opti-
malSort studywas supplied to the participants and they completed an electronic informed
consent form inside the OptimalSort environment. Next, each participant performed an
individual open card sort using theOptimalSort drag-and-drop environment. Participants
were allowed to place each given card in only one group. They required on average 22
min 30 s and 19 min 4 s to sort the cards for Eshop1 and Eshop2 respectively. Finally,
participants completed an electronic questionnaire inside the OptimalSort environment
that captured their gender and age.

2.4 Data Analysis Methodology

For each open card sort study, we wanted to compare the results obtained when using a
sample of participants to the ones obtained when using the full set of participants.

Previous research [26, 28] has used 10 random samples for each size value examined;
sizes of 2, 5, 8, 12, 15, 20, 30, 40, 50, 60, and 70 participants in [26] and 1, 5, 10, 15, 20,
25, 30, 35, 40, 45, and 50 participants in [28]. We used 100 random samples for each
possible sample size (i.e., from 1 to max N with a step of 1). We developed a custom-
built tool in Python to support our data analysis approach. This tool uses as input the raw
open card sort data extracted from the OptimalSort environment as spreadsheet files.
For each comparison between the whole dataset and a randomly selected sample, the
tool performs two types of analysis: a) distance matrices comparison, which compares
the raw open card sort data, b) clusterings comparison, which compares the clusters
produced after employing hierarchical cluster analysis.

The first analysis compared the distancematrices produced by all participants against
the distance matrices produced by samples. A cards × cards distance or dissimilarity
matrix is typically used to summarize card sort data [21]. The dissimilarity between
two cards is measured by each cell value in this matrix, which spans from 0 (cards

https://www.optimalworkshop.com
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always grouped together) to 1 (cards never grouped together). We used the Mantel
test [29] to check the null hypothesis that there is no correlation between the distance
matrix produced by all participants and the distance matrix produced by each random
subset of participants. This test is a kind of permutation test and, unlike traditional
correlation analysis used in existing studies [26, 28], it does not presuppose observation
independence or homogeneity of variance, both of which are typically violated for a
distance matrix [12, 18]. We used 10000 permutations for the Mantel test when the
minimum suggested number is 1000 [30]. Our tool used the Python implementation of
the Mantel test available at https://github.com/jwcarr/mantel.

Card sorting data analysis typically involves using clustering algorithms to support
the process of creating an IA. The most popular algorithm for this purpose is agglom-
erative hierarchical clustering [15, 21, 31]. Our second analysis aimed to compare the
dendrograms produced after applying average-linkage hierarchical clustering on the full
open card sort dataset and the different-sized samples. To this end, out analysis tool uses
Clusim [32], an open-source Python toolkit that can be used to compare split, overlapping
and hierarchical groupings. In specific, we used the Element-centric Clustering Similar-
ity (Elsim) [33] to compare the hierarchical groupings produced by all the participants
and the ones produced by the different-sized samples of participants. This similarity
metric is interpreted like a correlation index.

3 Results

3.1 First Study: Eshop1

DistanceMatrices Comparison. Table 1 presents theMantel r correlations between the
distance matrix produced by all 203 participants and the distance matrices produced by
100 samples of the following sizes: 2, 5, 8, 12, 15, 20, 30, 40, 50, 60, 70. Due to space
constraints, we present results only for the sample sizes used by Tullis and Wood [26].
However, we have results for each sample size from 1 to 203.

Figure 1 is a line chart of the mean Mantel r correlation between the distance matrix
produced by all participants and the ones produced by the aforementioned sample sizes.
The association between sample size and average correlation is a negatively rising func-
tion, as seen in the line chart. As expected, the rise is steeper at smaller sample sizes.
Also, as illustrated by the error bars, the variation of the results is substantially higher
for the smaller samples. The line chart shows that there is very little increase in the value
of the correlation coefficient as the sample size grows above 15–20. Nielsen [27] argues
that a correlation coefficient of 0.90 is good enough for most projects because they have
very limited resources for user research. Based on this recommendation and our results
from this analysis, 9 users (mean Mantel r = 0.903) would be a cost-effective choice.

Hierarchical Clusterings Comparison. Table 1 also presents the Elsim similarity
scores between the hierarchical clusterings from all 203 participants and hierarchical
clusterings produced by 100 samples of the aforementioned selected sizes.

Figure 2 is a line chart of the mean Elsim similarity score between these groupings
as a function of sample size. As seen in the line chart, the relationship between sample
size and mean similarity score is a negatively increasing function. The increase is higher

https://github.com/jwcarr/mantel
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Table 1. Descriptive statistics for the metrics used to compare the data from all participants (N
= 203) with the data from 100 random samples of selected sample sizes for the Eshop1 study.

Size Mantel r correlations Elsim similarity scores

N Mean Sd Min Max Mean Sd Min Max

2 0.699 0.126 0.146 0.879 0.761 0.032 0.655 0.825

5 0.843 0.054 0.686 0.920 0.807 0.026 0.750 0.868

8 0.891 0.028 0.807 0.944 0.830 0.030 0.764 0.879

12 0.929 0.016 0.882 0.957 0.851 0.026 0.790 0.929

15 0.942 0.013 0.898 0.965 0.861 0.030 0.777 0.932

20 0.956 0.010 0.921 0.974 0.868 0.027 0.793 0.917

30 0.971 0.006 0.947 0.981 0.887 0.027 0.807 0.952

40 0.980 0.003 0.970 0.986 0.897 0.023 0.825 0.956

50 0.985 0.002 0.979 0.989 0.907 0.027 0.853 0.963

60 0.985 0.002 0.979 0.989 0.907 0.023 0.864 0.948

70 0.990 0.002 0.986 0.994 0.914 0.031 0.865 0.994

Fig. 1. Line chart of the mean Mantel r correlation coefficients between data from all 203 partic-
ipants and data from 100 samples of selected sizes for the Eshop1 study. Error bars represent the
95% confidence interval.

with lower sample sizes. In addition, the error bars show that the variation of the results
is relatively low even for small sample sizes. Figure 2 shows that there is very little
increase in the value of the similarity score as the sample number grows above 15–20.
Based on Nielsen’s recommendation [27] and our results from this analysis, 44 users
(mean Elsim score = 0.899) would be required to reach a mean similarity score close
to 0.90. However, in this case, a good compromise for cost-efficiency would probably
be a sample size between 12 (mean Elsim score = 0.851) and 26 (mean Elsim score =
0.880).
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Fig. 2. Line chart of the mean Elsim similarity score between hierarchical clusterings from all
203 participants and hierarchical clusterings from 100 samples of selected sizes for the Eshop1
study. Error bars represent the 95% confidence interval.

3.2 Second Study: Eshop2

Distance Matrices Comparison. For the distance matrices comparison of the Eshop2
study, Table 2 and Fig. 3 present descriptive statistics and a line chart, as it was done for
the first study. Figure 3 shows that when the sample size increases beyond 15–20, the
correlation coefficient’s value increases relatively little. According to the Nielsen [27]
recommendation and the results of this analysis for the Eshop2 study, one could choose
a sample size of as low as 9 users (mean Mantel r = 0.901).

Hierarchical Clusterings Comparison. For the hierarchical clusterings comparison
of the Eshop2 study, Table 2 and Fig. 4 present descriptive statistics and a line chart,
as it was done for the first study. Figure 4 shows that when the sample size increases
beyond 15–20, the mean Elsim similarity score increases relatively little. According to
the Nielsen [27] recommendation and the results of this analysis for the Eshop2 study,
one would choose a sample size of 17 users (Elsim r = 0.899).

Table 2. Descriptive statistics for the metrics used to compare the data from all participants (N
= 210) with the data from 100 random samples of selected sample sizes for the Eshop2 study.

Size Mantel r correlations Elsim similarity scores

N Mean Sd Min Max Mean Sd Min Max

2 0.703 0.131 0.333 0.900 0.781 0.037 0.669 0.863

5 0.834 0.073 0.526 0.928 0.842 0.033 0.715 0.915

8 0.889 0.044 0.716 0.946 0.862 0.029 0.788 0.922

12 0.927 0.027 0.844 0.965 0.889 0.028 0.803 0.931

(continued)
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Table 2. (continued)

Size Mantel r correlations Elsim similarity scores

N Mean Sd Min Max Mean Sd Min Max

15 0.941 0.017 0.876 0.964 0.897 0.027 0.807 0.946

20 0.957 0.010 0.914 0.971 0.910 0.023 0.865 0.946

30 0.970 0.008 0.923 0.982 0.926 0.020 0.870 0.960

40 0.979 0.005 0.961 0.987 0.923 0.024 0.856 0.957

50 0.984 0.004 0.970 0.990 0.939 0.017 0.876 0.967

60 0.988 0.003 0.978 0.992 0.941 0.019 0.873 0.974

70 0.990 0.002 0.981 0.994 0.947 0.013 0.887 0.978

Fig. 3. Line chart of the mean Mantel r correlation coefficients between data from all 210 partic-
ipants and data from 100 samples of selected sizes for the Eshop2 study. Error bars represent the
95% confidence interval.

Fig. 4. Line chart of the mean Elsim similarity score between hierarchical clusterings from all
210 participants and hierarchical clusterings from 100 samples of selected sizes for the Eshop2
study. Error bars represent the 95% confidence interval.
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4 Discussion and Conclusion

This paper investigates the number of participants required for an open card sort study
for general content websites. Specifically, two studies for e-commerce websites were
presented. Analysis of the collected data compared the raw groupings and dendrograms
of all the participants with the ones produced by randomly selected samples of different
sizes. In specific, the Mantel test was used for the distance matrices and the Elsim
similarity score for the dendrograms analysis.

Regarding the first study (Eshop1), the mean Mantel correlation reached the value
of 0.90 for 9 participants, 0.93 for 14 participants and 0.95 for 18 participants. The
mean Elsim similarity score reached the value of 0.85 for 12 participants and up to 26
participants the score ranged from 0.86 to 0.88. Regarding the second study (Eshop2),
themeanMantel correlation reached the value of 0.90 again for 9 participants, 0.93 again
for 14 participants and 0.95 for 19 participants. Unlike the Eshop1 study, the mean Elsim
similarity score reached the value of 0.85 for only 6 participants, 0.90 for 17 participants
and for 18 to 38 participants the score ranged from 0.90 to 0.93.

In general, Mantel correlations were larger than Elsim similarity scores. Thus, a
very high correlation value (0.90) was quickly reached for a sample size as small as 9
participants. By contrast, the sample size required for the mean Elsim similarity score
to reach 0.90 is almost double (17 participants for Eshop2) or even almost quintuple (44
participants for Eshop1). This may be attributed to the fact that the Elsim analysis works
on clusterings, which are a transformation of the raw dataset that may result in loss
of information as each card must be placed in only one cluster. However, hierarchical
clustering is typically used to analyze card sort data and support IA-related decisions, thus
it is important to consider it when recommending the minimum number of participants
for open card sorts. Previous work either compares only the distance matrices [28] or
employs exemplary comparisons based on visual inspection of dendrograms produced
by all participants and some subsamples [26].

In addition, while the results of theMantel tests share a highly similar pattern for both
studies, the results of the Elsim analysis does not. Eshop1 required a sample size that was
approximately 2.5 times larger in order to reach a similarity score of 0.90 compared to
Eshop2. Eshop1 sells items that are far more heterogeneous, which might have resulted
in more heterogenous groupings in general, and thus it might be harder to reach high
similarity scores with smaller sample sizes compared to Eshop2.

One important limitation of this research is that it focuses only on quantitative data
related to participants’ groupings of cards and ignores qualitative data, such as users’
terminology in the provided labels for the groups or comments. In addition, more studies
in different contexts, such as website domains or number of cards, would be beneficial
for the generalizability of the findings. To this end, we are already running similar studies
for travel websites.

In conclusion, we recommend involving 15–20 participants in open card sorts of
general public websites. This is because samples of 15–20 participants produced raw
groupings and cluster analysis results that were already highly similar to the ones pro-
duced for all participants; mean Mantel r from 0.94 to 0.95 and mean Elsim similarity
score from 0.86 to 0.91 respectively. For more than 20 users, both metrics increased at
a very low rate. Thus, it does not make sense resource-wise to involve more than 20
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participants in the same open card sort. It should be noted that if one wants to learn
whether there are differences between discrete groups of users then 15–20 participants
for each discrete group of users should be involved.

Acknowledgments. We would like to thank Optimal Workshop for kindly proving a free license
to their OptimalSort software for conducting the open card sort studies reported in this paper.
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Abstract. Obsolete devices add to the rising levels of electronic waste, a major
environmental concern, and a contributing factor to climate change. In recent years,
device manufacturers have established environmental commitments and launched
initiatives such as supporting the recycling of obsolete devices by making more
ways available for consumers to safely dispose of their old devices. However, little
support is available for individuals who want to continue using legacy or ‘end-of-
life’ devices and few studies have explored the usefulness of these older devices,
the barriers to their continued use and the associated user experiences. With a
human-computer interaction lens, this paper reflects on device usefulness as a
function of utility and usability, and on the barriers to continued device use and app
installation. Additionally, the paper contributes insights from a sequel study that
extends on priorwork evaluating app functionality of a ‘vintage’Apple devicewith
new empirical data on app downloadability and functionality for the same device
when newly classified as ‘obsolete’. A total of 230 apps, comprising the top 10
free App Store apps for each of 23 categories, were assessed for downloadability
and functionality on an Apple iPad Mini tablet. Although only 20 apps (8.7%)
could be downloaded directly onto the newly obsolete device, 143 apps (62.2%)
could be downloaded with the use of a different non-legacy device. Of these 163
downloadable apps, 131 apps (comprising 57% of all 230 apps and 80.4% of the
downloadable apps) successfully installed, opened, and functioned. This was a
decrease of only 4.3% in functional apps (of the 230 total apps) compared to the
performance of the device when previously classified as ‘vintage’.

Keywords: Device obsolescence · Application obsolescence · Usefulness ·
Digital sustainability · Electronic waste

1 Introduction

Sustainable HCI [6, 14, 26, 28] and the study of device longevity and usefulness are
particularly important whilst the number of obsolete devices and the levels of global
e-waste continue to rise. The “Internet of Trash” [7, 15] has been used to describe the
billions of end-of-life mobile and Internet-connected devices [9, 18] that contribute to
the 53million tons of e-waste generated per year [10]. In a review of the literature,Mellal
[21] compares and contrasts different definitions of ‘obsolete’ and ‘obsolescence’ and
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distinguishes between types of obsolescence such as ‘technological’, ‘functional’, ‘style’
and ‘planned’. Planned obsolescence is a contentious issue [4, 8, 20]. Though it has been
argued to be a consequence of competitive forces in a free and technological society [31]
it contributes to increasing sustainability concerns and to consumer dissatisfaction [8,
19, 29] particularly amongst users of not-so-new devices. However, it is not unusual for
device manufacturers to launch new device models and variants on an annual basis [30].

Apple hasmade a commitment to carbon neutrality by 2030 [2] and has committed to
improving product recycling and the use of recycled materials. Currently, however, little
is known, in general, about where obsolete products go after being sent for recycling
[13]. In terms of definitions, Apple defines products as ‘vintage’ when “Apple stopped
distributing them for sale more than 5 and less than 7 years ago” and defines them
as ‘obsolete’ when “Apple stopped distributing them for sale more than 7 years ago”
[3]. When devices are ‘vintage’ (but not ‘obsolete’) they are in a transitional state,
where support from app developers declines, updates reduce, and users may receive
warnings that appswill no longer be supported [1].When devices become ‘obsolete’ their
warranties expire and the services that Apple were legally obliged to provide previously
will no longer be available [3].

Often obsolete or ‘end-of-life’ devices hold little or no value in terms of serving
their original purpose [25, 33] and, to date, few studies have focused on the assessment
of the usefulness of vintage or obsolete devices. Where legacy devices are reused, their
applications are often limited in scope (at least compared to their original lives as more
general-purpose computing devices) and can be trivial compared to their original capa-
bility. For example, a legacy iPad used as a shopping list, or an iPhone used as a music
player [27]. While this sort of repurposing extends the lifespan of devices and delays
their disposal, if we think about usefulness with an HCI lens as a function of utility
and usability [16, 24] then the limited nature of this type of repurposed utility inevitably
reduces the device usefulness [5]. So how useful can a legacy device be? Canwe quantify
its usefulness? If utility relates to the scope of device use, then the ability to continue
installing and updating apps must be significant to its usefulness. In this paper we inves-
tigate device usefulness by exploring the barriers to software installation and analyzing
the functionality of downloadable apps. The work extends on a prior study that evalu-
ated app functionality of a ‘vintage’ device [12] and it contributes new empirical results
that quantify app downloadability and functionality for the same device when newly
‘obsolete’. The study results are compared, and the usefulness and user experiences of
vintage and obsolete devices are reflected upon.

2 Methods

Attempts were made to install popular free Apple App Store apps onto an obsolete
device. The study device was an Apple iPad Mini Tablet, first manufactured in 2012,
discontinued in 2015, received the last OS update (iOS 9.3.5) in 2016 and classed as
‘obsolete’ by Apple in 2022 [3]. The study took place in a three-day period between 4th
and 6th May 2022. This allowed just enough time to attempt downloads for all top 10
free apps from 23 App Store categories and minimized the risk of apps having a newer
pushed update, meaning the last supported versions could be removed from the Apple
App Store.
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For apps that cannot be downloaded directly, a current non-legacy Apple devicemust
be used to obtain a “purchase history” on an Apple account that is shared with the legacy
device. An attempt can then be made to download the “last previously supported” app
for the obsolete device. Alternatively, users can connect their device to a computer and
use an older version of Apple’s “iTunes” to download the required app. But, either way,
another device is necessary for the app installation process and these methods are not
well-known and feature only infrequently on Apple forums [22]. For simplicity, we refer
to this somewhat complicated workaround to downloading as ‘Download via Another
Device’ (DvAD). To obtain a purchase history on a shared Apple account, a current
non-vintage iPhone SE was used.

2.1 App Selection Criteria

A total of 230 apps were selected comprising the top 10 free App Store apps from 23
categories. App categories requiring modern features such as AR mode and extensions
for the Apple Watch were excluded due to their incompatibility with the study device.

As shown in Fig. 1, each of the top ten apps for each of the categories was tested
to determine whether it could be downloaded directly. Apps that did download were
tested to determine whether they installed, opened, and functioned. Attempts were made
to download apps via another device (as summarized earlier) if they did not download
directly. Apps that downloaded successfully in this way were then tested to determine
whether they installed, opened, and functioned.

3 Results

As shown in Fig. 1, only 20 (8.7%) of the total 230 top apps could be directly downloaded
and of these, only 16 apps (7%) functioned. However, 143 apps (62.2%) of the total 230
top free apps could be downloaded with the help of another device, making a total of 163
apps (70.1% of all apps) that could be downloaded either directly or via another device.
Of the 163 apps that did download, 115 (80.4% of the 163 apps) installed, opened, and
functioned.

In total, 131 out of the 230 (57%) total apps could either be downloaded directly
or via another device and were capable of functioning. This was a decrease of only
4.3% in functional apps (of the 230 total apps) compared to the performance of the
device when previously classified as ‘vintage’. In total, 67 (29.1% of the 230 apps) were
not downloadable, however, 27 (40.3% of the 67 non-downloadable apps) were never
previously supported by the device. For example, these included apps that had a release
date long after the device was originally released. In total, 99 out of 230 (43%) apps
were unsuccessful in download, installation, opening and/or functioning. However, of
the 163 apps that did download, 131 apps (80.4%) successfully installed, opened, and
functioned.

3.1 Result Breakdown by Category

A breakdown of functional apps by category is shown in Fig. 2. Although dominated
by apps that required download via another device, at least half of the apps in 18 of
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Fig. 1. A summary of the study method and app results. (A): Apps downloaded directly (green).
(B):Appsdownloadedvia another device (yellow). (C):Apps that could not bedownloadeddirectly
or via another device (*including the 27 apps were never previously supported by the device iOS
version) or that failed “Installs?”, “Opens?” or “Functions?” (red). (Color figure online)

the 23 categories successfully functioned and more than half (i.e., at least 6 out of 10)
apps successfully functioned for 14 of the 23 categories. Of the apps that could be
downloaded, six failed to open and 25 failed to function but only one (Google maps in
the ‘Navigation’ category) failed to install.
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Fig. 2. Functional Apps by App Category

4 Analysis and Discussion

Overall, the study demonstrated that the majority of apps installed, opened and func-
tioned on the obsolete device if they could be downloaded, and that only a small reduction
in functioning apps occurred between the vintage and obsolete studies.

Apps were considered ‘functional’ if they performed key functions as intended. For
example, if a video streaming app could play a video, or if a gamewas playable. However,
it was not possible to confidently assess the functionality of all apps. For example, some
apps in Finance, Food & Drink and Utilities categories require logins to pre-existing
user accounts to unlock features, make purchases and manage accounts. In these cases,
minimal functionality was assumed if the apps opened with a login screen with no
warning or incompatibly notification. For example, some apps in the Entertainment
category successfully downloaded, installed, and opened but with a notification that the
app was no longer compatible and an upgrade was recommended.

4.1 Comparing ‘Vintage’ and ‘Obsolete’ Device Results

A summarized performance comparison of the two studies is provided in Table 1. The
number of apps that could be downloaded directly reduced from 29 apps (12.6% of the
top 230 apps) in Sept 2021 when the device was vintage down to 20 apps (8.7% of the
top 230 apps) when the device was newly obsolete. Also, the number of apps that could
be downloaded (either directly or via another device) increased slightly from 140 apps
(60.9%) to 143 apps (62.2%). However, the number of apps that functioned (having
been downloaded by either method) reduced from 141 apps (61.3%) when the device
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was vintage to 131 apps (57%) when the device was newly obsolete. This small decrease
in functional apps might be expected as a device enters its obsolete phase.

Between the two studies therewere somevariations in the contemporary rankings and
memberships of the free top 10 apps, and there were some variations in the performances
of apps in each category. However, in both studies, all top 10 ‘Productivity’ category
of apps (e.g., email and calendar apps) failed to download directly yet 9 of the 10
apps functioned on the obsolete device and all 10 functioned on the vintage device
after successful download via another device. Similarly, for the ‘Health and Fitness’
and ‘Travel’ categories of apps there were no changes in performance between the two
studies yet 6 out of the 10 apps on the vintage device and 7 out of 10 apps on the obsolete
device, functioned after successful download via another device. In contrast the number
of functional ‘Games’ apps increased by 5 from 2 to 7 on the obsolete device (four
being directly downloadable) which was not anticipated due to i) the release dates of
popular games being rather more recent than the device, and ii) the minimum hardware
requirements of games might often be expected to exceed those of a legacy device.

Table 1. Comparison of the results from each study

Sept 2021 May 2022 Percentage Change

Direct Download 12.6% 8.7% −3.9%

Download via Another Device 60.9% 62.2% +1.3%

Non-Downloadable 26.5% 29.1% +2.6%

Direct Download and Functions 10.4% 7.0% −3.4%

Download via Another Device and Functions 50.9% 50% −0.9%

Total Functional Apps 61.3% 57% −4.3%

Total Non-functional* Apps 38.7% 43% +4.3%
* ‘non-functional’ apps are apps that did not download (either directly or indirectly) or did not
install, open or function.

4.2 The Usefulness of an ‘Obsolete’ Device

Labels like “vintage” and “obsolete” maymake consumers perceive devices as no longer
functional, usable or useful and, therefore, ready for disposal. However, as the study
results demonstrate, this is not the case. Legacy devices, whether ‘vintage’ or ‘obsolete’
devices, can be capable of extended and useful function that includes the installation of
many new apps. But atwhat point do consumers give up on efforts to continuemaking use
of their devices? Perhaps another decrease in functioning apps at this boundary between
vintage and obsolete classifications is the point at which all but the most determined
users with the necessary app download know-how and access to a non-vintage device,
will give up on new app installations and further use of their device.

Ideally, manufacturers would promote device longevity and assist consumers in
avoiding barriers to extending the lifespans and usefulness of their devices [17, 23].
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As illustrated in the percentage of functional apps in Fig. 3, if we consider that useful-
ness correlates with apps capable of functioning (not only via direct download but by
either method) then vintage and obsolete devices clearly have potential for longer, useful
lifespans.

We cannot forget, however, that security is a key consideration for all devices. It could
be argued that obsolete devices are not viable platforms given current challenges to safe
and secure systems. Certainly, apps where security is critical, for example, banking
apps, should not be used on obsolete devices. However, many useful apps like games,
calculators, media players and other tools may present relatively little, or no, security
concerns.

Graceful degradation could be a method that manufacturers adopt in future iterations
of their device ranges as a way of being more inclusive to legacy device users [32].
This would reduce barriers to device longevity and avoid sudden reductions in device
usefulness. A gradual decline would likely be preferred by legacy device users but
quantifying or being aware of this decline (see Fig. 3) is difficult for consumers to
follow.

Fig. 3. Percentage of functional apps in the context of the device lifespan that could bedownloaded
directly (DD) or downloaded via another device (DvAD).

4.3 Study Limitations and Future Work

The studywas limited to 230popular free apps (10 fromeachof 23 categories). Increasing
the number of apps and categories could provide more insights, however, there is an
inherent time pressure to download apps because apps are updated regularly. Future
work could extend the functionality assessments of apps and include assessments of
their performance and usability which could include a more thorough evaluation of
application functionality. Also, future work could apply a similar study methodology
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(as illustrated in Fig. 1) for the assessment of other Apple devices. As more devices
become vintage and obsolete, a larger andmore comprehensive comparative study could
be conducted to assess and ‘rank’ changes in performance and usefulness acrossmultiple
systems. Furthermore, a similar study methodology could potentially be applied to other
smartphone and tablet devices such as Android devices with “download via another
device” replaced by the “sideloading” of apps [11]. This device compared to a similar
era Android device has much less developer support and has a higher probability of
becoming e-waste sooner as the limitations on usage become more prevalent.

5 Conclusion

The study demonstrated that most of the apps installed, opened, and functioned on
the obsolete device if they could be downloaded, and that only a small reduction in
functioning apps occurred between vintage and obsolete stages.

Continued efforts to improve product recycling must be made but, to reduce the
mounting levels of electronic waste, new strategies are needed. As more devices become
obsolete on an annual basis, new initiatives are needed to support users improve the
longevity and usefulness of their old devices. It is recommended that device manu-
facturers remove the barriers to lifecycle extensions for obsolete devices by releasing
patches to allow direct download of apps still compatible with legacy devices.
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Abstract. Data-driven decision-making has gained paramount impor-
tance and has become indispensable to learning new knowledge and gain-
ing insights in various contexts. Specifically, in critical and security con-
texts, interactive systems are imperative to support decision-making.
However, for systems that enable data exploration, good usability is
essential to facilitate effective data exploration for experts and laypeo-
ple. This study aimed to evaluate the usability of a system containing
information regarding Brazilian dams, with a panel and an information
filter, by consolidating the results obtained from user evaluations and
a set of Human-Data Interaction heuristics proposed in the literature.
The user evaluations involved 18 participants aged between 22 and 45
years, with previous knowledge about dam safety. Three specialists in
Human-Computer Interaction performed the heuristic evaluation. The
results from user evaluations and heuristic evaluation facilitated the anal-
ysis of the main problems encountered by users and their relationship
with recently-proposed heuristics. User evaluations revealed the need for
usability improvements related to the affordance of interactive map ele-
ments and information filters. The paper discusses the impact of the
problems faced by users in the map-based dam data exploration platform
and how the Human-Data Interaction heuristics aided the identification
of different types of problems. These results provide crucial input for
enhancing critical data exploration platforms and methodological reflec-
tions on the different contributions brought by different usability evalu-
ation methods applied to Human-Data Interaction.
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1 Introduction

Data plays a fundamental role in the communication and acquisition of knowl-
edge. Users gain insights into various topics through their interaction with data.
Initially, the field of Human-Data Interaction focused solely on analyzing the
data itself. However, over time, it became apparent that understanding how
users interpret the presented information was equally crucial [22], particularly
given the ever-growing size and intricacy of data resulting from advancements
in data collection and dissemination technologies [12].

Human-Data Interaction plays a critical role in all domains involving informa-
tion transmission, as it serves as a conduit for knowledge acquisition, as outlined
in the research conducted by Victorelli and Reis [20]. This study also highlights
the contributions of methods employing tools to support the data life cycle [20].
In environmental studies, the ability to access data accurately and concisely is
of utmost importance, particularly in accident prevention and monitoring.

Dams have received substantial attention in the Brazilian environment. The
country has numerous water dams connected to hydroelectric plants and mining
tailings dams. Many major accidents have occurred in some dams, leading to
severe environmental and human impacts. In Brazil, the National Dam Safety
Policy was established by Law 12,334/2010 [2] to safeguard lives and nature
during dam accidents. The Brazilian National Water Agency [1] defines dam
accidents as situations in which there is a “compromise of the structural integrity
of a dam, leading to the uncontrolled release of the reservoir contents”.

When conducted appropriately, the interaction with data related to the state
of preservation of a dam is of great significance in preventing accidents, and in
more severe cases, it enables experts to leverage their knowledge to predict risks
and evacuate the area before the event occurs. Additionally, data availability
allows lay users to access information about nearby dams and their danger levels.

Human-Computer Interaction concepts can be employed to measure inter-
action aspects [14,22], to assess whether users can comprehend the data as
intended. Such evaluation may be conducted using methods like user tests or
heuristics focused on data, as proposed by Victorelli and Reis [21].

Despite the increased attention to studies on Human-Data Interaction
[14,22], specific areas of knowledge have not been subjected to a detailed anal-
ysis that can derive implications for design. In the environmental field, there is
insufficient understanding of the outcomes obtained through applying Human-
Computer Interaction techniques aimed at data exploration platforms via inspec-
tions utilizing heuristic evaluations or user tests, for instance.

The objective of this research was to evaluate an environmental data explo-
ration platform that aims to centralize information about Brazilian dams using
a combination of two methods: 1) tests with users who know the environmental
and technological areas and 2) a collaborative heuristic evaluation conducted
by three specialists in Human-Computer Interaction. The usability heuristics
defined by Nielsen and Molich [15] and the specialized usability heuristics for
Human-Data Interaction defined by Victorelli and Reis [21] were used in the
evaluation. In addition to identifying issues through these heuristics, the study
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also developed categories to group the most significant problems to facilitate
improvement.

The paper is structured as follows: Sect. 2 provides the theoretical back-
ground, defining essential terms related to dam safety and human-data interac-
tion. Section 3 discusses related studies. Section 4 outlines the methods employed
in this study. Section 5 presents the results obtained from the applied methods.
Finally, Sect. 6 summarizes the contributions of this work and outlines avenues
for future research.

2 Theoretical Background

This section introduces definitions relevant to dam safety in the Brazilian context
and human-data interaction. This section lays the foundation for the research
presented in this paper by providing these definitions. Additionally, this section
discusses related works and their findings.

2.1 Context of Dam Safety in Brazil

Law 12,334 [2] was enacted in Brazil in 2010, establishing the National Policy on
Dam Safety. Its main objective was to preserve life and nature by anticipating
accidents involving dams before their occurrence [17]. According to the Brazilian
National Water Agency - [1], a “dam” is defined as “a structure for the retention
or accumulation of liquid substances or mixtures of liquids and solids”.

Dam safety is closely tied to monitoring existing dams to maintain their
integrity and preserve life and the environment around them. Additionally,
according to the Brazilian National Water Agency [1], an accident involving
a dam can be defined as “the structural integrity compromise with the uncon-
trollable release of reservoir contents”.

In 2015 and 2019, the Brazilian population witnessed accidents involving
dams. The first accident in Mariana, in the state of Minas Gerais, resulted in
the release of about 40 million cubic meters of tailings, causing the loss of life
and a significant environmental imbalance [13]. The second accident occurred in
the municipality of Brumadinho, also in Minas Gerais, in 2019. It involved the
release of about 12 million cubic meters of tailings, resulting in a higher number
of fatalities than the 2015 incident and a smaller environmental impact [5].

Thus, in the Brazilian context, dam safety requires conducting suitable
inspections and verifications of erected dams to anticipate and forestall acci-
dents.

2.2 Human-Data Interaction

Knaflic [7] states that in human-data interaction, it is crucial to determine
the intended audience to whom the presenter will communicate. This approach
establishes the context for the data presentation. Explaining what will be pre-
sented is necessary while avoiding excessive information to prevent user confu-
sion. This information is particularly relevant in the context of the evaluated
data since users often access it independently without assistance or supervision.
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In their article, Mortier et al. [14] have identified three main aspects of
human-data interaction. The first aspect is readability, which focuses on present-
ing data more transparently and understandably for readers. The second aspect
is action, which relates to users’ actions based on the information absorbed from
the data. The third and final aspect is negotiability, which concerns visualizing
changes in individuals and society resulting from the interpretation of data over
time.

In their study, Victorelli and Reis [21] proposed a set of heuristics related to
the design of elements that utilize human-data interaction, including:

1. Human-data interaction design guidelines for visualization systems
1.1. Self-evidence in coordinated views
1.2. Consistency between coordinated visualizations
1.3. Reversible operations in visualizations

2. Use smooth animated transitions between visualizations states when they can
help the user to notice the difference between the data

3. Immediately provide visual feedback on the interaction
4. Maximize direct manipulation with data
5. Minimize information overload

5.1. Show information context
5.2. Avoid requiring data memorization

6. Semantically enrich the interaction
6.1. Semantically enrich search interaction
6.2. Enriched feedback from humans incorporated into the system
6.3. Refine and train models through user feedback

3 Related Work

This section presents related work concerning improving dam monitoring sys-
tems, mapping questions asked by users, adapting architecture to perform dam
simulations, and analysis focused on human-data interaction.

The study performed by Law, Lai-Chong, and Ebba Thora Hvannberg [9]
investigated the complementary nature and convergence of heuristic evaluation
and usability testing in evaluating the usability of a universal brokerage plat-
form. The case study explores how these two evaluation methods can be inte-
grated to provide a more comprehensive assessment of the platform’s usability.
The results from both methods were compared and synthesized to reveal the
complementarity and convergence between heuristic evaluation and usability
testing. The findings demonstrated that heuristic evaluation identified high-level
usability issues and provided valuable design suggestions, while usability test-
ing uncovered specific and contextual usability problems encountered by users
during task execution. Integrating heuristic evaluation and usability testing pro-
vided a more holistic evaluation of the universal brokerage platform’s usability,
with each method offering unique perspectives and insights.
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Ekşioğlu, Mahmut, et al. [4] investigated the efficacy of combining heuristic
evaluation and user testing to assess user interface usability. The presented case
study involved evaluating a real-world web application. Initially, heuristic eval-
uations were conducted, wherein usability experts analyzed the interface based
on predefined heuristics. This phase identified several potential usability issues
within the interface. Subsequently, user testing was performed, involving par-
ticipants completing specific tasks while their behaviours and perceptions were
observed. User testing helped validate and further explore the findings from
the heuristic evaluation, uncovering additional problems not identified through
expert analysis alone. The results suggest combining heuristic evaluation and
user testing can be a powerful approach to evaluating interface usability, enabling
more effective identification and resolution of problems. This highlights the sig-
nificance of utilizing a multi-method approach in usability evaluation, leverag-
ing the strengths of different approaches to achieve comprehensive and reliable
insights into the quality of the user experience.

Komarkova, Jitka, et al. [8] presents a study that focuses on the usability
evaluation of the Prague Geoportal, a web-based geographic information sys-
tem (GIS). The study aims to assess the usability of the Geoportal and identify
potential improvements to enhance the user experience. The evaluation process
involved a combination of heuristic evaluation and usability testing. Usability
experts performed heuristic evaluations, applying established usability heuristics
to analyze the interface design and functionality. Additionally, usability testing
was conducted with real users who performed specific tasks on the Geoportal
while their interactions were observed. The study found several usability issues
and provided recommendations for improving the interface’s navigation, infor-
mation presentation, and overall user interaction. The findings highlight the
importance of considering usability principles in GIS design and development to
ensure efficient access to spatial data and enhance user satisfaction. By integrat-
ing heuristic evaluation and usability testing, the study contributes to a better
understanding of usability challenges and offers valuable insights for optimizing
GIS interfaces.

The study by Jeon et al. [6] starts from the principle of seeking to increase
the safety of dams in South Korea because of the risks involved in accidents.
Therefore, a dam safety monitoring system was created to seek data from water
systems, dams, instrumentation, hydrological information, inspection, and dam
information. Having a more robust system with more information than the sys-
tem currently used in Korea made it possible to conclude that decisions and
actions can be taken faster with more detailed and easily visualized data.

Rodrigues et al. [16] conducted a study to understand which questions users
ask during their interaction with the data. Twenty-two users participated in
the study, totalling 1058 questions, divided into two groups for analysis: the
first group was related to straightforward questions, and the second group to
questions with some problem. As a result, the authors categorize the questions
into five categories, described according to the author’s definition:

1. ERR - questions containing conceptual errors (88 occurrences);
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2. AMB - questions that contain some ambiguity (41);
3. DTA - questions that are technically answerable, but are difficult to answer

with the visualization, i.e., questions for which the visualization was not
appropriate (43);

4. DNA - questions the visualization does not answer (28);
5. INS - failures to follow the instructions when filling out the questionnaire

(79).

The study can be used in learning about data visualization since it can map
questions and errors raised by users during the analysis, also helping in a better
view of the questions that can be asked by users and how to cover them in the
presentation of data better.

The study carried out by Liu et al. [11] consisted of adapting an architecture
so that dam information could collaborate more with a simulation focused on
verifying possibilities of dam failure and its impacts. The data flows used in this
research focused on experienced users reading this type of data and inexperienced
users to ensure that several users could access the remodelling of the tool already
used.

Leskens et al. [10] bring a system for analyzing flooding scenarios in their
study. Despite the complexity involved in the data, the developed tool aims to
be accessible to professionals and people who have no contact with the area.
This objective is facilitated by the 3D tool used by the system. It helps better
estimate the scale and impact of a flood.

According to Calvetti et al. [3], they were conducting a study using use cases
that often have a large amount of information and generating a detailed view of
the data. In this way, the existing processes were improved by specialists. Thus,
they concluded that monitoring human activities deserves to be highlighted,
indicating as accurately as possible what data will be collected and the expected
results.

The study carried out by Trajkova et al. [18] sought to understand which
aspects related to interaction would be necessary to ensure that museum visitors
understood how to use the system and how to attract people to interact with
the screen, keeping their attention.

The studies mentioned in this section bring views on mapping impressions
about interaction with data and which methodologies worked, especially in the
context of dam safety. In this sense, this study aims to complement the infor-
mation already in the literature to bring an approach containing the junction of
human-data interaction with user tests for a dam safety context.

4 Methods

This study aimed to investigate aspects of the interaction between humans and
data in exploring environmental issues. The investigation employed user test-
ing techniques and heuristic evaluation to assess an application that explores a
dataset on the safety of Brazilian dams.
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The overseeing agency responsible for monitoring Brazilian dams maintains
a comprehensive database containing all relevant dam-related information. This
dataset is utilized to develop a dashboard that enhances data visualization and
comprehension, ultimately contributing to establishing a national repository of
records concerning Brazilian dams.

Concerning the user tests, the research involved 18 participants assigned
specific tasks to interact with the data. Their perceptions and opinions were
solicited, and upon completion of the tasks, they were asked to complete a ques-
tionnaire and participate in a brief post-test interview.

The heuristic evaluation was conducted by three experts specializing in
human-computer interaction, employing the collaborative heuristic evaluation
method. This approach involved the evaluators performing the same tasks as
the users and collaboratively identifying any issues or problems encountered
during the evaluation process.

4.1 Task Performed in Evaluations

The objective of the study was to examine the usability of a webpage that
featured a dashboard presenting data related to dam safety, accompanied by
search filters.

During the execution of the assigned task, participants were instructed to
interact with both the dashboard and the search filters, expressing their under-
standing of the provided information and articulating any inquiries that arose.

4.2 Procedures for Heuristic Evaluation

The evaluation aimed to appraise the performance of the data presented within
the dashboard, along with its associated filters. The issues identified in the appli-
cation were assessed and compared against general-purpose usability heuristics
proposed by Molich and Nielsen [15] and specific heuristics for human-data inter-
action put forth by Victorelli and Reis [21], as described in Sect. 2.2. The Nielsen
and Molich’s heuristics [15] were: 1) Visibility of system status, 2) Match between
system and the real world, 3) User control and freedom, 4) Consistency and stan-
dards, 5) Error prevention, 6) Recognition rather than recall, 7) Flexibility and
efficiency of use, 8) Aesthetic and minimalist design, 9) Help users recognize,
diagnose, and recover from errors and 10) Help and documentation.

The inspection was conducted by three Human-Computer Interaction spe-
cialists through a collaborative heuristic evaluation conducted remotely. This
approach sought to facilitate evaluators’ joint identification of issues and their
assignment of corresponding heuristics.

4.3 Procedures for User Tests

The testing phase involved 18 participants aged between 22 and 45 years, pos-
sessing prior knowledge in dam safety and technology, primarily from disci-
plines such as Environmental and Sanitary Engineering and Computer Science,
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with experience in technology and environmental management. User recruitment
was conducted through invitation-based selection, where interested individuals
were included as participants upon acceptance. In the event of non-acceptance,
researchers proceeded to the following potential user. Each user was assigned
the same task to evaluate their comprehension of the presented data. Due to the
Covid-19 pandemic, the tests were conducted remotely via a videoconferencing
platform. The testing protocol and post-test user interviews were approved by
the Research Ethics Committee, with the code CAAE 55663422.8.0000.5148.

During the test phase, upon initial contact with the user, the researcher
introduced themselves and provided an overview of the research objectives. The
user was then given an explanation of the nature and procedures of the usability
tests, emphasising the confidentiality of their personal information. We clarified
that the purpose of the test was to assess the platform’s performance rather
than the user’s ability to comprehend the dashboard. Additionally, users were
informed of their right to discontinue the test at any point. Following this initial
briefing, the user was presented with the assigned task and instructed to employ
the Think-Aloud protocol [19] to verbalize their impressions and experiences
while using the platform. Subsequently, the test session commenced. After com-
pleting the test, participants were asked to provide demographic information
through a questionnaire, including their age, computer experience, and famil-
iarity with dam safety information. Additionally, a usability questionnaire was
administered, comprising a series of statements with response options ranging
from “Totally disagree” to “Completely agree”, presented as follows:

1. Overall, I was able to understand the information presented in the data;
2. In general, the reading of the data was easy to carry out;
3. I would use the data presented to carry out studies;
4. I would recommend the page containing the data to friends;
5. I believe the presentation of the data was easy to understand;
6. I believe the information is useful in my life.

After the completion of the questionnaire, users were invited to participate in
a concise interview aimed at eliciting their perceptions regarding their interaction
with the platform. The interview questions were as follows:

1. Were you able to understand the information presented in the data?;
2. Did you have any questions while interpreting the data?;
3. In your opinion, what is the best way to perform a data presentation?;
4. If you want to mention any other point you deem necessary, feel free to expose

it.

4.4 The Evaluated System

The system under evaluation represents an enhanced version of the existing
Brazilian dam information system, with a heightened emphasis on data pre-
sentation and consolidation. The objective is to facilitate even easier access to
information for users compared to the currently utilized system.
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It is important to note that the release of the updated product has not
occurred as of yet. User testing is being conducted at an intermediate stage of the
development process to leverage the obtained results as a tool for implementing
enhancements and refining the already developed features and functionalities.
An example of a screen used in the evaluation is shown in Fig. 1.

4.5 Analysis

The problems encountered during user testing were categorized as unique issues
to avoid repeating an error identified by multiple users. There was no repetition
of the same problem during each test; therefore, the analysis considered only the
number of users who identified a specific problem.

Based on the previous outcome, the next step involved cross-referencing the
results identified through heuristic evaluation and user testing to determine
which issues were exclusively identified by one of the methods and which were
identified by both. This analysis allowed for a comprehensive understanding of
the aspects of interaction that were addressed by each approach.

5 Results and Discussion

This section describes the findings derived from the analysis of information
obtained through user testing and the outcomes yielded from the heuristic eval-
uation.

5.1 Heuristic Evaluation Results

The heuristic evaluation successfully identified 41 issues by simulating the same
task assigned in the user tests. Out of the 41 problems identified, 28 did not
yield a similar outcome in the user testing. Among the critical problems, one
significant issue involved comprehending the data due to its scattered presenta-
tion across the dashboard, leading to a disconnection between the titles and the
corresponding data. Additionally, the interaction was hindered by the utilization
of closely related colour scales for the presented data, frequently impeding the
comparison of information when seeking specific details. The problems identified
solely through heuristic evaluation are displayed in Table 1.

Specialists also encountered a different category of problems related to tech-
nical terminology. Given that the system caters to diverse audiences, an expecta-
tion was to provide a “translation” of the technical terms into a more accessible
language.

Furthermore, the presence of a Spanish translation option on the page did
not result in the dashboard being updated when selected.
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Table 1. Issues found only by the heuristic evaluation

Issues found only by heuristic evaluation Related Heuristics

It was not clear if the dams registered in 2022 were part
of the total (make it clear that among the registered
dams, x were in 2022)

V6, N8

Purple buttons do not make it clear that they are
inactive

V3, N7, N8

It is not clear what will be shared - the entire page?
Only one piece of data?

V3, N1, N7

“Last update” - the last time the page was loaded or
the last update that was entered into the system? -
ambiguous information

V3, N1, N7, N8

“Last update” should not be there - it seems outdated -
it would be better to have one for each chart

V5, N6, N7

Dams with good or excellent completeness - You are
viewing the entire Brazil - large blank space - is it below
or to the right? - one chart or all of them?

V2, N1, N7, N8

When hovering, it shows - state, class, number of dams
- but are those with good or excellent completeness?

V4, V5, N7

The only indication of the current state is through color
- it would need to be shown in another way (text, for
example)

V6, N5, N6, N9, N10

There is no feedback that there has been a change in
the charts on the right when clicking on a state

V3, N1, N7, N8

There is no consistent font type and size (filter,
illustrations)

N8

When clicking on a bar, the data changes, and it does
not show the status to verify what happened

V3, N6, N7

There is no indication that the bars are clickable V3, N7, N8

The map and bar charts do not facilitate establishing
connections between the data

V6, N1, N6

The list of dams is out of the field of view V3, N4, N6

There are no instructions on how to obtain more
information about a dam

V6, N6, N7

Some terms are specific and difficult to understand for
non-experts, without an explanation of their “main use”

V5, V6, N6, N7

The expand button does not have an obvious meaning V6, N6, N7, N8

“You are viewing the profile of the entire Brazil” even
after applying a filter

V5, N6, N7, N8

After filtering, it is not possible to know the location of
the dams - only in the final list

V5, N6, N7, N8

The heatmap map does not change after filtering V3, N1, N6, N7, N8

There is no legend identifying the classifications of dams V3, N1, N6

A “?” is missing to indicate explanations in other
points, not just technical items

V6, N2, N6

Only the menu is translated into Spanish, but not the
data visualization

V3, N2, N4, N6, N7, N8

It should be available in English V6, N2, N5, N8

Before the name, a chart with the dams and the
timeline could be included

V5, N1, N7

Risk category: Not applicable - can accidents really not
occur?

V6, N5, N6, N7

There is no explanation or label to indicate what each
item represents

V6, N6, N9, N10

There should be an outline for the map of Brazil when
applying filters, not just removing the states

N7, N8
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5.2 User Tests Results

In total, 27 problems were found by users. An identical problem encountered by
multiple users was consolidated to prevent the duplication of problem analysis.
Nonetheless, the number of users who reported the issue was included in the
results and examined.

The problems identified during user tests were systematically categorized into
individual issues, with their frequency of occurrence meticulously recorded, and
subsequently linked to the heuristics proposed by Victorelli and Reis [21], and
Molich and Nielsen [15] (Table 2).

In this particular context, most of the issues experienced by users were
directly associated with the use of search filters, which demonstrated consider-
able complexity in terms of comprehensibility, primarily owing to the extensive
array of information available for selection and the disparities, as mentioned
earlier with the dashboard.

5.3 The Outcomes Derived from the Consolidation of User Tests
and Heuristic Evaluation

Upon defining the task at hand, various usability issues were identified, which
were found to be associated with the heuristics outlined by Victorelli and Reis
[21], specifically centred around human-data interaction, as well as the heuristics
proposed by Molich and Nielsen [15].

Following the execution of the application utilizing both methods for the iden-
tical task within the system, a comparative analysis was conducted to determine
the prevalence of specific heuristics in each method and the insights they yielded.

The most prevalent issue encountered during interaction with the dashboard
was the perceived lack of interactivity in the map of Brazil (reported by 14 users),
where the ability to select and isolate data about a specific state by clicking on
it was absent (Table 3).

As evidenced by related works, the combined approach of user testing and
heuristic evaluation provides complementary insights into the issues that require
attention. Furthermore, based on the obtained results, it was possible to confirm
that heuristic evaluation also encompasses aspects of design suggestions, as Law,
Lai-Chong, and Ebba Thora Hvannberg [9]. The integration of these two aspects
yielded a comprehensive overview of improvements and problem categories that
can be encountered in applications like the one under evaluation.

Among the heuristics proposed by Victorelli and Reis [21], the ones most
closely associated with the issues encountered by users and identified during the
heuristic evaluation were as follows: 3. Immediately provide visual feedback on
the interaction due to lack of feedback and confusion caused to users at certain
moments of the interaction, and 6. Semantically enrich the interaction, focusing
on its sub-item 6.1 Semantically enrich search interaction, since search filters
were applied and often did not have adequate feedback.
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Table 2. Issues found by user tests

Issues found only by user tests Related Heuristics Number of users who have reported
the issue

The filter icon only shows which
filters have been selected, when
in fact it gives the impression
that it is possible to select a
filter through it

V3, N1, N3 1

When expanding the ‘Dam
Name’ filter, the dam codes
were listed

V3, N1, N4 1

Depending on the selected filter,
the charts displayed on the
dashboard overlap with the
titles

V2, V5, N8 1

When opening a filter listing for
selection, the system gives the
impression that it is possible to
select multiple pieces of
information from the same
filter, when in reality only one
can be selected

V4, N6 1

When reviewing the data
presented in the table (which
can be extensive), there is no
option to return to the top of
the table display

V6, N7 1

The map is too small, making
interaction more difficult. It
would be easier if it were larger

V3, N8 1

The functioning of the filters
causes a lot of confusion about
how to use them

V5, N3, N6, N7 8

The filter does not close after
selecting an option

V2, N7 1

Clicking on the dashboard gives
the impression that the filters
will also be updated

V4, N4, N6, N7 1

The filter information is cut off
when opening the options

V6, N8 2

When hovering over the title of
a piece of information, it
disappears

V6, N7, N8 1

Filter icons (such as focus
mode) overlap with the filter
information itself

V5, N8 2

When selecting an option on the
map, it is not updated in the
filters

V3, N1, N4, N6, N7, N8 2

In the ‘Find dams by’ option, it
gave the impression that it was
a search field

V6, N1, N8 1
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Table 3. Issues found by both methods

Issues Found by Both
User Tests and Heuristic
Evaluations

Related Heuristics Number of users who have reported
the issue

Cleaning filters is out of
the field of view

V1, N1, N3, N6, N7, N8 2

Does not increase font size
of filters with CTRL +

N8 7

It is not clear that the
map is clickable, which
can display data for a
particular state

V3, N1, N6, N7 14

What is good or excellent
completeness? Will people
without knowledge of
dams understand? It is
necessary to explain what
it means in terms of data

V5, N7 3

Registered dams - total
and dams in 2022 are far
away

N1, N8, V6 1

When there is no data, it
shows “blank” instead of
“not registered” or
something similar

V6, N6, N8, N9 1

The ‘Most Accessed
Dams’ do not make it
clear what parameter is
used for counting (year,
months)

V6, N2, N6 1

Search results - but what
if I haven’t performed any
search? What type of
search is it?

V6, N6, N7, N8, N10 1

By looking only at the
dashboard, it is not
possible to know which
filters are active

V3, N3, N6, N7 1

When interacting with the
map and clicking on a
specific state, it does not
always appear selected on
the map due to the color
scheme of the heat map

V3, V4, N1, N8 1

It is not clear that filters
cannot be selected
together (checkbox
affordance)

V3, N7 1

The ‘Focus Mode’ of the
filter sometimes opens in
the middle of the screen,
giving the impression that
the screen is blank

V3, N1, N5, N7, N8 2
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Fig. 1. Example of an issue with the information contained in the dashboard, where
“Em branco” means “Blank space”

Regarding the heuristics of Molich and Nielsen [15], the two heuristics most
closely linked to user problems were: 7. Flexibility and efficiency of use, and
8. Aesthetic and minimalist design, since the arrangement of elements and the
pattern of colours used (mainly in heat maps), end up causing user confusion
and hindering interaction. Regarding the problems found in the heuristic eval-
uation, the heuristics related the most were: 6. Recognition rather than recall,
7. Flexibility and efficiency of use, and 8. Aesthetic and minimalist design, once
the interaction became harder because it did not have a pattern of the data
presented, confusing the evaluators.

Regarding the heuristic 1 - Human-data interaction design guidelines for
visualization systems from Victorelli and Reis [21], the subcategory applicable
to the problem found was 1.3 - Reversible operations in visualizations. One of
the issues identified during the evaluation was users having difficulty locating the
button to clear their previous selections after applying filters and attempting to
initiate a new search. This lack of immediate visibility led users to believe there
was no option to remove the previously selected data.

During the task execution in the conducted tests, we observed that the pre-
sented information lacked fundamental contextualization on multiple occasions.
For instance, within the system, updates were displayed without an accom-
panying explanation, thereby impeding a clear understanding of whether the
updates were derived from real-time data or sourced directly from the underly-
ing database along with the existing information. This issue was considered in
the heuristic of Victorelli and Reis [21] 5. Minimize information overload, more
precisely in subitem 5.1 - Show information context.

Another frequently encountered problem in the interaction involved the
excessive spacing or scattered arrangement of substantial amounts of information
on the screen. This particular issue hindered users from discerning the context
and purpose of each case, thereby impeding the search process within the applica-
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tion. Particularly in cases where insufficient explanations were provided regard-
ing the presented information, this problem further exacerbated the challenges
faced by users, where heuristic 6. The “Semantically enrich the interaction”
heuristic of Victorelli and Reis [21] was applied in subitem 6.1 - Semantically
enrich search interaction.

Considering the results obtained from applying each method, it becomes
evident that combining diverse methods with different heuristics yields comple-
mentary insights when evaluating security-focused systems. Consequently, the
presence of multiple converging fronts, presenting similar outcomes empowers
evaluators to prioritize resolving identified issues and subsequently address the
specific concerns highlighted by each method.

Utilizing heuristics within the context of data presentation usability proved
pivotal in effectively capturing and translating the encountered problems,
thereby offering solutions and avenues for improved interpretation of the issues,
subsequent rectification, and standardization.

The application of the heuristics proposed by Victorelli and Reis [21] proved
beneficial within this project’s scope. Specifically, the broader set of six upper-
level heuristics demonstrated significant relevance in addressing many encoun-
tered issues. However, when utilizing these heuristics in a context different from
the case studies analyzed in the initial study, it became evident that there exist
gaps that require more precise guidance tailored to specific domains and data
contexts, thereby enhancing the efficacy of the broader heuristics.

5.4 Categories Proposed to Represent the Issues Related to
Interaction with Data

The identified problems were categorized to represent the various issues encoun-
tered during the interactions. The resultant categories derived from this analysis
offer valuable insights into the nature of the identified problems and their impli-
cations on the design of data exploration systems within dam safety.

Visibility About How to Interact with Data. When data requires a specific
path to be accessed, it is imperative for the steps involved in obtaining the
information to be transparent. The category “Visibility about how to interact
with data” encompasses issues about quickly locating and comprehending the
pathway to access data and its corresponding details. This category is proposed
to facilitate user interaction with the data application, enabling efficient data
exploration.

An instance illustrating an issue within this category was observed in both
inspections, wherein the heatmap displayed on the dashboard failed to convey
its interactive nature. Despite the intended functionality of optimizing searches
beyond Brazilian states, it did not function as anticipated. Furthermore, upon
users’ realization that the map could be interacted with and an area was selected,
the remaining parts of the map disappeared, lacking a clear option to reset the
previously made selection.
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Position of Key Elements to Interact with Data. In order to interact with
data, certain elements serve as keys to unlock specific information. Hence, these
keys must be easily discernible and prominently visible to users. For instance,
when working with data visualization accompanied by filters that necessitate
parameter adjustments, the key for initiating this transition should be within
the user’s visual field.

An illustrative example, identified during user testing and heuristic evalua-
tion within this category, pertains to the button’s location to clear search filters
(“Limpar filtro” in Portuguese). This button is situated in an inconspicuous
position, erasing the selected filters and initiating a new search more challeng-
ing. Furthermore, depending on the user’s computer screen size, the button may
not be immediately visible until the user scrolls down the page.

Data Presentation Pattern. Another facet of data interaction pertains to the
presentation of information. Is there a discernible pattern in data presentation,
or is it seemingly random? This category aims to capture this aspect, encom-
passing information clarity and its organisational structure’s comprehensibility.
Additionally, the pattern must be coherent, enhancing understanding and ease
of interaction with the data narrative.

The evaluated application allows users to employ filters to locate the desired
dam. However, in each filter category, the application conveys that multiple
pieces of information can be selected. Nonetheless, in practice, only one item from
each filter category can be selected, leading to user frustration when choosing
two items within the same parameter.

Operating Error to Achieve the Expectation of Interaction with the
Data. Several malfunctioning issues were identified during the evaluations in
the context of a recently released system. This category is introduced to address
functional errors that can detrimentally impact the quality of data interaction,
as the expected behaviour may not be fulfilled within the system, thus hindering
the completion of the data interaction process.

It is important to acknowledge that systems generally are not exempt from
malfunctions in specific functionalities. Within this application, an issue related
to this category was observed concerning the zoom-in or zoom-out functionality
of the dashboard. Despite the user’s attempts to increase the font size, no visible
changes occurred.

Lack of Clarity in Terms that Explain the Data Presented. Certain
domains necessitate the use of technical terminology to describe the presented
data. Dam safety, for instance, employs specific terms to denote safety levels
and risks associated with dam failure. These terms are commonly familiar to
professionals engaged in daily dam safety management activities. However, con-
sidering that the system’s target audience encompasses the entire population, it
is crucial to acknowledge that they may not be familiar with these terminologies.
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In Brazil, dam safety policies incorporate specific terms to indicate the risk
level of a potential dam failure, the associated risks in case of a breach, and the
completeness of information about a particular dam. While these terms were
devised to enhance safety inspection management, they may be unfamiliar to
users. Hence, it is imperative to “translate” this information for users, ensuring
their comprehension and alleviating concerns arising from potential misinterpre-
tation.

5.5 Relation Between Issues Found in the Approaches and the
Categories Proposed

The category with the fewest number of related issues was “Operating error
to achieve the expectation of data interaction” (4 issues), which is expected in
a system that has already been released, where malfunctions should ideally be
minimized. The second-lowest category was “Position of key elements to inter-
act with data” (6 issues), indicating that users encountered minimal difficulties
locating the necessary elements to interact with the data.

The comparison between the category with the highest frequency and the
category with the second-lowest frequency indicates that specialists perceive
users to have a greater ability to navigate and interact with the system than
comprehend the data itself. This observation raises questions regarding potential
improvements in data presentation to convey the intended information.

The category exhibiting the highest number of related issues was also “Vis-
ibility about how to interact with data,” with nine associated problems. These
nine issues were observed by users in at least 30 instances during the tests, indi-
cating that they were consistently perplexing and caught users’ attention in the
majority of the evaluations. The second most prevalent category linked to the
issues encountered by users was “Data presentation pattern” (8 issues with 15
instances), underscoring the difficulties users faced in visualizing how to interact
with the data application and the employed presentation patterns. Consequently,
it is crucial to contemplate how data can be presented effectively, enabling users
to better understand the narrative conveyed by the data.

6 Final Considerations

This study aimed to contribute to comprehending data exploration platform
interaction within environmental systems focused on dam safety. The evalua-
tion encompassed the usability assessment of a platform featuring information
regarding the safety of Brazilian dams, a matter of paramount importance for
accident prevention. The study identified categories of usability problems con-
cerning human-data interaction in this context, elucidating the primary issues
encountered during the evaluations.

The evaluation involved 18 participants aged between 22 and 45 years who
interacted with the dashboard and utilised the filters to access the presented
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data. Throughout this process, a total of 27 problems were identified. Addition-
ally, a collaborative heuristic evaluation was conducted to compare the results
derived from user feedback with those provided by experts in the field of human-
computer interaction, leading to the identification of 41 problems.

The outcomes achieved through each method can be associated with the
heuristics and subsequently subjected to comparison. For the heuristics of Vic-
torelli and Reis [21], both methods indicated the use of the heuristics 3 - Imme-
diately provide visual feedback on the interaction due to lack of feedback and
confusion caused to users at certain moments of the interaction, and 6 - Seman-
tically enrich the interaction, focusing on its sub-item 6.1 - Semantically enrich
search interaction. As for the heuristics of Nielsen [15], the user tests provided
a view of mainly two heuristics: 7 - Flexibility and efficiency of use, and 8 -
Aesthetic and minimalist design, while the heuristic evaluation highlighted, in
addition to those mentioned, also the heuristic 6. Recognition rather than recall.

The categories established to encapsulate the issues encountered in both
methods, namely heuristic evaluation and user tests, revealed “Visibility about
how to interact with data” and “Data presentation pattern” as the most promi-
nent. These categories shed light on the challenges users face when attempting
to comprehend the interaction process for accessing or comprehending data,
indicating that current designs lack appropriate patterns. In terms of data pre-
sentation, participants expressed in interviews that an optimal approach involves
amalgamating various tools, such as dashboards, tables, and texts. The prob-
lems identified during the heuristic evaluation exhibited similarities to the issues
reported by users, with emphasis on the interaction with dashboard information,
which failed to clearly indicate the parameter employed for each presentation.

Thus, it becomes feasible not only to assess the usability of the application
itself but also to comprehend that, within this particular context, user tests and
heuristic evaluation mutually complement each other in inspecting the quality of
a product with an environmental focus that necessitates thorough examination
for safety reasons. Moreover, it is also possible to establish a correlation between
the encountered problems and the existing heuristics in the literature.

For future studies, the attained results will be utilized by the responsible
agency in charge of the system’s development to ensure the continuous enhance-
ment and evolution of the application employed in this study. Subsequent tests
can be conducted during the developmental process. Our objective is to deepen
the understanding of the interaction issues identified in the evaluations and
expand the knowledge in this domain, thereby elucidating the implications for
design by scrutinizing other systems pertinent to human-data interaction in the
environmental context.
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Abstract. This paper investigates the design of multi-user virtual reality (VR)
communication and collaboration, focusing on asymmetric VR where one user is
immersed in the virtual environment while the other interacts from the external
world. Through an exploratory user study (n= 16), we examine how users experi-
ence different asymmetricVR communicationmethods and how these experiences
inform the design of effective communication systems.We identify key factors that
influence the effectiveness of different styles of asymmetric VR communication
and highlight the benefits and limitations of these styles. Our thematic analysis
of the participants’ responses and experiences sheds light on the importance of
considering communication methods and their impact on users’ experiences in
asymmetric virtual environments. Our study provides insights into how commu-
nication methods can be designed to enhance presence, social presence, commu-
nication effectiveness, and enjoyment. These findings can inform the design and
development of more engaging and effective asymmetric communicationmethods
for multi-user collaboration.

Keywords: Virtual reality · Asymmetric virtual reality · Collaboration

1 Introduction

Communication and collaboration are important activities in multi-user virtual reality.
These activities typically occur with both users wearing head-mounted-displays and
experiencing equal levels of immersion in the virtual environment. An alternative app-
roach is asymmetric virtual reality, where one user (the VR user) is immersed in the
virtual environment, while the other (non-VR user) interacts with them from the exter-
nal world. In such a setup, the VR user and non-VR users often communicate and
collaborate on a shared task. Asymmetric communication has been seen in the context
of games [16–18], research [1–3, 12], and commercial applications.

How asymmetric communication is implemented has been shown to affect numerous
user-related factors. These include the immersed user’s sense of presence [4–6], enjoy-
ment [3], and autonomy [12], as well as the social dynamic that exists between the two
users [12]. In this paper, we complement existing works by comparing how users react
to different implementations of asymmetric communication. Unlike prior works, which
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have typically focused on a single method at a time, we seek to investigate multiple
interaction methods in the same study. By examining how users respond to a range of
interaction methods, we aim to provide a more nuanced understanding of the strengths
and limitations of various approaches, as well as insights into how different methods
can be combined and integrated to enhance the effectiveness of communication and
collaboration in asymmetric settings. Furthermore, by using the same set of users for all
interactionmethods, we can control for individual differences and contextual factors that
may impact users’ experiences and provide a more direct comparison of the methods
under investigation.

In our exploratory user study (n = 16), we investigated how users experienced and
perceived different asymmetric communication methods. A thematic analysis revealed
key themes related to sense of presence in the virtual environment, communication
effectiveness, and social presence. Each theme is explored and illustrated with relevant
participant quotes. Based on these themes, we provide design suggestions for imple-
menting asymmetric VR communication and discuss trade-offs such as communication
effectiveness versus enjoyment and presence in the virtual environment versus social
presence. This examination of identified themes and ensuing design recommendations
offers insights for informed decision-making regarding the selection and implementation
of asymmetric communication methods.

2 Literature Review

Literature on asymmetric virtual reality features numerous examples of asymmetric com-
munication styles. Here, we explore several prominent approaches. These approaches
serve as inspiration for the design of our study.

Direct verbal communication is commonly used in asymmetric VR. In such a setup,
the non-VR and VR users interact directly through spoken word. This style of com-
munication can be remote [1, 11, 14] or co-located [3]. During remote communication
the non-VR user’s voice is heard through the headset, while co-located verbal commu-
nication has both users sharing the same physical space and no additional hardware is
necessary.

How to represent the non-VR user in the virtual environment during communication
has been explored in various works. Forms of embodiment range from full body avatars
[1, 14] to abstract representations [2, 6]. For instance, Ibayashi et al.’s DollhouseVR
system represents the non-VR user as a giant floating hand pointing at objects in the
virtual environment [2]. In Koller’s work on treating patient’s fear of public speaking
in VR, the non-VR user, a trained psychiatrist, can take over virtual audience members
at will in order to communicate with the immersed patient as they practice delivering a
speech [1].

Non-verbal asymmetric communication methods have also been explored. One
important function of non-verbal communication is pointing (directing the user’s atten-
tion to objects in the virtual environment). Kumaravel et al. highlighted this style of com-
munication as being a primary activity in asymmetric VR [10]. Approaches to directing
the VR user’s attention include Duval & Fleury’s work on representing a non-VR user’s
2D pointer input as a 3D ray in the virtual environment for the VR user to see [7], Oda
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et al.’s use of spatial annotations such as 3D arrows [8], Ibayashi et al.’s aforementioned
giant pointing hand, and having external text messages appear on a diegetic virtual
screen [6]. Peter, Horst, & Dörner compare two approaches to directing user’s attention
using non-verbal communication: highlighting objects using a diegetic beam of light,
and outlining objects with white glowing borders [4]. We follow a similar approach in
our study.

Several works have discussed user-related factors relating to asymmetric VR, show-
ing that howusers experience and perceive asymmetric communication is highly affected
by how it is implemented. For instance, Gugenheimer et al. showed how the design of
an asymmetric communication method can have an impact on the user’s perceived dom-
inance in the interaction [12]. Likewise, Wang et al. found that having the non-VR user
appear in the virtual environment served as a social affordance, indicating that two-way
verbal communication is now possible [9]. They also pointed out that this seemed to shift
the user’s attention from the virtual scene to the social interaction. This in turn relates
to the concept of presence, the experience of “being there” in a virtual environment
[19, 21]. Several works have broken presence into sub-components: spatial and social
presence [19, 20, 22]. We use a similar distinction in this work.

In this work, we compare several styles of asymmetric communication based on
the features discussed here. Participant comments reflected several user-related factors
discussed in these prior works, as well as introducing new unexplored dynamics.

3 Methodology

The communication methods implemented in our study incorporated various design
features from prior literature, including disembodied verbal communication, embodied
verbal communication, and non-verbal communication. Based on these features, we
implemented 6 communication methods:

Co-located Speech with No Hardware: This method involves the user speaking with
other users who are physically in the same location, without the need for any additional
hardware such as headsets or microphones. The communication is based on the user’s
physical presence and their ability to project their voice to the other users.

Remote Speech That the User Heard Through their Headset: This method involves
the user hearing speech from other users who are in a remote location, through their VR
headset. The speech is transmitted to the user’s headset through directional speakers and
spatial audio.

Walkie-Talkie: In this method, the user communicates with the moderator through a
virtual Walkie-Talkie. The user needs to press a button to speak. While the commu-
nication is two-way, the user must initiate the interaction by answering the beeping
Walkie-Talkie or by picking it up and making a call to the moderator.

2DVideo Feed Similar to a SkypeCall: Thismethod involves the user communicating
with other users through a 2D video feed, similar to a Skype call. The user can see the
non-VR user’s face and hear their voices, but the non-VR user is not fully immersed in
the VR environment. A similar method was described in [5].
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Outlines: This method uses white glowing outlines around objects of interest to guide
the user’s attention. The outlines serve as a non-verbal form of communication and are
used to draw the user’s attention to specific objects or areas in the VR environment. A
similar method was described in [4].

Beam of Light: This method involves a beam of light shining through a window and
guiding the player’s attention to objects of interest. The beam of light serves as a non-
verbal form of communication, similar to the outlines, and is used to draw the user’s
attention to specific objects or areas in the VR environment. It was intended to offer
a more “lifelike,” less gamified nonverbal approach compared to Outlines. A similar
method was described in [4].

3.1 Study Design

We conducted a user study (n= 16) to investigate how users experience and perceive dif-
ferent implementations of asymmetric VR communication. Participants solved a series
of puzzles in a virtual environment designed as a rustic cabin in the mountains. Each
puzzle used a different asymmetric communication method, inspired by prior literature
and including both verbal and non-verbal methods. The puzzles included arranging let-
tered blocks in the correct order based on clues in the virtual cabin, finding numbered
cards in the cabin, and finding a hidden key in the cabin. Feedback was collected from
participants and post-session interviews were conducted to explore their thoughts and
perceptions. The study followed a within-subjects design, with each participant trying
out all six communication methods. The communication methods were counterbalanced
between sessions. Each session lasted between 20–40 min. The participants played the
role of the VR-user, while the researchers played the role of the non-VR user in all six
tasks. One of the two researchers carried out five of the six conditions remotely, while the
other remained in the room with the participant and carried out the co-located condition.
A backend tool similar to the VRGuides system described by Peter, Horst, & Dörner [4]
was implemented for running the sessions and controlling the remote communication
methods. The virtual environment was implemented in the Unity game engine, and hard-
ware included an HTC Vive Pro 2.0 headset and a VIVEWireless adapter for untethered
movement in the virtual environment.

3.2 Data Analysis

All interviews were audio-recorded, transcribed, and analyzed using a thematic analysis
approach.During this process, the researchers beganwith a close reading of the interview
transcripts, noting important or interesting passages. These were then labeled with codes
based on their content. As more codes emerged, patterns and connections began to
emerge between them. For example, when looking at the codes related to the user’s sense
of presence in the VR experience, the researchers noted that many users talked about
feeling fully immersed in the environment and feeling like they were actually present
in the virtual world. These codes were then grouped together and a theme of “sense
of presence” emerged. In total, 92 codes were identified, which were structured into 4
overarching themes: sense of presence, communication effectiveness, social presence,
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and user preference. These themes were then used to inform the development of design
drivers for asymmetric VR communication methods.

4 Findings

The themes that emerged during our analysis of participant interviews are described
here.

Sense of Presence in the Virtual Environment: When discussing the theme of sense
of presence in relation to the different asymmetric VR communication methods, we
found that some methods led to a greater sense of immersion and presence in the virtual
environment than others. For example, users described feelingmore present and engaged
when using methods that involved non-verbal cues: “Yeah it was quite nice when every-
thing was so quiet. I could hear the bird which I didn’t hear before. And the fire. And at
some point I was feeling like I should sit down at the table. And the window! The window
scene was… I know it was VR, but I almost felt like ‘uuuu it’s cold.’” (P5); Another
user described it by stating “Collaboration was nice, it was fun talking to someone, but
when I was looking for clues by myself, I definitely paid more attention to what was in
the cabin and explored it a bit more than I had earlier.” (P4); Although users received
less instruction and guidance during these portions of the session, leaving them to figure
out the puzzles for themselves with subtle environmental cues wasn’t necessarily a bad
thing, as it shifted their attention from the social interaction to the virtual environment.
This attention-shifting is similar to Wang et al.’s description in [9].

Communication Effectiveness: Our analysis of user interviews revealed that certain
types of asymmetric VR communication methods were perceived as more effective
for communicating information than others. In particular, methods that involved direct
speech allowed for efficient back-and-forth between the VR and non-VR user. Most
participants found this direct verbal communication to be useful: “The most helpful was
the audio, I needed clues for the whole puzzle.” (P7); “I felt like I had this constant
companionship, and I wasn’t bothering you by asking questions” (P8). On the other
hand, we found that it was somewhat common for users to not immediately notice or
understand the non-verbal cues (Outlines, Beam of Light): “I initially assumed it was
part of the environment.” (P9); “At first I didn’t understand that it was helping me, but
I enjoyed it once I did.” (P5); “Wait, is this a hint?” (P10); “Are you turning that light
on?” (P4); “That glowing outline would have been very easy to miss, if I hadn’t been
looking for all the possible places a key is supposed to go. I saw it out of the corner of
my eye.” (P6).

Interestingly, the communication effectiveness of certain communication methods
also influenced the power dynamic between the participant and non-VR user acting as
the moderator. Whereas the other communication methods were initiated by the non-
VR user, the Walkie-Talkie relied on the participant answering before dialogue began.
Several users talked about a temptation to not answer: “You offered me the option of
making contact at one point, calling me on the Walkie-Talkie… and I was so tempted
to not do that, because I want to figure this out on my own.” (P14); Others actually
did ignore the incoming calls: “Yeah, yeah, I know, I know, but I’m not gonna. I can
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do it by myself.” (P8); One participant described using it at their discretion when they
needed help: “Ok I’m getting too impatient, I need to give you a call. Got any hints
for me? Over.” (P11). This shift in power is similar to Gugenheimer et al.’s concept of
dominance in the interaction [12].

Social Presence and Collaboration: Social presence emerged as a key theme in our
analysis of user interviews. Users reported that some methods facilitated a sense of
social presence and connection with the external user far more than others. During the
non-verbal cues, participants often described themselves as being “alone.” Even though
the Outlines and Beam of Light helped guide them through their respective puzzles,
participants often did not conceptualize this as a social interaction, but rather, as part of
the gameplay: “Oh that’s true, it didn’t feel like that. I thought it was part of the design
of the game. Like you’re playing a game and certain objects blink. It’s very different to
talking to someone about how to solve this puzzle” (P8); “I didn’t realize it was a cue
from you guys, I thought it was just me being smart.” (P12).

Moving from non-verbal to verbal, participants reported appreciating the straight-
forward nature of direct verbal communication, although this too was often treated as
more of a gameplay element than a social interaction: “Whereas your voice through the
headphones felt like it was part of the game.” (P3); “Just speaking to me through the
headphones feels like a video game, like a narrator.” (P11); “I thought it was like in a
military environment, you just receive commands from the headset, you don’t talk back
to the headset.” (P12).

When switching to the two most visually apparent communication methods, the
Walkie-Talkie and 2D Video Call, participant’s descriptions of the interactions immedi-
ately shifted to focusing on the social element.Discussing theWalkie-Talkie, participants
reported:“I’d say the Walkie-Talkie one was probably the most immersive. It’s like you’re
somewhat in that virtual environment talking to me. That’s how I felt.” (P11); This was
even more apparent with the video feed, where the non-VR user appeared on screen:
“When you showed up on the screen that was a bit different because then I had, you, I
was very aware of your presence at that time.” (P8); “You were present, not with me in
the cabin, but on the screen in the cabin, so you were there.” (P1); “I felt very connected,
I think’s it’s like having a phone call versus a Skype call, you feel more connected with
the person and more immersed.” (P14); “You’re getting that feedback that someone is
listening to you that I didn’t get with the other ways.” (P12).

User Preference: User preferences emerged as an important theme in our analysis.
Users reported that their individual communication styles and preferences influenced
their perceptions of the different methods. For example, most participants commented
on the Beam of Light positively: “It was helpful and subtle, not directly telling me to do
something. It was nice to be helped like that.” (P4); Others found it to be too obvious,
or even condescending: “It was funny but annoying at the same time. It was like yeah,
you won’t solve this, let this holy light guide you to your next piece.” (P10); “Yeah,
it was more undermining in a sense.” (P2); Similarly, reactions to Co-Located Speech
were mixed and depended on the individual user. Some participants found the guidance
generally useful and did not think much about it: “It felt the same [as remote voice],
just a voice.” (P9); Others did not: “You being in the same room but not interacting
with me through the environment but actually just talking to me, and not even through
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headphones, to me that was… the least believable” (P1); “I guess that it was a reminder
about the real world, that you’re talking to me from the real word, whereas with others it
felt like you were in that world with me.” (P4); “You talking right next to me, that didn’t
really… I didn’t want to have that in the experience. If I could have chosen, I would
rather be without that.” (P14).

User preferences also came into play when reacting to the 2D video call. While
that communication method fostered the most social presence, some participants found
that it was too much social presence: “Seeing your face… I felt like instead of creating
closeness it felt like I was under some onus to take help, so I’d rate it lower.” (P8); “You’d
rather just hear a voice in that space. It’s kind of weird, like oh don’t come see me, I’m
in this… this cabin now, don’t intrude on my experience.” (P3); “It felt like you’re being
watched. But then again I guess you were watching the whole time anyways. But yeah
that definitely felt like, like you were watching everything I was doing, and it felt weird.”
(P11); These comments echo the sentiments of Willich et al.’s participants in [5] when
reacting to a similar communication format.

Sometimes, individual’s ways of interpreting the design of communication methods
were quite amusing. One participant described the disembodied Co-Located voice as
follows: “Yeah, that was also like the godly voice. [laughing] Because at first the light
lights up the right place, and then there’s this like, like, older male voice, you know,
stereotypical god with a beard, something like that. [laughing] It’s a nice cabin we have
here, really high up!” (P10); Another participant associated the 2D Video Call with
horror movie connotations, saying: “It was straight from the Saw movies, you weren’t
the helper in my mind anymore, you were the captor.” (P10).

5 Discussion

As we have seen, the design of asymmetric communication methods can have a strong
impact on the user experience. Based on the themes that emerged from the analysis of
our interview data, we derived design drivers for implementing effective asymmetric VR
communication methods. Design drivers can be thought of as specific goals or outcomes
that inform the design and implementation of asymmetric VR communication. As you
will notice, these design drivers can either work in unison or detract from each other.
These design drivers are:

Creating a Sense of Presence in the Virtual Environment: The design of asymmet-
ric communication can enhance the user’s sense of presence in the VR environment to
increase immersion and engagement. Low-distraction communication methods such as
non-verbal pointing allow the user to retain their focus on the virtual environment’s
sounds, props, and tasks. We also observed that communication methods with less
social presence can encourage users to pause and think through things more, rather
than immediately seeking advice.

Fostering Social Presence: Asymmetric communication methods can be designed to
promote social presence and enhance the feeling of being in a shared space with the
non-VR user. This can be achieved by incorporating communication into the virtual
environment itself, rather than using disembodied methods. Additionally, allowing for
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continuous two-way verbal communication between the VR user and non-VR user, and
providing social affordances such as the Walkie-Talkie that beeps when activated, can
enhance social presence.

Maximizing Communication Effectiveness: Asymmetric communication methods
should be designed to support task performance and minimize distractions when social
and environmental presence are secondary objectives. In such a case, clear and direct
communication methods are preferred to minimize confusion and errors. For example,
direct two-way verbal communication can be effective in supporting task performance
and maximizing communication effectiveness.

Increasing Enjoyment: Promoting enjoyment and engagement with the virtual envi-
ronment can be another important design driver for asymmetric communication. Design-
ing communicationmethods that fitwell with the virtual environment’s theme and setting
can enhance the user’s overall enjoyment, even if it may not maximize communication
effectiveness.

The design drivers discussed here may be more or less important depending on the
context and specific goals of the VR experience and should be weighed carefully.

6 Limitations and Future Research

One potential limitation of this study is that it was conducted in a laboratory setting,
which may not be representative of the real-world use of asymmetric communication
methods in VR. Participants may have behaved differently than they would in a natural
environment, which could affect the results. Additionally, the small sample size and
the use of the same two moderators for all sessions could introduce bias into the study.
Furthermore, the puzzles used in the study were designed to be similar in nature and
difficulty, which may not accurately reflect the range of tasks that users may encounter
in VR applications. Finally, it should be noted that the study focused solely on the user’s
subjective experiences and did not measure objective metrics such as task completion
time or accuracy.

7 Conclusion

Our study compared six approaches to asymmetric VR communication. These
approaches were based on common design styles in asymmetric VR literature. A themat-
ically analysed was conducted to understand how participants experienced our asym-
metric communication approaches. We found four design drivers (creating a sense of
presence in the virtual environment, fostering social presence, maximizing communi-
cation effectiveness, and increasing enjoyment), which the designer of asymmetric VR
should balance and prioritize based on the goals of the VR experience.
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Abstract. Manufacturing tools like 3D printers have become accessi-
ble to the wider society, making the promise of digital fabrication for
everyone seemingly reachable. While the actual manufacturing process is
largely automated today, users still require knowledge of complex design
applications to produce ready-designed objects and adapt them to their
needs or design new objects from scratch. To lower the barrier to the
design and customization of personalized 3D models, we explored novice
mental models in voice-based 3D modeling by conducting a high-fidelity
Wizard of Oz study with 22 participants. We performed a thematic anal-
ysis of the collected data to understand how the mental model of novices
translates into voice-based 3D modeling. We conclude with design impli-
cations for voice assistants. For example, they have to: deal with vague,
incomplete and wrong commands; provide a set of straightforward com-
mands to shape simple and composite objects; and offer different strate-
gies to select 3D objects.

Keywords: Digital Fabrication · 3D Design · Voice Interaction ·
Wizard of Oz Study

1 Introduction

The digital fabrication revolution aims to democratize the way people create tan-
gible objects [13]. With the widespread availability of 3D printing together with
many other digital fabrication technologies such as laser cutters or Numerical Con-
trol (CNC) routers, end users are moving from passive consumers to active produc-
ers. While the actual manufacturing process is largely automated today, users are
still required to have a profound knowledge of complex 3D modeling applications,
when they adapt models to their needs or even design new objects from scratch
[53]. Thus, even if the introduction of technologies such as 3D printers has revolu-
tionized the hobbyist community, lowering the barrier of entry to manufacturing
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even for novices (who can now put their hands in the process of creating artifacts
without relying on third parties), we argue that the design of the 3D objects to be
manufactured still requires a high level of knowledge and expertise.

These limitations have pushed researchers to investigate natural interaction
techniques to simplify 3D modeling tools [36]. For example, research explored
gestures [46,50], virtual/augmented reality [10,45], eye tracking [20,54], brain-
computer interface [17,44] and their combination [12,21,22,33] as a multimodal
approach. However, their adoption is reserved for technical users and it is
strongly limited by hardware costs and excessive size/weight that can make the
users easily fatigued [36]. As another possible solution, voice-based interaction
has been explored, to both integrate the traditional Graphical User Interface
(GUI) interface (e.g., to enable shortcuts via voice commands) [47,53]) or as
the primary interaction paradigm (e.g., see [24,38,52]). Although voice-based
interaction requires only a microphone, it does not yet provide adequate digital
modeling support for everyone: existing solutions either do not consider final
users at all [52,53], or only target 3D experts [21,24,38,51], and novices are not
considered potential target beneficiaries of the proposed innovations.

To lower the barrier to the design and customization of personalized 3D
models by exploiting the potential of voice-based interaction, this study aims
to understand how the mental model of novices translates into voice-based 3D
modeling. We conducted a high-fidelity Wizard of Oz (WoZ) study to elicit
novices’ mental model, for example, their expectation, beliefs, needs, and abili-
ties. We recruited a total of 22 participants without skills in 3D modeling, who
performed 14 tasks revolving around some basic concepts of 3D modeling like the
creation of objects, the manipulation of objects (e.g., scaling, rotating, and/or
moving objects), and the creation of composite objects. All the WoZ sessions’
recordings were analyzed through thematic analysis. The findings of the study
have been distilled in the form of lessons learned. For example, we found that:
voice assistants must manage the corrections the novices do during and after
the commands; deal with vague and incomplete commands; consider the prior
novices’ knowledge; provide only a simplified set of operations for creating simple
and composite 3D objects; design a workflow similar to what novices would do
if they were building real objects; understand chained commands; understand
commands that are relative to the users’ point of view.

The contribution of this paper is two-fold. First, we report the results of
our WoZ study presenting the themes that emerged from the thematic analysis.
Second, based on these results, we provide a set of design implications for the
future design of voice-based interaction paradigms for 3D modeling for novices.

2 Background and Related Work

This study revolves around the concept of voice-based 3D modeling as a key
factor for enabling the democratization of digital fabrication. This section starts
by illustrating some of the existing solutions based on natural interaction that
try to address the complexity of 3D modeling (Sect. 2.1). Next, we provide an
overview of the requirements for interacting with voice assistants (Sect. 2.2).



Digital Modeling for Everyone 135

Finally, we provide a brief summary of the motivation of this study and introduce
the research question that guided our work (Sect. 2.3).

2.1 Addressing the Complexity of 3D Modeling

To mitigate the issues of traditional GUI-based Computer-Aided Design (CAD),
researchers explored natural interaction paradigms like eye tracking [20,54],
brain-computer interface [17,44], gestures [46,50], virtual/augmented reality
[10,45] and their combination [12,21,22] as a multimodal approach for 3D mod-
eling. The goal of natural interactions with CAD systems is to increase their
usability for both expert users and, especially, novice users. Specifically, they
aim to: i) reduce the learning curve of the system; ii) allow a more intuitive
interaction process; iii) enhance the design abilities of the designers [36].

An example of a multimodal system is “3D Palette” by Billinghurst et al.:
a mix of tablet and pen inputs, electromagnetic sensors and voice commands
are used to support the digital design process [1]. Similarly, Nanjundaswamy et
al. explored a mix of gesture-based interaction, speech recognition, and brain-
computer interfaces to reduce the initial learning curve of the design system [33].
A complete overview of the multimodal solutions for CAD is reported by Niu
et al. [36]. Despite these potential benefits, such multimodal techniques require
the adoption of specialized hardware (e.g., depth-sensing cameras for gesture
recognition, headsets to recognize brain signals), which use can be limited by
their prices, sizes, weight, and complexity of use [33]. Thus, it is still hard for
novice users to really adopt them in real and daily contexts [36].

To overcome these limitations, researchers also investigated voice-based inter-
action because of its intuitive nature and the simplicity of the required hardware,
i.e., a microphone, which nowadays is embedded in any laptop, tablet, or web-
cam [41]. Furthermore, considering the ubiquity of smartphones and the rise of
AR and VR glasses, voice-based interaction can be generalized to technologies
where other interaction modalities are not available options. Attempts of inte-
grating voice-based interaction to CAD systems date as back as 1985 [40]. A
more recent work suggests the use of voice commands to allow users to either
quickly search commands by simply stating their intention [47,53], or to anno-
tate 3D models [38]. Systems, where the entire modeling process is carried out by
voice commands, have also been explored. An example is the solution presented
by Kou and Tan, where voice commands related to a CAD-specific lexicon and
grammar are understood by a context-aware algorithm [23]. A similar example
was proposed by Xue et al., which improves the previous solution by allowing
free-form sentences in [52]. Another example of a fully-working system is the one
presented by Grigor et al.: it follows the same ideas as the previous ones but
uses Artificial Intelligence (AI) to understand the users’ inputs, thus allowing
for more freedom in the commands, [14]. Similarly, Kou et al. proposed a flexible
voice-enabled CAD system, where users are no longer constrained by predefined
commands by exploiting a knowledge-guided approach to infer the semantics of
voice input [24].

Among all the previous examples, it must be highlighted that the design of
their paradigm was made without any kind of involvement of the final users
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[23,40,47,53] or by solely involving experts in the final testing phase [14]. For
example, the study by Nanjundaswamy et al. evaluates a multimodal system
using gestures, speech and a brain-computer interface by involving a group of
five skilled people [33]. Similarly, Khan et al. involve a total of 41 skilled users
from an architecture or engineering background to elicit the requirements of a
CAD system based on gestures and speech commands [21]. As another example,
Vyas et al. test the usability of a speech-based CAD system involving 6 students
with backgrounds in engineering, architecture and visualization [51].

The work proposed by Cuadra et al. investigated how novices use voice assis-
tants to design 3D objects [5]. They performed a WoZ study to compare voice
assistants with and without the use of a video channel showing the design in
progress, investigating how the two approaches impact users’ accuracy and sat-
isfaction. Cuadra et al. validate the idea of using voice assistants, as participants
are more satisfied with their objects and suffer less from cognitive overload when
the design process is supported by video, but it does not provide any insight on
the mental model of novices approaching the digital modeling task [5].

2.2 Interacting with Voice Assistants

The first solution of voice interaction implementing speech recognition dates as
back as 1952, when Davis et al. proposed a prototype able to recognize digits [7].
In recent years, the evolution of machine learning and AI fostered the spreading
of powerful commercial voice assistants, often based on deep neural networks
trained on a plethora of data. However, such powerful speech recognition models
alone are not sufficient to build an effective voice assistant, since the interaction
with such systems must be considered in the design of the whole system [30]. This
need, together with the growing availability of commercial voice assistants, has
fostered a sharp uptick of studies on user interaction with voice assistants [41].
Aspects like the cues that drive the conversation [49], the properties that a voice
assistant should have [48], the user’s mental model [15], emotions felt during the
conversation [19], conversational design patterns [30] have been investigated.
In addition, solutions to design and evaluate interaction with voice assistants
are beginning to be proposed (see, for example, [18,25,30–32,37,48]). Careful
consideration of these design aspects gains importance when voice assistants aim
to simplify challenging or technical operations (e.g., see [3]). Since 3D modeling
represents such a demanding task for novices, the elicitation of the novices’
mental model is crucial to lower the barrier for 3D modeling.

2.3 Summary and Research Question

The analysis of the literature highlights that to simplify the 3D modeling, often
the existing solutions are based on multimodal techniques such as gestures, eye
tracking, or brain-computer interfaces; however, their adoption in real contexts
is strongly limited by the adoption of specialized hardware and, overall, they
target technical users.
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Voice interaction seems a promising paradigm that can overcome the limi-
tations of multimodal solutions, but the existing voice-based solutions are still
lacking for three important reasons: i) users are often not considered through-
out the design phase, or they are only involved too late in testing phases; ii) to
the best of our knowledge, novices are never considered as target users; iii) the
voice-based interaction is built on top of the existing CAD systems (and their
complexity), instead of designing from scratch the voice paradigm and the whole
system.

Considering these limitations, to really democratize digital fabrication con-
sidering novices, users should be able to access 3D modeling tools even without
special skills. All these motivations pushed us to explore novices’ mental model
in voice-based 3D modeling, in order to reduce the cost of their entry in the dig-
ital fabrication era. This is an aspect that has never been explored before and
that deserves attention to really democratize digital fabrication. Therefore, our
work addresses the following research question: How does the mental model
of novices translate into voice-based 3D modeling?

3 Method

To answer our research question, we performed a high-fidelity Wizard of Oz
(WoZ) study [42] because it has been proven successful in eliciting the user’s
mental model for voice-based interaction (e.g., see [5,11,28,49]). Then, we car-
ried out an inductive thematic analysis [4] on the qualitative data, i.e., the
transcriptions of the WoZ sessions and the answers of the participants to the
open questions.

3.1 Participants

A total of 22 participants (F = 15, M =7) have been recruited through conve-
nience sampling [8] on the social circles of the authors of this article. This number
of participants is in line with other similar studies (e.g., see [26,49]). Half of the
participants were Italians while the other half were Germans. Their mean age
was 24.1 years (σ = 3.7, min = 21, max = 34). The entire study was performed
in English so as not to have results related to specific languages, which is out of
the scope of this study. To ensure that the collected data is not biased toward
knowledgeable users, we only recruited participants without any kind of experi-
ence with 3D modeling. Regarding the participants’ level of education, around
45.45% already have a High School Diploma or a German A-level, 36.36% have
a Bachelor’s Degree, 13.64% have a Master’s Degree, and only one participant
(representing the remaining 4.55%) has not provided any information. Most par-
ticipants (15 out of 22) do not have a STEM education, while 6 of the remaining
7 do not have any computational thinking skills, as they studied or worked in
non-IT scientific fields (e.g., pharmaceutical and nutrition sciences). Regarding
the participants’ skills, they had an average level of IT knowledge (x̄ = 6.5/10;
σ = 2.1), a medium-low level of knowledge of voice assistants (x̄ = 3.1/10; σ =
2.0) and very low knowledge of 3D modeling (x̄ = 1.6/10; σ = 1.1).
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Fig. 1. Examples of graphical tasks: a brief prompt is reported on top of each task
and below a diagram shows the participants the 3D object to create (a, c) or the
transformation to be performed (b).

3.2 Tasks

A total of 14 tasks have been designed by two authors of this paper, both experts
in 3D modeling, taking into account the most common and useful activities that
are required to create simple and composite 3D objects. The resulting tasks
revolve around basic concepts of 3D modeling, like the creation of simple objects,
the manipulation of objects (e.g., scaling, rotating, and/or moving objects), and
the creation of composite geometries. The details of the tasks are reported in
the task table in the attached appendix (the list of all the graphical tasks is
available in the attached appendix, sub-folder tasks). To reduce the impact of
the primer effect [8] that providing a textual description of a task would have
on the participants, we chose to provide the participants with graphical tasks:
each task is composed of a brief prompt and a diagram showing the participants
a 3D object or a 3D transformation that should be recreated (an example of
graphical tasks is provided in Fig. 1). The representations chosen for each task
were validated during a pilot study with 3 novices that were not considered in
the final WoZ study.

3.3 Apparatus

We carried out the WoZ study remotely by using Zoom1. Four researchers have
been involved: two Italians acted respectively as conductors and wizards for
the Italian participants, while two German researchers acted as conductors and
wizards for the German participants. In both groups, researchers switched roles
to minimize the risk of bias introduced when conducting the test.
1 https://zoom.us.

https://zoom.us
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To create the illusion for participants that they are interacting with a real
voice-based system for 3D modeling, we decided to use Blender2, explaining to
participants that they can interact with it through voice commands. Blender
has been selected since it is a free and open-source software that, among other
features like sculpting or rendering, allows one to design and visualize 3D objects.
One of the main features that made Blender the perfect choice for our WoZ study
is the availability of APIs for the Python language3 that can be used inside a
shell-like environment: this allows the Wizard to immediately create and modify
the objects programmatically when the participants provide voice commands,
thus preventing the participants from noticing anything odd and increasing the
speed at which the Wizard is capable of satisfying the participants’ requests.
Taking advantage of this feature, we pre-defined a set of functions in a Python
module to simplify the use of Blender’s APIs for the purpose of this study (the
module is available in the supplementary materials, sub-folder python module).

To show the participants the task they had to complete, we overlaid the
graphical tasks on the bottom-right side of the Blender’s window. To this aim,
we used Open Broadcaster Software (or, more commonly, OBS)4, a free and
open-source software for video recording and live streaming. Using OBS, it was
also possible to define animations and transitions to show when users are moving
to the next task and to signal to the participants that the “voice assistant” (i.e.,
the Wizard) is listening to the user’s command or it is actually performing it. In
particular, for each task, both the Blender window and the graphical task are
visible (see Fig. 2a). When the participants activate the Blender voice assistant
by saying “Hey Blender”, the “I’m listening” label indicates that participants
can provide the command to solve the task (see Fig. 2b). Then, when the voice
command has been issued, a rotating icon indicates that the voice assistant is
analyzing it, creating the illusion that there is a real voice assistant (see Fig. 2c).
During the loading, the Wizard writes the Python statements related to the user
commands and the result is finally shown in Blender (see Fig. 2d).

3.4 Procedure

For each participant, when the Zoom session started, both the conductor and the
Wizard were connected on Zoom but the latter never appeared or interacted with
the participant. While the conductor introduced the participant to the study,
the Wizard shared his screen, in particular the window created by using OBS.
The sessions were recorded using Zoom’s built-in recorder. Before starting the
recordings, participants were asked to sign (either in digital or in verbal form) a
privacy policy. It is worth mentioning that our universities require approval by
an ethics committee only in the case of medical and clinical studies. For other
studies like ours, they require that test participants give consent in a written or
digital form; thus, we informed participants about all the details of the study
and asked them to agree before starting the study. All of them agreed.
2 https://www.blender.org.
3 https://docs.blender.org/api/current/.
4 https://obsproject.com.

https://www.blender.org
https://docs.blender.org/api/current/
https://obsproject.com
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Fig. 2. The graphical task is overlaid on the bottom-right side of the Blender’s window
from the beginning of the task (a); when the participants activate the voice assistant
by saying “Hey Blender”, the “I’m listening” label indicates that they can provide the
command to solve the task (b); a rotating icon indicates that the voice assistant is elab-
orating the user commands (c); the results is shown after the command elaboration (c).

As soon as the participant agreed to attend the study, the conductor invited
the participant to complete a set of tasks. The webcam of the conductor was
turned off during task execution to avoid disturbing the participant. To reduce
the variability between sessions and between the Italian and German partic-
ipants, the same introductory script was defined (available in the attached
appendix, sub-folder ”introductory script”). In summary, the conductor explains
that the goal of the study was to validate a new voice assistant called Blender,
which we created to assist novices in 3D modeling. Then, the conductor asks to
complete a set of tasks and that, for each of them, a graphical representation
appears on the right-bottom side of their screen. The conductor also specifies
that the participant had to first activate the voice assistant by saying “Hey
Blender” and then, once the “I’m listening” label appears, the participant can
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provide a sequence of voice commands that, in their opinion, is the best to solve
the task (for example “create a cube”). No examples of voice commands have
been provided to avoid introducing bias. At the end of each task, the participants
had to communicate with the conductor to move on to the next task.

At the end of the session, each participant filled in a questionnaire that
includes questions on demographics, as well as some usability-related questions
to evaluate the effectiveness of the Blender voice assistant. Furthermore, since (to
the extent of our knowledge) there were no previous examples of graphical tasks
for a Wizard of Oz study, we have also chosen to add some questions to evalu-
ate how easy it was for the user to understand the tasks (available in attached
appendix, sub-folder questionnaire). The entire procedure lasted around 30 min-
utes for each participant. A graphical synthesis of the entire procedure and the
data collected is shown in Fig. 3.

Fig. 3. Phases of the study and data collected at each phase

3.5 Data Analysis

The first analysis regarded the questionnaire answers that evaluate the choice of
providing the tasks in graphical format. Specifically, we included a question that
asked “How easy it was to understand the graphical tasks?” and it ranges from
1 (not simple at all) to 10 (very simple). Both the median and average scores
are 8.2/10, with a standard deviation of 1.0. These results seem to validate the
idea of presenting the tasks graphically, but it also highlights that for some tasks
(the ones with an ambiguous representation) the conductor of the study must
be able to guide the participants to the right interpretation (without the use of
words that may introduce a primer effect [8]). In our study, this issue impacted
only the 11th task for four participants and it was solved by turning the webcam
on and mimicking the action depicted in the task, in case the user was showing
difficulties in understanding a task or if he/she explicitly requested help.

After ensuring the quality of the graphical tasks, we analyzed the qualitative
data collected during the study, which helped us answer the research question,
i.e., video transcriptions, questionnaire responses and participants’ comments.
All the video recordings (a total of about 11 hours) were first transcribed and
expanded by including the annotations that identify pauses, the start and the
end of the processing by the WoZ, and eventual errors or over-correction by
the WoZ. This dataset was completed by reporting the participants comments
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and the answers to the three open questions we included in the questionnaire:
i) What did you like the most about the system used and the interaction with
it? ii) What did you like less about the system and the interaction with it? and
iii) Would you use a system like Blender to model in 3D? Please motivate your
answer.

This data was analyzed in a systematic qualitative interpretation using Induc-
tive Thematic Analysis [4]. The initial coding was conducted independently by
four researchers, who are co-authors of this article and are experienced in qual-
itative data analysis: two of them analyzed the Italian results while the other
two the German results. The two couples of researchers began with open coding
independently. Once all the data was coded, the set of initial codes was further
refined by merging the different codes. This first filtering phase allowed us to
obtain a set of code groups that capture meaning at a higher level. The identified
code groups were then used by each group to extract the main themes. At the
end, both the codes and the themes of the two groups were compared to identify
similarities and differences. With the exception of some minor differences related
to their naming, both the codes and the themes identified by the two couples of
researchers were identical in meaning. The final themes that will be presented
here derive from a joint naming session carried out by all four researchers. Only
a few small differences were identified, and they will be discussed as part of the
design implications. The final codes and themes with the relationships among
them are available in the attached appendix, sub-folder Codes and Themes.

4 Results

The thematic analysis resulted in the description of five themes reported in
the following sub-sections. For each theme, significant participant quotes are
reported. For the sake of conciseness, we will refer to participants as “P” followed
by the participant number, and to the WoZ system as simply “system”.

4.1 Basic Operations

This theme frames the strategies of interactions that novices have when they
approach the 3D modeling activities of creation and manipulation.

Creation. Novices tend to provide simple commands in the form “<verb> a
<shape>”, where the used verbs are typically “create”, “draw”, “build”, and
examples of shape names are “cube”, “box”, or “cylinder”. This behavior has
been observed in tasks that required the creation of simple or composite objects.
Strictly related to this is the object duplication. Novices usually keep the requests
simple by asking them to duplicate a precise object, as P4 did in task 12 when he
said “duplicate the cube”. When the novices, instead, have to face the creation of
multiple identical objects, without using the duplication requests (for example,
because there was no previous copy in the scene), they simply use a basic creation
request by also providing the number of copies: this is clearly exemplified by P5
in task 14 in “create four cylinders”.
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Manipulation The manipulation operations used by novices during the study
are translation, rotation, and scaling. It is worth mentioning that the manip-
ulation operations require some kind of reference frame to be performed; to
this aim, novices often use relative references (for more details see theme
The Gulf of Execution where the references used by the novices are dis-
cussed).

In more complex cases, novices provided commands containing both a cre-
ation request and an implicit manipulation request, where the manipulation is
often expressed as a set of constraints on the final object. As an example, in task
14, P8 asked the system to “create four cylinders on the corners of the lower
rectangle”: in this example, the multiple creation request is clearly visible, and
it is put alongside a relative positioning request.

Finally, one of the most interesting identified open codes is the one that
relates to moving objects with respect to implicit construction shapes. As an
example, P4 during the last task asked “place the four cylinders at the four
corners of a square.” In this example, the participant did not have a square
in the scene but implicitly requested the system to create a square, place the
cylinders at its corners, and delete the square once the operation was completed.
This kind of operation was pretty common throughout the last task: around 45%
of the participants provided a command that used a construction shape like the
one previosly cited.

4.2 Selection of Objects

This theme covers the strategies adopted to identify and select objects, specif-
ically, absolute selection, relative selection, or implicit selection. In the case of
absolute selection, most participants explicitly refer to the entire scene, or to a
single object in a scene by using its name (the one shown in the “inspector” view
in Blender, as P11 asked during task 14 by saying “should I call it Box 0001 if
I want to move it?”) or by its shape (as P1 did during task 6 by saying “move
the cube 20 cm downwards”). A specialization of the latter case is the reference
to a shape using a 2D approximation. One example is echoed by P8 during task
14: “Hey blender, move the upper rectangle on the side of the lower one”. Here,
the user referred to two 3D boxes by their 2D approximation (rectangles).

The relative selection resulted in four commonly used strategies to select
objects, namely:

– their relative time of creation (e.g., P3 in task 14: “Blender, place the second
box under the first”);

– their relative position (e.g., P8 in task 14: “Hey Blender, create four cylinders
in the corners of the lower rectangle”);

– their dimensions (e.g., P11 in task 14: “Hey Blender, move the tallest box
attaching it to the side of the other box”);

– by inverting the current selection, eventually applying additional filters (e.g.,
P3 in task 14: “Blender, place the other two cylinders like you placed the
previous ones”).
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Finally, users also often performed implicit selections of the objects in the
scene, for example, by referring to a single object in the scene or by referring to
the last edited object, either explicitly or implicitly (e.g., P1 in task 8 implicitly
referred to the last edited object by saying “increase the volume by three times”).

It is worth remarking that novices do not differentiate nor have preferences
between the various methods, and actually, often mix them to be sure that
the selection is clear and precise (e.g.: in a previously shown example by P8
in task 14, “Hey blender, move the upper rectangle on the side of the lower
one”, the user performs the selection by using both an absolute reference to
the 2D approximation of the shape of an object, and a relative reference to the
positioning of another object).

4.3 Errors

Due to the lack of geometry knowledge and/or 3D modeling expertise, often
novices commit errors of which the users are aware of, and errors of which the
users are not aware of. In the first case, they try to prevent or correct the errors.
For this reason, we named it “error correction”. In the second case, when a user
is either not aware of an error or if they do not care about trying to fix it, then
the error simply represents a mistake made during the task execution. For this
reason, we named it “execution errors”. We analyze the details of each thread
in the following paragraphs.

Error correction. Different behaviors for correcting the errors have been
observed, specifically during and after the command. Regarding the error cor-
rection made during the command, some novices try to prevent their own errors
when they recognize one while stating the command, by providing a correction
in the same command. For example, P9 during the chair construction task says
“Hey blender, create a rectangle over the quadrilateral of length – I mean, height
30 centimeters, depth 5 and side 20–22...”. This command contains multiple cor-
rections, starting from the correction of the name of the dimension that the user
wants to set to 30 centimeters, and then correcting the actual size of the side of
the rectangle to 22 centimeters

Regarding the corrections made after the commands, most of the participants
expected some utility commands that are typically available in GUI-based soft-
ware, like the “undo” and “redo” functions. As an example, P3 during task 14
provided both the command “Blender, undo the last operation”, and “place the
other two cylinders as you’ve placed the previous ones.” This highlights how,
although novices may not be familiar with the task of 3D modeling or voice-
based interaction, they were able to transfer the knowledge of other software
they may have used in the past, expecting that their previous experience would
be applicable to the new, unknown system.
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Execution errors. Some of the mistakes committed by the novices are strictly
related to lapsus, lack of knowledge, or system shortcomings. In the case of lapsus,
some participants referred to shapes and objects using the wrong name (e.g.,
P10 was trying to refer to a box by calling it “cylinder” during task 14). In case
of lack of knowledge, errors range from wrong names used for dimensions and
primitives, to being unaware of the direction of the axis, perhaps by referring to
previous knowledge obtained in school. For example, the Y axis in a 2D plane is
usually the vertical one, thus some novices expect the Y axis to be the vertical
one also in 3D. Finally, we identified system shortcomings, i.e. errors made by
the wizard during the execution of the commands: all of these errors can be
traced back to the incomprehension of the command, often due to its intrinsic
vagueness (see the theme of “The Gulf of Execution”).

4.4 The Gulf of Execution

This theme represents the way novices translate their goals into commands.
Throughout the sessions, before providing specific commands, we immediately
noticed that novices often think aloud to understand what they have to do and
how they can translate it to commands like P16 said during task 14 by saying
“so, the picture has a different point of view. I should move it a little bit. Ok.
Hey Blender, make the cylinder bigger.” Then, by analyzing their commands,
we identified three main aspects of the commands where the gulf of execution
becomes critical, specifically: i) relativity ii) vagueness iii) abstraction.

Relativity. Here we summarize how novices think about positions, scale, rota-
tion, and selection relative to other parts of the scene. Two main overall frames
of reference are used by the novices: the axes and other objects.

To select an axis, novices adopt three approaches, namely: i) axis relative
direction: a common way of selecting axes is through their relative direction
(depending on the user’s point of view), as echoed by P9 during task 11, by
saying “move the geometric shape 20 cm to the right”; ii) the axis color: as an
example, during the execution of the last task (the one of creating a chair), P2
referred to the Y axis by its color stating “turn of 180 degrees the box on the
green axis”; iii) axis name: some novices also refer to axes by their actual name,
as P19 did during the 12th task by asking the system to “move the right cube
10 centimeters along the X axis.”.

When referring to objects’ dimensions, novices adopted two main approaches
for selection. A first approach consists of using the dimensions’ name, as P3 has
done in the task of chair creation by saying “move along the y axis of a length
equal to the base of the second box the last cylinder”. A second approach used a
relative comparison to other dimensions; for example, P3 during task 14 selected
an object by stating “move the third cylinder under the highest box [...]”.

Vagueness. It encloses a lack of information in the commands provided to reach
the goals. In general, the lack of information is caused by:
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– chaining of multiple commands to describe at a high level a composite shape,
as shown by P22 during the chair creation task, by asking “create four cylin-
ders with the same distance to each other.”;

– missing data that the system needs to execute the requests; as an example,
novices forget to provide some or all dimensions of a shape (e.g., P1 in task
1 stated “create a cube” without providing any dimension), they forget to
specify a parameter for a transformation (e.g., P7 in task 10 asked to “rotate
of 30 degrees the figure” without specifying a direction).

Abstraction. We noticed two behaviors related to the abstraction of the com-
mands. The first one relates a general abstraction over the process to reach the
desired goal, as exemplified by P2 that tried to solve task 14 by saying “create a
chair using two boxes and four cylinders”. The second one refers to how novices
translate the desired 3D shapes into words. For example, shapes are created
by providing a general description (e.g., P10 in task 4 by saying “create a 3D
rectangle 30 cm high, 20 cm deep, and long 10 cm”, referred to a box as a “3D
rectangle”, thus simply describing the shape) or by approximating the desired
shape with a similar 2D shape (e.g., P8 during task 4 used “rectangle” instead
of “box” by saying “create a rectangle of height 30, width 20, depth 10”). Fur-
thermore, especially German participants, novices also refer to the 3D shapes
by using similar real-world objects (e.g., P17 during task 3 stated “create a dice
with an edge length of 30 centimeters”, using “dice” instead of “cube”).

4.5 Users’ Requests

We collected requests and suggestions provided by the participants, which pro-
vide useful insights on novices’ mental model.

Among the most common requests, participants often asked to rotate the
camera and change their point of view. As an example, P11 during the last task
of creating a chair, asked “can I see it from below?” and “can I see it from above”
to perform some minor adjustments and corrections to the positions of the 3D
objects. This behavior underlines the need to provide a way to allow novices to
rotate their point of view. This functional requirement is strictly related to the
theme of Selection of Objects as it may benefit from different interaction
modalities that could be explored (e.g., using Augmented Reality).

Another common request is related to the actual dimensions: when novices
explicitly set size in the command (for example, in the third task), they want to
check that the system created an object of the right size. This is exemplified by
P10 which explicitly asked if “can I ask it to check the dimensions?” in the third
task. This suggestion does not translate to an additional requirement for the AI
model that recognizes users’ commands, but it rather provides some insights on
the requirements of the whole 3D modeling tool.

Other minor suggestions regarded the customization of the axis: some par-
ticipants expected the Y axis to be the “vertical” one as it usually happens in
2D drawings, rather than the Z axis as it happens in 3D modeling tools like
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Blender. Providing such a customization option would surely reduce the error
rate in a final system, as the novices could adapt it to their own knowledge.

5 Discussion and Implications

Based on the findings of the WoZ study, in the following we present design
implications for the development of future voice-based 3D modeling tools for
novice designers and relate them to the wider research literature around voice
assistants and general user experience principles.

Understand User Corrections and Adapt to Them. This requirement
stems from the errors the users are aware of (see theme Errors). It poses
requirements that impact two different facets of future voice-based digital mod-
eling tools: the Natural Language Understanding (NLU) layer and the conver-
sation flow. Regarding the NLU layer, systems must be able to intercept user
corrections and aborted commands. Based on our findings, we note that recogniz-
ing uncertainty, hesitation, doubt, and error awareness early on is particularly
crucial in the digital modeling context, as users displayed them frequently due
to their unfamiliarity with 3D modeling [2].

Regarding the conversation flow, after intercepting the error correction, it is
important to design a dialog that helps users understand the error and recover
from it [18]. Moore and Arar [30] provide valuable pointers through their Natural
Conversation Framework which proposes a set of conversational patterns. Some
of these patterns relate to user corrections and can be applied to voice-based
digital modeling. An example inspired by this framework that relates to errors
that users correct while they issue a 3D modeling command might be:

User: Hey blender, increase of 10 centimeters -no- of 20 centimeters the
sides of the geometric figure
Agent: I’m sorry, I didn’t understand. Do you mean an increase of 10 or
20 centimeters?
User: 20 centimeters.
Agent: Ok, I’m increasing of 20 centimeters the sides of the geometric
figure.

Deal with Vague and Incomplete Commands. We have identified numer-
ous Errors by the lack of knowledge and the system’s shortcomings that users
were unaware of. These errors are related to incomprehension due to the vague-
ness and abstraction of some commands. Self-repair strategies should be intro-
duced to improve interaction [6]. To this aim, we identified two possible solutions.
The first one consists of sensible defaults: in case of a vague command, the voice
assistant fixes it by selecting a relevant parameter from a list of alternatives. For
example, if the user says “create a cylinder on top of the cube”, the cylinder
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diameter is not specified. In this case, the system can assume that the diameter
is equal to the side of the cube. This solution can also benefit from the dialog
context: as suggested by Jain et al., resolving and maintaining the dialog context
can help select the most appropriate sensible default from a list of alternatives
[18]. For example, if other cylinders have been previously created with a given
diameter on top of cubes the same can be applied to the new ones in case of
vague commands. This allows the system to be proactive, anticipating the users’
requests as suggested by Völkel et al. [48].

The second solution consists of interactively guiding the user by providing
the missing information. With reference to the previous command of the box and
cylinder, instead of using defaults, the voice assistant can explicitly ask the user
for the desired radius. The strategy adopted by the voice assistant is informed
by the degree of system autonomy or desired user control. A hybrid solution
can also benefit from both approaches: the selected sensible default can be used
by the voice assistant to ask the user if the default is right, for example, with
reference to the previous case the voice assistant can reply: “OK, I’m creating a
cylinder with a diameter equal to the side of the cube. Is it OK?”

Translate Interaction Conventions to Voice-Based Digital Modeling.
Users commonly apply their experience with software applications to other appli-
cations or even different domains. As an example, some participants expected to
execute “undo” or “redo” commands, which are common across applications and
domains. This is in line with the traditional Nielsen heuristics of “user control
and freedom” and “consistency and standard” [35]. The latter states that “users
should not have to wonder whether different words, situations, or actions mean
the same thing”, thus the system should “follow platform and industry conven-
tions” (from Nielsen [34]). For this reason, a voice-based 3D modeling system
should provide such common operations, like the aforementioned “undo” and
“redo” commands. Further exploration may be required to clearly define and
match the set of expected commands to voice-based digital modeling.

Adopt Simple Operations Even for the Creation of Composite 3D
Models . Based on the theme Basic Operations, we note that most users
follow similar and simple approaches even in complex tasks. For example, by
analyzing task 13 (which consisted of creating a figure having a cylinder on top
of the cube), multiple approaches might be adopted, but novices used only basic
operations (creation and translation) to create both a simple cube and a cylinder
and then moving the latter on top of the former. This highlights that, although
many technical operations may be implemented in voice assistants for digital
modeling, it is important to provide novices with simple operations to create
and compose 3D objects, rather than prescribing more complex operations like
“extrusion” and “insetting”, which are most adequate for skilled users [33].

Match Digital Modeling Workflows with Novices’ Expectations
and Experiences from Building Physical Objects. Related to the
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Basic Operations, but by focusing on the last task (that consisted of the cre-
ation of a chair), we noticed that the majority of the users started by creating
the base cylinders (almost all users started with a phrase like “create four cylin-
ders”). This surely provides an interesting insight on how people approach the
creation of composite 3D objects. By creating the base cylinders first, users
are basically following an approach that starts from the bottom and proceeds
upwards. This is not different from the approach that users should follow if they
were composing physical shapes: by starting from the bottom, they are able to
stack the various shapes without the risk of their composition to “fall down”.
This indication can be useful if wizard procedures are introduced to guide the
creation of composite 3D objects; for example, the voice assistants can start the
interaction by asking which is the shape, with its features, that must be placed
at the bottom, then going on guiding the user to create other shapes on top of
the previous ones.

Provide Alternatives for the Selection of 3D Objects. By reflecting on the
theme of Selection of Objects, we argue that it is among the most critical
ones: most of the 3D modeling revolves around the selection of objects to be
composed. We found that several and different techniques have been adopted
by the novices. For example, a common solution is represented by commands to
select an object by referring to the entire scene, in other words in an absolute
way. We also documented commands that use relative references, for example,
their relative time of creation, their relative position, their dimensions, and by
inverting the current selection. The last approach is represented by the implicit
selection of the objects in the scene. These strategies represent different solutions
the users can adopt to select a 3D object, and thus the voice assistant should
accommodate all of them. To simplify the interaction, future voice assistants
can be complemented with additional interaction modalities like gestures or eye
tracking, where users could simply point [12,21,22] or gaze [27] at the object or
surface they want to select.

Understand Commands that Are Relative to the User’s Point of
View. As described in the themes The Gulf of Execution and
Selection of Objects, users often execute commands that are related to their
point of view, in particular, to change the camera perspective, to select an axis,
and to select a 3D object. In other words, we found that a common way for
novices to issue commands is through the “screen” coordinate system [43], as
provided by some professional 3D modeling systems5, by using common words
such as “left” and “right”, as P9 did during task 11 with the command “move
the geometric shape 20 cm to the right”. Furthermore, novices often provided
commands relative to both their point of view and other objects (as P10 did
during task 13: “insert a cylinder on top of the cube”). This implies that future
voice assistants must be equipped with some way of understanding the 3D con-
text into which the command is provided, and they must take into account the
user’s point of view during the intent-matching process.
5 https://shorturl.at/fGLRZ.

https://shorturl.at/fGLRZ
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Grant Multiple Ways to Refer to the Axes. Users referred to the
axes of the 3D scene by adopting different approaches: by indicating the
axis color, by referring to the user’s relative direction, by using the axis
name (see themes The Gulf of Execution) or some users also preferred
to switch the Y and Z axes as the “vertical” axis (see theme newin-
linkSec17theme:usersspssuggestionsUsers’ Requests). This ambiguity is also
found in professional systems, as some of them use the Z axis as vertical while
others use the Y axis instead [16]. This behavior should be considered in the
design of voice assistants for 3D modeling, since this is a core activity that, if
not adequately supported, might lead to ineffective user interaction.

Design for Complex Commands. Multiple chained commands have often
been prompted to execute various actions. In our study, it was possible to accom-
modate the multiple users commands thanks to the WoZ but voice assistants are
typically restricted to simple standalone commands. Similar to what Fast et al.
already proposed for complex tasks [9], also voice-based systems for 3D modeling
should address this requirement, which strongly impacts the design of its NLU
layer that must be able to understand and execute multiple chained commands.

Favor Explicit Trigger Words. Previous work by Vtyurina et al. argued
that forcing the use of explicit trigger words would constrain user interactions,
suggesting the use of implicit conversation cues for driving the dialog [49]. On
the contrary, during our experiments novices used implicit conversational cues
while thinking about their workflow and as a natural reaction after a successful
command execution (see The Gulf of Execution): this highlights the need
for future voice-based systems to provide clear explicit activation cues and trigger
words, to avoid any unintentional activation that would disrupt users’ workflow.

Embrace Diversity in Naming Approaches. As novices usually have little
to no knowledge of the 3D modeling domain, they often have to resort to different
naming approaches when dealing with shapes for which they do not recall the
“right” name. As already highlighted in The Gulf of Execution, novices can
refer to shapes by providing high-level descriptions (e.g., “3D rectangle” instead
of “box”), 2D approximations (“rectangle” instead of “box”), or by associating
them to a real-world object (e.g., “dice” instead of “cube”). For this reason,
future systems must be able to understand both analogies and descriptions of
shapes. A concrete solution might be the adoption of a lexical ontology like
WordNet [29] to infer the shape name related to the real object.

6 Limitations of the Study

Our study is an initial step toward understanding how novices approach voice-
based 3D modeling. We have identified some limitations of our work. First, the
novices’ languages deserve a wider exploration: our study highlights very small
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differences between Germans and Italians because of their culture; however, a
similar study where participants use their native languages might be useful to
understand how language might impact the resulting mental model. Similarly,
this study does not focus on how aspects like ethnicity, socio-economic status,
and age might impact the novice’s mental model. Another limitation regards
the tasks: the ones used in the study are representative of the most common
operations to design 3D models but digital fabrication often implies the design
of objects that are more complex than a chair. In addition, the set of proposed
tasks does not cover all possible operations (e.g., selecting textures and making
holes). Future work may also study differences between the mental model of lay
users (target of this study) and novices in 3D modeling that are domain experts
(e.g., they have expertise in sculpting or 3D world composition, but do not
know how to model). Similarly, the proposed voice-based interaction approach
may be compared with alternative solutions based on mouse and keyboard or
multi-modal approaches, to explore the pros and cons of each solution. Finally,
Blender has been selected as the 3D modeling tool because of the advantages
reported in Sect. 3.3; however, its UI is designed for a WIMP interaction thus it
presents commands, buttons, functions, etc., that might bias or confuse novices.
Despite carefully hiding all the useless parts of the Blender UI, the adoption of
a system purposely designed to better fit the voice interaction might be adopted
to elicit the mental model.

7 Conclusion

Voice interaction is emerging as a promising paradigm that can simplify 3D mod-
eling for digital fabrication. However, novices’ mental model is never considered
when designing voice-based 3D modeling systems. In addition, voice interaction
is usually built on top of WIMP systems instead of designing the voice paradigm
and the whole system from scratch. This study addresses these limitations by
investigating the novices’ mental model in 3D modeling and contributes to the
state-of-the-art by identifying a set of design implications that support the def-
inition of voice-based interaction paradigms for the design and customization
of personalized 3D models. This contribution aims to lower the barrier to 3D
modeling thus supporting the wider democratization of digital fabrication.

As future work, we are now addressing the limitations reported in the previ-
ous section. We are also working on the development of a prototype of a voice
assistant integrated into Blender: it is currently being developed in DialogFlow
[39] and it has been designed considering the design implications proposed in this
study. The aim is to study novices’ behavior when interacting with real systems,
also exploring if and how the design indications suggested in this study also
accommodate the design of more complex objects in more realistic situations,
for example, by proposing scenarios instead of tasks.
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Abstract. This paper presents CALEND AR, a hybrid calendar appli-
cation that uses augmented reality technologies to blend physical and
digital calendars. The study investigates user preferences and motiva-
tions for using physical or digital calendars and explores the need for
a hybrid solution that incorporates both. It comprehensively describes
the application’s implementation process, including technological back-
ground, design considerations, and a user study. Evaluation results show
that the hybrid approach combining the benefits of paper-based and dig-
ital calendars was appreciated by participants, despite limitations such
as inconsistent accuracy of text recognition and mixed user reception
of the augmented reality feature. The contributions of the work include
the development of a unique and innovative hybrid approach to calen-
dar management and demonstrating the potential of metaverse apps to
address real-world problems and enhance people’s lives. Future research
could explore ways to improve text recognition accuracy and make the
augmented reality feature more user-friendly. Overall, CALEND AR rep-
resents an important step forward in designing augmented and mixed
reality applications.

Keywords: Augmented Reality · Text Recognition · Paper-Based
Calendar · Digital Calendar · Hybrid Calendar · User Evaluation ·
Calendar Management

1 Introduction

In the modern era, individuals use physical and digital tools to manage their daily
schedules. While physical calendars provide a tangible way to view appointments
and keep track of schedules, digital calendars offer the convenience of accessing
information from anywhere and setting reminders and notifications. However,
current calendar management solutions fail to integrate physical and digital cal-
endars effectively, underscoring the need for innovative solutions.
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The CALEND AR app presented here combines features of both physical and
digital calendars to cater to the needs and preferences of individuals who use
both types of calendars. By combining handwriting recognition with augmented
reality, the approach presented here allows users to transfer information between
the digital and physical worlds seamlessly.

The research began with a comprehensive review of existing applications that
serve similar purposes, followed by an investigation of the motivations and needs
of individuals who use physical or digital calendars or both. These individuals
form the core user base of the application, and their needs and preferences are
the primary focus of the design.

2 Related Work

To design an application that effectively combines physical and digital calendars,
it is essential to understand the challenges and issues that arise in designing dig-
ital calendars as well as, more generally, computer-supported cooperative work
applications. Grudin [9] discusses some of these challenges and provides insights
into the design and evaluation of organizational interfaces, while Payne [14] inves-
tigates digital calendars and compares them to their paper-based counterparts.
With the advent of mobile devices and the respective increase in the use of dig-
ital calendars, arose the issue of calendar synchronization across a single user’s
devices [17]. Despite the popularity of digital calendars, users exhibit a lasting
preference for paper-based ones, which has led to the exploration of alternative
interfaces for digital calendars [10].

Therefore, this paper aims to explore the potential usefulness of metaverse
apps [13], using the CALEND AR app as an example, by taking into account
the insights provided by Grudin and other relevant literature. These apps bridge
the gap between the digital and real worlds and provide users with new ways to
interact with technology.

Digital calendars have been around for decades, and many different calendar
applications are available. Some popular examples include Google Calendar [8],
Apple Calendar [2], and Microsoft Outlook [11]. These offer a range of features,
such as event scheduling, reminder notifications, and integration with other pro-
ductivity tools. However, most are purely digital and do not offer a solution for
users who still rely on paper-based calendars for some tasks.

Some applications attempt to bridge the gap between traditional and digital
calendars, such as the Rocketbook Wave [16] and the Moleskine Smart Writing
Set [12]. These use handwriting recognition technology, allowing users to transfer
their written notes and events to a digital platform. Earlier, Plaisant et al. [15]
investigated the digitization of handwritten calendar entries into a shared family
calendar, although without handwriting recognition. However, they do not offer
functionality that would help transfer scheduled events from the digital to the
paper-based calendar. Compared to current solutions, CALEND AR offers a
hybrid approach, allowing users to input information into the digital calendar
using handwriting recognition. Additionally, with the help of augmented reality,
it allows users to transfer information back to the real world.
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3 Motivation

The use of digital calendars has become widespread in organizing personal sched-
ules, offering flexibility and convenience for tracking appointments and events.
However, digital calendars also have some limitations [7]. Some individuals find
it challenging to switch from a paper-based calendar to a digital one, missing the
tangible sensation of handwriting and handling events on a physical calendar.
This is particularly true for long-time paper calendar users accustomed to their
format and features.

Moreover, some users prefer digital calendars but still need to transfer infor-
mation between their digital and traditional calendars for different purposes,
such as sharing their schedule with others who use physical calendars or having
a backup copy of their events. This process can be time-consuming, leading to
mistakes and missed events [1].

To address these issues, our approach attempts to merge the benefits of paper-
based and digital calendars. Using handwriting recognition, users can enter infor-
mation into the digital calendar using their handwriting [4], preserving the tactile
experience of writing on a paper calendar. Additionally, the transfer of informa-
tion from the digital calendar to the physical world is possible.

4 Design Rationale

Users who rely on both digital and paper-based calendars may find an augmented
reality calendar particularly useful. They can use it to transfer their digital
tasks to their paper-based calendar and to manage any conflicts between the
two, allowing digital and handwritten tasks to coexist. Users can transfer their
handwritten tasks to the digital calendar by using text recognition, while they
can use the augmented reality feature to view their entire schedule, digital and
paper-based, in a real-world context eliminating the risk of double entries or
scheduling conflicts.

The approach followed in the design of CALEND AR focuses on allowing
users to transition back and forth between paper-based and digital calendars and
to transfer information between the two modes. An augmented reality calendar
should then provide augmented visualization by overlaying digital information
onto a physical, paper-based, calendar, provide visual cues, highlight important
events, and enhance the overall visibility and comprehension of the calendar data.
Users should be able to view, create, reschedule, or delete calendar data in either
the paper-based or the digital component of the augmented reality calendar. A
user would expect calendar data to be synchronized between the paper-based
and digital interfaces, ensuring that changes made on either one are reflected in
the augmented reality interface. Consequently, the calendar should be able to
incorporate contextual information relating to the paper-based calendar, such as
the date and time information relating to the page the user is viewing through
the augmented reality interface as well as the events marked on it.

A use case scenario for the task of viewing a scheduled event in CALEND AR
would then entail the following steps: The user activates the augmented reality
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interface by launching the CALEND AR application and gazes through it to the
open page of her paper-based calendar, where some of the events of her schedule
for tomorrow are written. The application recognizes the date of the open page of
the paper calendar and pulls the relevant tasks from the online digital calendar.
The app also updates the digital calendar with the events written on the paper-
based one, by digitizing and recognizing the handwritten tasks. A conflict is
recognized in the schedule. The application displays an overlay showing the
entries on the digital calendar that have no corresponding entry in the paper-
based one, while the entries that are present on both calendars are omitted since
they are visible on the paper. The recognized conflict is highlighted (Fig. 2),
prompting the user to resolve it by choosing which of the conflicting entries is
correct.

To support the above scenario and user needs, when users utilize the aug-
mented reality feature to view their entire schedule on their real-world calendar,
each task is seamlessly placed on the correct date without obstructing the date or
task. This has been accomplished in CALEND AR by using an (x,z) coordinate
for each task (Fig. 1). If the user wants to modify a task, the (x,z) coordinate
will also change, ensuring the task takes its correct position on the real calendar
in the augmented reality interface. After the handwritten text is recognized, the
system provides to the interface, not only the digitized text but also the position
(x,y) of each word’s four corners on the photograph. However, in the Unity [20]
environment, which was used for the augmented reality feature, the positions of
GameObjects [19] that will contain the tasks are based on the position of the
target image [22]. Therefore, to ensure seamless interaction between Unity and
the text recognition environment, it’s essential to establish a correlation between
their design scales. The “remap” method [6] was employed to achieve this.

Fig. 1. The digitization process: A visual representation of how handwritten tasks are
transformed into digital data within the app’s database.

If a handwritten task is transferred to the digital calendar app and is sub-
sequently deleted or altered, the user will be alerted in the augmented reality
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interface by striking the original handwritten task with a red line, indicating to
her that it has been deleted or edited, and the corrected task will be displayed
at its new position on the calendar (Fig. 2). This guarantees that users have an
accurate and up-to-date representation of their schedule.

Fig. 2. Harmonious coexistence: Combining digital and handwritten tasks Using aug-
mented reality in CALEND AR.

5 User Study

Billinghurst et al. [3] emphasize the need for increased user studies and eval-
uations in AR research and development, as only a small percentage of pre-
vious papers included formal evaluations. They identify three main areas for
user studies: Perception, Performance/Interaction, and Collaboration. To eval-
uate the effectiveness of the CALEND AR app, this study focused on assessing
its user-friendliness and comprehensibility through task completion, observation,
and participant feedback. The evaluation also collected suggestions for improve-
ment, in line with the recommendation of Billinghurst et al. [3] to use multiple
evaluation techniques for AR system design.

To evaluate the CALEND AR mobile app, a test was conducted for a period
of three weeks. The evaluation involved a group of five participants varying in
age and profession, including Participant 1, a 30-year-old female architect; Par-
ticipant 2, a 20-year-old male student; Participant 3, a 37-year-old male chemical
engineer; Participant 4, a 25-year-old male software engineer, and Participant 5,
a 32-year-old female teacher.

On the first day of the three-week user evaluation period, participants were
asked to complete a series of tasks using the app. The first task was to “cre-
ate a new account and log in to the application.” Then, the participants were
instructed in the use of the application. To do this, they were first asked to
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use it to manage a set of dummy tasks scheduled for the first of the three-week
period, with the support of the evaluator. Participants’ interactions with the
app while completing these tasks were observed and recorded, and interviews
were conducted to gather additional insights. For the remainder of the evalua-
tion period, the participants were asked to use the app regularly in their daily
lives and report any issues or suggestions for improvement. A print calendar to
use along the CALENDAR AR app was hand-delivered to each participant.

After the three-week evaluation period, participants took part in a remote
focus group session, where they were asked to provide their viewpoints and
discuss facets of their experience of using CALEND AR. The focus group session
allowed participants to engage in group discussions, enabling a broader range of
perspectives and in-depth insights to be gathered.

6 Analysis of Results

At the end of the three-week evaluation period, participants were asked to pro-
vide feedback on their experience using the app. They were asked to rate CAL-
END AR’s user-friendliness on a scale from 1 to 5, with five being the most
user-friendly. Four out of five participants rated the app with a 4 or 5, indicat-
ing that they found it highly user-friendly. One participant reported that she
faced minor challenges in navigating the app.

Participants were also asked about the comprehensibility of the app’s fea-
tures. Four participants found the app’s features straightforward and easy to use.
In contrast, one participant reported having trouble understanding the instruc-
tions and found it difficult to operate the app’s augmented reality features.

Based on the analysis of data, participants’ engagement with the app’s fea-
tures was measured for the three-week evaluation period. Four out of five par-
ticipants consistently utilized the app by creating an average of 2.4 entries in
the digital calendar per day, while one participant used it only a couple of times
throughout the three weeks. These results suggest that the hybrid calendar fea-
tures of CALEND AR were engaging enough for most participants to incorporate
it into their daily routine in order to manage events and schedule tasks.

The hybrid calendar feature, which includes both text recognition and aug-
mented reality, was highly appreciated by the participants. This suggests that
the integration of real-world elements into a digital calendar can be useful for
managing schedules and events. The handwritten text recognition feature gar-
nered mixed reviews, with some users finding it very accurate and reliable, while
others found it to be somewhat inconsistent. However, the users did agree that
it saved them a lot of time, and those who found it time-consuming appreciated
the assistance in correcting inaccuracies.

On the other hand, the augmented reality feature was found to be helpful by
three users, as it made it easier to see their appointments and to-do lists in a
real-world context. These users also found it useful for visualizing their schedules
in a real-world setting. They noted that it was convenient for them to be able
to see the hybrid weekly schedule at once. However, the remaining two users
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reported that they preferred viewing their appointments directly in the app,
instead of using the augmented reality feature, while one of them reported that
it was somewhat finicky and difficult to use.

Overall, the results (Table 1) of the user evaluation suggest that the CAL-
END AR app was well-received by the participants, with some areas for
improvement.

Table 1. Participant Feedback on App Usability and Features

Feedback Aspect Average Rating

User-Friendliness 4.2/5.0

Comprehensibility 4.6/5.0

Usage Frequency 4.1/5.0

Timely Notifications 4.8/5.0

Text Recognition Feature 3.4/5.0

Augmented Reality Feature 4.2/5.0

Participant feedback, provided in the form of transcripts from the focus group
session, further enriched the findings. Participant 1, for instance, emphasized the
seamless transition between paper-based and digital calendars, highlighting the
convenience of maintaining a preferred tactile experience while benefiting from
the organization and reminder functionality of a digital calendar. Similarly, Par-
ticipant 2 praised the convenience and flexibility offered by the app and empha-
sized the ability to transfer information between physical and digital calendars
without conflicts, providing the best of both worlds. Additionally, Participant
3 expressed satisfaction with the augmented reality feature, which ensured an
accurate and up-to-date schedule by visually indicating changes from the digital
calendar to the physical calendar. However, Participant 4 raised concerns about
occasional inaccuracies in handwriting recognition, suggesting that improving
its accuracy would enhance the overall user experience. Finally, Participant 5
pointed out the learning curve associated with the app and suggested the inclu-
sion of more user-friendly instructions or tutorials to cater to participants who
may not be proficient with technology.

7 Conclusions

In line with previous studies on digital calendars [5,18], the user evaluation
results of CALEND AR suggest that the hybrid approach to calendar manage-
ment, which combines the benefits of both paper-based and digital calendars,
was appreciated by the participants. The app’s augmented reality feature was
well-received by some users, while some experienced difficulties with the accu-
racy of the text recognition feature. Despite these limitations, CALEND AR
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represents a definite advancement in the development of metaverse apps and has
the potential to be an effective and user-friendly tool for managing schedules
and events [21].

One of the significant advantages of CALEND AR over other existing solu-
tions is its ability to combine the benefits of paper-based and digital calendars,
providing users with a familiar and intuitive experience. The app’s augmented
reality feature is also a unique and innovative approach to visualizing events in
a real-world context.

The user evaluation revealed several compelling use cases that highlight the
seamless transition between the paper-based and digital calendar facilitated by
the CALEND AR app. The ability to transfer handwritten tasks from a paper-
based calendar to the digital realm using the app caters to users who appreciate
the tactile experience of writing on paper while still benefiting from the con-
venience and organization offered by a digital calendar. Another use case that
garnered positive feedback is the augmented reality overlays feature. Partici-
pants found this feature particularly useful as it allowed them to view their
digital events overlaid onto their paper-based calendar, effectively bridging the
gap between the digital and physical worlds. Furthermore, the approach pre-
sented in this paper enables the coexistence of digital and handwritten tasks,
accommodating users who rely on both mediums for their scheduling needs. The
augmented reality function facilitates the seamless transfer of digital tasks to the
physical calendar without conflicts or duplication, providing flexibility and con-
venience. Additionally, the app ensures an accurate and up-to-date schedule by
detecting and alerting users about changes during the augmented reality expe-
rience. When modifications are made to the digital calendar, a visual indicator,
such as a red line, appears over the corresponding handwritten task, promoting
reliability and minimizing discrepancies between the physical and digital calen-
dars.

While CALEND AR has some limitations, including the inconsistent accu-
racy of the text recognition feature and the mixed user reception of the aug-
mented reality feature, these issues can be addressed in future updates. The
contributions of the work are the development of a unique and innovative hybrid
approach to calendar management that could benefit individuals and profession-
als alike. The work also demonstrates the potential of metaverse apps to address
real-world problems and enhance people’s lives.

Future research in this area could explore ways to improve the accuracy of
text recognition and make the augmented reality feature more user-friendly. It
would also be interesting to investigate the potential benefits of CALEND AR
for specific professions, such as event planners and educators. Furthermore, the
emergence of augmented reality calendars, such as CALEND AR, opens up pos-
sibilities for exploring alternative designs in calendar user interfaces [10]. The
integration of augmented reality technology in calendar applications presents an
opportunity to reimagine how users interact with their schedules and visualize
events in a more immersive and intuitive manner. In conclusion, CALEND AR
has the potential to be a useful and innovative tool for managing schedules and
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events. The hybrid approach, which combines the best of both paper-based and
digital calendars, provides a familiar and intuitive experience for users. Overall,
it is believed that this work represents a step forward in the development of
metaverse apps.
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Abstract. Peripheral vision plays an important role in monitoring and
detection of peripheral events not only in our daily life but also in com-
plex and time-demanding situations. For example athletes in team sports
such as Football or Handball, that require to not only keep track of one’s
own team but also the opponents around oneself, benefit greatly from
good peripheral vision. This paper examines the possibilities of training
peripheral color and shape detection in virtual reality (VR). To this end
we created an application called PeriFocus, a simple shooter game in
VR that requires users to use their peripheral vision for object identifi-
cation of the features color, size and shape. Our initial evaluation with
six participants over 12 days revealed a statistical significant increase
in peripheral color detection measured by an analog visual acuity test.
This not only validates prior work conducted in a desktop setting but
also highlights potential for future VR applications.

Keywords: Peripheral Vision · Eye-Tracking · Virtual Reality

1 Introduction

Peripheral vision is our ability to detect elements in the corner of our eyes.
This means that we’re able to identify objects outside of our point of fixation.
As humans we utilize peripheral vision in our daily lives, e.g. to detect objects
that could result in tripping or falling when walking. Training peripheral vision
can be an advantage in for example sports that require the monitoring and
detection of peripheral events in complex and time-demanding situations [7].
Handball players have been found to have a faster reaction time to stimuli in
their peripheral vision when compared to non-athletes [24]. This can most likely
be attributed to the athletes concurrent training, and Yu et al. also demonstrate
that peripheral vision can be more actively trained [23]. However, training the
peripheral vision specifically can be a boring and time consuming task, here
games could help making the training more interesting.

Recently we saw a drastic decrease in cost of eye tracking devices, which has
lead to the proliferation of eye-tracking technologies as consumer goods. This
means that gaze has become a more compelling method to be integrated into
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the gameplay of videogames. A variety of different ways [15,17,20] - ranging from
simple replacement of controls [3,6] to integration of social gaze [10,22] - have
been explored in the past. Lately, using gaze interaction in the unexpected way
of not looking at the main elements has been demonstrated to be a viable game
mechanic [9,11–14,21]. While this is on first glance a rather non-intuitive way of
using gaze, it opens up new possibilities with respect to peripheral interaction [4].
Gomez & Gellersen found evidence that this kind of interaction can affect the
players visual skills with greater peripheral awareness [12]. Using an eye-tracking
an enabled desktop computer game, they found that their participants demon-
strated a significant higher ability to detect objects in their peripheral vision
after playing for two weeks every day.

In this work, we follow up on Gomez & Gellersen’s findings [12] extending it
to Virtual Reality (VR) training of peripheral color- and shape detection with
a simple game called PeriFocus. VR headsets with integrated eye-tracking have
become more obtainable with devices such as the HTC Vive Pro Eye or Meta
Quest Pro. Furthermore, using VR with integrated eye-tracking allows to control
factors such as angles between focus points and peripheral targets much more
accurate compared to the desktop setup of Gomez & Gellersen [12], which could
be helpful for more detailed analysis and training in the future.

2 PeriFocus

The aim of PeriFocus is to replicate the results of Gomez & Gellersen’s SuperVi-
sion [12] in VR and with a different game. While Gomez & Gellersen used three
different mini games, we opted to use a single game to test the different condi-
tions. We want to examine the possibility to train peripheral color and shape
detection in VR. Therefore, we developed a simple VR shooting game with three
slightly different tasks. The participant has to shoot one of four targets shown
to them. In order to select the target, the participants use a gun with a laser
pointer (compare Fig. 1) controlled using a VR controller. The different tasks
are the changing appearance of the targets to train different aspects of periph-
eral feature identification. The game gives participants audio cues telling them
what targets to identify. The goal for the participant in each task is to make as
many correct selections as possible before a timer ends. A single play-through
consists of playing all three tasks which are each two minutes long. The time
was experimentally determined in a pilot study, in order to reduce the severity of
eye-strain caused by the vergence-accommodation conflict [5]. In between tasks,
there is a brief break to let the participants relax their eyes.

PeriFocus is separated into three tasks, each training detection of a specific
visual feature. These tasks are:

– Color Task: Targets are shaped like cubes and colored differently: red, blue,
green, yellow. The audio cue will announce one of these four colors. Further-
more, each color is fully saturated as to create a stronger contrast between
the targets (see Fig. 1 left).
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– Shape Task: Targets are shaped after four distinct shapes, specifically, cube,
sphere, heart and diamond, and colored red. The audio cue will announce one
of the four shapes (see Fig. 1 middle).

– Size Task: Targets are shaped like cubes and colored red. The sizes vary,
having the size of 80%, 100%, 120% and 140% of the default target size. The
audio cue will announce either “biggest” or “smallest” to signify the partic-
ipants to select either the 140% or the 80% sized target, respectively. The
sizes were determined in a pilot study and were chosen in order to challenge
the participants without frustrating them (see Fig. 1 right).

To ensure that the participant is using peripheral vision, in each task, they
must fixate on one central point - called the fixation point - while trying to
find the target they are supposed to shoot in their periphery. If the participants
switch their gaze away from the fixation point for more than 100 milliseconds,
all targets would turn black, the 2 min duration of the task would be paused
and the participants would not be able to select any targets. To continue the
experiment, the participant would need to fixate on the fixation point again;
targets would then reshuffle and a new audio cue would be given. The 100 ms
duration was determined in a pilot study, and proved to be enough to stop
participants from switching their gaze away from the fixation point, while also
allowing involuntary blinking. The fixation point visual appearance is based on
the pattern that Thaler et al. [16] found to be optimal at reducing involuntary eye
movements. This is beneficial, since involuntary eye movements might otherwise
disrupt the participants efforts. With the fixation point being in the central
vision, the four targets are each positioned at 45◦ angles, as seen in Fig. 1. This
arrangement is made so that the participants have to utilize the entirety of
their peripheral vision, while reducing size and shape distortion as explored by
Baldwin et al. [1]. To make it easier for the participants to fixate on the fixation
point, it is important to reduce visual distractions as much as possible. Therefore,
as already mentioned, most of the feedback and communication is audio-based
and the visuals are kept very simple (see Fig. 1). Furthermore, shadows were
removed from the targets to avoid them influencing the detection of features, as
participants may otherwise detect contrasts rather than the intended feature.

In case the participant’s selection is correct, the targets will reshuffle posi-
tions and a new audio cue will be given. If the selection is wrong, the selected
target will switch it’s color to black for half a second and audio feedback indicat-
ing that a wrong target has been hit will be heard. Additionally, to reduce the
chance of e.g. fatigue influencing participants’ performance for a specific task,
their order is randomized. At the end of the three tasks, a score is shown to
the participants, based on how many correct selections they had throughout the
game. Furthermore, their score is ranked compared to all previous participants
to encourage competition.
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Fig. 1. A participant using their gun to aim in the three different tasks of PeriFocus.
Left: the Color task, Middle: the Shape task, Right: the Size task.

2.1 Hardware and Software

PeriFocus is implemented for the HTC Vive HMD and Unity [18]. As the HTC
Vive HMD does not come with eye-tracking functionality, external hardware is
needed. For this purpose a binocular add-on from Pupil Labs [8] is used. The add-
on consists of two 200hz low latency eye-tracking cameras with IR illuminators
[8], as well as clip-on rings to attach it to the HMD. The eye-tracking cameras
and a Valve Index controller [19] is used for participants’ input.

3 Preliminary Evaluation

Following the example of Gomez & Gellersen’s SuperVision [12] we conducted a
longitudinal study with 8 sessions divided over the course of 12 days to determine
if peripheral vision can be trained in VR. Similarly to Gomez & Gellersen [12]
we were interested in peripheral color and shape detection. To measure this we
use a visual acuity test (VAT). The following hypothesis will be investigated:

H10: The experiment will have no effect on peripheral color detection. H1 states
that there will be a statistically significant difference in participants’ peripheral
color detection between the first and last VAT.

H20: The experiment will have no effect on peripheral shape detection. H2
states that there will be a statistically significant difference in participants’
peripheral shape detection between the first and last VAT.

3.1 Apparatus

Besides the above described implementation of PeriFocus, we followed the same
VAT procedure as [12]. The apparatus used in the VAT was comprised of plywood
protractor (including a cut-out for the nose) with a 30 cm radius. A small black
piece of wood, with a white dot in the middle was placed at the 90◦ angle of
the protractor, creating a fixation point for the participants [2] (compare Fig. 2).
27 Different slips of paper were used: Nine different shapes (circle, triangle and
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square, the letters A, B and C, and the numbers 1, 2 and 3) each in three different
colors (red, green and blue). The shapes were placed at the top of the slips which
had a height of 10 cm and a width of two cm. Following the same procedure as
Gomez & Gellersen [12].

Fig. 2. Left: the protractor used for the VAT, made out of cardboard with a radius of
30 cm including a fixation point. Right: Participant undergoing a VAT - notice the red
slip being moved along the protractor. (Color figure online)

3.2 Participants

A total of six participants were recruited from our local university for the exper-
iment. All participants identified as male. The mean age of the participants was
25 (SD = 1.63), with an age range of 23–28. These results were gathered as part
of a demographics questionnaire, taken at the start of the experiment. Two more
questions were included in the questionnaire, which evaluated the participants
experience with computer games, as well as their previous experience with VR.

3.3 Procedure

The experiment was done in 8 sessions over 12 days where on Day 2, 6,7 and
9 no sessions were held. This was due to the schedule of the participants and
weekends. Each session consisted of a complete play-through of the PeriFocus,
which would take around ten minutes, two minutes for each task, as well as
around one minute for eye-tracking calibration before and breaks between the
different task. On the first day of testing, PeriFocus included a narrated tutorial,
which explained the controls and a short description of the tasks. Participants
had to do additional steps on the following days: Day 1: Participants were asked
to complete a demographics questionnaire, as well as a VAT and the tutorial.
Day 5: Upon completing PeriFocus, participants had to take another VAT. Day
12: Upon completing PeriFocus, participants had to take a final VAT.

When doing the VAT, the participant would position the protractor horizon-
tally in front of their face, fitting their nose in the nose hole and were asked to



PeriFocus - Training Peripheral Color- and Shape Detection 171

fixate on the focus point, for which can be seen in Fig. 2. A researcher would start
slowly moving a paper slip towards the center of the protractor. They were asked
to note when they started to notice the slip, at which point the researcher would
stop moving it. The participant was then asked to identify either the color or
the shape that was drawn on the slip. If either was not identified, the researcher
would continue to move the slip until both color and shape were correctly iden-
tified and their angles recorded. We did not test in this VAT for size detection,
this is left for future work.

Besides the VAT results we also logged performance in PeriFocus, to gauge
participants’ performance over time and to examine the differences between the
three tasks. Score, which is a number that increments each time the correct
target is shot. Error rate, which is the percentage of incorrect targets shot during
a session. Task time, which is calculated as: (A), the time from when targets are
presented, to (B), when a target is shot in seconds.

4 Results

Fig. 3. Boxplots showcasing the VAT scores for both shape and color, including outliers.
From left to right: day 1 (orange), day 5 (purple) and day 12 (blue) (Color figure online)

Hypothesis 1 and Hypothesis 2 were tested comparing the VAT score
for day 1 against day 12 using a Wilcoxon Signed-Rank Test. It was found that
the experiment had a statistically significant effect on participants’ peripheral
color detection (p < .012). H10 can thus be rejected and H1 accepted. H20 can
not be rejected as the experiment did not have a statistically significant effect
on participants’ peripheral shape detection (p < .15). Similarly, comparing the
VAT scores for day 1 and day 5 shows a significant increase in the participant
color detection score (p < .036) while the participant shape detection score does
not significantly increase (p < .590). Comparing day 5 with day 12 shows no
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significant increase in both VAT color score (V = 10, p = 1) and shape score
(p < .313). See Fig. 3 for a VAT score comparison between day 1, day 5 and
day 12. Comparing participants’ measurement logs between day 1 and day 12,
it can be seen that they scored significantly higher in all tasks on day 12, see
Fig. 4 (left). It can be seen that participants reduced their task time significantly
in all challenges, see Fig. 4 (middle). Participants’ error rates for the size and
color task were similar, with the shape tasks having a higher variability and no
statistically significant difference could be found (p < .05) as can be seen in
Fig. 4 (right).

Fig. 4. Boxplots showcasing a comparison between scores, task times, and errorrate on
day 1, 5, 12

5 Discussion and Conclusion

H10 can be rejected, while H20 can not, which means that we did find a statisti-
cally significant effect on peripheral color detection but not on peripheral shape
detection. Both game score, which increased, and task time, which decreased,
showed statistically significant differences in the three tasks. This suggests that
when participants’ performed better at PeriFocus, they also scored higher in the
VAT. While the task time and SD was reduced by a significant amount for the
size and color task, the error rate stayed largely consistent. However, the error
rate variability for the shape task increased over time. This may be due to par-
ticipants putting more emphasis on scoring higher in the time given and relying
more on guesswork to choose the correct shape. For future iterations of PeriFo-
cus it may be advantageous to penalize wrong targets more, e.g. by deducting
points, which would shift the focus towards accuracy. Another option would be
to remove time as a factor from PeriFocus and instead give participants a set
amount of targets per session. Either way, participants may be more inclined to
spend more time to identify the shapes in their peripheral and potentially reduce
their error rate.

In general it can be stated that the results achieved in our small scale study
in VR are overall similar to Gomez & Gellersen’s [12]. So our study to a certain
extend replicates their findings and extends it to VR. However, we also see some
interesting differences. While Gomez & Gellersen’s [12] VAT results showed a sta-
tistically significant difference in their one-day study, their VAT shape detection



PeriFocus - Training Peripheral Color- and Shape Detection 173

score had a SD around 3 times higher than their VAT color detection SD (simi-
larly to our SD). They opted not measure VAT shape detection in their follow-up
2 week study. Given the high SD in their one-day study and the results of the
study presented here, it might indicate that peripheral shape detection is not as
easily trainable. We also encountered high variability in VAT shape detection,
with an SD three times higher than that of VAT color detection. This might be
a result of the procedure used for the VAT. The results recorded for identifying
primitive shapes (Circle, Square, Triangle) were generally higher than the ones
recorded which had either a number (1, 2, 3) or a letter (A, B, C) as the chosen
shape. The similarities between letters and numbers might be too small to reli-
able distinguish them in the peripheral vision compared to primitive shapes. For
example, we noticed a couple of participants mistaken the letter “C” for a circle,
or the letter “A” for a triangle. Both this study and Gomez & Gellersen’s [12]
follow this procedure, however the source material for which the VAT procedure
was derived from does not draw the shapes on the slips [2]. Rather, the slips are
cut with scissors to form the shapes, e.g. cutting the corners of the slip to form
a triangle. In this way, perceiving contrast between the shape and the slip color
would not be a factor, which may affect the VAT shape detection results. It could
be interesting to only use primitive shapes, which may lead to less variability
and a statistically significant difference.

Furthermore, looking at Gomez & Gellersen’s [12] VAT color detection mean
score for the first day (mean = 81.20, SD = 4.08) and last day (mean = 87.90,
SD = 2.73), we comparatively had a much lower mean score for day 1 (mean =
58.16, SD = 13.88) and day 12 (mean = 73.83, SD = 6.49). We are unsure as to
why there is such a large difference; it may be due to both experiments having
a small sample size. Furthermore it is difficult to compare our experiment with
Gomez & Gellersen’s [12], as they are not stating how they created the VAT slips
in terms of size, color and how the shapes were drawn on them. For our study we
followed the size recommendation of the original procedure [2]. Another variable
not considered for the VAT is the lighting conditions of the experiment room,
which may influence color detection in the periphery. While it was consistent
in our experiment, it might be vastly different from Gomez & Gellersen’s which
could have an influence on the ability of peripheral object identification. The
biggest limitation of our study at this point is that we only were able to recruit
six participants. Furthermore, all of our participants identified as male, which
further limits the ability to generalize our results to the population.

The training was found to have a statistically significant effect on peripheral
color detection, thereby confirming Gomez & Gellersen’s findings as well as open-
ing the possibility of applying it to VR environments. However, the training did
not show a statistically significant effect on peripheral shape detection, with a
high variability, which increased by the end of the study. The preliminary study
conducted here however, has also multiple limitations, besides a small amount
of participants, which identified all as male, the overall VAT for shape detection
could be optimized as well. Further studies with a modified procedure might
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show results with a lower variability and a potentially statistically significant
effect in shape detection, and are therefore needed.
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16. Thaler, L., Schütz, A.C., Goodale, M.A., Gegenfurtner, K.R.: What is the best
fixation target? The effect of target shape on stability of fixational eye movements.
Vision. Res. 76, 31–42 (2013)

17. Turner, J., Velloso, E., Gellersen, H., Sundstedt, V.: EyePlay: applications for
gaze in games. In: Proceedings of the First ACM SIGCHI Annual Symposium on
Computer-Human Interaction in Play, CHI PLAY 2014, pp. 465–468. Association
for Computing Machinery, New York, NY, USA (2014). https://doi.org/10.1145/
2658537.2659016

18. Unity: Unity development platform (2021). https://unity.com/
19. Valve: Valve index: Controllers (2021). https://www.valvesoftware.com/en/index/

controllers
20. Velloso, E., Carter, M.: The emergence of EyePlay: a survey of eye interaction

in games. In: Proceedings of the 2016 Annual Symposium on Computer-Human
Interaction in Play, CHI PLAY 2016, pp. 171–185. Association for Computing
Machinery, New York, NY, USA (2016). https://doi.org/10.1145/2967934.2968084

21. Vidal, M.: Shynosaurs: a game of attention dilemma. In: Proceedings of the First
ACM SIGCHI Annual Symposium on Computer-Human Interaction in Play, CHI
PLAY 2014, pp. 391–394. Association for Computing Machinery, New York, NY,
USA (2014). https://doi.org/10.1145/2658537.2662979

22. Vidal, M., Bismuth, R., Bulling, A., Gellersen, H.: The royal Corgi: exploring social
gaze interaction for immersive gameplay. In: Proceedings of the 33rd Annual ACM
Conference on Human Factors in Computing Systems, CHI 2015, pp. 115–124.
Association for Computing Machinery, New York, NY, USA (2015). https://doi.
org/10.1145/2702123.2702163

23. Yu, D., Legge, G.E., Park, H., Gage, E., Chung, S.T.: Development of a training
protocol to improve reading performance in peripheral vision. Vision Res. 50(1),
36–45 (2010)

24. Zwierko, T.: Differences in peripheral perception between athletes and nonathletes.
J. Hum. Kinet. 19(2008), 53–62 (2007)

https://doi.org/10.1145/3410404.3414240
https://doi.org/10.1145/3410404.3414240
https://doi.org/10.1145/1178823.1178847
https://doi.org/10.1145/1178823.1178847
https://doi.org/10.1145/2658537.2659016
https://doi.org/10.1145/2658537.2659016
https://unity.com/
https://www.valvesoftware.com/en/index/controllers
https://www.valvesoftware.com/en/index/controllers
https://doi.org/10.1145/2967934.2968084
https://doi.org/10.1145/2658537.2662979
https://doi.org/10.1145/2702123.2702163
https://doi.org/10.1145/2702123.2702163


Supporting Resilience Through Virtual
Reality: Design and Preliminary

Evaluation of a VR Experience Based on
Viktor Frankl’s Logotherapy

Quynh Nguyen(B) , Rodrigo Gutierrez , Lukas Kröninger ,
and Ulrike Kretzer

Austrian Institute of Technology GmbH, 1210 Vienna, Austria
quynh-huong.nguyen@ait.ac.at

Abstract. Promoting resilience is crucial to support people in the face
of traumatic experiences caused by existential crises. Virtual Reality
(VR) can support resilience as it allows for embodied experiences and
experiential learning. We present the design and initial user evaluation
of an immersive VR experience for strengthening resilience, inspired
by Viktor Frankl’s psychotherapy, ‘logotherapy and existential analy-
sis’ (LTEA). The prototype immerses users in two experiences related
to guilt or suffering and guides them through an interactive reflection,
encouraging them to consider their potential for finding meaning even in
adverse circumstances. Although the self-reported resilience measures did
not indicate increased resilience, qualitative data suggest that the users
were able to use the prototype to reflect on meaning in life. This paper
contributes to the field of VR for well-being by introducing the under-
explored approach of LTEA to facilitate resilience. We discuss aspects
of resilience support in VR by addressing the relevance of identifying
and utilising technology-specific affordances to enhance reflective prac-
tice and the potential of peer support for promoting resilience.

Keywords: Virtual Reality · Resilience · Reflection · Existential
HCI · Logotherapy and Existential Analysis

1 Introduction

With the rise of existential crises arising from e.g., climate change, populism
or socioeconomic instabilities, most people will be confronted with at least
one potentially life-threatening traumatic experience [12]. As a response, there
has been a rise in HCI research focused on well-being and mental health [20].
Resilience, the “healthy, adaptive, or integrated positive functioning over the
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passage of time in the aftermath of adversity” [24, p. 2], can protect people
against existential crises. Virtual Reality (VR) has been found to be useful for
resilience interventions through stress inoculation and therapeutic treatments
[18]. Because VR enables embodied experiences [3], increases immersion [18],
and enhances learning by invoking a state of flow [15], it is a promising tool for
facilitating reflection and supporting resilience.

According to Viktor Frankl who founded the meaning-centred psychother-
apy ‘logotherapy and existential analysis’ (LTEA), resilience needs self-
transcendence, the ability to move beyond oneself to find meaning in the outside
world, e.g., through dedicated service to a cause or another person [8]. To do so,
a change in perspective and the creation of awareness of one’s freedom in life
despite all adversity are essential [8]. Thus, we investigate an as-of-yet under-
explored approach to support the well-being and resilience of people through a
VR experience inspired by LTEA, aiming to answer three sub-research questions
(RQs):

RQ1a: To what extent can a VR experience inspired by LTEA positively affect
resilience?

RQ1b: How can reflection be integrated into the VR experience to support
resilience?

RQ1c: How do the degree of engagement and the narrative storytelling within
the VR experience affect users’ ability for reflection?

To answer the RQs, we developed a VR prototype to let users immerse them-
selves in and reflect on aspects of the tragic triad. The tragic triad describes three
tragic, yet unavoidable experiences in human life that often lead to an existen-
tial crisis: guilt, suffering, and death [8]. We aimed to sensitise users on two of
these topics, guilt and suffering, and support the users in reflection based on
LTEA principles so that they can think about the potential for seeking meaning
in such experiences. The prototype was tested in an explorative user evaluation
(N = 12).

This paper offers a new approach to enhancing resilience in VR through
concepts and methods of LTEA. It, thereby, contributes to the field of VR for
well-being. We explore aspects of resilience support in VR, such as the impor-
tance of utilising technology-specific affordances to enhance reflective practice
and the potential of peer support to promote resilience in VR.

Fig. 1. Bird’s eye view of the “Room of Possibilities”, a virtual space that facilitates
(de)reflection after an interactive VR experience.
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2 Related Work

With the rapid developments and decrease in cost, interest in Extended Reality
(XR) technologies for psychological interventions is gradually growing [4]. One
factor these interventions aim to support is resilience (see [18] for a scoping
review). Though there is no universal definition of resilience, the majority of
definitions describe it as “healthy, adaptive, or integrated positive functioning
over the passage of time in the aftermath of adversity” [24]. We also understand
resilience as a context-dependent dynamic process to eschew the dichotomy of
resilience as solely a state or a trait [14].

Recent literature suggests a positive correlation between reflection and
resilience [2,6]. For example, teachers who engage in reflection demonstrate a
greater capacity to overcome challenges in their professional and educational
pursuits [2]. Stress resilience can also be strengthened through reflection on
stressors and one’s coping with them [6]. In HCI, reflective practice is frequently
used to aid technology users in understanding themselves better and motivating
them to take measures to adopt healthier behaviours [28]. Meanwhile, in LTEA,
reflection is superseded by dereflection. With this distinction, Frankl aimed to
reorient his patients away from neurotic hyper-fixation manifesting in perpetual
self-examination towards reflection to seek external meaning to one’s experi-
ences and behaviours [19]. This is supported by research on the importance
of self-distance for reflection [1]. Thus, dereflection can also be considered as a
transformative reflection for fundamental change or critical reflection to consider
the wider scope (cf. [7]).

One design challenge to consider when using immersive VR for reflection
is its ability to create high immersion and flow which may paradoxically limit
opportunities for self-awareness and critical reflection [10,13]. To address this
challenge, Jiang and Ahmadpour [10] developed the RIOR (Readiness for reflec-
tion, Immersive estrangement, Observation and re-examination, Repatterning of
knowledge) framework for reflection in VR. Based on a scoping review of VR
reflection tools, they suggest design choices that support and scaffold reflection,
such as hyper-narration through a diegetic narrator.

3 Methods

This section outlines the co-design and iterative evaluation process and the ele-
ments of the VR experience as a user story.

3.1 Iterative Co-design and Evaluation

Recent HCI research [11,17] emphasises the need to design meaningful technolo-
gies. To achieve this, we followed a co-design approach that involves users as
situated, meaning-seeking, and active partners in the design process and aims
to create technologies that support them in their search for meaning and self-
transcendence [17]. Hence, we engaged in a sustained co-design collaboration
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with future users (N = 6) at three time points, while working with two LTEA
experts to translate theoretical work and methods into VR experiences in paral-
lel. Throughout the development, we presented various system elements (e.g.,
interaction patterns and environmental layouts) to internal test participants
(N = 8), incorporating their qualitative feedback into our design cycles.

The first virtually held workshop introduced resilience and technologies for
supporting resilience, discussed requirements and limits of technology-aided
resilience support and aimed to familiarise participants and researchers with
each other. In the second workshop, held two months later in person, the co-
designers collaborated on a speculative design fiction about a future resilience-
strengthening tool and explored the expectations, attitudes, and values towards
technology-aided resilience training. These two workshops provided the founda-
tion of our mutual understanding of technology-supported resilience, aimed to
empower co-designers to understand the topic [23]. The third workshop aimed
to let them have a say in the ReSolVE prototype. They provided feedback on
interactions, environmental designs, and ‘gameplays’ through Think Aloud and
group discussions on the first version of the prototype. Further, they guided our
understanding of the interplay between privacy and security concerns and the
required benefits of well-being technologies.

The prototype was finally tested in an explorative user evaluation with three
measurement points (MPs) (N = 12), see Fig. 2 for an overview of used methods
at three measurement points: MP1 (before first contact with the prototype),
MP2 (after the individual VR experience), and MP3 (after the group session).

Observation protocols and semi-structured interviews were deductively anal-
ysed, and quotes in Sect. 4 were translated from German to English. Question-
naires (Brief Resilience Scale (BRS) for state resilience [5]; Resilience Scale 25
(RS25) for trait resilience [21]; K10 for psychological distress [9]) were analysed.

Fig. 2. Methods used in the first evaluation of the ResolVE prototype.

3.2 Description of the ReSolVE VR Experience

Figure 3 describes our design choices to create opportunities for reflection in all
four scaffolding phases of the framework based on the RIOR framework [10]:
(1) readying participants for reflection (1.1 and 1.2), (2) providing immersive
estrangement (2a and 2b) in the two experienced stories aspects of the tragic
triad (handling guilt (2a) and suffering (2b)). Lastly, the Room of Possibilities
(RoP) (3/4) allowed for both observation and re-examination (3) and supported
a re-patterning of knowledge (4) by explicitly asking for reflections on the user’s
behavioural attitudes (e.g., towards their freedom of choice). To illustrate the VR
experience and the opportunities for reflection in more detail, we now describe
the user journey of one participant, V.
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Fig. 3. Overview of the VR experience viewed through the RIOR framework [10].

Priming and Introduction. V receives a newsletter on resilience and LTEA
before the study. At the lab, V is informed about the study and fills out a
questionnaire (MP1). V is then introduced to the Meta Quest 2 headset and
controllers. In the tutorial on the necessary VR interactions, V learns to freely
walk within a 3 m2 area with proximity-visualised boundaries and to use the
controllers’ teleportation ray for longer distances. The virtual hands show a 3D
model of the Quest 2 controller for tangible mapping. V practices grabbing and
releasing objects with the controller’s trigger button, pushing virtual buttons by
naturally pressing them, and inputting text with a virtual keyboard.

VR Experience 1: Interactive Escape Room on Guilt. V enters an escape
room-like scene. V plays the role of a person who has inadvertently caused a
bicycle accident (Fig. 3, 2a) and is tasked to learn more about the accident and
its impact on the injured party. V explores the victim’s hospital room to uncover
audio-visual interactive artefacts related to the victim (e.g., a medical chart,
mobile phone with text messages) that helps V understand the story. After the
exploration, V moves to the RoP.
VR Experience 2: 360◦ Video on Suffering. V takes on the role of a per-
son getting dismissed from work in the first-person perspective in a 360◦ video
embedded in VR (Fig. 3, 2b). V discovers the private struggles and working situ-
ation of the embodied story protagonist. After observing the immediate job loss
and suffering of the protagonist, V is again guided towards the RoP.
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Room of Possibilities (RoP). V walks towards the RoP from the VR expe-
riences (see Fig. 1) and explores the room before approaching the table in the
middle of the RoP where a see-through cube filled with smaller cubes floats
down (see Fig. 3, 3/4a). V then follows the task instructions on the table (see
Fig. 3, 3/4b). The RoP uses customisable cubes to help users (de)reflect on their
freedom of choice and attitude despite adversity. V selects pre-written ideas
for potential actions and adds their own ideas to empty cubes. This interac-
tion makes V’s scope of action and freedom of choice tangible and encourages
reflection on both behaviour and attitude modulations. V selects their five most
meaningful cubes and reflects on each choice by using boards depicting Likert
scales (see Fig. 3, 3/4d) which ask: 1. typical (for me) – untypical (for me), 2.
easy (for me) – challenging (for me), and 3. I cannot/do not want to/should
not/do not have to – I can/want/should/have to. These scales, developed with
an LTEA therapist, and based on the principles of Socratic dialogue [19], guide
users to take responsibility for their life’s meaning and constitute a type of
reflection-in-action [22].

Group Session. As the prototype does not support multi-user VR, the VR
scenes for MP3 were approximated in two ways. First, one participant went
through VR Experience 1 and 2 as a proxy for the whole group, guided by
comments and directions of the group. The view of the group proxy was cast to
a large screen for the group to view in real time. Second, the RoP was replicated
in a physical space with paper cubes and scales. New choices were added through
sticky notes attached to the cubes. This session explored the effects of integrating
group interactions and dynamics into the process.

4 Preliminary Results

This section presents the main findings concerning the prototype’s impact on
resilience (RQ1a), its ability to enable (de)reflection on the tragic triad (RQ1b),
and on the impact of the degree of interactivity and (non-)linearity in storytelling
within the VR experience (RQ1c).

Effects on Resilience Measures. The interventions significantly affected psy-
chological distress (Wilcoxon test; z =−2.568, p = 0.01). The psychological dis-
tress of one participant even improved from ‘mid’ to ‘well’ psychological distress
after the interventions. There was no significant change in resilience based on
BRS (pMP1−MP2 = 0.285, pMP2−MP3 = 0.181, pMP1−MP3 = 0.894) or RS25
(pMP1−T3 = 0.953).

Perceptions of VR Experience 1 and 2. Participants perceived a qualita-
tive difference between both VR experiences. Experience 2 allowed for relaxed
and passive consumption. Participants reported that it was easier to grasp the
story than in Experience 1, which consisted not only of finding clues and puzzling
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together hints to understand the story, but also of operating the novel VR proto-
type ad-hoc. The content of Experience 2 was reproduced more consistently by
the participants. Interactions in Experience 1 were initially perceived as slightly
distracting, especially for participants with limited VR experience. This effect
decreased with time spent in the VR.

Empathy emerged more easily with the protagonist of the job loss scenario
(VR Experience 2) as it was relatable to the participants and their life experi-
ences (“[I felt emotionally affected] because I know from my own work experience
what it’s like not to be valued” (P10)). In contrast, the accident scenario (Expe-
rience 1) was deemed less likely but made participants reflect on the ephemeral
nature of life. Last, Experience 1 engendered more creative interpretations: The
story explicitly mentions the accident victim’s daughter currently staying with
her grandparents who struggle with taking care of her and that he asked his sister
to go to a parent conference in his stead. P04 created an embellished interpreta-
tion: “[The victim] does not have a good social network besides the aunt. Little
other family, few close friends who can help out with the daughter.”

Room of Possibilities. All participants rated the RoP as a good tool to reflect
on possible options for how to handle the experienced situations and one’s emerg-
ing feelings and thoughts, regardless of the degree of emotional identification.
The scales for evaluating one’s chosen options were viewed as helpful for deal-
ing with one’s choice and understanding one’s underlying motivation. This was
reported to be very helpful and eye-opening by most participants. Participants
also found the cubes helpful for visualising options. The direct interaction with
the cubes was reported as essential for the reflection process. However, the par-
ticipants also saw the potential for improvement in the handling and presenta-
tion of information. Specifically, they criticised keyboard input as tedious and
suggested other interaction forms such as speech-to-text input.

Collaborative Session. Participants in a more homogeneous group reported
that they confirmed impressions, memories, and opinions but also questioned and
re-oriented them in the group setting. For example, the group discovered for VR
Experience 1 that legal counsel could apply to both themselves and the injured
party. This led to discussions about subjective culpability. Another group with
rather heterogeneous opinions and approaches reported to perceive new insights
and perspectives within the group as enriching.

5 Discussion

The results indicate a mixed picture regarding RQ1a. On the one hand, the self-
reported resilience measures (RS25 and BRS scales) did not indicate a quantita-
tive resilience change. However, resilience is enacted through ordinary everyday
practices [27]. Any quantifiable impact on resilience likely requires a long-term
engagement with the prototype which was not achievable through two interven-
tion points. More sustained engagement may be needed to significantly impact
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resilience. In future work, we, thus, aim to expand our prototype, explore its
long-term impact and investigate how VR tools can be designed to provide sus-
tained engagement and support. We also plan to investigate the potential of
AI-controlled adaptive support, which could provide personalised feedback and
support based on user behaviour, qualitative feedback, or bio-data.

On the other hand, qualitative data suggest that the experiences effectively
conveyed the story and underlying message (e.g., the importance of one’s atti-
tude towards the inevitable experience of the tragic triad). In addition, linear
storytelling and a passive role (VR Experience 2) enhanced the understand-
ing of the story. In line with research on interactive storytelling [26], we found
that non-linear, interactive storytelling (VR Experience 1) enabled more cre-
ative, diverging interpretations. Further, the reported difference in the ability to
relate to the protagonist of VR Experiences 1 and 2 depended on the familiarity
and likelihood of the scenario happening to oneself. However, this did not seem
to affect the depth of reflection and, thus, the RoP’s ability to support self-
transcendence through reflection (RQ1c). This, together with the improvement
in psychological distress levels, shows the potential of LTEA-based VR resilience
support.

To answer RQ1b, we drew on the RIOR framework [10] to create the RoP for
reflection-in-action which encourages users to re-examine their experiences and
reorganise their knowledge. Based on qualitative results, users viewed reflection
in the RoP as beneficial. Particularly beneficial is the interaction with the cubes
and scales for transformative reflection [7] so that users view themselves as self-
determined actors who can take responsibility for their own meaning in life.

In line with work on social, collaborative reflection [16] we suggest further
exploring the potential of collaborative VR resilience training using reflection.
Our collaborative sessions showed how participants benefited from discussing
their thoughts with others by broadening and contextualising their viewpoints
for a change of perspective. This is also supported by research on collaborative
reflection to support well-being [25].

6 Conclusion

The presented work showcases how VR for strengthening resilience can be guided
by meaning-centred LTEA. It also showcases how considering technology-specific
affordances of VR (such as the paradox of high immersion inhibiting critical
reflection and self-awareness) needs to be considered in practice to achieve the
aims of the VR experience, such as enabling reflection or supporting resilience.
This work, thus, contributes to research in VR for well-being by showing a use
case of a VR experience for enhancing resilience by presenting stories connected
to the tragic triad and facilitating (de-)reflection. Overall, our work showcases
the potential of immersive VR for reflection as part of supporting resilience.
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Abstract. Procedural training within medical education relies heavily
on skill practice. This training requires developing a cognitive under-
standing of a procedure to prime learners before motor skill trials. With
the high demand and costs of specialist equipment, virtual reality (VR) is
poised to provide accessible content to develop cognitive understanding,
and bridge the gap between knowledge and practice outside of dedicated
training centres. Previous work in this field has focused on knowledge
transfer, which is important yet insufficient to understand the interplay
of instruction, usability, presence, and experience. All of which could
impact learning outcomes and frequency of use. To have a more nuanced
view of VR medical training beyond its knowledge transfer capability,
we integrate HCI & games perspectives into our evaluation approach
appraising the VR Bronchoscope Assembly (VR-Bronch) training.

Keywords: Design Process · Usability Testing · Edutainment ·
Education · Training · Virtual Reality

1 Introduction

The work we present in this paper explores the use of virtual reality to prime
cognitive knowledge for procedural tool training [29]. We employ methods from
HCI and games research to evaluate a VR training tool. We suggest they are
both essential for assessing and furthering VR approaches to aid in medical and
educational contexts.

Professional training requires access to an array of equipment, spaces, instruc-
tion, and practice scenarios. In medicine, for example, practitioners need to be
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well-versed in various instruments that require training in assembly and appli-
cation. As practitioners specialise, their training will involve more bespoke tools
and exposure to scenarios that may have a high risk of patient harm. However,
access to tools, instruction, or authentic experience may be more limited due
to the cost of the equipment, fewer individuals with the required knowledge,
or competition for real-world practice within working hours [15]. The recent
global pandemic has also highlighted the need for more remote access to spe-
cialised equipment and training due to restrictions on personnel gatherings or
the need for individuals to isolate themselves. Therefore, training and tool expo-
sure could benefit from more flexibility outside of specific training centres. One
common training scenario in medical education is procedural tool training. For
effective procedural training, the learner must gather knowledge of appropriate
tools and procedure steps. Once obtained, the learner can develop the required
motor skills through practice. Broadly speaking, these elements could be consid-
ered the cognitive and psycho-motor aspects of training. Both require practice
to develop but also revision to maintain knowledge and skills [30].

Virtual reality (VR) immerses the user in a computer-generated world. This
allows the user then to focus their attention on a given context. VR can simu-
late equipment behaviour, interactions, environmental context, and instructional
activities. We believe it can complement procedural training by providing a space
to prime cognitive understanding and revise tool knowledge outside real-world
practice. Thus, supporting cognitive development and maintenance of a proce-
dural skill-set. Consumer-grade VR gear (Meta Quest, HTC Vive etc.) can be
used within or outside specialised centres, reducing accessibility barriers within
a training program. Therefore, VR has the potential to help bridge the gap
between the mental model of a procedure, and the experience gained through
real-world interactions.

This study evaluates VR-bronch, a VR procedural training resource devel-
oped to prime students before they take part in real-world bronchoscopy tool
training, and revise its knowledge post-tool training. Assessing knowledge trans-
fer is an important metric to inform efficacy when evaluating training resources
but insufficient for understanding the shortcomings/development needs of a
training tool. A broader understanding of usability, perceived experience, and
cognitive load is also required to understand what supports or inhibits training
performance.

2 Background

Procedural skills can be defined as the cognitive and physical activities required
to complete a manual task [30]. In medicine, this would cover a wide range of
procedures requiring knowledge and practice of physical tools. Well-documented,
traditional approaches to postgraduate medical education are based on “see one,
do one, teach one” [28]. However, concerns with potential safety issues, with
28–42% of doctors in training not feeling safe to perform a procedure after only
observing it once [18] and the cancellation of medical student’s clinical place-
ments during the Covid-19 pandemic [10] highlight that broader more flexible
approaches are required.
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One approach is through simulation-based training where trainees practice
their procedural competency without risk of harm to patients. It has been argued
that simulation is required, not just for accessibility of training, but also as part
of a robust curriculum. Building on the “see one, do one, teach one”, Sawyer et al.
[30] argue that procedural skills training must include cognitive, psycho-motor,
and maintenance phases. In this framework, learners must “learn” and “see” the
tool, procedure, and associated theory to build a cognitive representation and con-
text. In the psycho-motor phase, learners must “practice, prove, & do” to develop
competency. Lastly, learners must find ways to maintain and avoid de-skilling.

A procedure can be simulated through real-world objects and virtual content.
For example, first aid training can use life-size mannequins to practice patient
care [33]. Surgeons can use box trainers that approximate the range of motion
available to practitioners when applying procedures to patient physiology. In the
field of surgery, the use of virtual content to visualise procedures combined with
bespoke haptic devices to replicate the required motor skills has seen signifi-
cant attention [16,27]. These “simulators” will often use a non-immersive display
(normal desktop monitor) to visualise virtual interactions. The combination of
haptic devices and virtual visualisation is considered an effective procedural
training approach for surgery [11].

Access to virtual simulation training equipment outside of specific training
centres is still limited due to the size and cost of these machines. One approach
to improving accessibility to simulation training is to use commercially avail-
able virtual reality (VR) hardware [1]. VR will immerse the user’s visual and
audio senses so that the presented virtual content becomes their new reality.
This technology can create authentic environments and scenario contexts that
engage users, deliver instruction, and enable quasi-practice. Compared to dedi-
cated simulators, consumer-grade gear for VR training provides visual and audio
immersion but lacks the bespoke haptic devices for accurate motor skill training
as hand actions are normally abstracted through held controllers. The lack of
bespoke haptic devices and the high cost of creating relevant content may be key
drivers to why there has been limited work exploring the use of VR for proce-
dural training, instead focusing on 3d visualisation of body scans and anatomy
training [27].

Feasibility studies that have investigated the use of commercial grade VR
for medical procedural training observe that task understanding (order of steps
within a procedure, insertion placement etc.) can be attained [24] and trans-
ferred to real-world practice [7]. However, evaluating educational VR simulations
requires more insight than knowledge transfer or skill acquisition alone. A noted
trend in virtual reality for education and training is reliance on knowledge trans-
fer and perception of satisfaction for evaluations [8]. Solely focusing on those can
be seen as a limitation as this can miss identifying relationships between a vast
array of design decisions and learning goals [9] which are crucial for developing
better tools. Perceptions of immersion and usability are key to understanding
the extent to which VR captures user attention and how intuitively they can
engage with the learning tasks. Both immersion and perceived experience have
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Fig. 1: Screenshots are taken from VR-Bronch training. LEFT: room aesthetic
and teleportation arc with the destination target. The floating menu describes
a task area; RIGHT: tool parts being assembled through hand interactions

been key focuses of games research. Poor usability or negative associated per-
ceptions could lead to a tool not being properly engaged with or used. Breaks in
immersion can lead to user distraction impacting the learning outcomes. Cog-
nitive load of the learning instruction may have greater significance when using
a VR platform, especially outside of educational environments. Understanding
the impact of cognitive load can help to manage information delivery and learn-
ing outcomes better. Additionally, broadening metrics for evaluation can help
expand the general understanding of virtual reality and its impact on broader
human cognition.

2.1 Case Study

Virtual Reality Bronchoscope Assembly (VR-Bronch) is a simulation and train-
ing prototype created by a team of two developers. The goal of the prototype
is to develop students’ virtual competence in assembly [12], cognitive represen-
tation for this assembly, and identification of components of the tracheobron-
choscopy, but not in its surgical application. As part of a broader curriculum,
this prototype was designed to bridge the gap between the cognitive stage and
psycho-motor phase similar to procedural pedagogical frameworks like Sawyer
et al. [30]. VR-Bronch requires students to familiarise themselves with the com-
ponents and associated information of the tracheobronchoscopy. They are then
guided through the assembly of the tool for practice before seeing how far they
can recall the assembly procedure without guidance.

Tracheobronchial foreign body in the paediatric population can be an urgent,
life-threatening condition [25], requiring prompt specialist input to ensure the
safe resolution of an associated emergency. Rigid tracheobronchoscopy under
anaesthesia is the gold standard for visualisation and manipulation of the for-
eign body important to re-establish the safe, effective paediatric airway [23,26].
The assembly and deployment of the rigid paediatric bronchoscope can be some-
what challenging, and a lack of training in this specific field of operative ENT
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can lead to delayed diagnosis and adverse outcomes [13]. Paediatric rigid tra-
cheobronchoscopy is a core competence in UK Ear-Nose-Throat (ENT) training.
However, access to the required equipment for simulation can be limited with
centres only owning one set of equipment.

The presented work, based on the above case study, explores VR-Bronch
through the lenses of knowledge transfer, system usability, perceived experience,
and cognitive load to evaluate the efficacy of current design choices. Guided
surveys are used to explore these concepts so that development teams could
also employ the presented approach with little extra training or adjustments to
inform their development.

3 Method

This study received ethical approval from the Faculty Research Ethics &
Integrity Committee at the University of Plymouth (UoP). In total, 30 (14
female) participants were recruited. Participants were selected if they were cur-
rent medical students at UoP, and could confidently read, speak and under-
stand English. Recruitment was done through email communications, digital
billboards, social media posts, and word of mouth. Participants did not receive
any reward for taking part in this study.

3.1 Experimental Setup

Experimental trials took place in two locations, Main Campus & SciencePark,
which were chosen to make study attendance more attractive to a wider cohort.
Multiple rooms were used at each location so that survey completion and VR-
Bronch training could run concurrently. Surveys were created using the JISC
online surveys tool and completed by participants on desktop PCs or tablets with
an attached keyboard. The Oculus Rift S VR headset was used [6] as it provides
good resolution (1280X1440 per eye), sufficient refresh rate (80Hz) & field of
view (88◦ in both horizontal/vertical). Additionally, the platform is technically
mature and supported by all modern game engines. It uses two controllers that
are tracked in 3D space via the headset. Open broadcast software [2] was used
to record screen/audio of participant’s Oculus Rift head-mounted display.

The VR-Bronch training took place within one virtual room, see Fig. 2. A
generic surgical theatre inspired the aesthetic of the room, see Fig. 1 LEFT. Par-
ticipants always start in the northwest corner where they are shown a floating
menu of interaction information. Subjects will always start in the same area
and are asked to move between each task every five minutes. The dotted lines
in Fig. 2 RIGHT, represent the general areas of interaction and navigation for
each task. Task areas are identifiable from the room layout and also the floating
menu at each station. These menus provide information on what is expected by
the participant for each task. Participants can navigate larger distances through
teleportation. To teleport participants press the thumbstick on a controller to



194 P. W. L. Watson et al.

Fig. 2: LEFT: Study procedure flow of events; RIGHT: Room layout for the
VR-Bronch training space

generate a line arc and target for aiming their teleportation, see Fig. 1. By releas-
ing the thumbstick, the participants will then teleport to the target. Once at the
chosen location, they can walk normally within the confines of the real-world
floor space. This allows natural navigation when exploring tasks and telepor-
tation between locations when the virtual world does not match the physical
restraints of the real world. Participants can press the “trigger” button on the
controllers with their index fingers to pick up an object. This activates a grab-
bing animation for their virtual hands. Any interactable object caught in this
action will be held by the virtual hand until the trigger button is released, see
Fig. 1. This mechanism allows for the pick up and placement of instrument parts.

3.2 System Evaluation

A series of questionnaires were administered before and after using VR-Bronch
to evaluate the system. These questionnaires were designed to explore knowledge
transfer, usability, presence, cognitive load, and perceived experience. Figure 3
highlights the focus of metrics within these categories.

A set of knowledge and recognition tests were administered to each partic-
ipant before exposure to VR-Bronch training and afterwards. The knowledge
and recognition tests had the same questions in both attempts but the order
of the questions was different. The difference in recall to these questions will
help evaluate knowledge gain. The aim of the knowledge tests is to evaluate the
mental representation (what they are and what they are used for) of the compo-
nents and the order in which they are assembled. Of interest to this training is
whether the virtual objects facilitate recognition of real-world components too.
The questions covered four test sections.

1. Recognition and assembly understanding of the 3D optical forceps.
2. Recognition purpose understanding for each 3D component introduced.
3. Identification of real-world components that 3D models are based upon.
4. Identification of where to place real-world components onto an image of a

real-world paediatric bronchoscope.
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Fig. 3: Overview of observed metrics contained within our system evaluation to
highlight how they align to knowledge transfer, usability, presence, cognitive
load, and perceived experience.

Images of 3D objects and real-world components were provided by the med-
ical practitioner involved with the development of VR-Bronch. 3D object ren-
ders from the VR-Bronch prototype are used in the recognition tests to directly
reflect the imagery participants are exposed to when using VR-Bronch. To facil-
itate objective and consistent marking of the knowledge test scores, the correct
answers were provided and discussed between the researcher and the medical
practitioner prior to the evaluation. To avoid developer bias, the scoring was
only conducted by the researcher. The majority of questions had two compo-
nents, unless specified otherwise. These would be identify object X, and describe
its use. One mark would be given for each correct choice, half marks were awarded
if type of object was recognised but not the specific version, or if some of its use
was identified but not all. Half marks were discussed with a medical practitioner
involved in making VR-Bronch. On the question of tool assembly, one mark was
given for each correctly described step. When identifying placement of real-world
objects, one mark was given for each correct placement.

Usability broadly evaluates how effective and satisfying a digital tool can be
for reaching desired goals. Poor usability may lead to frustration and confusion
when achieving these goals. Evaluating usability for a VR tool can therefore
highlight issues that may interfere with the VR training, but also help establish
what elements of the prototype are fit for purpose. To evaluate the usability, the
Systems Usability Scale (SUS) questionnaire was used [5]. SUS provides an over-
all score out of 100 and can be broken down into sub-categories that describe how
“usable” and “learnable” the system is [4,21]. Typically, individual items should
not be fixated upon when interpreting the overall usability level. However, these
questions are good points of reflection for a developer and item-level approaches
exist for the SUS [22]. Therefore, both the overall score and individual questions
are displayed to inform usability and assert where improvements can be made.
For this study, we adjusted the term “system” to “VR training” for a better con-
text which does not alter the validity of the tool [4]. SUS is still a popular and
widely used tool for assessing usability [20] that is flexible, yet robust in the face
of adjustments [4,20]. It is also freely available without requiring a licensing fee,
an important feature for commercial development. Extra questions were added
for more clarity on design decisions specific to VR-Bronch. These extra questions
were not used to calculate the SUS score.
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Simulation sickness is a type of motion sickness that describes any feelings of
nausea or disorientation from interacting with virtual worlds. Its often attributed
to mixed messages between the brain from the eyes and inner ears (what we see
and what we feel is the movement). It is not expected that much simulation
sickness would occur in this study as the general movement and interaction
paradigms closely match real-world body movement. However, any simulation
sickness caused could interfere with training and needs to be accounted for.
To capture simulation sickness data, the Virtual Reality Simulation Sickness
(VRSQ) questionnaire was used [17]. This questionnaire asks a series of questions
to help describe any negative oculomotor and disorientation responses to the VR
experience. These are then pooled to give an overall simulation sickness score
out of 100.

Presence describes the psychological immersion within a virtual world, the
subjective acceptance that the virtual world is the current reality. When present
in an immersive VR world, the user’s attention is on the virtual world, not the
real world. Poor presence may indicate that individuals are not engaged with
the virtual reality and, therefore, the task at hand. Therefore, it is important to
quantify if the hardware and software provide a stable experience of presence. To
evaluate presence, the Igroup Presence Questionnaire (IPQ) [31] was used. IPQ
allows some breakdown of how an experience’s interactive and spatial elements
create a sense of presence. This helps to identify issues with hardware, software,
and interactions concerning presence.

Cognitive load describes attention and working memory resources used when
achieving the goals of a task [32]. Cognitive load is often evaluated with educa-
tional material as it can inform which elements of a task require cognitive effort.
Overall cognitive load is commonly derived from three factors: Intrinsic, extrane-
ous, and germane loads. Intrinsic load describes the complexity of elements from
interactions and subject matter. Extraneous load refers to external factors that
may distract from learning (how the material is presented, distractions from the
real world outside of the VR experience etc.) Germane load refers to the effort
required for learning. For example, adding new information to current under-
standing. The balance of these loads is important as high intrinsic and extrane-
ous loads will leave few cognitive resources to learn from the training. To evaluate
the cognitive load for VR-Bronch, a survey developed by Leppink et al. [19] was
administered. this survey allows for the analysis of intrinsic, extraneous, and ger-
mane loads in a relatively short ten-item survey. The language of the questions
was altered to reflect the training topic. A five-point agreement/disagreement
Likert scale for each survey question was used instead of rating the statements
between zero and ten.

To explore the general experience of participants when using VR-Bronch,
the Game Experience Questionnaire (GEQ) [14] was also administered. This
questionnaire asks for one of four responses to indicate an individual’s agree-
ment with an experience statement: 0 = “not at all”, 1 = “slightly”, 2 = “mod-
erately”, 3 = “fairly”, and 4 = “extremely”. Responses to these questions are
then grouped into experience categories. This questionnaire probes positive and
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negative experiences during and after the play-through of virtual content. It
additionally explores concepts of immersion, challenge and perception of com-
petence. Additionally looking at those concepts not only focuses on evaluating
overall experience but also validating presence, influences on cognitive load, and
engagement of the tasks.

3.3 Procedure

Participants were inducted through a written briefing and consent form with the
opportunity to discuss any questions. They then completed the demographic sur-
vey and pre-experiment knowledge test. Participants then put on the Oculus Rift
VR hardware and took part in the “First Steps” tutorial. This introduced the par-
ticipants to the general VR controls and navigation concepts that were reflected
in the VR-Bronch Training. It also acted as an acclimatisation period for the
VR hardware. Once this tutorial was completed, the VR-Bronch training level
was loaded. Next, participants were given information by the experimenter on
the menu interaction paradigm and used the title menu to practice these inter-
actions. Participants were then informed that there are three “stations” they
would need to navigate to, and each one had a task for them to complete. They
would have five minutes at each station before they would be told to move to
the next one. The short time at each station was to give participants enough
exposure to evaluate their experience whilst maintaining efficiency in the testing
process. Task one had participants observe and pick up the various components
of the bronchoscopy tool. As they did, information about the items appeared
on the floating menu located at the station. Participants were asked to absorb
as much information as they could. Task two had subjects taken through the
assembly of the bronchoscopy tool. Images and descriptions of the procedure
were detailed on this station’s floating menu. As subjects completed the assem-
bly, more instruction would be given through this menu. Task three asked the
participants to assemble a part of the bronchoscopy tool as presented in an image
on the station’s floating menu. No other guidance was given and participants had
a selection of components in front of them to achieve this task. Once the time for
this task had finished, participants were asked to stop what they were doing and
then helped out of the VR hardware. They then took part in a post-experiment
survey to assess simulation sickness, usability, presence, cognitive load, and game
experience questionnaire. Finally, participants were given the post-VR-Bronch
training knowledge test. Four variations of the knowledge test were created, they
had the same questions but in a different order to counterbalance the knowledge
test question order between participants (See Table 1c for details).
Timings for this procedure are as follows (40min - 1 h):

– Consent, Briefing, demographic + knowledge survey (five minutes)
– Introduction to the equipment + First Steps tutorial (five minutes)
– Menu introduction and task instructions (three minutes)
– Task 1: Component description and interaction (five minutes)
– Task 2: Guided step-by-step assembly of the equipment (five minutes)
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– Task 3:Unguided assembly of the equipment (five minutes)
– Post-experiment survey (5–10) minutes
– Post-VR-Bronch training knowledge test (5–10) minutes

4 Results

Of the 30 participants (females = 14), the majority (28/30) were between the age
of 18 and 30 (See Table 1a). The average age across all participants was 22.3. All
participants studied for the Bachelor of Medicine, Bachelor of Surgery degree.
The sample spanned all years of this degree (1–5) but with a bias towards second-
year students (10/30). Half of the participants had used VR before (15/30). Of
the 15 participants who had used VR before, 13 claimed to have last used VR a
year or longer ago. Two participants recalled using VR 6months ago. All reported
low regularity of VR use with one claiming to use VR a couple of times a year
and 14 less than once a year.

Table 1: Survey results for (a) participant demographics, (b) Cognitive Load &
(c) counterbalanced knowledge test.

Demographic Information

N Gender Age Year of Used VR
Study Before

M/F 18-30/31-50 1/2/3/4/5 Yes
30 16/14 28/2 4/10/5/4/7 15
(a) Participant Demographics

Cognitive load Survey
CL Cat. Mid- Mean ± SD df t-value p

Point

Intrinsic 3.00 3.45 ± 0.66 29 3.77 < .001
Extrinsic 3.00 2.14 ± 0.86 29 −5.49 < .001
Germane 3.00 3.97 ± 0.62 29 8.59 < .001
(b) Mean scores with significance testing
against the scale mid-point.

Knowledge Test Variation

Pre - Post -
Group Training Training N

01 1 2 3
02 1 3 3
03 1 4 2
04 2 1 3
05 2 2 2
06 2 3 2
07 2 4 1
08 3 1 3
09 3 2 2
10 3 4 2
11 4 1 2
12 4 2 1
13 4 3 2
14 4 4 2
(c) Counterbalancing of
training groups

Knowledge test scores observed a significant increase in recognition of bron-
choscopy tool, components, and assembly steps after exposure to the VR-Bronch
training Fig. 4a. Overall mean knowledge test observed a far greater accuracy
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score after exposure to the VR-Bronch training (M = 0.33, SD = 0.14) compared
to before the training (M = 0.10, SD = 0.07). This difference was significant
(t(29) = 9.580, p = <.001). To explore if the year of study as a medical student
mediated the effectiveness of the VR-Bronch training, participant knowledge test
scores were categorised into two groups. Year one and two into one group, rep-
resenting participants early in their medical studies, and years three, four, and
five into a group representing the students that have already gained a significant
amount of medical knowledge. An ANOVA was administered using the pre and
post scores as factors and the grouped year as a between subject variable. The
year of study did not significantly mediate the knowledge test scores before and
after exposure to the VR-Bronch training (F(1,28) = 0.199, p = .659).

Presence survey scores (See Table 3b) suggest a positive perception of spatial
presence (5.38) and a positive perception of involvement (4.69) within the VR
training. The sense of realism of the VR training is lower with a mean score of
3.84. A closer examination of the survey questions suggests that this is due to
disagreement with question RL4, see Fig. 4b, “The virtual world seemed more
realistic than the real world.”

No participants reported feeling simulation sickness (nausea) after using the
VR training. Based on the VRSQ survey, the mean total simulation sickness
score was 7.22/100 (Oculomotor 10/100, Disorientation 4.44/100). This score
would be considered low.

The overall SUS score [5] was 74.25 (SD = 11.36) out of 100. Using adjective
criteria described by [3], this can be described as “good” usability overall. To
assess the positive or negative perception of each question in the usability survey,
the average point scale response (1–5) was compared against the midpoint in
the scale with a one sample t-test (Table 2). All questions except one scored
statistically higher than the midpoint, evidencing a generally positive perception
across the usability questions. Question four (“I think that I would need the
support of a technical person to be able to use the VR training”) did not score
significantly above or below the mid-point which evidences a neutral response.
Analysis of the SUS “usable” and “learnable” factors observed significantly higher
scores above the midpoint value of three. This indicates a positive perception
of these factors. However, “learnable” achieved an average of 3.38 suggesting a
positive, but not strong, bias.

Project-specific questions also observed a significantly higher score than
the mid value of three. This suggests that interaction, menu, and navigation
paradigms were perceived positively by the subjects. Additionally, the question
“I would use this application as a learning resource” scored 4.6/5 which suggests
a very positive attitude to the use of this project within an educational pipeline.

The Game Experience Questionnaire (GEQ) was used to examine the per-
ceived user experience during and after exposure to the VR Training. Table 3c
reports the mean score for each category within the GEQ.

Scores for negative affect (M = 0.18, SD = 0.27) during, and negative expe-
rience (M = 0.10, SD = 0.19) after using VR-Bronch training were low. On
average these two categories scored closest to “not at all” present. The category
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Fig. 4: Means for (a) VR-Bronch knowledge tests and (b) presence items.

tension/annoyance also scored low (M = 0.32, SD = 0.64). Low scores in these
three categories indicate that feelings of frustration, boredom and regret were
much less experienced by users.

Positive affect explores the experience of enjoyment whilst using the VR-
Bronch training and positive experience probes how the participant feels after
(satisfaction, energised etc.). The positive experience was moderate (M = 1.97,
SD = 1.26), and the positive affect scored fairly to extremely high (M = 3.50,
SD = 0.46). Categories of flow (M = 2.84, SD = 0.75) and immersion (M = 3.08,
SD = 0.70) can be interpreted as “fair” based on the GEQ scoring. This suggests
that the activities presented were engaging, but neither the hardware nor soft-
ware broke the participants’ immersion in the VR world or tasks presented. The
“Challenge” category investigates ideas of effort, learning, and difficulty. This
was reported as moderate (M = 1.83, SD = 0.81). Tiredness scored closest to
“not at all” present (M = 0.23, SD = 0.39) which suggests that the activities,
hardware and software did not physically or emotionally drain the participants.
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Table 2: SUS mean score mid-point, mid = 3.00, comparison. ( a Negative scores
reversed to align with positive items b. )

Usability Survey
Question Mean ± SD df t-value p

SUS items
1. Use VR training frequently 4.50 ± 0.68 29 12.04 <.001
2. Unnecessarily complexa 4.00 ± 0.87 29 6.29 <.001
3. Easy to use 4.07 ± 0.87 29 6.73 <.001
4. Support of a technical persona 2.77 ± 1.01 29 −1.27 0.214
5. Functions were well integrated 4.37 ± 0.72 29 10.42 <.001
6. Too much inconsistencya 4.07 ± 0.87 29 6.73 <.001
7. Learn to use this very quickly 4.13 ± 0.78 29 8.00 <.001
8. Cumbersome to usea 3.97 ± 1.03 29 5.12 <.001
9. Confident in use 3.83 ± 0.95 29 4.81 <.001
10. Learn a lot of things before usea 4.00 ± 0.83 29 6.60 <.001
Usable 4.12 ± 0.48 29 12.67 <.001
Learnable 3.38 ± 0.73 29 2.89 0.007
Project specific items
11. I would use this application 4.60 ± 0.68 29 12.99 <.001
as a learning resource
12. Comfortable with controls by 4.07 ± 0.87 29 6.728 <.001
the time I started the activities
13. The navigation confused mea 3.73 ± 1.08 29 3.717 <.001
14. The menus were confusing to usea 3.90 ± 0.66 29 7.449 <.001
15. Time to understand interactions 4.17 ± 0.87 29 7.309 <.001
16. Controls were intuitive 4.20 ± 0.66 29 9.893 <.001
17. Practice in object placement a 3.87 ± 0.97 29 4.878 <.001
18. Navigation ease 4.10 ± 0.76 29 7.94 <.001
19. Menu ease of use 3.93 ± 0.69 29 7.393 <.001

Participants felt moderately competent in completing the goals set before them
(M = 2.22, SD = 1.02). On average, the subjects also felt a slight (M = 1.03,
SD = 0.73) re-adjustment period was needed to attune back to the real world
after spending time training in VR-Bronch.

Perceived cognitive load was assessed across three categories: intrinsic, extra-
neous, and germane (A Likert scale was used for the scoring but also to gain
some understanding of the extent of whether participants agreed or disagreed
with the presence of cognitive load (See Table 1b). Intrinsic load mean scored
3.45 which places perception between neutral and agreement.
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Table 3: Survey results for (a) bronchoscopy tool knowledge accuracy, (b) IPQ
survey means for presence analysis, (c) Game Experience statistics.

Knowledge gain

Pre/post score M-diff t df p
Test 1 0.511 −7.089 29 <.001
Test 2 0.172 −10.489 29 <.001
Test 3 0.088 −5.757 29 <.001
Test 4 0.150 −2.983 29 0.006
All 0.230 −9.58 29 <.001
(a) Knowledge accuracy: paired sampled
T-Tests before & after training
IPQ Mean Scores
Presence Category N Mean ± SD
Spatial Presence 30 5.55 ± 0.81
Involvement 30 4.75 ± 1.16
Realness 30 4.19 ± 0.80
Presence 30 5.08 ± 0.72
(b) IPQ survey mean scores for each
category of presence analysis. Scores were
obtained through a 7-point Likert scale,
4.00 = midpoint

Game Experience Questionnaire

GEQ category Mean ± SD
Competence 2.22± 1.02
Immersion 3.08± 0.70
Flow 2.84± 0.75
Tension/Annoyance 0.32± 0.64
Challenge 1.83± 0.81
Positive affect 3.50± 0.46
Negative affect 0.18± 0.27
Positive Experience 1.97± 1.26
Negative experience 0.10± 0.19
Tiredness 0.23± 0.39
Returning to Reality 1.03± 0.73
(c) GEQ Descriptive Statistics. 0 = "not at all",
1 = "slightly", 2 = "moderately", 3 = "fairly",
and 4 = "extremely"

Given that the intrinsic load was significantly higher than the midpoint of
the scoring scale, it is likely that participants perceived a moderate amount of
intrinsic cognitive load during the required training activities. Extraneous load
scored significantly lower than the midpoint (M = 2.14, SD = 0.86). Germane
load scored (M = 3.97, SD = 0.62) significantly higher than the midpoint value
and reported the highest value among the cognitive load categories.

5 Discussion

We evaluated the VR-Bronch training prototype through the lenses of knowledge
transfer, system usability, perceived experience, and cognitive load. Our aim
was to inform further development of the VR-Bronch prototype. To align with
our target domain, our sample included only medical students. The cohort had
limited exposure to VR-Bronch content and low experience with VR platforms.

Knowledge tests observed a significant increase in tool and component recog-
nition after using VR-Bronch. Additionally, recall of assembly steps was signifi-
cantly greater. The magnitude of the difference between knowledge test sections
varied significantly. Knowledge of tool assembly increased by 51%, recognition
of 3D components increased by 17%, and recognition of real-world components
increased by 9%. This suggests that a general understanding of the tool was
developed, but participants were less able to increase their knowledge of individ-
ual components. Real-world object recognition did significantly improve, which
suggests some transfer from the 3D objects used during training. However, the
recognition test for real-world components was framed around object placement
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and not component use. This might explain some differences in recognition scores
between the 3D and real-world tests. It also suggests that some content dedicated
to a real-world procedure may help align the 3D models with real-world tools, ie.
360 videos of the bronchoscopy assembly. Overall, the knowledge tests observed
a 23% increase in knowledge accuracy after a relatively short exposure to the
training. This suggests that VR-Bronch can establish a mental representation
of a tool, its assembly and component knowledge. It has potential as a revi-
sion tool within a broader curriculum, or a primer before the real-world training
commences. Longer exposure needs to be explored to assess the development of
mental representation over time.

In this study, the usability of the system has been assessed using an expanded
System Usability Scale (SUS) survey. Simulation sickness was also considered to
be an aspect of usability and measured with a post-training survey. Participants
that feel nauseous will find it more difficult to take part in learning and would
find it hard to use the system. For this reason, it can be considered a key aspect of
usability for VR content. The overall SUS was measured as “good”, with positive
perceptions of being both a usable and learnable system. The question “I think I
would need the help of a technical person” trended a negative perception, but not
significantly so. This suggests that participants felt they might need technical
support when using this system. This is an important aspect to consider when
developing an educational system outside of a specialist centre and training
times. If technical support is not on hand, any built-up frustration in the system
may reduce learning outcomes and appetite to use the system further. Therefore,
this tool may require better onboarding (in-game tutorials and support material).
A need for technical support may also be due to general inexperience with VR
prevalent in the cohort. This would suggest that tutorials should also consider
covering good practices when using VR. Levels of simulation sickness were low,
and no participants reported feeling symptoms of sickness. This suggests that the
specific hardware and software design does not cause undue simulation sickness
and therefore has not interfered with learning goals.

Presence scores suggest a good level of psychological immersion was estab-
lished. Spatial presence was high, indicating that the generated reality was the
focus of spatial cognition. The presence associated with user involvement in
the virtual world was satisfactory, highlighting that user interactions were more
salient to the user within the virtual world than in the physical world. But this
could be improved. Users who reach the boundaries of the physical space will be
reminded of the real world. Being able to keep your own body within the centre
of the space whilst teleporting between locations is part of the skill set required
for this type of VR navigation paradigm. Therefore, more practice with VR, in
general, may improve this metric. Additionally, reducing the need for teleport-
ing by not having the user navigate a large space would reduce contact with
real-world boundaries. Any bugs with interactions and objects may also reduce
cognition of involvement. As soon as an interaction acts differently from the
expected laws of physics (objects becoming unpickable, falling through the floor
etc.), the user may be reminded that they are in an artificial construct. There-
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fore, improving interactions and reducing bugs may also improve this metric.
Lastly, participants could also hear the sounds of the real-world building (people
walking down corridors, doors closing etc.), which may also draw attention away
from the virtual world. Introducing background noise in the simulation may help
reduce real-world audio distractions. Concepts of realism and presence scored the
lowest. The average was reduced with the question, “The virtual world seemed
more realistic than the real world”. This scored significantly lower than all other
questions suggesting that this question potentially needs refining. Participants
know they are in a virtual construct but are willing to suspend their disbelief.
So to ask if the virtual world is more real than normal reality is to presume that
a user has cognitively succumbed to the virtual world and completely forgotten
they are physically placed in the real world using virtual technology. The answer
to this will often be no.

Participants’ subjective experience was measured through the Game Expe-
rience Questionnaire (GEQ). This allows for the evaluation of the experiential
effect that VR-Bronch generates. The GEQ results observed a very positive sen-
sory and imaginative immersion score, supporting the presence scores observed
in the IPQ survey. Together, these scores suggest that the hardware, activities
and environmental context helped establish a sense of presence and successfully
drew participants’ attention to the virtual world; a sense of flow was established.
Those in a state of flow are said to be absorbed by the tasks at hand and, in such
states, may be unaware of time passing. To achieve a state of flow there needs
to be a sufficient challenge without it being beyond the user’s current ability,
which is reflected in the GEQ scores. The challenge is observed as moderate, and
the sense of annoyance is low. A low sense of annoyance may also suggest that
any bugs that were present did not create systemic issues with the experience.
Additionally, participants felt moderately competent, which suggests that the
interactions and challenges were perceived to be achieved by the participants.
But there is variation in this response which ranges from slightly competent to
fairly competent. The range in feelings of competence and involvement presence
may suggest that participants did not feel as though they mastered the naviga-
tion and interaction paradigm without error. Overall, these metrics suggest that
the general design of the content, the context of training, and the usability of
the controls were sufficient to achieve a state of flow for novice users. However,
some competency improvement may be required. Implementing tutorials, refin-
ing interactions, and reducing the need for teleportation may be an area of focus
to increase perceptions of competency.

Through the GEQ, positive and negative perceptions of the experience both
during and after using VR-Bronch can be observed. These metrics can be used
to give some insight into the sum of the parts concerning the participant’s cog-
nitive state when taking on the challenge of the training. Both during and after
the VR-Bronch training, negative experiences were low, suggesting that feelings
of boredom and disinterest were not present. Post-training, participants did not
feel weary or regretful. Conversely, the post-training positive experience was
moderate and during training, fair to high. This suggests that participants felt
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enjoyment, empowerment, and a sense of fun during training. Post-training par-
ticipants felt energised and victorious. These positive sentiments are reflected
in one of the adjusted usability questions, which asks if the participants would
use VR-Bronch as a learning resource, and the majority of participants agreed
that they would. Positive and negative experiences suggest there is coherence
in the current design of VR-Bronch. The experience is rated good enough and
the context of the training makes sense to medical students to the extent that
they see its value in their learning. However, since this was a brief exposure to
VR training, and subjects had little prior VR experience, there could also be
a novelty effect biasing the perceptions more favourably. Understanding which
parts create positive experiences will be crucial for motivating training outside
of educational centres and flexible learning approaches.

Cognitive load was assessed to help evaluate how cognitive resources were
being used. A moderate amount of intrinsic cognitive load was observed, and
likely a mix of subject matter and adjustment to the VR interactions. The
usability scores suggest that participants viewed the navigation and interac-
tion paradigm positively, but the involvement presence scores and competency
scores could be higher. Together these observations suggest that the intrinsic
load is likely increased by an individual adjusting to the VR controls and inter-
actions. Intrinsic load is also associated with absorbing new information across a
new tool. Given that participants had a relatively short duration with the train-
ing, and were exposed to the tool, its assembly, and the individual components,
they would have had a lot of new information to digest. The challenge, flow,
and competency scores from the GEQ would suggest that the content was not
beyond the understanding of the participants. It seems that the time they had
with the content was too short to absorb more information. This is also reflected
in the knowledge test scores, where individual components were recognised far
worse in the knowledge test compared to overall tool recognition and assembly. It
suggests that subject matter, and interacting with the information took a mod-
erate amount of working memory resources. The balance of this could be better
managed with chunking of delivered information and more time devoted to user
onboarding. The extraneous load was low but still observable. This suggests
that instructions for the tasks were clear and that the representation of infor-
mation was good. However, this could most likely be improved. By segmenting
practice with interactions from information delivery, the extraneous load could
be reduced. The germane load was highest suggesting a strong perception that
cognitive resources were focused on learning during the activities. This is not sur-
prising as VR-Bronch would focus on a tool unknown to the participants. This
suggests that task choice was satisfactory in presenting both assembly informa-
tion and knowledge of components. The high germane and intrinsic cognitive
load provide additional support that more chunking of information is required.
Essentially reduce information delivery with more granular goals. More granular
goals may also aid feelings of competency with the platform and subject matter.
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6 Conclusion

We evaluated the VR-Bronch training prototype using a set of guided question-
naires that informed knowledge transfer, system usability, perceived experience,
and cognitive load. We could then speculate on the interplay between these mea-
sured items in the context of the created educational VR content. The selected
tools can give valuable information to development teams on the extent to which
their system or content is fit for purpose, and what areas require further explo-
ration. Since this approach uses guided surveys, it can be utilised out of the box
by small development teams with minimal training.

Learner perceptions of the VR-Bronch prototype suggest that the overall
system design and implementation are to a good standard and cohesively come
together to form a positive experience. However, some recommendations based
on this evaluation are as follows:

– Involvement presence could be improved by reducing the need for teleporta-
tion, increasing onboarding, and greater use of environment sound (to hide
real-world audio)

– Feelings of competency could be increased by more granular achievements at
the beginning of training through onboarding, greater chunking of informa-
tion, and a reduction in teleportation.

– Greater balance of intrinsic and germane cognitive load could be achieved
through chunking of instructional activities and pauses for reflection on own
understanding.

– Recognition of real-world objects could be increased with real-world media
shown alongside 3D objects.

For our use case, to fully evaluate the gained knowledge it might be worth-
while to validate the knowledge on real-world use of the tool to see what can be
transferred. The current evaluation is only able to suggest that the 3d represen-
tation has been better known and that procedural steps are understood in the
simulation. Participants had a short exposure to the VR-Bronch training, thus,
knowledge transfer could be higher if used within a more contextual time period.
Additionally, due to participants having low experience with VR as a platform
before this study there may be some novelty effect increasing the positivity of
the reported experience. The real-world transfer is limited to the recognition of
images. Improvements to the depth of this transfer would be to test knowledge
from a selection of media or real-world tools.

During our study, we focused on a single use case as a starting point. With
future work, we aim to design a broader methodology around our current method
for educational VR, flow for engagement, knowledge test for efficacy, presence for
platform experience stability, usability to monitor system and interaction frus-
trations, and also encompassing cognitive load. By doing so, developers could
employ our method to evaluate their prototypes beyond focusing on either knowl-
edge or usability but a more integrated approach looking also closer at aspects
that could impact long-term usage.
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Abstract. Virtual Reality is becoming increasingly popular to serve
as training ground for challenging environments, which often involve
making decisions in cognitive demanding and stressful situations. It has
become common practice to analyze bio-signals to determine our current
physiological status and fitness. However, we continue to rely on subjec-
tive feedback obtained through self-rated questionnaires, when it comes
to assessing cognitive states. In this paper we describe the user-centered
design process of building a stress dashboard prototype and testing it in
a field trial to fully understand its potential. We report on mixed-method
studies exploring the interplay between the trainer and the VR system.
Our findings demonstrate that integrating a stress dashboard, based on
objective bio-signal data, can enhance the VR training process, providing
trainers with actionable insights that have the potential to shape trainee
behavior and learning outcomes.

Keywords: Virtual reality · Immersive technologies · Contextual
experience · Training experience · Biofeedback · High stress · Police
training · Challenging Environments

1 Introduction

The use of Virtual Reality (VR) for training purposes is on the rise, acceler-
ated by advancements in technology and increasing accessibility of affordable
devices. Aligned is the research interest, with the number of publications found
in the ACM Digital Library more than doubling from 7,359 in 2010 to 16,585 in
2020 (search term “VR training”). VR provides a robust platform for immersive
simulation training [53]. Unlike real-world training, VR enables flexible scenario
design and controlled exposure to challenging environments, including high-risk
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situations or interacting with vulnerable groups and unpredictable subjects. This
makes VR an ideal platform for police officers to repeatedly practice decision
making and acting (DMA) in stressful situations without being exposed to life-
threatening circumstances.

Training of police officers has been a topic of continuous research because of
its complexity and importance to society [22]. Incidents in which police officers
act as first responders in critical situations range from violent mass shootings
at schools (e.g. USA 20221), poisoning and acid attacks (e.g. UK 20182), vio-
lent riots (e.g. USA 20213, Netherlands 20214) to terror attacks (e.g. France
20155 or Germany 20166). In such situations, police officers are often required
to make split-second decisions under conditions of severe psycho-physiological
stress. Deficits in performance can have tragic outcomes, including serious injury
or death [1]. In this article we will explore how manipulation of trainees’ stress
levels can enhance VR training for law enforcement agencies (LEAs).

According to the seminal work on stress appraisal by Lazarus & Folkman
[24], stress occurs when a discrepancy between the perceptions of the situational
demands and the coping resources to meet these demands exists. Thus, if an
officer perceives his/her abilities to cope with the demands of a situation to
be insufficient, stress responses ensue and trigger a cascade of psychological and
physiological reactions (e.g. see [43]) which may lead to a decline in performance.

Particularly in police work, where the outcome of an action can have lethal
consequences, the influence of stress on performance has considerable implica-
tions. Studies in the field of police performance have shown that stress responses
can lead to decrements in perception (e.g. tunnel vision), cognition (e.g. dissocia-
tion), and skilled motor performance (e.g. shooting skills, self-defense and arrest
skills) [33]. For instance, Nieuwenhuys & Oudejans [33] demonstrated that dur-
ing a shooting task, police officers in a stressful, high-threat condition had faster
reaction times and decreased shooting accuracy compared to officers in a low-
threat condition. To improve performance under stress, police utilize scenario-
based training that resembles the on-duty situations as realistically as possible
[22]. Scenario-based training allows police officers to experience occupationally
relevant levels of acute stress in a training setting and familiarize themselves with
their stress responses, leading to improvements in performance of on-duty tasks
[8]. Utilizing VR training, police trainers have the possibilities to steer the train-
ing scenarios more specifically to induce and manipulate the stress responses that
police officers experience during the training. Several research groups have illus-
trated how realistic and immersive scenario-based training can improve police
officers’ skills such as situational awareness and decision-making [8].

1 https://abcnews.go.com/US/timeline-shooting-texas-elementary-school-unfolded/
story?id=84966910.

2 https://www.statista.com/statistics/888324/acid-attacks-in-london/.
3 https://en.wikipedia.org/wiki/January 6 United States Capitol attack.
4 https://en.wikipedia.org/wiki/2021 Dutch curfew riots.
5 https://www.bbc.com/news/world-europe-34818994.
6 https://en.wikipedia.org/wiki/2016 Berlin truck attack.

https://abcnews.go.com/US/timeline-shooting-texas-elementary-school-unfolded/story?id=84966910
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https://en.wikipedia.org/wiki/January_6_United_States_Capitol_attack
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https://www.bbc.com/news/world-europe-34818994
https://en.wikipedia.org/wiki/2016_Berlin_truck_attack
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However, implementing innovative and technology-based forms of training
comes with its challenges. Current police trainers have limited experience with
digital training solutions. Therefore, tools provided need to be simple to use
while addressing current real-world training limitations such as quick replication
of a variety of training scenarios and fact-based performance indicators (e.g.
visual field, stress level) [12]. The possibility to adapt a scenario and stress level
in real-time has been another highly desired feature by police trainers, to provide
trainees an ideal training experience.

In previous research,Nguyen et al. [32] have presented auser-centered approach
based on iterative co-creation events to identify relevant stressors for first respon-
ders of LEAs. Among the 40 stressors collected in this process, ten were identified
to be the most relevant (including weapons, crowds, items unexpectedly used as
weapons such as an ashtray or vase, aggressive dogs and traces of blood). These
stressors were developed in VR as audio-visual elements to provide trainers with
a library of stress cues to dynamically increase trainee’s stress levels when needed.
Stress cues give trainers the opportunity to add complexity and thereby increase
difficulty of a scenario, for trainees that are not challenged enough by the standard
scenario.

In this article we will describe the process of designing a prototype stress
dashboard to test the ecological validity of virtual stress cues in realistic VR
training with police officers. We will discuss bio-signal measurement options,
specific requirements from end-users and results from a field trial. Our aim is to
answer the following research questions:

– RQ1: What information or parameters do the trainers need for a real-time
analysis of a VR training session?

– RQ2: How can current stress levels of the trainees be visualised in a VR
training?

– RQ3: How can trainers interact with trainees to increase or decrease the level
of challenge a VR training session provides?

Furthermore, we hypothesize that our stress dashboard will exhibit distinct
stress levels corresponding to operational training scenarios specifically designed
to induce varying degrees of stress (low, medium, high) in trainees.

Although measurement and identification of stress has been extensively cov-
ered in current literature, as discussed in Sect. 2, the majority of contributions
focus on controlled lab-based studies rather than application “in the wild” and
often do not consider the translation into actionable feedback. With increas-
ing demands for immersive technologies and the adaptation of living, working
and training in hybrid worlds, the need for objective evaluation mechanisms is
emerging within the Human-Computer Interaction (HCI) community. This arti-
cle illustrate a practical example of how bio-signal derived stress measurements
can enhance VR training systems. While the application is demonstrated within
the context of law enforcement, its implications are applicable to a wider range of
industries. These principles can be adopted across multiple domains, especially
in industries where stress and training stress resilience (e.g. health care, medi-
cal first responders, sports performance, serious gaming, driver’s safety) plays a
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significant role. The growth in immersive technologies is expanding the poten-
tial applications of this work, not only in traditional simulation training but
also in emerging fields like hybrid workspaces or educational platforms. As the
HCI community continues to explore these immersive experiences, understand-
ing and managing user stress responses will play a crucial role in enhancing
overall engagement and efficacy.

In the following chapters we will present related work (Sect. 2), elaborate on
requirements and challenges regarding the concept, design and implementation
of such a stress dashboard (Sect. 3), present initial results from a field trial
(Sect. 4) and discuss the opportunities, challenges and limitations (Sect. 5) we
encountered and foresee for others considering to apply our methods.

2 Related Work

The connection of VR training, real-time stress induction and measurement, as
well as possibilities of stress level visualisation as a feedback tool to enhance
training performance, are the core aspects of the stress dashboard presented in
this paper. Related work in these areas will be addressed in the following.

2.1 Virtual Reality Training in Challenging Environments

The development and application of VR training solutions is an emerging topic
[37]. Research on its efficacy and applicability covers a range of application fields
and industries. We focus on training solutions for environments that are chal-
lenging to train in the real world and that can demonstrate a benefit that is
transferable to first-responder and police training. Previous research has inves-
tigated the opportunities collaborative Virtual Environments (VE) present to
train decision making in evacuation drills and emergency response [46] or VR
training in an automotive factory that reports a positive outcome in terms of
knowledge transfer from VE to the real factory [44]. Using VR training in one of
the most dangerous industries in terms of work-related accidents, underground
coal mining, has reported positive effects of long-term acquisition of learned
behavior and successful transfer into real coal mines [13]. A participatory app-
roach to urban planning that utilizes multi-modal traffic simulation has been
presented, aiming to bolster road safety, appraise urban design alternatives and
assist regulations and environmental policies [42]. VR has also been explored as
an innovative learning tool, to address current challenges in the health-care edu-
cation and training industry, that has the potential to enhance current training
methods [27]. All above-mentioned research is relevant to virtual police training
by demonstrating the possibility of training cognitive skills and decision mak-
ing, knowledge transfer to the real world, the opportunity to create ecologically
valid but safe and controlled environments and to address the challenges of ever
changing training needs.
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2.2 Stress Measurement and Induction

When a person experiences stress, their body reacts by going through physi-
ological changes that act to reorient the individual’s cognitive and physiolog-
ical capacities to deal with the stressor. These physiological changes can be
quantified by stress markers on three levels: 1) activation of the sympathetic
nervous system (SNS), also known as the “fight-or-flight” response, 2) with-
drawal of the parasympathetic nervous system (PNS), which drives the relax-
ation response and 3) activation of the hypothalamic-pituitary-adrenal (HPA)
axis, which ensures our body has enough energy and resources, such as glu-
cocorticoids, to deal with the stressful situation [54]. A physiological response
to acute stress includes an increase in heart rate (HR), respiration rate (RR),
blood pressure (BP), skin temperature (SKT), muscle contraction, electroder-
mal activity (EDA) and decreased heart rate variability (HRV). Giannakakis
et al. [11] offer a broad literature overview of stress detection methods using a
variety of bio-signals. Advantages and disadvantages of a variety of sensors and
wearables are discussed in articles by Can [6] and Gradl [14]. Results from lab-
based studies [20], lab-based VR studies [46] and in-the-wild studies [15] have
been published. However, most studies use standardized tests to induce stress,
such as public speaking or mental arithmetic exercises [21] instead of contextual,
scenario based stressors.

Virtual Reality applications are becoming increasingly popular to train
resilience against stress, practice coping techniques and improve overall per-
formance in stressful situations because of their ability to produce realistic and
immersive situations yet in controlled environments [3]. Domains in which real-
istic simulation of stressful environments are important, such as first responders
[40], military [35] or aviation and space travel [9,50] have started investigating
such stress inoculation and measurement methods. However, the majority of
studies are analyzing stress levels after the training and to our current knowl-
edge, none of the existing solutions have a real-time stress level visualization
method implemented.

2.3 Stress Visualization as Feedback Tool

Visualization of stress can be used as biofeedback tool to support medical inter-
ventions, train resilience against stress or explain certain behavior or reactions.
Application of such tools in the work environment have been studied by Xue et
al. [52] who applied a HRV-based stress-level indicator to investigate how group
workers reflect on their own stress levels as well as organizational stress in the
workplace. In their study, participants were asked to gauge their perception of
the stress visualization tool, such as the clarity of the information, the impact on
their work, their opinions on anonymity and their thoughts on the design. The
results showed that the traffic light color scheme (red, yellow, green) made the
visualization easy to read and understand and did not interrupt the participants’
work. This finding is particularly relevant to our research, as it suggests that a
similarly designed stress visualization tool might be easily understood by trainers
and not disrupt the complex task of conducting training sessions. However, it is
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important to note that the context of this study was an office setting, which may
differ significantly from the training environment we are focusing on. Sanches
et al [39] developed a real-time stress level indicator to give participants the
opportunity to reflect on the influence of stress on their behavior pattern. The
authors acknowledge that making a robust analysis of stress symptoms based
on biosensors outside the laboratory environment can be difficult and suggest
such visualizations should be designed with transparency towards the user. For
our research this is important and suggests that while stress indicators can be
valuable tools to support trainer-trainee interaction, they should not be solely
relied upon and trainers must consider the broader context when interpreting
stress levels. The potential to use VR as a tool to train coping skills for stress has
been established by Gaggioli et al. [10] in the context of medical interventions
for nurses and teachers, who perceive their work environment as highly stress-
ful. Although our research is applying such training tools for a different target
group and work environment, it provides evidence that immersive technology
can be used to mimic stressful work environments and successfully train stress
management skills.

Furthermore, various research provides evidence that closed-loop biofeedback
systems, which automatically adapt content based on the user’s physiological
data, can positively impact stress management skills in athletes [38] or provide
motivation for physical activity in sports gaming, where, for example, the user’s
heart rate is used to adjust the game’s difficulty [47]. Design and implementation
considerations for a stress management bio-feedback system have been explored
by Tellez et al. who emphasize the importance of using relevant stressors that are
similar to the ones they are exposed to in their day-to-day activities [49]. Munoz
et al. [30] propose an approach to a) modulate difficulty levels to increase stress
and b) provide visual feedback to practice self-regulation of psycho-physiological
effects of stress (e.g. breathing) during a virtual shooting exercise. Quintero
et al. [36] have developed a software framework for the VR development plat-
form Unity to display real-time cardiovascular data and companies within the
biosignal space (e.g. [4]) have started to develop plug-ins for VR development
applications.

Our research prototype will differ in two factors from the ones mentioned
above: (a) we have designed a fully integrated user (trainer) experience into a
current state-of-the-art training solution and (b) the biofeedback is visualized
only in the trainer view to not interrupt the immersion of trainees. Hence rep-
resenting a training environment that is as realistic as possible.

3 Prototype Concept and Design

To determine if a stress dashboard could improve the overall performance and
effectiveness of VR training for DMA, we augmented the project’s current virtual
training environment with the necessary features and displays. The SHOTPROS
project aims to investigate the impact of psychological and contextual human
factors (HFs) on the decision-making and acting behavior of police officers under
stress and in high-risk operational situations, with the ultimate goal to design
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better VR training solutions for police officers. The goal of our real-time stress
dashboard was to give trainers information on trainees’ current stress levels as
well as the opportunity to dynamically introduce psychological stress cues (e.g.
audio-visual) during the training session. A challenge in designing user-oriented
features had been the fact that trainers have a variety of tasks to fulfill dur-
ing a training session and cannot spend much time or attention on the stress
dashboard. In this research, user-centered design methods (see e.g. [2]) played a
pivotal role in the development and evaluation of the stress visualization system
for VR training. The process began with identifying the needs of end-users’,
which included trainers and trainees, followed by an iterative design and evalu-
ation approach that incorporated their inputs. Throughout the design process,
various prototyping techniques were employed to create mock-ups of the stress
visualization dashboard, allowing users to interact with the system and provide
constructive feedback. This iterative process of refining the design, based on end-
user input, ensured that the final stress visualization system was both functional
and user-friendly.

3.1 Requirements Workshop with End-Users and Experts

In the beginning of the SHOTPROS project requirements workshops with six
LEAs, including 60 police officers and trainers across Europe, were organized to
discuss current training practices, training needs and expert advice from existing
VR training systems [53]. Stress measurement and real-time display of trainee’s
stress levels was considered a must have feature amongst all LEAs and real-time
stress manipulation during the training was highly desired.

However, several concerns and restrictions were raised regarding the usabil-
ity of such a stress dashboard during the training. Especially trainers were con-
cerned with the time and attention needed to interact with a digital device on
the training field and the background knowledge needed to interpret bio-signals
into meaningful levels of stress. Trainers preferred pre-defined categories such as
low, medium and high over a contiguous scale because they did not feel com-
fortable interpreting a number during the training. A simple “stressed” or “not
stressed” categorization was considered as too basic. Three to four categories,
ideally distinguishable by colors were considered as helpful.

Furthermore, concerns were raised about the display space such stress indi-
cators and interaction possibilities would take away from their current viewing
options. Having to switch between different windows or a separate screen to indi-
cate stress levels (or other performance indicators) was rejected and an unobtru-
sive integration into current user interfaces a clear requirement. Although the
majority of trainers had little experience with VR training at this point, the
time available to spend handling a digital device was considered low.

From a trainee’s perspective, police officers requested a bio-signal measure-
ment device that would not interfere with their movement or handling their
gear (e.g. weapon, handcuffs, radio). Must-have requirements included no loose
cabling, nothing on their hands and no experts needed to apply.
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Technical experts participating in the workshop raised concerns over the
computing power needed to process bio-signals of multiple trainees and their
categorization in real-time as well as data transfer protocols potentially interfer-
ing with the wireless network needed to operate the VR training environment
on a 30×30 m field.

3.2 Stress Level Assessment Panel

Fig. 1. Stress Dashboard: Stress Level Assessment panel (bottom left), Stress Control
panel (top left) and Live VR view (center)

Although there is currently no accepted standard evaluation method for acute
mental stress [20], HRV is one of the most commonly used biomarkers [11] which
has been tested and evaluated in a multitude of studies and systematic reviews
[6]. It also has the advantage that it can be measured with a consumer-friendly
chest belt instead of complicated electrode systems that need to be placed by
experts, as it would be the case for electromyography (EMG) [51] and electro-
dermal activity (EDA) measurements [17]. To ensure reliable sensor data, the
Zephyr bioharness7 was selected because it is easy to use (chest strap that can
be applied by the user), comfortable to wear and provides reliable data, even
under movement [31].

To provide users a simple and quick overview of the current status, as high-
lighted in requirement workshops, the stress level was divided into four plus one
categories: normal, increased, high, very high and a label indicating the signal
is faulty (Fig. 1 - bottom of left panel). These colors evoke an intuitive reaction
in police officers, as they are associated with traffic lights, where red represents

7 https://www.zephyranywhere.com/.

https://www.zephyranywhere.com/
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stop, yellow and orange a warning to varying degrees and green go. For easy
stress monitoring of individuals as well as group dynamics an icon has been
introduced on top of each avatar representing a trainee. The selection of icons
(siren, exclamation mark in a triangle, bar chart increasing, thumbs up) repre-
sent graphics that police officers are familiar with from their line of work and
therefore easy to interpret. The stress score formula and thresholds used for this
field trial was calculated based on results from a previous study conducted as
part of the SHOTPROS project [41].

3.3 Stress Control Panel

The Stress Control panel (see top left box in Fig. 1) gives trainers the possibility
to add or remove stress cues, either ad-hoc with instant playback or trigger zone-
based with activation once the trainee passes a certain terrain. These stress cues
are activated in the VR scenario as concrete, observable audio and/or visual
stimuli (e.g. a dog starts barking, child screaming or phone ringing).

Fig. 2. After Action Review: VR view - bird eye (a), VR view - shoulder view (b),
individual statistics (c) and timeline view (d) including event marker (e)

3.4 After Action Review

The visualization of stress needs to be simple enough to quickly grasp for the
trainer during the training but detailed enough to be meaningful in the de-
briefing after the training, the so-called After Action Review (AAR). Hence
the different visualizations as icons above the trainee in the “map view” (see
Fig. 2a), “VR view” (Fig. 2b) and detailed numerical information for each trainee
(Fig. 2c). In addition, the AAR (Fig. 2) provides the opportunity to show the
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stress level on a detailed timeline (Fig. 2d) with a playback, fast forward and
fast backward button as well as the option to adjust playback speed (bottom
left slider) for easy navigation through the review videos in 3D. At the very
bottom (Fig. 2e) important events (such as shots fired, stress cue active) are
clearly marked on a timeline so trainers can easily jump back and forth between
crucial events.

4 User Study and Results

For an initial evaluation of the stress dashboard, a field trial was conducted with
the following aims: (a) investigate the feasibility of implementing a real-time
stress indicator based on bio-signals into a real VR training environment (b)
observe the interaction between the user (trainer) and the prototype dashboard
and (c) get feedback from trainers on their user experience.

For the field trial the stress dashboard has been integrated into the SHOT-
PROS VR training system. The VR system was developed and provided by RE-
liON8 and set up in a gym hall on the premises of Police North Rhine-Westphalia
(LAFP NRW). The training field consisted of a 30× 30 m field where trainees,
commonly in teams of three to four, train in a full-body VR suit and the trainer
watches and instructs them from “the real world”. Next to the field is a trainer
station (used for the AAR and interaction during the training) and the operator
station (the operator steers the training by manipulating the VE and non-player
characters, communicates with trainees as the dispatcher and leads them through
the initial calibration and tutorial process - see Fig. 3).

Fig. 3. Trainer station (left), Operator station (right)

4.1 Procedure

37 active police officers (12 female, 25 male) age 23 to 44 years (Mean = 29,
SD = 5) participated in the field trial. Their average years of service as a

8 https://www.re-lion.com.

https://www.re-lion.com
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police officer was 7.32 (SD = 4.66) and their current rank police superintendent
(Polizeikommissar:in). Seven of the 37 police officers also served as current train-
ers with a minimum of three years trainer experience. They participated in the
study as trainees but received additional questionnaires and interviews to provide
their trainer perspective. The VR training sessions was conducted by a senior
trainer and two assistant trainers. Training was conducted in teams of three
resembling how the officers operate in real life. All studies within the SHOT-
PROS project were approved by the Social and Societal Ethics Committee of
KU LEUVEN (protocol code G-2019 08 1712, August 27, 2019).

Fig. 4. Infographic Study Procedure

After being introduced to the study and signing the informed consent form,
participants filled out a demographic questionnaire and were equipped with a
Zephyr chest belt. The belt allowed us to capture participants’ heart rate (HR),
heart rate variability (HRV) as well as the respiration rate (RR). For HRV,
we calculated the root mean square of differences between successive heart-beat
intervals (RMSSD). This is a metric for short-term heart rate variation. Lower
values of the RMSSD indicate higher stress. These physiological indicators vary
amongst individuals [48] and it is therefore necessary to record a baseline for
each individual prior to the training. To record the baseline, participants looked
at a plain white wall for two minutes with the instruction to breathe normally
and not think about anything upsetting [45].

Although the idea was to give trainers the opportunity to manipulate training
scenarios on the spot, all trainees went through the same three scenarios, with
an increasing amount of stress cues, to create a comparable test environment
for this study. In order to use a training procedure that closely resembles a
real-world training, scenarios were not randomized but started with the least
stressful and ended with the most stressful [5]. Scenarios were designed by an
experienced police trainer, using stressors that trainee’s would encounter in real-
life situations.

All three scenarios were based in the same virtual furniture shop the police
officers had been called to, with the task to investigate a disturbance caused by
an aggressive person the shop owner reported to the police station. No further
information was given to the police officers and the major difference of the three
scenarios was the amount and type of stressors placed in the VE. The scenarios
started with police officers “virtually” arriving in front of the furniture shop
from where they enter and search the shop. Stress cues in the first scenario
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include a perpetrator with a knife, a slightly injured person and a small amount
of blood. In the second scenario the victim’s injuries are a lot more severe with
more blood spread around the shop. Additionally, a confused bystander is in
the shop and screams can be heard in the back of the shop. The third scenario,
designed to be highly stressful, include several injured victims and bystanders,
screams coming from several different directions, a phone ringing constantly and
the perpetrator holding and shooting a gun. The perpetrator was played by a
human role-player that reacted to police officers in a realistic manner. Bystanders
were represented by non-player characters. The lengths each group required to
take control of the situation and complete the scenario varied greatly (between
two and eight minutes) from team to team and scenario (scenario 1 (M = 2.29,
SD = 0.42), scenario 2 (M = 2.61, SD = 1.08), scenario 3 (M = 4.5, SD = 1.63)),
demonstrating some of the challenges of in-the-wild studies and the degree of
control over the experimental conditions [7].

After each scenario, participants were asked to fill out a short questionnaire,
including Visual Analogue Scales (VAS) for stress [18]. Once participants com-
pleted all three scenarios the group moved on to the AAR at the trainer station,
where they reviewed each scenario and discussed trainee’s individual and group
performance. The stress dashboard was explained in the beginning of the AAR
and stress levels were continuously monitored throughout the review process.
All trainees were in overall agreement with their individual stress level displayed
throughout the training session. After AAR was completed, all participants filled
out questionnaires related to overall usability and technology acceptance. The
seven participating trainers were asked to fill out additional questions asking
for feedback on the perception of the stress dashboard, specifically the stress
monitoring and manipulation features.

4.2 Data Analysis and Results

Table 1 provides the descriptive statistic of VAS for stress, HR (mean & max),
HRV (mean & min) for each scenario. HR and HRV values are the numbers
relative to each trainee’s baseline. For the baseline the mean of the full two
minutes was taken [23]. Change in HR and HRV were calculated over 30-second
windows, moving every second, as recommended in the literature for short-term
stress measurements [45].

To investigate if there is a difference in the duration trainees manifest in each
stress category across the three different scenarios, we calculated the percentage
of time each trainee exhibited each stress level for each scenario (see Fig. 5).

The results of the Repeated Measures ANOVA show that there are statisti-
cally significant differences in the amount of time different levels of stress (green,
yellow, orange, red) were displayed (F(3, 69) = 15.27, p <0.0001), across differ-
ent conditions (scenario 1, scenario 2, scenario 3) (F(2, 46) = 23.00, p <0.0001),
and the interaction between stress level (color) and condition (scenario) is sig-
nificant (F(6, 138) = 4.50, p <0.001). The post-hoc Tukey HSD test revealed a
significant difference in time displayed as “green” between condition scenario 1
and scenario 3 (p = .016), with condition scenario1 having a higher mean time
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Table 1. Descriptive statistics of subjective and physiological measurements for three
scenarios with different stress levels.

Scenario 1 Scenario 2 Scenario 3

VAS Stress n 37 36 35

mean 25.50 39.50 52.12

SD 16.59 20.86 24.13

% change in HR (mean values) n 24 24 24

mean 0.12 0.18 0.20

SD 0.10 0.13 0.15

% change in HR (max values) mean 0.28 0.37 0.41

SD 0.11 0.16 0.17

% change in HRV (min values) mean –0.59 –0.68 –0.73

SD 0.22 0.14 0.15

% change in HRV (mean values) mean –0.08 –0.11 0.04

SD 0.32 0.52 1.01

Fig. 5. Percentage of time spent in each stress level by scenario. (Color figure online)

displayed in “green”. The differences between other conditions (scenario 1 and
scenario 2, scenario 2 and scenario 3) and stress levels (green, yellow, orange,
red) were not statistically significant.

Figures 6(a)–(d) show the trajectories of the stress score for four of the par-
ticipants in each of the three scenarios. As can be seen in Fig. 6, the stress level
varies between the three scenarios, with scenario 3 exhibiting the highest values.

4.3 Observations and Feedback from Trainers

Feedback and observations mentioned in the following paragraph were collected
from the seven participating trainers through questionnaires and interviews.
Each trainer actively participated in a training session and observed other groups
train.

Observations showed that the person conducting the VR training spends
most of the training time on the field to ensure trainees don’t accidentally bump
into each other. Therefore not much time to interact with the stress dashboard
at the trainer station is available. Feedback from participating trainers suggested
it would be useful to have two trainers (one on the field and one at the trainer
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Fig. 6. Examples of stress level (represented by colors) for four trainees. Each trainee
completed three different scenarios as indicated by the different lines.

station) or a mobile device that can be carried around to be able to engage
with trainees during the training session. Furthermore, all participating trainers
indicated a positive perception of the flexibility to add or remove stress cues,
even though this was only tested in form of a demonstration in the field trial.
Four trainers expressed concerns about tracking all deployed stress cues within a
scenario, suggesting a feature that allows trainers to locate them could improve
the system’s effectiveness and user experience.

During the AAR, where trainer and trainees gather around the trainer station
to review and de-brief the training, the stress dashboard was frequently used to
point out stress levels in situations where trainee’s made mistakes or reacted
irrationally. Trainers as well as trainees reported seeing a correlation between
the onset of a stress cues and the stress level of themselves and other trainees,
when reviewing the training sessions in the AAR.

5 Discussion

A field trial was undertaken to assess various facets of employing a prototype
stress dashboard within an operational virtual reality training context for law
enforcement officers. This evaluation included considerations such as data and
analytical requirements to give trainers the possibility to interpret and monitor
trainee’s stress levels in real-time, preferences regarding data visualization and
the subsequent impact these elements have on the dynamics of trainer-trainee
interactions. The primary objective was to elucidate the functional efficacy and
potential enhancements of the stress dashboard tool in a practical training envi-
ronment.
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5.1 Real-Time Stress Analysis of a VR Training and Stress Level
Visualization

A current challenge in analysing and visualizing trainee’s stress levels in real-
time is identifying the appropriate bio-signals and classifying them into mean-
ingful categories indicating trainee’s current level of stress. In this study we have
applied a stress score developed during a lab-based study based on a combina-
tion of HR and HRV [41]. Although HRV is considered to be one of the most
important indicators of stress [20] other measurements such as EDA [17] have
also shown to reflect on autonomic nervous system (ANS) activation. To get
more accurate indication of current stress levels, a multi-level bio-signal mea-
surement method, based on bio-signals discussed in the current literature [11],
could be an alternative solution and should be tested in future work.

From the trainers perspective the most important factor was to have a stress
level indicator that is based on reliable biosignals that can be measured with
user-friendly wearable devices. As the sport-psychological literature suggested
[31], the Zephyr bio-harness used in our studies proved itself as a reliable, yet
comfortable to wear ECG device that would record acceptable signals even under
strong physical movement. The already in-built HR confidence score provided
great support in assessing the validity of the data and Bluetooth connection
made it easy to integrate into the VR platform to transfer and display data in
real-time.

Regarding the visualization of stress levels within the stress dashboard, the
end-users expressed a preference for a straightforward categorical display, as
opposed to a more complex continuous numerical representation. This lead to
the creation of a color-coded, traffic-light style categorization system, represent-
ing low, medium, high, and severe stress levels. Each category was visualized as
distinct, sizeable buttons corresponding to individual trainees. To ensure acces-
sibility for individuals with color vision deficiency, supplemental stress level indi-
cator icons were also incorporated.

The hypothesis that operational training scenarios that were designed to
expose trainees to different levels of stress (low, medium, high) would result
in different stress levels shown in our stress dashboard was supported by the
study results. We were able to observe a significant difference between stress
level category (green, yellow, orange, red) and scenario (low, medium, high)
indicating that the stress level experienced by trainees depended on the specific
scenario they were exposed to.

The post-hoc test provided more nuanced insight, revealing a significant dif-
ference in time displayed as “green” (see Fig. 5) between the low and high stress
scenario. However, the lack of significant differences between other conditions
and colors suggests that the differentiation of stress levels may not be as clear-
cut for all scenarios. It could also indicate that four stress level categories (green,
yellow, orange, red) may be too nuanced. When investigating the study results
we tested what would happen if we combined the stress categories orange and
red, because of the little amount of time red was displayed across all scenarios.
Results showed that in addition to green being significantly different across all



224 O. Zechner et al.

three scenarios also orange/red would become significantly different. Another
argument that would speak for this simplification of the stress categories is the
urge voiced by the trainers to make the stress indicator as simple and easy to
read as possible.

5.2 Trainer-Trainee Interaction During Training

Trainers found the stress dashboard to be a useful tool during the AAR, as
it helped them identify and discuss specific instances where trainees experi-
enced high stress levels that potentially led to mistakes or irrational decisions.
For example, during the most stressful scenario (scenario 3), participants were
exposed to a wider variety of stress cues that demanded their attention. While
approaching the building in the VE, the participants heard screams from dif-
ferent directions, saw injured victims and heard gun shots. While attempting
to regulate elevated levels of stress, participants had to make appropriate deci-
sions on how to solve the situation. In this instance, the trainees could choose
to enter the building, find the suspects, and stop the threat or decide to call
for back-up and wait until additional resources arrive to enter the building.
Oftentimes, increased levels of stress influence the decision-making and acting
process because the attention dedicated to solving the situation becomes nar-
rower and focused on threat-related information such as the gun of the suspect
[34]. To improve decision-making and acting under stress, trainers should be
able to manipulate the stress levels in VR by adding more stress cues to create
training environments which force trainees to make split-second decisions and
act upon them adequately. Although trainers were not able to actively add or
remove stress cues from the scenarios during the training, to ensure comparable
training scenarios across all participants, they experienced the concept through
the three different scenarios and were able to test the feature after the training
with positive feedback.

However, several practical challenges were identified in the implementation of
the stress dashboard during training. Trainers reported that they spent most of
their time on the training field, leaving them little opportunity to interact with
the stress dashboard at the trainer station. They suggested having two trainers,
one on the field and one at the trainer station, or employing a mobile device
to access the dashboard and engage with trainees during the training session.
This feedback highlights the need for further refinement of the stress dashboard’s
design and implementation to better accommodate the practical constraints of
the training environment.

5.3 Challenges and Limitations

The field trial also highlighted several challenges and limitations of the current
prototype design, its implementation and evaluation in a in-the-wild study for-
mat.
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Individual Differences in Stress Perception and Physiological
Response. Stress is a complex construct and cannot be identified through a
concrete value or biomarker (as it is the case for e.g. blood sugar or oxygen lev-
els) [19]. On the one hand, the perception of threats will vary amongst individ-
uals. For example, someone who is uncomfortable around dogs may experience
a higher stress level when encountering one at a scene of investigation. On the
other hand, physiological manifestation of stress is heterogeneous. Factors such
as age, physical fitness and overall well-being, current cognitive performance,
chronic stress and resilience play a significant factor in short-term physiologi-
cal response to challenging situations [45]. Given that each individual possesses
a unique stress threshold, crafting universally applicable stress level categories
poses a significant challenge when designing for a diverse range of individuals.

Furthermore, no stress level benchmark for optimal learning performance
seems to exist [16]. These may differ depending on the task and learning goal [8].
This may be especially relevant when applying our approach and stress model to
other industries (e.g. medical first responders, pilots or health care workers) and
trainees with different experiences and previous exposure to stressful situations.
It is therefore our recommendation to never fully rely on an automated stress-
level manipulation system but to keep the trainer in the loop. While several fully
automated closed-feedback loop systems exist to practise relaxation techniques
with the goal to reduce stress [29], being overloaded with stressful situations can
lead to a negative training outcome and in the worst case long-term trauma,
even if threats are represented in a VE.

Furthermore, movement artifacts present a significant challenge in real-world
training scenarios with intense physical movement, resulting in noisy data and
affecting heart rate measurements [23]. While some post-study analysis tech-
niques exist to handle this [25], their application to our real-time stress indica-
tor was problematic and untested in our field study. In future work we aim to
explore techniques to minimize movement artifacts.

Data Privacy and Ethical Considerations. Displaying personal data like
HR, HRV and resulting stress indication in a team setting raises ethical concerns.
While police officers participating in our studies reported this to be common
practice in their current training routine, others in different industries or regions
might not be. Issues like workplace bullying and peer pressure must be considered
in this context [28].

Furthermore, storage of data must be evaluated and aligned with company
policies and local regulatory guidelines. Although it seems beneficial to store and
be able to compare training data and progress of individuals over time to enable
further personalization of training, this will require additional data security and
safety measures [26].

Impact on Training. The use of the stress dashboard extends the training
setup time due to additional equipment, baseline recording and occasional con-
nection troubleshooting. For industries with limited training time, the trade-off
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must be evaluated. Impact on trainers must be considered as well. Conducting a
(virtual) simulation training and observing each trainee to give feedback to in the
AAR is challenging as is. Adding cognitive tasks may need practicing for train-
ers. Especially interacting with a display to add or remove stress cues has been
mentioned several times. While we did not give trainers this tool in our studies,
for reasons mentioned above, it has been casually tested. Although trainers had
a strong preference for the feature itself, the mechanism operating the display at
the trainer station has been considered bothersome. Future work should investi-
gate different interaction possibilities (e.g. portable displays or voice command)
to simplify this task. Stress cue and timing suggestions steered through artifi-
cial intelligence could be another solution. However, as previously mentioned,
we don’t recommend to fully automate this process but still give the trainer the
option of accepting or declining the computer generated recommendation.

6 Conclusion and Future Work

We have described the development of a stress dashboard prototype, designed
to enhance VR simulation training. This innovative tool aims to offer real-time
insights into trainees’ stress levels and provide trainers with the opportunity to
modify these levels interactively, thereby fostering a more dynamic and respon-
sive training environment. The stress dashboard proved beneficial in the AAR,
aiding trainers in identifying specific instances of high stress and facilitating
productive discussions with trainees.

Nevertheless, the trial also revealed practical challenges with the implemen-
tation, particularly around the trainers’ ability to interact with the dashboard
during the training. Feedback from trainers suggests that future iterations should
consider the tool’s mobility and accessibility in the training environment. This
study highlighted the complexity and individual nature of stress perception and
physiological responses.

Future work should focus on refining the system to account for these indi-
vidual differences more effectively by potentially adding additional bio-signals
to refine the classification of stress responses. As the optimal stress level for
learning performance can vary depending on the task and learning goal, the
system should retain a degree of human oversight rather than being fully auto-
mated. Insights and learnings gained from this research bear potential applica-
bility across a range of domains that expose users to stressful situations. As VR
technology finds its broader adoption, we anticipate an increase in the use of VR
for training in diverse sectors.
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Abstract. The Human Resource (HR) area has made little use of innovative tech-
nologies to develop its processes, routines and education. However, we believe
that digital tools such as Virtual Reality (VR) can play an important role in devel-
oping social aspects of work. We have investigated Human Resource Develop-
ment Professionals’ (HRD-Ps’) perception of using a VR-prototype for training
of social skills in the workplace. A digital three-dimensional world was designed
for the study participants, in which they interacted with agents to train social
skills in the workplace. Study participants explored a VR-prototype through the
usage of head-mounted devices (HMD). We collected the designer’s description
of the intended design element of the VR prototype and pre- and post-intervention
questionnaire from the study participants and conducted a top-down thematic anal-
ysis. The three intended design elements 1) focus on the training experience, 2)
learning-depth through emotional response for engagement and motivation, and
3) perspective-taking enabled by game design, were confirmed and reflected upon
by the HRD-Ps’. Additionally, using VR for social skills training in the work-
place was recognized as innovative, and could have the capacity to position an
organization as being in the forefront of digitalization. The conclusion is that VR
has a potential to create engagement and provide insights in HR matters, but fur-
ther studies are needed to show the full power and potential in using VR for HR
matters.

Keywords: Virtual Reality · Human Resource Development ·Master
Suppression Techniques · Organization · Digitalization

1 Introduction

Virtual Reality (VR) has become an easy to use, accessible and available technology,
not only for advanced technological applications, but also for everyday applications and
games. VR has been introduced into fields such as the construction industry (Behzadi
2016), healthcare (Wong et al. 2018), and elderly care (Lundström et al. 2021) due to the
obvious benefits of using VR for physical representation of three-dimensional spaces
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and objects. We have, however, not seen much use of it for administrative or Human
Resource (HR) related work tasks yet, but it is probably only a matter of time before the
development of VR for more everyday applications within the workplace will explode.
We wanted to investigate the potential of using VR for the social aspect of organizations.
As opposed to dealingwith 3-dimensional (3D) spaces and objects, the social perspective
in organizations is about human interaction – which is subtle and intangible compared
to interaction with a concrete physical representation. In this paper, we investigate the
introduction of VR for social skills training in the workplace by conducting a case study
of Human Resource Development Professionals’ (HRD-Ps’) views on its potential.

1.1 Purpose and Research Questions

The purpose of this study is to investigate the potential of introducing innovative tech-
nologies in the field of Human Resource Development (HRD) in terms of Virtual Reality
(VR) for social skills training in the workplace. We have investigated HRD-Ps’ views
on its potential based on experiencing a VR prototype. These are our research questions:

1. What are the critical elements in the design process of this VR prototype for social
skills training in the workplace?

2. Based on the experience of using this VR prototype, what are HRD-Ps’ views on the
potential of using VR for HR matters?

The analytical level of this study is organizational, rather than individual or societal.
These three levels are interlinked – an organization consists of its individuals, and orga-
nizations are essential elements of society – nevertheless our interest and focus in this
article is social skills training processes in organizations rather than social skills at the
individual psychological level.

2 Theoretical Underpinning

Theoretically, this paper is based on research on digitalization of the workplace and
particularly on the use of VR in HR. Additionally, it is based on theories and practices
on social skills in the workplace and HRD. In the subsequent section, we will provide
the theoretical background and the conceptual framework upon which we base our
reasoning.

2.1 Digitalization

Before the 2010s, the concept of digitalization was not used to any significant extent,
neither in practice nor in research. The prevailing concept was computerization, defined
by inserting computers into our existing operations without much consideration of how
the operations themselves are affected. Despite the fact that it has been known for
more than half a century that you cannot change technology without understanding
the impact it will have on people and their skills, on business and on the organization
of work (Leavitt 1988). In the era of computerization, development issues linked to
information technology (IT) were usually referred to an IT manager rather than seen as
the responsibility of an organization’s leadership as a whole. One of the most important



VR for HR – A Case Study of Human Resource Development Professionals 233

changes that digitalization, as a concept, entails is the realization that it is no longer
just about technology, and not only the IT department’s responsibility. Digitalization is
a central component of business and organizational development, where technological
opportunities play a central part.

There are two definitions of digitalization. Information digitalization (or digitization)
refers to transforming analog information into digital information. Information becomes
structured, searchable, and accessible through digital channels. Societal digitalization,
on the other hand, is the change in society, working life, technology use, and new
business conditions that arise through the opportunities digital technology provides. This
article focuses on societal digitalization within working life. Digital technology provides
opportunities to work in completely different ways than previously possible, as well as
in completely new ways. The Digitalization Commission of the Swedish Government
defines digitalization as “…the societal and human-changing process that is gradually
becoming more and more difficult to distinguish at all from any part of life. This means
that individuals andorganizations can communicate and exchange informationwith other
people, organizations, and their surroundings in completely newways.Digitalization and
the use of IT-based solutions can contribute to increasing accessibility and efficiency both
in companies and in public administration.” (Gulliksen et al. 2014).

Digitalization is a more pervasive transformation than we have ever seen before.
Opposing or trivializing the change that digitalization entails can be dangerous, and
any business that does not take heed of the need to change and develop can become
marginalized or outcompeted. It can be a matter of survival for an organization, or
perhaps even for an entire industry. Embracing digitalization as an engine of change in
business can have major positive effects.

2.2 Social Skills in the Workplace

Collaborative skills among employees are a key strategic advantage in any organization
(Kim & McLean 2015). The terminology for training in this area varies throughout the
research field. Common terms include social skills training (Riggio 2020), soft skills
training (Carlyon & Opperman 2020; Berdanier 2022) and interpersonal skills training
(Schmid Mast et al. 2018). In this paper, we use the term social skills training in the
workplace to define the desired interpersonal employee behaviors relating to effective
collaboration and relationship building.

Globalization has affected the structure of workplaces as well as the mentality of
individual employees and how they interact with others (Shliakhovchuk 2021). Being
able to effectively communicate, including with those who are culturally different from
us, is a necessary skill in a globalized business world where workplaces continue to
diversify (Lichy & Khvatova 2019; Szkudlarek et al. 2020). While diversity adds value
in the form of increased creativity and satisfaction at work, it is associated with more
conflict aroundwork tasks and sometimes with less effective communication (Stahl et al.
2010). Training employees in social skills, and imparting organizational values through
training, could lead to enhancing the positive effects of diversity through lessening the
potentially detrimental effects of communication difficulties.
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2.3 The Master Suppression Techniques and Their Counter Strategies

One particular kind of social interaction that can be very detrimental in a workplace
setting is the use of so-called master suppression techniques (Ås 1978). This term refers
to manipulative social behaviors used to assert dominance, often in a covert way. Ås
defined five master suppression techniques: 1) Making invisible: silencing someone
by ignoring them, another person taking credit for a suggestion made by the person
being made invisible. 2) Ridiculing: portraying someone or their views in a ridiculing
way. 3) Withholding information: purposely not giving someone enough information,
excluding someone from decision making. 4) Double bind: punishing someone for their
actions and/or characteristics regardless of what they do. 5) Heaping blame/Putting to
shame: blaming and/or shaming someone excessively for their actions or characteristics,
suggesting that they bear the responsibility themselves if they are subjected to harmful
behavior.

Counter strategies to each of Ås’ master suppression techniques have been proposed
(Amnéus et al. 2004) and are defined as follows: 1) Taking up space: drawing attention
to the fact that you are being ignored by commenting on or questioning the behavior,
falling completely silent if others are meant to listen to you but act distracted. 2) Ques-
tioning: asserting yourself by staying serious, displaying your own expertise, asking
the person ridiculing you to elaborate on or further explain what they said. 3) Cards
on the table: pointing out how information was withheld, asking everyone involved to
provide the information they have, referring to formal roles and responsibilities when it
comes to decision making. 4) Break free of the pattern: requesting clear information on
expectations, stating current priorities, and discussing their impact. 5) Intellectualization:
making yourself aware that blame and shame are being applied to you by someone else
(since it is common to think these feelings only come from within), distancing yourself
from your feelings and analyzing the situation intellectually, looking for hidden agendas.

The master suppression techniques and the proposed counter strategies constitute
a theoretical foundation for the game design of the VR prototype in this study, with a
theoretical foundation that sprung from Bourdieu’s theory of practice (1977) applied to
a relational power perspective on organizations (Nordin Forsberg 2020).

2.4 The Evolvement of VR for HR for Efficiency and Scalability

Developing social skills in employees and leaders is linked to the field HRD. HRD deals
with creating positive organizational change through developing its employees and is
therefore well suited to handle organizational efforts within the area of social skills and
interpersonal change (Kim & McLean 2015). According to Schmid Mast et al. (2018),
organizations across the globe spend a considerable proportion of their budget on training
their workforce. One third is spent on leadership andmanagement development, inwhich
an important element is social skills training. Social skills can develop collaboration and
hence the outcome of the organization. On the flip side, negative social practices in the
workplace such as bullying or “organizational silence” lead to suffering and are costly
(Yu 2023). Consequently, investing in social skills training is essential. Research has
shown that social skills training in organizations is generally an effective intervention
(Arthur Jr et al. 2003).
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Incorporating a practical element into training is in line with Experiential Learn-
ing Theory, where effective learning is seen as a result of a dynamic interplay between
concrete experience, reflective observation, abstract conceptualization, and active exper-
imentation (Kolb & Kolb 2009). HRD applies the pedagogical approach of role-play to
effectively train social skills in the workplace due to the sensory richness that takes
place during the intervention (Schmid Mast et al. 2018). In real life (IRL) role-plays for
the purpose of training are effective, but costly due to their temporary existence. They
require physical attendance, at a specific time period, of both the learners as well as
highly specialized actors or coaches. As the world changes, our modes of training need
to adapt.

Aiming to increase efficiency, scalability and remote work, HRD has invested in
digital tools for training (Akdere et al. 2021) in the form of two-dimensional (2D)
digital e-learning (Brown & Charlier 2013). In addition, the Covid-19 pandemic rapidly
pushed forward digitalization of collaborative work (Kirchner & Nordin Forsberg 2021;
Amankwah-Amoah et al. 2021). Meetings and communication that previously were
conducted predominantly in person have transferred to digital forums such as 2D video
conferences or online chats. A large part of the workforce is now much more digitally
competent than just a few years ago, but the user experience of 2D has limitations
(Onggirawan et al. 2023). Coffey et al. (2017) found that VR can significantly better
contribute to the development of social aspects compared to a 2D training session, due
to its more realistic nature. The stage is set for taking digital learning one step further,
using VR as a tool to train social skills in a 3D environment. According to Salas et al.
(2009), training based on simulations of real-life situations can improve the learner’s
skills through practice.

VR is the presentation of a 3Denvironment that emulates real or imagined spaceswith
interactive properties. It is used, among other applications, for the purposes of improving
training in complex skills and reducing the cost compared to traditional alternatives
(Howard et al. 2021).VR training can also lessen the distractions that are typically present
in other training modalities and increase focus due to its immersive nature. According
to a review of studies on effectiveness of education, training, and performance aided
through augmented or virtual reality, users’ focus was significantly higher compared
to other types of training (Fletcher et al. 2017). A recent meta-analysis concluded VR
training programs to bemore effective compared to other types of training, evenwhen the
intensity andduration of trainingmatchedbetweenVRand the comparison. Furthermore,
the effects of VR training are especially strong when it comes to behavioral learning –
whether participants adapt their behavior after going through training (Howard et al.
2021). Because of its immersive nature, VR can elicit similar feelings that a real-world
experience would (Rivu et al. 2021). Meaningful emotional experiences during VR
training, positive or negative, can potentially enhance learning and thus may be a desired
effect (Vesisenaho et al. 2019).

When comparing the outcomes of VR training for different age populations, no
significant differences were found (Howard et al. 2021). This suggests that VR is an
acceptable trainingmodality even for “non-digitally native” adult populations. A “digital
native” is loosely defined by Prensky (2001) as someone born after 1980, since this age
group is young enough to have grown up using digital tools in their everyday life.
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There is limited research on the effectiveness of VR training in the context of social
skills training at work, but some promising studies have been published. Akdere et al.
(2021) found that using VR to train social skills in international business scenarios
increased engagement in training and possibly created more transferable knowledge
compared to 2D video-based training. Interestingly, VR was associated with more posi-
tive attitudes regarding the value of training but generated more negative feelings during
training. This was partly a consequence of the content which focused on culture shock
experiences (Akdere et al. 2021). Other studies of VR programs for fostering intercul-
tural understanding found that participants’ empathy and engagement increased after
the experience (Coffey et al. 2017, Roswell et al. 2020).

VR training programs can be used with so-called avatars and/or agents. Avatars are
virtual representations of a real human acting within the VR experience, while agents
are preprogrammed computer algorithms that take the form of a human representation
(Fox et al. 2015). VR training using agents has several advantages over training with a
human trainer. It is flexible and accessible since there is no need to book a specific time
for everyone involved. It is economical and provides more opportunities for repeated
practice. Practicing with an agent can also alleviate stress or anxiety associated with
being socially evaluated when role-playing together with real humans, which in turn
can increase motivation and learning efficacy. Additionally, VR training can potentially
offer more adaptable and variable scenarios as well as provide feedback to the trainee
in new ways (Schmid-Mast et al. 2018).

3 Method

The aim of this studywas to investigate HRD-Ps’ perception of using VR for social skills
training in the workplace. In particular, we wanted to look into how VR could facilitate
1) focused learning experiences, 2) in-depth learning and 3) a deeper understanding of
different perspectives among participants in a meeting situation. In order to gain insights
into these aspects, we devised a study in which 14 HRD-Ps tried out a VR scenario in
their respective homes. Due to the ongoing Covid-19 pandemic, it was not possible to
conduct the study at the office.We collected data through questionnaires prior to and after
the VR experience. Data was analyzed using a top-down qualitative approach centered
around 1) focus, 2) in-depth learning and 3) perspective taking.

3.1 The VR Prototype

The VR prototype training scenario was developed by the main author in an innovation
process prior to this study. The prototype was built for the Oculus Go® 64GB head-
mounted device (HMD). When the prototype scenario was developed, this HMD was
one of few suited to business use. It is a standalone device, i.e. does not require using a
computer, and has only one remote control, which simplifies use and provides greater
flexibility compared to more complicated VR devices. The Oculus Go® has a 5.5 inch
LCD screen with a 2560× 1440WQHD resolution and a 60 Hz/72 Hz update frequency
depending on the type of application being run. It also has an integrated surround audio.
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A VR scenario with agents was designed to train social skills in a workplace setting
(a meeting room), specifically regarding situations in which participants were subjected
to so-called “master suppression techniques” as defined by Ås (1978). The scenario
was produced in the Unity development platform. Unity contains modules for designing
agents as well as three dimensional rooms, both of which can be extensively customized.

In the VR application, the user enters a lounge room and receives an introduction
to using VR. In the first scene of the scenario, the user remains in the lounge and is
introduced to a “challenge” – which is to fill in for a colleague who is unable to attend
a management team meeting starting shortly. The colleague is represented by a female
agent who explains to the user that she must leave work immediately due to a family
situation and gives a brief onwhat themeeting is about. The user is taskedwith promoting
the gender equality perspective in the meeting and then enters a conference room where
the other meeting participants, agents representing colleagues and a senior manager, are
already seated at a table discussing a management topic. The user can both hear and read
what the other virtual participants are saying and is frequently prompted throughout the
scenario to choose how they want to respond in the meeting (see Fig. 1). The prompts
to respond consist of three alternative choices, presented in text form as the scenario
is paused, allowing the user to think about what choice to make. The intention was for
participants to learn different counter strategies to the master suppression techniques.
Therefore, one option in each prompt correlates with a proposed counter strategy for
each of the master suppression techniques (Amnéus et al. 2004).

Fig. 1. A screenshot from the VR prototype (left) and a learner using it (right)

Each option leads to a different sequence of events throughout the scenario, creating
a possibility of multiple scenarios according to the choicesmade by the user. Each option
also corresponds to a certain number of points, tallied throughout the experience and
presented to the user at the end of the scenario. A summary of the theory behind the
experience is also presented at the end. The user also had the option of going “back in
time” in the scenario to choose a different option. The reason behind this design was to
allow the user to test how different responses affect the progression and outcome of the
meeting.
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3.2 Procedure

The study took place between August and September 2020 and was led by the HR
director at the case organization. All prospective participants received the same written
information in an invitation letter, as well as a letter of consent to be signed if they
decided to participate.

At the start of the study, all participants were invited to an online group onboard-
ing meeting, during which they were informed about the procedure. Intentionally, the
participants neither received information about the content of the training nor any other
framing of the study. The purpose was to limit how they were influenced in terms of
labeling the VR experience and its purpose. Each participant was then provided with an
Oculus Go® HMD installed with the VR application containing the training scenario.
The equipment was delivered to their homes. The participants were instructed to fill in
a questionnaire prior to testing the VR application, to open the VR application after
completing the questionnaire, in the comfort of any location of their own choice, and to
independently follow the VR training scenario at their own pace without any time limits
(see Fig. 2).

Fig. 2. An HRD-P study participant submitted a photo of when she was exploring the VR proto-
type at home, practicing counter strategies to master suppression techniques comfortably on her
couch. The photo was taken by a family member.

When the participants were finished exploring the VR application, they filled out a
questionnaire on their experiences of the scenario with target questions around focus, in-
depth learning, and perspective taking. Finally, all participantswere invited to a voluntary
online follow-up focus group meeting online, which all participants attended.

3.3 Participants

Participant recruitment was made with the help of the HR Director and the recruitment
specialist in the central HR department. 26 employees were selected based on their
organizational role as well as the HR Director’s assessment of whether they would be
able to participate in the study. The selected employees were stakeholders of social
skills training in the organization, both on a central and local hierarchical level in dif-
ferent branches of the organization. They included experts in competence development
within the HR department, managers in charge of competence development of their
staff, and communication department representatives from the central staffing function.
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The communication department representatives collaborated with the HR department
in developing a new version of the organization’s employer branding concept and were
thus seen as stakeholders in organizational training.

The 26 selected employees were invited via email to participate in the study. 14
accepted. The participants’ age demographics were 35 to 58 years old (average age:
48 years, median: 49 years, standard deviation: 7 years). The gender distribution was 13
women and oneman. A larger proportion of women accepted the invitation to participate
compared to men; of the 26 employees invited, 20 were women and 6 were men. The
central organizational level was represented by the central HR department (P1, P2, P4,
P6, P9, P13), the central communications department (P5, P14) and one central manager
of the core business (P7). The local organizational level was represented by local HR
departments (P3, P12), local managers from the core business (P8, P11) and one local
employee from the core business (P10). None of the participants had any significant
prior experience using VR.

3.4 Measures

All data gathered in this projectwas qualitative. Research question 1 uses reflections from
the main author on the design process of the VR experience. Research question 2 uses
reflections from the study participants in a pre- and post-intervention questionnaire. The
questionnaire was designed for the purpose of the study, guided by the research questions
and objectives. Prior to the study, the questionnairewas reviewed by representatives from
the union and the HR department.

Participants submitted written reflections in three different parts. The first part was
pre-intervention; to write down their thoughts and expectations prior to the VR expe-
rience. The second part was post-intervention; to write down their reflections after the
VR experience. The third part was also post-intervention; to write down their reflections
on whether the intended design goals of the VR experience were fulfilled, as well as
their thoughts about the goals as such. The three intended goals were to provide 1) focus
on the learning experience, 2) an in-depth learning experience, and 3) an opportunity to
practice critical social situations that arise inworkplaces, in order to prepare for them and
enrich your experience by exploring situations from different perspectives (“perspective
taking”). The participants were instructed to write their reflections in free text form, in
a digital document. There were no length limits on the feedback from the participants.

The post-intervention questionnaire also contained four questions on the practical
usability of VR within HR that are not included as data in this article. Data was also
collected in the follow-up meetings but not included in this article.

3.5 Data Collection and Analysis

Reflections on critical moments in the design process were documented as a diary in
retrospective. The questionnaire was sent as an email attachment to each participant
and returned to the main author via email. Consequently, participant reflections were
not anonymous. The data collected through the questionnaires was then thematically
analyzed. We performed a top-down thematic analysis (Braun & Clarke 2006). Since
the process was top-down, our research questions guided the coding. The process was
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led by themain author, who performed the initial coding and formed preliminary themes.
In parallel, the rest of the authors independently walked through the data prior to a joint
meeting in which the main author presented the themes to the rest of the group. During
this meeting, we validated, prioritized, and refined the preliminary themes into the final
themes reported here.

4 Results

4.1 Critical Elements in the Design Process

The idea of using VR for social skills training in the workplace sprung from an engage-
ment in social sustainability in organizations, and a desire to make a significant contribu-
tion by facilitating science-based learning processes in organizations. Thiswas combined
with an idea that VR could trigger engagement with the subject of social sustainability
in a similar way as when people play digital games for amusement.

Onemajor consideration in the design processwas how to successfully dramatize and
create an interesting game design based on scientific organizational studies in relational
power theories (Bourdieu 1977). Ås’ (1978) theory on master suppression techniques in
combination with the counter strategies proposed by Amnéus et al. (2004) were found
suitable for three reasons; they fit the theoretical foundation of power theories, they are
formulated as a relational practice and hence suitable for dramatization and they are
structured as levels that could fit into the tradition of game design.

Another important question was how to create an appropriate look and feel of the 3D
agents and offices in the VR experience. They needed to be suitable for the subject of
social interactions in the workplace, which requires that the user experiences empathy,
emotions, and perspective taking. When designing the agents, the concept of “uncanny
valley” (Geller 2008) was considered. This concept explains why photorealistic agents
can fail to awaken empathy in the user. An agent whose appearance is perceived as
very close to, but not exactly as a real human, can produce a strong uneasy (“uncanny”)
experience. The user then reacts with aversion toward the agent, which blocks empathy.
This was regarded as a serious disadvantage when practicing social skills, and led to an
interest in investigating how non-photorealistic agents would be perceived as “training
partners”.

A third important element in the design process was developing the VR prototype
through an agile approach of stepwise iterations. As a first step, small samples of the
game design, the look of the agents and the virtual environment were created with the
help of university students in game programming. The next iteration was funded by a
public innovation agency and by an innovation award granted for the idea’s potential
value to society. This enabled a more solid development process and the formation of a
professional team of experts with complementary skills. In order to ensure that the result
would be relevant to potential future users, representatives from large organizations with
strong brands were involved in the design process. Technological development of the VR
experience was handled by a large local consulting firm with expertise in creating VR
experiences for other industry sectors and application areas. This included professional
audio recordings of the agents’ voices, by employees of the consulting firm who had
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extensive prior experience providing voices for VR scenarios, as well as spoke both
Swedish and English fluently.

The process as a whole resulted in these intended design elements: 1) focus on the
training experience, 2) in-depth learning including emotional response, engagement, and
motivation and 3) perspective taking.

4.2 Focus on the Training Experience

As regards the participants’ experienceof focus, several users stated that they experienced
a deeper level of concentration (P2–P12, P14), where we interpreted their responses as a
perceived extraordinary sense of focus and presence. Participants exemplified this with
being in a world of their own (P4) in which you “both have to [in order to understand
the social scenario] and want to” (P6) be totally concentrated. Overall, this indicates that
the majority experienced a deep focus and willingly concentrated on the unfolding of
the VR scenario.

Experiencing focus appeared to come partly as a surprise in relation to the fact that
the virtual environment was animated, indicating that the immersive aspects of the social
scenario overpowered the fact that the virtual room and characters were stylized instead
of realistic in appearance. Here illustrated by participant P2:

I was surprised how “real” the experience felt despite being an animated
environment

Furthermore, five participants (P2, P3, P5, P6, P12) felt that it was easy to step
into the shoes of their character as well as to focus on the details of the scenario. P3
commented that they sustained a deep focus on the questions and answers in the scenario
and how the other characters behaved and responded.

However, some disruptive issues were noted. Although most participants found it
easy to enter the virtual world and understand what to do there, some stated that they
would have benefited from a more comprehensive introduction (P6, P8, P14). The par-
ticipants were neither instructed to put other devices in silent mode nor to allocate
undisturbed time when exploring the VR prototype. Most participants did not report
anything about disturbances, while two explicitly stated that they were not disturbed by
other technical devices (P4, P5), as if nothing existed but the virtual world they were in.
However, three participants were disturbed to some degree by other devices; P8 thought
that it might have been good to turn off their phone before going into VR, P10 initially
noted message sounds from their phone but later ignored them as it was not possible to
check messages when wearing a headset, and P13 reflected that it would be beneficial
to make sure you were not disturbed during the experience.

4.3 In-Depth Learning Including Emotional Response, Engagement
and Motivation

Prior to the experience, the participants stated expectations that it will be fun (P1, P5),
exciting (P3–P5, P10–P11, P13–P14), interesting (P5, P9, P11), inspiring (P6), that they
will be blown away and become engaged with the experience (P6), and that it will
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create curiosity (P2, P4). However, several participants had mixed feelings and also
expressed hesitancy – uncertainty about what will happen (P2, P14), whether VR adds
any value compared to conventional e-learning programs (P2), wondering if VR will
be difficult to use or cause nausea (P5), worries that the scenario will feel too real and
uncomfortable (P6) or that they would miss important information (P8). Overall, the
majority of participants had high expectations. They were curious to see what VR could
do for HR training practices.

Despite generally high expectations, all participants clearly expressed post experi-
ence that it exceeded their expectations. They described it as engaging (P1, P4, P9–P11,
P13), interesting (P1, P5, P9, P12, P13), fun (P3, P5, P8, P14), surprisingly strong and
realistic (P2, P6, P13), different (P5), inspirational (P6), exciting (P12), creating a sense
of presence (P7), and providing a higher dimension of training (P3). Our interpretation
was that they perceived the experience as highly valuable and relevant, indicating a real
potential to be used within HR practices.

Several participants (P2, P3, P7, P9, P11–P13) expressed statements that indicated
they felt strongly pressured or cornered in a realistic way – often somewhat to their
surprise – in the VR scenario. One highlighted how easy it was to feel empathy and
engage in the situation (P1). Although the scenario was strong, P14 further commented
that it could have ended on a more positive note (e.g. with smiling characters) in order
to strengthen the learning experience.

Overall, the participants stated that the VR experience was engaging. Several also
reflected on the higher degree of engagement created by the VR learning experience
compared with reading a text (P11) or using other mediums such as video or mobile
phone (P9), computer (P4, P7) and even real classroom settings (P3).

Some participants further compared the experience favorably to IRL training (P3-
P4, P6, P9, P11). It allowed them to test scenarios and play with outcomes (P6), which
provided opportunities to reflect upon consequences in a way that would not have been
possible in a real situation (P9). P6 also remarked that although it was an emotionally
strong experience, it wasmore relaxing than a real situation and allowed them to focus on
undertones in the setting and dialogue. It provided a good learning experiencewhich gave
them insights (P4, P11) as well as opportunities to learn about these types of challenges
and to try solving them in a safe environment at your own pace (P9). This is perhaps
best summed up by P9:

[this experience] provides safety [to learn] before stepping into a serious situation

Overall, a majority of the participants stated (P1–P3, P5, P6, P8–P14) that the expe-
rience has the potential to provide in-depth learning experiences. Some interesting notes
were that it could make you aware of your own instinctive reactions (P9), increase
emotional understanding of varying social situations (P10), and provide a deeper under-
standing of these situations (P5). Another participant noted that the scenario was easy
to remember in detail after finishing (P12). This indicates that VR has the potential to
provide deeper emotional learning around social contexts. Another interesting aspect,
highlighted by P1, was that this type of learning environment allows users to practice
how to “bring about their best self/behavior”, which could lead to better management of
these types of situations in real life as a result of virtual mental preparation.



VR for HR – A Case Study of Human Resource Development Professionals 243

4.4 Perspective Taking

Most of the study participants agreed overall that the intended design goal of providing
opportunity to practice and enriching the experience by exploring situations from dif-
ferent perspectives was fulfilled (P1-P5, P11–12). All but one of the other participants
agreed at least in part (P7-P10).

A majority of the study participants (P1, P3, P4, P7, P9, P11–P14) expressed that
they liked the reflective and explorative aspects of the learning scenario, e.g. that they
could experience the scenario several times at their own pace and test different choices
and outcomes. This was highlighted as important to develop skills (P4, P9, P13, P14),
illustrated by this comment from P4:

Indeed you had thoughts and reflections since you analyzed more and more after
each time you tried. So I agree that it was good practice.

Two participants found the scenario itself realistic enough, commenting that the dialogue
in the scenario helped them understand the situation (P11) and that the scenario itself
really showed how status could play out in a workplace meeting, as expressed by P13:

Realistic in that there are unspoken structures around a meeting table where dif-
ferent roles (sometimes people?!) have different status depending on what topics
are on the agenda or in the worst-case scenario their relationship to the leader.

Regarding the alternative choices throughout the scenario, two participants felt theywere
similar enough to not be obviously “right” or “wrong” and thus encouraged perspective
taking (P1, P11), which is described by P11 here:

I thought it was good that the alternatives had similar wordings, since it made
me really read and contemplate their meanings. But at the same time they were
different enough to make it worth doing the scene over several times and answer
in different ways, to see how different alternatives lead to different outcomes for
the others in the meeting.

Others thought it was too easy to see which choice was “right” and criticized the “politi-
cally correct” nature of this choice as not nuanced or realistic enough (P7, P9, P10). P10
suggested that the alternatives presented could be nuanced to better reflect real situations:

...often you need to nuance yourself a lot more so the people you’re interacting
with don’t lash out, even if the “politically correct alternative” is the right thing
to say or do in principle.

One study participant wrote that the experience triggered a competitive drive, which
could be understood as counteractive to perspective taking.
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4.5 Overall Results of the Three Design Elements

The three intended design elements – 1) focus on the training experience, 2) in-depth
learning including emotional response, engagement and motivation, and 3) perspective
taking – were confirmed by the participants. A majority of the participants experienced
a deeply concentrated focus on the experience. A majority also found it conducive to
in-depth learning. They described the experience as engaging, and several participants
reported a strong emotional response to the scenario. A majority also agreed that the
experience fostered perspective taking,mainly through being able to explore the scenario
from different perspectives.

An additional result was the participants’ recognition of VR-delivered social skills
training as innovative within the organization, positioning it at the forefront of digitaliza-
tion. The study also indicated that VR could be accepted by and even attract generations
that are older than “digital natives” as defined by Prensky (2001), considering that the
majority of participants were older than the digitally native age group. The participants
were able to start and use the VR prototype as intended despite no previous experi-
ence with VR, which indicates that usability potential is high for employees that are not
experienced in using VR.

4.6 Game Design Critique and Participants’ Suggestions for Improvements

One of the participants reflected that the game design could steer you towards only
trying to win the game by selecting the right answer, although they could also see how
receiving points could be helpful (P9). The same participant (P9) commented that the
“artificial” VR environment made the experience feel less real and that lack of realistic
detail in the agents’ facial expressionsmeant thatmuch of the nuance in real interpersonal
interactions felt missing (P9):

Miss the real human facial expressions that are a large part of human dialogue
and interpersonal interactions. VR as a platform = artificial office space/avatar
(sic) with a floating head. That disturbs part of my experience.

Another participant didn’t realize they were an actor in the scenario until after some time
(P8).

Suggestions for improvements included having a voiceover presentation of the the-
oretical parts instead of reading them as text, to provide micro-information during the
learning experience instead of presenting it at the end, to branch out the scenario more
so different choices would lead to more alternative situations, to provide an opportunity
to “debrief” after the experience in case it leads to strong emotional reactions, and to
add the option of entering a more realistic mode later in the experience, with less time
to reflect and pick and choose among the choices.

5 Discussion

The purpose of this study was to investigate the potential of innovative technologies in
the field of Human Resource Development (HRD) in organizations in terms of Virtual
Reality (VR) for social skills training in the workplace.
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The first research question aimed at identifying the critical elements in the design
process of this VR prototype for social skills training in the workplace. The result is
an identification of three intended design choices – 1) focus on the training experience,
2) in-depth learning through emotional response, engagement and motivation, and 3)
perspective taking.

The second research question was to investigate HRD-Ps’ views on the potential of
using VR for HR matters, based on their experience using this VR prototype. The result
is that the three intended design effects were confirmed. The participants’ reflections
also yielded additional results recognizing the experience as innovative.

5.1 Focus on the Training Experience

The results of this study confirm the intended effect of using VR to increase focus and
reduce distraction during learning events. Most of the study participants described how
they naturally became very concentrated and engaged in the scenario. This is in line with
previous research on focus in virtual scenarios (Fletcher et al. 2017). Increased focus
could be one of the reasons why VR training produces better outcomes than other types
of training as reported by Howard et al. (2021).

One beneficial effect of using VR compared to an IRL role-play is reduction of
stress and social overload that can be detrimental to focusing on the learning process;
stress caused by interacting with the other participating learners and/or trainers or actors.
Another factor contributing to focus mentioned by participants was that the VR learning
experience distracted them from immediate call to action on incoming messages in their
computer or mobile phone. For obvious reasons, visual attention is restricted to the
learning event due to the HMD covering the learners’ eyes. Mobile devices and personal
computers are a near ubiquitous necessity in today’s working life, but it is important to
consider the risk of distraction and inefficient learning when these devices are brought
into a training session. Valuing the learners’ increased focus could be an important factor
when HRD calculates the return on investment of their organization’s learning portfolio
if integrating innovative technologies like VR.

5.2 In-Depth Learning Including Emotional Response, Engagement
and Motivation

In the design process, we assumed that in-depth learning through emotional involvement
was an important feature to digitally mimic IRL role-play mechanisms, especially when
approaching sensitive topics in social skills training in the workplace. Most participants
reported high engagement and emotional involvement in the VR scenario, which indi-
cates that the findings of Roswell et al. (2020) and Akdere et al. (2021) also apply to
social skills training in organizations.

The VR prototype was spontaneously characterized by participants as a safe learning
environment. A safe environment is a beneficial prerequisite when aiming at triggering
emotional responses for in-depth learning. Schmid Mast et al. (2018) claim that prac-
ticing with agents can alleviate social stress for the purpose of learning. The result of
this study indicates that training with agents created the intended emotional response
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and suggests that this feature can effectively contribute to social skills training in the
workplace.

Another interesting finding was that several participants considered the experience a
better opportunity for learning compared to real-life scenarios, since you could progress
at your own pace and go back and forth in time in the scenario. This is an advantage of
VR training that Schmid Mast et al. (2018) mention. It is important to highlight that this
valued opportunity can be limited in IRL role-plays.

5.3 Perspective Taking

We also assumed that enabling perspective taking through conscious game design would
be an important feature tomimic effects or IRL role-play training.Theparticipantsmostly
confirmed this intended effect of fostering perspective taking within the scenario, even
though their reflections on this design element also contained some mixed reactions.

The scenario felt realistic enough to most participants, and the game design helped
them explore how choosing different responses affected the outcome not only for them-
selves, but in what they observed in the agents’ responses. The possibility to go back
and make new choices, which was frequently mentioned in the area of in-depth learning,
was the most mentioned positive aspect in this area as well.

As Coffey et al. (2017) and Roswell et al. (2020) reported, VR training can elicit
empathic reactionswhich is a formof perspective taking. Several participants’ reflections
in this study expressed empathic reactions toward agents in the scenario, suggesting that
they did take their perspective despite knowing they were not real people. However, a
few of the participants did not fully agree that the prototype’s experience felt realistic
enough, either as a result of the intentionally simplistic visual design or as a result of
the scenario and response choices given not being close enough to real life. This finding
highlights that a variance in preferences regarding visual and game design should be
considered. How it affects learning experiences is important to investigate further, as
well as the importance of developing more complex and nuanced scenarios than what
was possible within the budget of this prototype.

We consider it especially interesting that our VR prototype, which was designed
in a simplistic cartoonish manner, produced the high level of engagement that most
participants reported. It is also valuable to discuss what did not occur; the voices of the
agents did not cause any comments from the participants. This can be interpreted as the
voices being perceived as appropriate.

5.4 Potential Advantages and Challenges Using VR for Social Skills Training

Drawing on the result that most study participants viewed VR as an effective tool to
enhance training on social skills in the workplace, we will now discuss several potential
opportunities for employers and HR in organizations.

A clear advantage is the potential for scalability and cost effectiveness compared to
IRL training. Implementing VR can enable employers and HR to scale science-based
learning on the subject of social skills in an economical way, to a geographically dis-
tributed workforce with accuracy and systematicity. This can be especially valuable for
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global management programs or talent programs with participants from different parts
of the world. As both Schmid-Mast et al. (2018) and Howard et al. (2021) ascertain,
VR training is less costly compared to IRL training. The requirement of specific equip-
ment such as an HMD for delivery of training could be perceived as an economical
disadvantage. However, contemporary HMDs are comparable to smartphones in price.
Once the equipment is paid for it can also be used repeatedly without incurring further
costs, unlike IRL training. The rapid development pace in the field of HMDs will further
improve both quality and cost in the future.

Secondly, using a VR training experience enables organizations to better ensure
consistent quality of training in social skills. Even though IRL social interaction will
always remain important to organizations and their training programs, VR could be
considered both as a replacement for parts of IRL training and as a reinforcement of
it if integrated as a preparational or follow-up activity to an IRL event. It is also an
opportunity for academia to implement its research in workplaces.

Another important advantage of usingVR for social skills training is to ensure fulfill-
ment of legal requirements placed on employers regarding their socialwork environment.
Providing social skills training through VR could be an efficient way of meeting these
requirements, especially when they emphasize the importance of processes having a
systematic approach.

Furthermore, our results indicate that the use of VR for HR can, both internally and
externally (e.g. towards candidates), position the employer as innovative and digitalized.
This is important for HR since these features attract new generations by using technolo-
gies they find attractive and natural. A potential challenge could be lower acceptability
of VR training for older generations. However, this perception is contradicted by recent
research (Howard et al. 2021) as well as by the results of this study. Age does not seem
to impact negatively on the experience of VR training.

Using VR could also enable dealing with workplace gender inequality and cultural
differences. Our VR prototype is based on a relational power perspective (Bourdieu
1977) on HR and organizations (Nordin Forsberg 2020). The scenario itself is centered
on oppressive social interactions that are frequently, although not exclusively, gendered
in nature. VR training programs like our prototype can contribute to gender equality
in an organization. Providing standardized social skills training to foster intercultural
competence and sensitivity through VR can ensure that all parts of the organization
receive the same message, and lessen some of the communication issues and conflicts
associated with diversity that Stahl (2010) reports.

On a societal level, using VR for social skills training could contribute to the global
SustainableDevelopmentGoals (SDG) defined by theUnitedNationsGeneralAssembly
(2015). Even though we apply an organizational perspective in this study, a positive side
effect of social sustainability with an organization can be considered – to contribute to
individuals’ quality of life by reducing bullying and discrimination in the workplace.
VR delivered social skills training can stimulate informed and science-based dialogues
and insight. Topics that can be regarded as complex and uncomfortable to discuss could
potentially be appreciated and even entertaining following a well-balanced VR game
design and dramatization. Replacing some IRL learning modules with VR learning
experiences in leadership or talent programs with geographically distributed learners
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could also contribute to reducing the carbon footprint. This leads to a possible positive
effect on ecological sustainability as well as social and financial sustainability.

5.5 Future Work

We suggest a forward research agenda on several topics. The return on investment
between IRL roleplay, based on its temporary existence, should be compared to VR
training and its scalability and systematic benefit. This should include clear cost effec-
tiveness calculations. How the effect of different degrees of simplistic versus photoreal-
istic design of avatars/agents affect the experience should be investigated, to guide future
VR experience design towards the most effective visual representations.We also suggest
investigating how an evenmore complex game design can be realized. This could include
how to construct alternative choices to “the right answer” that are perceived as realistic
and relevant enough to mimic a real-life situation, as well as use our participants’ sug-
gestions for further development of game design. One participant suggestion we found
particularly interesting was to add an opportunity to enter a more life-like mode at a
faster pace. Another interesting research topic would be to measure the learning effect
of VR experiences for social skills training. Finally, we suggest further investigation of
diversity and inclusion in terms of both design and technology regarding cyber-sickness,
the ability to read a text, and how to provide complementary alternatives to text.

6 Conclusion

Today, HR tends to be low on the priority list when it comes to tech investments. We
initiated this study because we firmly believe that novel technology has the potential
to push the envelope and disrupt HR work through digitalization. We conclude that
VR for social skills training, specifically in the area of dealing with master suppression
techniques at work, can be a valuable and scalable addition to the HRD toolbox. VR for
HR has the potential to create engagement and provide insights into HR matters that are
otherwise difficult and sensitive to train and deal with in real life. One key benefit we
found of using VR for social skills training is that it allows the learners to practice in a
safe environment and at their own pace. This allows both for deeper reflections on how
difficult it can be to manage certain social challenges and for tesing different approaches
through trial and error. We also found that the tested VR application supported in-depth
learning of social skills through a design that supported focus and promoted empathic
perspectives for other roles in the social scenario used. We further conclude that the
main game design challenge for this type of application is creating balanced and rich
scenarios. Finally, using VR for HR was perceived as innovative and could stimulate
further real-life dialogues toward an attractive and healthy workplace.
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Abstract. There is a growing vision for augmentations that enhance
cognitive capacities – extending our perception, enhancing our attentive
capabilities, enriching our memories, and supporting higher order think-
ing (e.g., decision making). These tools will take a variety of forms, from
the already-ubiquitous smartphone, to the growing smart glasses land-
scape, and even implants. The idea that such augmentations may have
unintended consequences or could be intentionally hijacked for harm is
already present in popular culture – to what extent are such concerns
grounded in reality? How might we identify potential harms and the cir-
cumstances in which they are amplified or reduced? What controls might
reduce the risk of cognitive harm when technology is used to extend per-
ception and intellect? In this course, we provide researchers with an
overview of the research landscape for cognitive augmentation, provide
some case studies of harms and the techniques used to measure them,
and engage in some critical reflection on future controls (technical, social,
political).

Keywords: Augmented Humans · Augmented Intelligence · Dark
Patterns · Assistive Technologies · Cognition · Perception · Human
Factors

1 Intended Audience and Learning Objectives

This course is aimed at students and researchers with interests in human aug-
mentation, dark patterns, cognition, or cyberpsychology. As an inherently inter-
disciplinary topic, the course welcomes attendees with backgrounds in computer
science, psychology, or other relevant disciplines.

At the end of the course, attendees will:

– be aware of history, current trends and future visions in cognitive augmen-
tation, including: (i) cognitive processes, (ii) target populations and applica-
tions, and (iii) technologies/form factors
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– have a detailed understanding of some specific cognitive vulnerabilities asso-
ciated with human memory augmentation

– be equipped to conduct research to measure the cognitive phenomena that
underpin potential dark patterns and other harms in perceptual and intellec-
tual augmentations.

– understand the landscape for harm mitigation in this domain, both technical
and non-technical.

2 Content and Structure

This three-hour course is structured into four units (see Table 1): the first unit
provides the core context, giving a whistle-stop tour of cognitive augmentation;
the second is a deeper consideration of how augmentation of a specific cognitive
capacity might lead to vulnerabilities; the third explores approaches for measur-
ing the potential for, and impact of, cognitive harms that may emerge as a result
of augmentation; and the fourth at how technical and non-technical controls can
help to mitigate against unintentional and deliberate harm.

Table 1. Course structure.

Session 1

Unit 1 Context: Augmentation of Senses and Intellect

10 mins Tutor, attendee and course introductions

20 mins Overview of cognitive augmentation

15 mins Ideation exercise: envisaging future interventions

Unit 2 Case Study: Consequences and Vulnerabilities for Human Memory Augmentation

10 mins Overview of human memory augmentation and associated harms

10 mins Case Study 1 – The photo impairment effect

10 mins Case Study 2 – Retrieval induced forgetting (RIF)

15 mins Ideation exercise: exploitation opportunities

Session 2

Unit 3 Methodologies for the Study of Cognitive Harms

15 mins Overview and ethical considerations

15 mins Collaborative design exercise 1: controlled study

15 mins Collaborative design exercise 2: applied or in-the-wild study

Unit 4 Controls and Mitigation

10 mins Overview

25 mins Envisaging future controls

10 mins Wrap-up

2.1 Unit 1: Augmentation of Senses and Intellect

Course tutors will provide a concise summary of the field of cognitive augmen-
tation. This will include an overview of human cognition (i.e., key processes –
perception, attention, memory, higher order thinking/reasoning), highlights from
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the research to date (e.g., SenseCam for episodic memory [6], Camouflage and
Consider for reasoning [7], and the relevant technology landscape (e.g., mobile
and wearable devices, neuroprosthetics/implants/brain-machine interfaces [2],
edge computing, and pervasive computing [9]). Attendees will then engage in a
collaborative activity to envisage future interventions; elicited interventions will
be shared in plenary and will subsequently be revisited in Session 2.

2.2 Unit 2: Case Studies

Tutors will draw on their own, and others, recent research in novel security
challenges for human memory augmentation. This will include two case stud-
ies centred on observations of two cognitive phenomena – the photo impair-
ment effect [5] and retrieval-induced forgetting [1]. Case studies will draw on
the authors’ published [3,4] and ongoing research (e.g., [8]). Group discussions
will then explore how these phenomena could be realised in future technologies.
These discussions will draw on ideas such as algorithmic bias and dark patterns.

2.3 Unit 3: Methodologies

Tutors will provide an overview of methodologies for the study of cognitive
harms, with particular emphasis on the unique practical and ethical challenges
that arise when conducting research in this domain. The group will then revisit
the cognitive augmentations that emerged in Session 1 and explore how asso-
ciated harms might be identified and measured both in terms of fundamen-
tals/controlled study, and at more applied level/in-the-wild study. This unit
will draw on the authors diverse research experiences, that include controlled
user studies (both in the lab and online); technology probes, deployments and
research in-the-wild; and qualitative research.

2.4 Unit 4: Controls and Mitigation

In this highly-speculative unit tutors will introduce some broad areas for future
mitigation, encouraging attendees to consider the role of tools such as heuris-
tics/design guidelines, algorithms, audit trails, social norms, policy and legisla-
tion in preventing and mitigating against intended and unintended harms that
arise from cognitive augmentation.

3 Reading List

In addition to works cited in previous sections, we would particularly draw on
and signpost the following:

P. Atkinson and R. Barker, “‘Hey Alexa, what did i forget?’: Networked
devices, Internet search and the delegation of human memory,” Convergence,
vol. 27, no. 1, pp. 52–65, 2021.
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S. Clinch, O. Alghamdi, and M. Steeds, “Technology-induced human memory
degradation,” in Creative Speculation on the Negative Effects of HCI Research
(CHI 2019 Workshop)., 2019.
N. Davies, A. Friday, S. Clinch, et al., “Security and privacy implications of
pervasive memory augmentation,” Pervasive Computing, IEEE, vol. 14, pp.
44–53, 1 2015, issn: 1536–1268.
P. Elagroudy, M. Khamis, F. Mathis, et al., “Impact of privacy protection
methods of lifelogs on remembered memories,” in Proceedings of the 2023
CHI Conference on Human Factors in Computing Systems, 2023, pp. 1–10.
A. Schmidt, “Augmenting human intellect and amplifying perception and
cognition,” IEEE Pervasive Computing, vol. 16, no. 1, pp. 6–10, 2017.
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Abstract. One of the most important aspects of software development is that
the software is suitable for the intended users. Software professionals often tailor
software development to their own needs, resulting in the software being unsuit-
able for many users. The course will introduce a User-Centered Design Sprint
(UCD Sprint) process, which aims at extending the understanding of users’ needs
and wants. Participants will practice two steps from the UCD Sprint: the user
group analysis and stating user experience goals. This in-person course appeals to
researchers and developers interested in exploring their innovative ideas through
a user-centred progressive and concise step-by-step process.

Keywords: User-Centred Design · User-Centred Design Methods · Design
Sprint · Software Design · Concept Design

1 Background

A design sprint procedure was presented in a book by Knapp and colleagues in 2016
[3]. Those design sprints consist of a 5-day collaborative design process where seven or
fewer people work together, who have different backgrounds, for example from man-
agement, finance, marketing, customer research and technology. The sprint manager
should have experience with the methodology and lead the team through the method-
ology with specific instructions and timing for each method. The process includes both
group discussions and individualized idea development In design sprints from Knapp
and colleagues, users participate in the process once, on the last day of the sprint.

The User-Centred Design (UCD) Sprint was proposed by HCI researchers from
Finland, Iceland, Denmark, and Estonia in 2021 [1]. It is a cost-effective process to
define what to design in the early stages of software development, especially focusing
on exploring big and innovative ideas. The UCD Sprint methodology was developed
to introduce more user-centered methods into design sprints [1]. In the UCD Sprint
methodology, considerable time is used to understand the needs of the user groups.
The UCD Sprint methodology provides a clear framework that explains step-by-step
what needs to be done for each phase of the design process, making it a good fit for
teaching user-centred methods [7]. The UCD Sprint methodology includes phases to
define user groups, understand their needs, define user experience goals for the project,
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develop a design solution and evaluate it with users through prototype testing [1]. The
initial methodology is two weeks long, with time also taken for the teaching of the
methods and the final presentations of each team. When the methodology is applied
by professionals familiar with user-centred methods, the process can be shorter. One
advantage of user-centred design sprints is that the methodology is more flexible than
Knapp’s methodology, so it is not necessary to understand that certain methods are used
on certain days.

An introductory course on the UCD Sprint process was given at the INTERACT
2021 conference [5], the NordiCHI 2022 conference [6], and the CHI 2023 confer-
ence [7]. In the UCD Sprint, the step-by-step process of Knapp’s design sprint [1] is
modified and combined with methods and techniques from User-Centred Design and
Experience-Driven Design. It is an inclusive process, as the step-by-step process allows
team members with various backgrounds to participate in the initial analysis and design
process. Since new ideas for development are exploredwhile conducting theUCDSprint,
it fits particularly well for user-centred exploration of innovative projects in their first
stages.

2 Course Aims, Learning Outcomes & Intended Audience

We propose an in-person course at INTERACT 2023 on the UCD Sprint, where we
explain the structure of the UCD Sprint process, why and when to use the process, and
whom to invite to attend the UCD Sprint. Participants practice two lesser-known steps
from the process: a user group analysismethod and settingUXgoals by using our support
material provided on the ucdsprint.com website. At the end of the course, we discuss the
benefits and possible hindrances of using the process in both industry and educational
settings in academia.

By the end of the course, participants:

• will understand why and when to use the UCD Sprint process
• will understand the structure of the UCD Sprint
• can apply two steps in the UCD Sprint process, user group analysis, and UX goals
• can utilize the ucdsprint.com website to work independently on the UCD Sprint

We envision that INTERACTattendeeswouldwant to take this course to learn how to
involve users in a structured step-by-step way in the early phases of innovative research
or software development projects. A similar version of the course has been given at
INTERACT 2021, NordiCHI 2022 and CHI 2023 [5–7].

The intended audience of this course includes:

• Researchers and students interested in design sprints that integrate user-centred design
methods

• Educators interested in including the User-Centred Design Sprint approach in their
teaching

• IT professionals that are interested in learning about a user-centred way of running a
design sprint.
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We assume the participants to have some prior knowledge of user-centred design.
Ideally, the participants have participated in the first steps of idea discovery for software
projects. Participants familiar with design sprints will learn how to focus more on users
and involve them more frequently in the design sprints.

3 Course Content

The UCD Sprint process has a well-defined structure of 18 steps in 3 phases: Discovery
phase, Design phase, and Reality Check phase, as shown in Fig. 1.

Fig. 1. An overview of the 3 phases and the 18 steps in the UCD Sprint (images © Might Could
Studios)

Unlike in many design sprints, representatives of the user groups are involved three
times during the UCD Sprint: First during interviews in the Discovery phase and twice
during the Reality Check phase: during paper prototype testing, and while user testing
a realistic clickable prototype. Methods have been developed and integrated into the
UCD Sprint to pay thorough attention to the users’ needs during the early stages of the
software development project, such as the User Group Analysis method, setting UX
goals, and prototyping. Each step of the process builds on the results of the previous
steps. The ucdsprint.com website gives instructions on how to conduct the UCD Sprint
process.

The UCD Sprint is based on a number of studies on UCD methods and aims at
discovering user needs and design preferences [1]. UCD Sprint guides software profes-
sionals through the methodology step-by-step in a concise manner. The objective is to
implement a precisely selected part of the system and test it with users in a fast and
efficient way in order to test the software concept early with the users themselves before
embarking on costly development [1, 5].

In this INTERACT course, we explain the structure of the UCD Sprint process,
when to use the process, and whom to invite to attend the UCD Sprint. The process is
adaptable and provides a flexible schedule that works for remote and in-person teams,
experienced or beginners alike. Participants practice two steps from the process that
are less-known methods: User Group Analysis method (Discovery - step 2) and Setting
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UX goals (Discovery - step 4). These steps focus on a deep understanding of user and
system needs and goals, addressing one of the main issues that lead to failure in new
software launches – misunderstanding of users. At the end of the course, there is time
for discussions on how to use the UCD Sprint in various types of projects. The course
is scheduled in two 75 min sessions and the content of each session is described below.

Session 1:

• Introduction to the course schedule and the presenters.
• Introduction to the UCD Sprint process.
• Introduction to the user group analysis method – Discovery - step 2 in the UCD Sprint

process.
• Participants do a practical task using the user group analysis method.
• Discussion of the benefits of the user group analysis and how best to adapt it to

individuals and teams.

Session 2:

• Introduction to UX goals – Discovery – step 4 in the UCD Sprint process.
• Participants do a practical task on exploring and deciding UX goals.
• Discussions on how UX goals could be evaluated.
• Introduction to how the process could be used in the industry and research.
• Q/A session and open discussion at the end.

Participants will work on two practical tasks. In session 1, participants are asked to
use the ucdsprint.com website and download a template to analyze the context of use
for one chosen user group for a provided case. They first work individually on analyzing
and then have the opportunity to discuss in pairs their analysis and ask questions to the
course instructors. In session 2, participants are asked to use the ucdsprint.com website
and download a template to define user experience goals for a provided case. They first
work individually on defining 3 UX goals and then discuss in groups of three and make a
joint decision on 3 UX goals for the entire group. At the end of this session, participants
get the opportunity to ask questions to the course instructors and discuss.

During the course, the participants explore the ucdsprint.comweb for additional sup-
port in conducting the practical sessions. Additionally, a website explaining the course
is available.

Acknowledgments. We thank Nordplus for funding the series of courses, and the students for
the permission to use the course feedback data for publishing papers on the course development
and the proposal of the UCD Sprint. Virpi Roto was supported by the Business Finland grant on
81/31/2020. Marta Larusdottir was granted from Reykjavik University Education Fund to build
the supporting website: ucdsprint.com.
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Abstract. This paper on industrial experience reports on two promi-
nent public transport companies who decided to incorporate diversity
more substantially into their corporate culture. To achieve the integra-
tion, an initiative was started and a project together with Fraunhofer
Austria Research (Fraunhofer) and Technische Universität Wien (TU
Wien) was launched. The project aims to support the companies in
preparing their strategy for upcoming challenges such as the retirement
of a large corpus of workers, recruiting new trainees, and finding new jobs
for people within the company, whose working environment has changed
drastically, e.g., due to the loss of bus or train driving licences because
of health restrictions. The desired integration to strengthen diversity in
their corporate culture started with shop inspections, expert interviews,
diversity & future workshops, and a user study on a prototypical work
system. The results were incorporated into diversity guidelines consider-
ing various drivers of change.

Keywords: Spatial Augmented Reality · Industrial Repair and
Maintenance · Diversity in the Workspace

1 Initial Situation

The public transport industry in Austria is facing significant challenges that
require a proactive approach. They include retirements, the emergence of new
technologies, ongoing digitalization activities, and the problem that workers
have, who need to work longer until retirement, but are not longer capable
of pursuing their job in their respective work environments due to health issues
(e.g., loss of driving licence because of high blood pressure). To overcome these
challenges, two Austrian companies from the public transport sector, referred to
as Company A and Company B, collaborated with Fraunhofer Austria Research
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(Fraunhofer) and Technische Universität Wien (TU Wien) in a project1 which
commenced in August 2021, with the following goals serving as its initial objec-
tives.

1. Evaluation of future technology leaps in the workplace and their effects, as
well as the current conditions in the workplace

2. Consideration of emerging constraints as well as existing and upcoming diver-
sity (new hires, retirements)

3. Examination of qualification and competence requirements in the course of
diversity-appropriate work system design

4. Prototypically implemented diversity-appropriate/sensitive work system to
demonstrate diversity-relevant design aspects in industrial repair and main-
tenance

5. Internal creation of transparency and knowledge about competitive advantages
through diversity-sensitive work system design

6. Derivation of recommendations for action and creation of a set of guidelines

To accomplish the first three objectives, various established Human-Computer
Interaction (HCI) methods were used, which are outlined below. Based
on the findings of the first three objectives, a prototypical diversity-
appropriate/sensitive work system (diversity in this regard including but not
limited to: gender, ethnicity, age, sexuality) was built which enabled a deeper
understanding of diversity-friendly work system design. Finally, recommenda-
tions for action were then developed (Sect. 3).

2 Methods

To ensure a comprehensive understanding of the situation within the two com-
panies and establish a common ground regarding the potential of emerging tech-
nologies, the following HCI activities were carried out.

2.1 Shop Inspections

Shop inspections were carried out to provide the academic project partners with
an accurate and comprehensive understanding of the situation. The two indus-
try partners’ repair and maintenance sites were visited multiple times. After a
general tour through all shops, employees were asked about the situation and
their day-to-day experiences. The impressions were recorded in the form of notes
by at least two people from the visiting academic project partners.

Emerging Challenges Identified Through this Method: Working over-
head, lifting heavy parts, administrative procedures required by vehicle manu-
facturers, health-related loss of driving licences and therefore inability to work
in track operation, as well as tech-leaps due to new vehicles requiring new skills.
1 Funded by the Austrian Chamber of Labour.
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2.2 Expert Interviews

After completing the majority of the visits, four expert interviews with different
trainers from the companies were conducted. To analyze the outcomes of these
interviews, the essential first two steps of the “Thematic Analysis” framework, as
outlined by Braun and Clarke [1], were applied. However, given the limited avail-
able project resources, a complete thematic analysis to identify the challenges
was considered to not justify the costs for the project.

Emerging Challenges Identified Through this Method: New vehicles
require new learning processes (also emerged from 2.1), trainees start from differ-
ent levels and have different prior education, some trainees are more/less talented
than others and therefore need less/more time to learn different repair steps,
recruiting trainees is difficult (lack of trainees in the past), enhance motivation
to strengthen employee loyalty and prevent drop outs from training, switching
between different workshops to find suitable jobs for all employees.

2.3 Diversity and Future Workshops

To foster collaborative work with our industry partners and leverage their exper-
tise, two workshops were conducted simultaneously: a diversity workshop elabo-
rating forms of diversity and a future workshop that focused on emerging tech-
nologies. The aim of both workshops was to enable a structured but creative flow
of ideas. All available participants sent by the industry partners took part in both
workshops. The primary goals of these workshops were twofold: to identify addi-
tional challenges that have not yet been uncovered by the inspections or inter-
views, and to validate already identified challenges using alternative methods.

Emerging Challenges Identified Through this Method: Retirements, sur-
facing special needs, lack of trainees in the past, and different talents were all
brought up again and therefore validated. The discussion of the prototypical
work system led to the decision to implement an Augmented Reality (AR) sys-
tem using in-situ projections, as described in [3] or [5].

2.4 Prototypical Work System

First of all, it was necessary to define the prototypical work system that would be
implemented and evaluated through a user study. To familiarize industry partici-
pants with the latest technologies, academic project partners showcased a variety
of technologies in the pilot factory (an interactive exhibition of potential future
technologies) of TU Wien and presented them to industry partners. Afterwards,
the topics diversity, technologies tried out in the past, and ideas for supporting
technologies in the future were discussed by brainstorming in breakout groups
together with the academic partners.
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The result was a prototypical implementation, which covered two typical
repair tasks, one for each industry partner, and included three types of support:
texts projected onto or near the parts; videos projected near the parts; aug-
menting different parts with arrows and other symbols to show where a repair
step occurs. Switching between different steps in the repair process was possible
through a mock button using a Wizard-of-Oz-Approach (see Fig. 1).

Implementation and User Study: The user study was designed based on
standard usability study literature, specifically [2,7,8,10], and followed the pro-
cedure outlined below:

Fig. 1. Prototype of the AR Work System for Repairing an
AC Aggregate

1) collect partic-
ipants’ consent to
the recording of audio
and video, 2) filling
out a demographic
questionnaire (left-
or right-handed, pri-
mary education, posi-
tion in company),
3) conducting the
actual repair pro-
cess, 4) filling out
NASA-TLX [4], 5)
filling out SUS [6],
6) filling out a feed-
back questionnaire
which replaces post-
interviews (because
of the availability of the industry partners, tests had to be held in parallel),
7) filling out DigiKoM (a competence assessment of oneself and one’s company)
[9]. Two user groups were compared (employees from both companies and TU
Wien students). Between the two groups, the students were faster in one repair
task and the employees in the other. The usability was generally considered good
(ca. 80% on the SUS), and the task load was perceived as low as measured by
the NASA-TLX.

3 Resulting Recommendations and Guidelines

Based on the results of the user study, we recommend considering diversity in
any step of company changes. An initial chart (Fig. 2) has been conceptual-
ized. The initial situation is depicted through the identified drivers of change.
In case of technological changes, the current state of the work places and the
employees’ competencies have to be considered rigorously. A good way to gain
experience in dealing with diversity is including external experts and creation of
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awareness through confronting employees, who are affected by changes, (contin-
uously, in iterations) with the possibilities of new technologies; and listen to their
thoughts about said technologies. Independently of the specific driver of change,
it is important to always have a clear and current picture of the competencies
which are needed for certain tasks. When assessing competencies, we consider
it important to always keep in mind how diversity factors can create differences
and which kind of role the technology can take. As a final step, the actual work
space design has to be elaborated on, from a physical as well as an information
flow perspective (feedback by participants: language is of utter importance!).

Fig. 2. Interplay of Diversity & Drivers of Change

Currently, we are in the process of developing more detailed guidelines to
make them practical and applicable for our industry partners.

Acknowledgements. We greatly acknowledge the financial support from the “Digi-
talisierungsfonds Arbeit 4.0 der AK Wien”, project name: MAXimizeMe.
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Abstract. Accessibility in the commercial game industry has changed substan-
tially in the last 5 years. From independent to very large studios there has been a
substantial increase in the range and type of options that are available to disabled
players. However, we do not have a clear picture of who is driving this change
within studios. In this paper, we present the analysis of the roles of game profes-
sionals attending an industry facing professional development course on game
accessibility. These results highlight that people from across the game industry,
including a substantial number of people in leadership roles, are training to de-liver
accessible experiences as a core component of game design.

Keywords: Game Accessibility · Player Experience · Training

1 Introduction

Accessibility for disabled people1 in digital games has gone through an incredible period
of growth in both research and practice in the last 5 years. The research space has moved
increasingly to player experience driven approaches while the international game indus-
try has committed substantial funding, time, and effort into creating a more accessible
environment for gaming. With many games providing a robust and rich set of acces-
sibility options for players to tune gameplay such that they can have the experiences
they want from their games, there is an opportunity to understand how the changes in
accessibility are being operationalized in studios.

In this paper we present data from the evaluation of the Certified Accessible Player
Experiences® Practitioner (CAPXP) training course offered by the AbleGamers Charity
with a focus on the roles of game professionals who take the course. This analysis shows
that range of roles that engage in accessibility training is broad, with professionals
from across the studio taking ownership of accessibility through their own training and
development.

1 In this paper we have chosen identity first language over people first language which is con-
sistent with some communities. We acknowledge that language around disability is evolving
and have made this choice for consistency within the paper.
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2 Context of the Training Course

The AbleGamers Charity2 (AbleGamers hereafter) is a 501(c)3 charitable organization
headquartered in West Virginia, USA. The organization has a mission to enable play for
disabled people to reduce social isolation and improve quality of life through gaming.
It does this through a variety of activities including: the fostering of inclusive game
communities, peer counselling services to help people game, user research services
working to make games more accessible, and professional development which trains
game professionals in how to create more accessible gaming experiences.

CAPXP is a continuing professional development (CPD) course launched in Septem-
ber 2019byAbleGamers anddelivered through either in-studio training or throughonline
classes. The course is marketed broadly to the game industry as a means for studios to
increase the knowledge and expertise of accessibility in their studios. There are no role
requirements for this course other than someone be in, or are developing towards, a
career as a game professional3. The overall learning outcomes of the CAPXP program
are to provide game professionals with the ability to:

• advocate for accessibility in their studio using social, legal, and financial cases,
• articulate the barriers in games encountered by different groups of disabled players,
• describe the experiences disabled players want to have in games,
• identify potential accessibility barriers in their games,
• apply the Accessible Player Experiences® (APX) Design Patterns4 to generate new

ideas for solutions to accessibility barriers,
• propose and justify solutions to accessibility barriers in their games.

The course is delivered through a series of interactive lectures and small group
exercises that apply the knowledge gained. The course begins by game professionals
learning about the different groups of disabled people and the types of barriers they
may encounter in games. These barriers link specifically to different groups of design
pat-terns that help game professionals identify and generate new accessible designs.
Finally, the course concludes with a large design exercise where participants choose one
of several different gaming scenarios and undertake a fresh design where they use their
new knowledge to minimize accessibility barriers.

After the course is complete, participants are asked to complete a test on their
knowledge, with certification awarded after the completion of this test.

2 Website: www.ablegamers.org; GuideStar: https://www.guidestar.org/profile/30-0533750.
3 In this work we refer to game professionals. This is the broad grouping of leadership, man-
agement, designers, artists, producers, engineers, quality assurance personnel and more who
are commonly referred to as “game devs” in the industry. Due to the topic we have chosen this
term to avoid confusion within the results.

4 Website: https://accessible.games/apx.

http://www.ablegamers.org
https://www.guidestar.org/profile/30-0533750
https://accessible.games/apx
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3 Methodology

3.1 Design

To evaluate the efficacy of the training program, participants are surveyed with three
different feedback questionnaires. For each questionnaire, participants are informed that
their participation is voluntary and are provided with an information sheet and con-sent
form regarding the use of their anonymized data.

When a participant registers for the course they are sent a linkwith to the pre-training
questionnaire to collect demographics including their age, self-identified gender, and
whether they identify as having a disability. Further they are asked their role in the studio,
their self-rated accessibility expertise and whether they are familiar with accessibility
sources of knowledge such as guidelines, legislation, or other accessibility tools.

Participants are also sent post-training questionnaires about their satisfaction with
the course and evaluating their knowledge of accessibility. The post-training question-
naire is issued immediately after the course and then repeated after 10 weeks. This paper
deals with only data from the pre-training questionnaire.

Secondary analysis of this data for purposes of research was approved by the ethics
research board at the University of Prince Edward Island.

3.2 Participants

There were 243 participants who completed the pre-training questionnaire as of March
2023. 81 participants identified as being between 18–29 while 160 were 30 and older,
with 2 participants not giving their age. 141 participants worked at game companies
larger than 250 people, 47 in companies between 50 and 249 people, 31 worked at
smaller studios with fewer than 50 people, and 24 identified as being from outside the
game industry. 167 participants had three or more years of experience creating games
and 50 had two years or less. The mean number of participants that came from any one
organization was 3.72 with a standard deviation of 6.40.

Table 1 presents the self-ratings of participants in their expertise in accessibility.
Most participants rated themselves below a rating of Skilled in accessibility (217/243,
89.3%).

Figure 1 shows the mean ratings of familiarity with different representations of
accessibility knowledge (rated on a scale from “Not at all familiar” - 0 to “Very familiar”
- 5) with means below 3 on the 5-point Likert scale. This along with the self-rated
expertise indicates that while participants had some accessibility knowledge coming
into the course, there was not deep knowledge within the participant pool.

3.3 Analysis

A conventional content analysis with an open coding scheme was undertaken of the role
titles provided by participants in an open-answer text box. The research goal of this
analysis was not to produce a comprehensive taxonomy of roles in studios, but instead
to identify what domains of work participants undertake in their studios when applying
their accessibility knowledge from the CAPXP course.
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Table 1. Participant self-rated expertise.

Accessibility Expertise Participants (n)

Expert 0

Skilled 26

Somewhat skilled 85

Not so skilled 73

Novice 59

When participants described roles that fell under multiple codes, they were multiply
coded. For example, the role title “UXEngineer” or “UI Engineer”were both categorized
as being bothUser Experience andEngineer/Programmer codes, while the role title “UX
Designer” or “UI Designer” were coded as being both User Experience and Designer.
Whereas a role such as “User Experience Researcher” was coded as being only User
Experience.

Fig. 1. Participant self-rated knowledge of several sources of accessibility knowledge including:
ADA/Sect. 508 [1, 2], the APX design patterns [3], the 21st Century Com-munications and Video
Accessibility Act[4], the Game Accessibility Guidelines [5], Includification [6] and the Web
Content Accessibility Guidelines [7]
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4 Results

Table 2 presents the results of the content analysis of the roles. Two axial codes were
identified: Leadership and Production.

Leadership codes are those that describe roles where individuals are responsible for
leadership and management of teams or products in studios. For example, the code of
Lead includes: Lead level designer, UI Lead, UX Lead, QA Lead and Lead Gameplay
Programmer. Similarly, the Managers code includes items such as: Product Manager,
Release Manager, User Research Manager, and Development Operations Manager. Di-
rectors and producers show similar diversity of role names. The seven individuals in the
Founder/Executive code are exclusively C-level executives or founders of studios.

The Production code groups the wide range of specialties that produce differ-
ent aspects of games. Of note in Table 2, User Experience, Designer and Engineer-
ing/Programmer roles account for 170 of the 243 participants. Demonstrating that acces-
sibility is not a niche concern isolated to one aspect of game design, or something that is
exclusive to specialist roles, and instead something that game professionals from across
all aspects of game design are training in for their day-to-day work.

Table 2. Categorization of Participant.

Category Role Participants (n)

Leadership Lead 30

Director 16

Manager 15

Producer 11

Founder/Executive 7

Product Owner 3

Production User Experience 74

Designer 63

Engineer/Programmer 33

Artist 18

Quality Assurance (QA) Specialist 15

Accessibility Specialist 7

Marketing 3

Writer 2

Other Not in studios 14
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5 Discussion

In accessibility, both in gaming and beyond, we often discuss the need for grassroots
advocacy efforts that lead to change in the commercial marketplace. Gaming is a place
where this change has happened. After over 20 years of regular advocacy by dozens of
advocates, there are now many hundreds of game professionals and studios investing
their time andmoney in the CAPXP training from studios both small and large, and from
that we conclude that there is substantial interest in wanting to provide more accessible
experiences to disabled players.

However, we see from the analysis of the roles provided by participants that acces-
sibility is no longer just a concern of accessibility advocates and specialists or localized
in a single studio role. While the role of accessibility champions is important in studios,
the industry is shifting towards an approach where people from all areas of game pro-
duction, including the most senior levels of organizational leadership, are engaging in
training to deliver more accessible experiences to their players.

The future of accessibility in gaming is looking very promising with the industry
investing in skills that will make it so that disabled players can find games that they love
to play and have the experiences they want to have with their family and friends.
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Abstract. IoTgo is an adaptable toolkit for human-centred engineer-
ing with micro-electronics. This paper reports on IoTgo for pre-teens.
This guided them from exploring the workings of sensors, actuators, and
wireless communication to the development of prototypes with them that
interact with people. The paper explains the rationale of the toolkit for
pre-teens, and what they accomplished with it.

Keywords: Human centred design · electronics · education ·
learning · pre-teen · smart thing

1 Introduction and Related Work

Smart things, such as smart watches, interact with people via micro-electronic
physical devices, like sensors and actuators, and data that is exchanged via wire-
less. Microcontrollers, such as micro:bit, and companion material, like scaffolding
cards, help non-experts prototype with electronics a “smart thing” [9,11]. How-
ever, this and other similar toolkits are mainly used with researchers or prac-
titioners from other fields than engineering, or for promoting design or critical
thinking when used with children or teens, e.g., [2,3,7,13].

Few toolkits guide pre-teens to prototype smart things with micro-electronics,
after experimenting with it [8]. Fewer invite pre-teens to prototype their smart
things by adopting a human- or user-centred perspective, i.e., considering who
uses smart things (persona), what goal these tackle (a.k.a., mission), where they
are mainly used (a.k.a., location) [3,12]. This paper does so. It briefly reports
the design of the IoTgo toolkit for pre-teens, and it shows what 10 pre-teens
managed to engineer with it.

2 The Design of the Toolkit

IoTgo consists of physical elements, digital and electronic elements. The former
include paper-based cards and boards for playing cards and conceptualising ideas
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of smart things. The latter include programmable open-source microcontrollers,
related physical devices, and a dedicated app. Similar versions have been used
in past experiences, especially with high-school learners and university students
with no programming or electronics background, e.g., [4,6]. The IoTgo kit of this
paper was adapted to pre-teens, for enabling them to experiment with micro-
electronics and wireless communication, and then engineer smart things with a
human-centred perspective. Its main novel components are as follows.

Exploring and Experimenting. For exploring and experimenting with basic elec-
tronic circuits, IoTgo uses open kits with Arduino UNO and physical devices
(e.g., light sensors, LEDs, banana clips, digital multi-meters) [1]. It also has
companion cards that have explanatory illustrations and wiring schemes for cre-
ating circuits, step by step, first without Arduino UNO for exploring sensors,
and then with it for triggering actuators according to signals read by sensors.

Exploring a Context and Conceptualising Ideas. IoTgo has also two paper boards
for exploring a human-centred context, with a problematic situation to tackle,
and engineering smart things for it, instead of three or more boards as with
older learners [4–6]. Cards, to place on boards, decompose smart things along
their non-technical components (e.g., personas), and technical components (e.g.,
sensors and actuators). Specifically, the context board helps empathise with a
problematic context and find a solution for it: it starts with a story presenting
the context, acting as scenario; it guides to choose non-technical cards for things
to make smart (“what”), personas using them (“who”), locations where persona
use them (“where”), and missions that personas tackle with them (“for what”)
in relation to the given context. The other board is for communication and
technical cards, to use in either one of two manners: to sense and send data via
wireless; to interact with such data. See an example of the former in Fig. 1.

Prototyping the Interaction and Communication. IoTgo also contains micro:bit
microcontrollers [9], which have onboard Bluetooth antennas and are easy to
embed in things to make smart. Moreover, the IoTgo app enables non-experts
to automatically generate a MakeCode block-based programs for micro:bit, start-
ing from the chosen combinations of cards on the communication boards [10].
Participants can then further edit and upload programs on micro:bit microcon-
trollers. In this manner, participants can rapidly test their ideas of smart things
in action, then share and reflect on them, and revise them rapidly.

3 Case-Study

Participants and Context. The study involved 10 pre-teens, aged 10–13 years old
(9 males, 1 female). Three were from the last year of primary school, whereas
all others were from the first two years of middle school. Only one of them had
past programming experience with the micro:bit and programming in MakeCode.
The study was organised over three days (Day 1–3), for 3–4 h per day, in August
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Fig. 1. An example of a filled-in communication board: conceptualisation example with
a sensor and how to send data (bottom); IoTgo link to the app for generating a program
(middle); reflection area, with an example reflection card.

and September 2022. It was held in a dedicated open space for young learners.
Participants worked in pairs. Each pair was provided with a laptop computer
and the IoTgo toolkit. On Day 1, participants explored the workings of sensors
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and actuators with the Arduino-based tools of IoTgo, described above. On Day
2, participants programmed micro:bit microcontrollers, part of IoTgo, and the
same sensors and actuators as Day 1. On Day 3, participants prototyped and
programmed personas’ interactions with smart things and their communication,
with paper-boards of IoTgo, micro:bit, sensors and actuators, e.g., see Fig. 1.

Prototypes. Every group managed to deliver a prototype at the end of the experi-
ence, which was functioning, using sensors and actuators correctly, and com-
municating at a distance. Each prototype embedded a human-centred per-
spective: it was coherent with the chosen thing to make smart for a persona,
in a given location, and for a given mission. For instance, a group delivered a
prototype related to a smart watch (the “what” part) for them and their grand-
mothers (the “who” part) who needed to relate (the “for what” part) to them
in town (the “where” part). The interaction and communication were as fol-
lows: When the child was supposed to come home, the grandmother pressed a
button and a notification and a sound appeared on the child’s watch. Originally,
the sound was grandmother’s voice saying “come home” but this turned out to
be unfeasible to develop in the short time of the experience. Interestingly, all
participants decided to explore a novel sensor, actuator or programming
feature for their project, e.g., a motion sensor, not introduced during Days 2
and 3, and which they decided to learn how to use on their own starting from
what done during the experience concerning digital sensors.

4 Conclusions

The IoTgo toolkit version, presented in this paper, aimed at guiding pre-teens to
engineer smart things and embed a human-centred perspective in the process:
it guided pre-teens to empathise with a context that is problematic for certain
human beings, and then to develop smart-thing prototype solutions with micro-
electronic physical devices (sensors, actuators, programmable microcontrollers)
and communicating via wireless. This paper reported the outcome of a case study
with 10 pre-teens using IoTgo. On the first day, the toolkit invited all to exper-
iment with basic sensors and actuators. On the second day, guided by IoTgo,
pre-teens explored microcontrollers and how to program their interactions with
sensors and actuators. On the third day, pre-teens used IoTgo to prototype their
ideas of smart things, communicating at a distance and with people. Accord-
ing to the analyses of prototypes by pre-teens, all managed to engineer working
prototypes and adopt a human-centred perspective. All seemed to have bene-
fited from exploring sensors and actuators before prototyping their solutions,
as experienced by few others in the literature that invested time on making
childrne explore electronics before programming or designing [8]. In other expe-
riences, which did not invest time in that, participants with no experience were
confused about how sensors and actuators worked, and this required rounds of
feedback or led to non-original solutions [6].
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Abstract. Of late, web applications continually develop and employ cutting-edge
techniques to display information. However, due to an absence of user testing or
oversight by designers, this can frequently lead to a product that is in-accessible
to a significant percentage of users. To address this issue, we developed Colour
Blind, a Figma add-on plugin that makes it easier to do accessibility checks inside
the designer’s preferred tool. The plugin enables de-signers to understand users’
perspectives and evaluate their designs appropriately by mimicking various types
of colour blindness in design. Furthermore, Colour Blind can generate simulated
previews inside the Figma canvas so users can compare various simulations. Over
10000 users have already installed the plugin on Figma Community.

Keywords: Accessibility · Simulation · Colour Blind · Plugin

1 Introduction

The quality of digital products has significantly changed during the past decade [6].
Despite these developments, not all digital products on the market are easily accessible
to everyone. Given that the COVID-19 pandemic has compelled many companies to
become online, it is crucial for product designers to consider the broad user base that will
be accessing their applications [10]. Users may experience difficulties in their daily lives
because of poorly designed digital products [1]. For instance, around 3 million people
in the UK, or 4.5% of the population, are estimated to have colour vision deficiency [5].
Therefore, it is crucial to make sure that all consumers, including those with disabilities,
can use digital products.

At the outset of the product design process, creating a color scheme is typically
one of the primary tasks [10]. It is important to consider factors such as readability,
contrast, and color theory to make sure that the color scheme is accessible to all users.
However, determining whether the color scheme is user-friendly for individuals with
color blindness can pose a challenge. Typically, feedback from appropriate users is
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gathered through user testing at the end of the design process, which can be time-
consuming and resource intensive. A more efficient approach is to employ a quick and
straightforward method to simulate color blindness, which can help detect any potential
issues early in the design phase.

We believed that by providing designers with assistance in conducting accessibility
checks during the product design phase, there would be substantial savings in resources
that are typically allocated for quality assessment.

At first, we designed a web application that could mimic colour blindness in artwork.
We immediately found, however, that there were already existing websites that might
serve the same purpose, but designers did not frequently utilise them. This was due,
among other things, to the difficulty of designers having to stop what they were doing,
go to the website, and inspect each design. We therefore reviewed our strategy and
investigated alternativeways to incorporate the solution into the designworkflow.Finally,
we found that the most practical and simple method for seamless integration would be
a Figma plugin.

As a result, we created the Color Blind Figma plugin, which enables designers to
quickly test their designs for colour-blind users in real-time at any step of the product
design process. Designers can do accessibility assessments with Colour Blind without
stopping their current work, minimizing the need for extensive user testing [4].

2 System Design

At the time of developing the plugin, we used a well-known method of changing colour
pixels in a picture to simulate colour blindness [2]. We used Coblis, an online tool that
allows users to upload an image and simulate colour blindness to see how the image
might look to someone with colour vision problems, for creating the pixel manipulation
logic. The jsColorblindSimulator package [7], which makes use of the Brettel, Viénot,
and Mollon Simulation function [2] updated for modern sRGB monitors. Despite the
function’s reasonable accuracy for full dichromacy, it still represents an approximation
because of many variables like uncalibrated monitors, unknowable lighting conditions,
and individual variances.

Following extensive testing of Figma’s logic and colour modification features, we
created the system architecture to be as user-friendly as feasible (Fig. 1).

Fig. 1. Plugin User Flow
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We all make mistakes in our daily lives, such as attempting to pull a door that should
be pushed or flipping the wrong switch. This is why product designers need to be creative
and devise user-friendly products that do not require lengthy manuals [8]. To design the
interface for our plugin, we drew inspiration from everyday objects and interfaces. The
standard print window that is present on most computers caught our attention because
it is a layout that many users are familiar with. This window has two columns, with the
first column taking up 30% of the horizontal space and the second column filling up the
remaining space.

We used this layout as a basis for our plugin interface, with the options for color-blind
types located in the left column and the preview pane in the second column. When a
user selects a type, the preview pane automatically updates to reflect the chosen option.

3 Usage Scenario

The inspiration for the plugin came from watching a video posted on social media by
Jeff, a color-blind person. In the video, Jeff tried to buy a shirt from an internet shop but
ran into problems because of his colour vision impairment. Jeff found it challenging to
investigate various colour alternatives because the website lacked accurate colour labels
and just offered swatches. Jeff was quite upset with this poor user experience.

Due to a variety of reasons, particularly in small teams or among novice designers,
inclusive design may not have received the attention it deserved throughout the devel-
opment of a website. These reasons may include a lack of time or the absence of user
testing. To solve this issue, designers can utilise the Colour Blind plugin when creating
screens to make sure that the information is consistent in how colour-blind and people
with normal vision perceive it.

4 Result & Future Scope

Since it first became available to the Figma community more than eight months ago, the
Colour Blind plugin has undergone several revisions in response to suggestions from
coworkers and designer friends. Support for dark mode was one of the primary changes.
The selecting process for the color-blind typewas changed, whichwas another important
upgrade. In the past, selecting an option from a drop-down menu needed an additional
click, and a brief description of the different types of colour blindness was shown on
the screen. Other designers thought this was a bad idea, so we redesigned the selection
interaction. The up-dated version allows users to select one of the alternatives to refresh
the preview by displaying all the color-blind types up front on the left pane as radio
buttons. Now everyone can see the description of the color-blind type.

The number of users of our plugin is increasing weekly, and we receive feedback
daily. Our objective is to use this feedback to improve the user experience of the plugin.

Special thanks to Digital Media Technology Lab (DMT) and Prof. Sayan Sarcar
at Birmingham City University for their invaluable guidance and support throughout
the creation of this interactive demo paper. Their expertise and insights have been
instrumental.
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Abstract. Wheelchair users can accumulate many hours on their chairs
every day, using them for transport, work and leisure activities. Despite
being necessary for leading a typical daily life, long, uninterrupted use
can become uncomfortable and result in various health implications.
Many commercial solutions target individual problems, such as cushion
comfort, temperature regulation and posture control. However, they all
work independently and there is a lack of solutions that provide holis-
tic management methods for the additional mental load a wheelchair
user must manage daily. We present a wheelchair dashboard designed
for discomfort management. Features include displaying data like tem-
perature from in-seat sensors, customised reminders for users to shift
their weight or transfer out of the wheelchair to avoid pressure related
health complications and control of add-on wheelchair products such as a
temperature regulation prototype we are developing and demonstrating
alongside this dashboard. While the aim is for this dashboard to be an
end user tool, because of the lack of research work in wheelchair com-
fort, this dashboard can be a powerful research tool, from which studies
can be designed and carried on, such as running prompt queries and
supplementing questionnaire responses with sensor data.

Keywords: Wheelchair · Disability · Comfort Mangement

1 Introduction

Wheelchair users who sit in their wheelchairs for long periods, at least 8 h for a
work day for example, often experience discomfort [1]. Manual wheelchair users,
particularly those with spinal cord injury, are reported to sit in their wheelchairs
for up to 9.6 h [2]. The effects of discomfort from a wheelchair seat can manifest
in reduced usability of the wheelchair, poor quality of life, poor ergonomics, and
ultimately health complications [3–6]. Many passive comfort-related products
exist in the market, such as a variety of seating cushions for different needs.
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However, these do not provide important information to the user and studies
examining their effectiveness, only rely on subjective data. While not at the
same scale, active products are also available for purchase. Usually, these are
accompanied with a way to control them, for example power-tilt wheelchairs
have their own control panel on the armrest, while fan controlled products for
temperature control are operated through remotes. This can overburden the
user. Our aim with this design project was to develop a simple user interface
based on the wheelchair that allowed the user to better manage their comfort
and health.

2 Using the Dashboard

The dashboard will function as an interaction point between the user and their
wheelchair. It will do so by offering the user the ability to distinguish between,
and manage factors that contribute to their daily discomfort, like overheating,
or pressure buildup. Many of these functions can be accessed through a simple
main menu UI as shown in Fig. 1a. Viewing wheelchair statistics (temperature
and humidity), as well as controlling any temperature control add-ons can be
done through a dedicated temperature menu as seen on Fig. 1b. This tempera-
ture control element is an example of routing wheelchair products through the
dashboard for a holistic, unified user experience. In the future, we hope to work
with more add-ons, such as digital pressure mat accessories so that the user can,
in real time, evaluate their seating position.

Fig. 1. A menu and a sub-menu of the current iteration of the dashboard UI, WheelOS

This dashboard also allows the user to offload the mental load of remembering
to shift their weight or transfer out of the wheelchair through customisable timed
reminders. An example of such a reminder is shown in Fig. 2. As we also wanted
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the user to evaluate their comfort levels and really challenge the current state
of assistive technology products, we have incorporated the ability to prompt the
user with certain questions regarding any discomfort they may have experienced,
and then provide sensor data to help the user better interpret their responses.
The frequency and timing of such prompts is completely customisable by the
user to fit their schedule. We hope to use this prompting functionality to enable
researchers and developers of comfort related products to utilise this dashboard
in order to run their user studies, such as diary studies or questionnaires.

Fig. 2. A figure showing a screenshot of the dashboard UI when it reminds the user to
shift their weight, either manually or with the power tilt function, to relieve the built
up pressure from seating.

3 Behind the Screen

The dashboard consists of three assembly groups: the dashboard housing, the
wheelchair mount, and the electronics. We do not consider any additional com-
fort management technology such as the seat heating and cooling prototype we
demonstrate, as that is an example of a product that could communicate with
the interface, but not our focus for this contribution. The housing and control
knob are 3D printed; wheelchair users are a varied population group and the
ability to iterate the design and quickly test models was favourable. For exam-
ple, hand dexterity and arm strength can greatly differ between users, and as
more accessible knobs can be designed for those users, they will not need to
adapt to the system. With the same reasoning, the wheelchair mount is also
3D printed so that it may be adapted to various wheelchairs, as there is no
standardisation of armrests within the wheelchair space. Additionally, for both
the wheelchair mount and the dashboard housing, 3D printing allows for easy
repairability and personalisation. Pictures of a render and a prototype mounted
on a manual wheelchair arm rest are shown in Fig. 3 below.

The electronics assembly was developed using off-the-shelf components as a
repairable device is in line with our goal in making a user-first device. A device
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Fig. 3. Pictures of the dashboard mounted on a wheelchair, in a render and real life
prototype.

that is repairable or has easily replaceable parts is longer lasting, reducing waste
and user expenses. As such, the compute element is a Raspberry Pi Zero W. It
displays the graphical user interface on an SPI display, connected to its GPIO
pins. The humidity sensors and temperature sensors are also off the shelf, easy
to source components, such as the DHT22, a humidity and temperature sensor.
While the latter can record temperature, we paired it with a DS18B20, which
records temperature changes in finer increments, which is useful as the dashboard
also offers the ability to automatically control thermal comfort prototypes. We
have two pairs of these sensors, one in the seat and one pair in the backrest. The
layout of the electronics assembly is shown below in Fig. 4.

Fig. 4. A diagram showing the display, rotary encoder, and sensors connected to the
Raspberry Pi. Additionally, all add-ons are shown to be connected to the Pi as they
would be controlled through that.
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Abstract. As we navigate the physical and digital world, we unknow-
ingly leave behind an immense trail of data. We are informed about this
via lengthy documents (e.g., privacy policies) or short statements (e.g.,
cookie popups). However, even when we know that data is collected, we
remain largely unaware of its nature; what information it contains and
how it relates to us. Data is highly personal. It contains and reveals infor-
mation about our behavior and experiences scattered over time, which
can be abstract and opaque even to us. Dataslip is an interactive instal-
lation where the construct of personal data is translated into a material
and tangible representation in the form of a receipt or ‘personal data
slip’. The receipt contains detailed information and illustrative examples
of the data generated from our interactions with five different categories
of products and services: (1) personalized public transport cards, (2)
supermarket loyalty cards, (3) credit and debit cards, (4) wearables, and
(5) mobile apps. Its length is proportional to the amount of data col-
lected about us. With dataslip, we aim to reduce the distance between
individuals and their personal data, elicit confrontation and invite people
to question their role within the personal data ecosystems in which they
are embedded.

Keywords: Personal Data · Data Literacy · Awareness

1 Introduction

The European General Data Protection Regulation (GDPR) defines personal
data as any information from which an individual can be directly or indirectly
identified [2]. Private companies and public services collect and indefinitely store
personal data as individuals interact with digital products and services. For
instance, when a person registers on a dating app, she volunteers information
about herself, such as her name and address (i.e., volunteered personal data [7]);
when she uses the app to get a date, the app observes information about her
behavior, such as her swipes and matches (i.e., observed personal data [7]).
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Individuals are informed about data collection and storage practices through
lengthy documents, such as privacy policies, or short statements, such as cookie
pop-ups. However, these are hardly effective for informing [8]. This means that
most people are unaware of the data collection practices around them, especially
when it comes to observed personal data. The dating app user hardly knows if
personal data is collected; how personal data is collected; or exactly what types
of personal data are collected as she interacts with it. There is a disconnect
between the use of a product or service (e.g., scrolling through a dating app)
and that such use results in the collection and storage of personal data (e.g.,
swipes and matches) [5]. Besides, even when a person knows that data is being
collected, for the most part, she doesn’t know exactly what data looks and feels
like [3].

Recent narratives around personal data diminish the role of individuals in
its generation [4]. These portray personal data as ‘the new gold’ or ‘the new
oil’ ; equating it to a natural resource that can be exploited, mined, and refined
[4]. Here, those who mine and refine personal data, such as the dating app,
are placed in a privileged position to exploit it [4,6]. But what about those
from whom the data is generated? How do they benefit? These narratives create
even more distance between individuals and their data and fail to acknowledge
how personal data exists only in relation to a person [1]; whose actions and
interactions result in the collection and indefinite storage of innumerable data
points. It is intrinsically about people and it is meaningless if people are detached
from it.

With the interactive installation dataslip (Fig. 1), we aim to reduce the dis-
tance between individuals and their personal data by illustrating (1) how and
what data is being collected as a person interacts with digital products and ser-
vices; and (2) how personal data is intrinsically about people. Ultimately, we
seek to raise awareness, elicit confrontation and invite people to question their
role within the personal data ecosystems in which they are embedded. How
could and should they benefit from personal data collection? We represent the
personal data that is collected as a person navigates the physical (e.g., the city,
the supermarket) and digital (e.g., the internet, mobile apps) world through a
receipt, or ‘personal data slip’. In doing so, we bring materiality to the abstract
and opaque construct of personal data. The receipt or ‘personal data slip’ can
be explored and inspected. It can be measured and compared. It can be shared,
shown, and worn.

2 Dataslip

We have designed dataslip to emulate an Automated Teller Machine (ATM) or
cash machine. It invites the same type of interaction. Users interact with a touch
screen where they answer a series of questions, based on their digital habits (e.g.,
routine interactions with connected products, services, and digital technologies),
and obtain a physical receipt. We designed the interaction with dataslip to be
short and easy, aiming for it to last approximately one minute per user. Hence we
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Fig. 1. Dataslip installation and reactions to the receipt.

limited it to five questions encompassing a broad range of products and services
that most people encounter on a daily basis: (1) personalized public transport
cards, (2) supermarket loyalty cards, (3) credit and debit cards, (4) wearables,
including smartwatches and smart rings, and (5) mobile apps, including weather,
navigation, web browser, email, instant messaging, music, social media, dating,
and period tracking apps. The receipt contains a comprehensive list of the data
generated as users engage with these different products and services. It includes
short but detailed examples to help users interpret their data.

The Receipt or ‘Personal Data Slip’
We have designed the receipt to be intentionally long. Its length is proportional
to the products and services people interact with, and to the amount and the
different types of data they collect. To populate the receipt with accurate infor-
mation and examples, the first author made 28 data portability requests and
requested a copy of her own data. The ‘right to data portability’ was introduced
in the European General Data Protection Regulation (GDPR) [2, Art. 20]. It
allows individuals (i.e., data subjects) to request a copy of their personal data
from a data controller (i.e., private companies and public services) and reuse it
in a different context.

The first author reached out individually to each data controller, as indi-
cated in their privacy policy, with a data portability request. We are based in
The Netherlands, hence four of the requests were made to Dutch companies oper-
ating primarily in The Netherlands; the public transport company (1 request),
the supermarkets (2 requests), and the bank (1 request). The information on
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Fig. 2. Data portability requests and responses.

the receipt corresponding to these three entities is limited to the Dutch context
and might not translate to other contexts and countries. The other twenty-four
requests were made to companies operating in an international context. Figure 2
illustrates an overview of the request made for each category of products and
services. It includes the request mode (i.e., how the request was made), the
response time (i.e., how long it took to receive a copy of the data), and the
response format (i.e., how the data was delivered). Most companies that provide
a primarily digital service had dedicated platforms for making data portability
requests; though these weren’t easy to find and were in most cases a separate
service (i.e., a dedicated page outside of the mobile or web app). Similarly, most
requests were answered with a digital copy of the data, although the specific
formats and files varied widely. For the first author, requesting and obtaining a
copy of her data was a lengthy, confronting, and overwhelming process. Espe-
cially when the data was delivered digitally (i.e., a USB) and physically (i.e.,
printed files) by mail to her home address. The receipt aims to create a similar
experience for dataslip users, by confronting them with the length and depth of
their personal data.

3 Conclusion

We introduce the interactive installation dataslip; which translates the abstract
and opaque construct of personal data into a material and tangible representa-
tion in the form of a receipt, or ‘personal data slip’. The receipt contains detailed
and condensed information as well as illustrative examples of the data generated
from people’s interactions with five different categories of products and services:
(1) personalized public transport cards, (2) supermarket loyalty cards, (3) credit
and debit cards, (4) wearables, including smartwatches and smart rings, and (5)
mobile apps, including weather, navigation, web browser, email, instant messag-
ing, music, social media, dating, and period tracking apps. The receipt seeks
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to elicit confrontation. Its length is proportional to the amount and the differ-
ent types of data these collect. It can be inspected, explored, criticized, and
contested.
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Abstract. In this demo paper, we present Inga’ Telikit, a virtual reality game co-
designed with the Penan community of Long Lamai to preserve their traditional
hunting techniques. The game is based on the mythological story of Aka and
Gugak, two Penan legends who are inextricably connected with the Penan hunting
skills and practices of nomadic life. The game was developed using a community-
based co-design approach, involvingfive youth and two elder communitymembers
in the design and development process. In our hands-on demonstration, attendees
will learn the Inga’ Telikit story and also play the Penan hunting game against a
non-player character. Our demo addresses the call of the track which welcomes
technical and innovative solutions to address the current issues.

Keywords: Inga’ Telikit · Visual Sovereignty · Virtual Reality · Penan ·
Malaysian · Co-Design

1 Introduction

Since 2009, affiliated researchers from the Advanced Centre for Sustainable Socio-
Economic and Technological Development (ASSET) at the University of Technology
Sarawak (UTS) have established a long-term partnership with the Penan community
of Long Lamai to design and develop digital tools for indigenous knowledge manage-
ment and preservation [1, 2]. In this partnership, indigenous practitioners contribute by
documenting their own content [1] or sharing design ideas from their unique perspec-
tives and insights, which enrich the co-design process [2]. External researchers with
technical skills then turn these ideas into functional products through the development
process. Based on community aspirations and a strong visual orientation [3], our design
endeavors have gone beyond traditional desktop and mobile applications and we are co-
creating embodied and immersive cultural experiences to preserve the intangible cultural
heritage.
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Inspired by the local community’s desires and the work of [4] and [5], we developed
Inga’ Telikit, a virtual reality (VR) game that is a virtual representation of an indigenous
hunting game of the Penans. In this demo, we present the game, which was co-designed
in situ by five youth and two elder community members of Long Lamai. Our goal was to
maintain the Penans’ indigenous visual sovereignty and capture the rich cultural context
and creative experience. The idea of Inga’ Telikit is based on the mythological story
of Aka and Gugak, two legends that are inextricably connected with the Penan hunting
skills and practices of nomadic life.

2 Co-Designing Inga’ Telikit with the Penan Youth and Elders

For the past decade, the Long Lamai community has been utilising participatory com-
munity design and adapting technologies as a means of creating a counter-narrative to
mainstream views and to demonstrate their identity as a progressive tribe [6].

The design process of Inga’ Telikit was comprised of four (4) stages. Based on our
previous research, a prototype encompassing the visual and interactive features was
developed to make the community familiar with the VR visualisation and help them
decide about the future technology, design possibilities, and its use. The VR prototype
was designed for a low-cost mobile head-mounted display with few interactive features.
In the first stage, with the help of the prototype, the researchers provided an overview of
the designed virtual environment to six members of the local community and collected
their feedback (see Fig. 1). The virtual space comprised sound and visual animation with
the combinations of a Penan Player Character (PC), a Non-Player Character (NPC),
a wild boar, some traditional handicrafts, and Penan hunting tools such as Gaweng
(Penan basket), blowpipe, dart, firelighter, and cooking pots. The prototype also has
some interaction features such as providing the gaze direction on the lighter and cooking
pots and using the floating button, the users are able to create fire animation.

In the second stage, a demo video of the VR hunting game was displayed [4]. The
purpose of the session was to instigate and generate ideas of the context and use case
for VR/3D video technology. At the end of the video demonstration, followed by a short
discussion between the community members, a decision was made to develop a VR
application for Inga’ Telikit. In the third stage, we embarked on documenting the story
of Inga’ Telikit. The process of documenting an indigenous story usually involves several
stages to ensure the preservation and accuracy of the narrative. In this particular case, the
initial script of the story was shared in 2013 by Garen Jengan, one of the participants of
the design sessions and a community elder. In a reconfirmation session, we recorded (in
audio and video format) the story narrated by Taman Pitah, a 97-year-old Penan elder,
who has been identified by Garen as the only Inga’ Telikit story-teller who is still alive
(see Fig. 1). The story was later transcribed and translated from the Penan language into
English. This multistep process of documentation ensures the accuracy and preservation
of the indigenous story for future generations.

In stage four, a group of Penan youth were engaged in a co-designing workshop
session of the different scenes for the game. With pen and paper (some used colour
pens), the participants designed the Player and Non-Player characters of the games
such as Aka, Gugak, the NPC, the animals, trees, and the objects of the hunting game
(blowpipe and Telikit).“
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Fig. 1. Left: Taman Pitah is telling the story of Aka and Gugak Right: showing community
members experiencing the first encounter with VR.

3 The Structure of the Game

The Inga’ Telikit VR application is developed based on the outcomes of the design
sessions with the Penan youth. The application is developed in Unity for the Oculus
Quest 2 platform (see Fig. 2). The prototype is divided in following two scenes.

3.1 Scene 1: The Scene Story of Aka and Gugak

The first scene covers the story of Aka and Gugak and invites the user to read or listen to
the story of the two Penan legends (see Fig. 2(a)). The scene includesNPCs in the form of
giants or spirits, a waterfall, a floating text box, and a button to skip the introduction. As
conceptualized and designed by the Penan co-designers, the giants are depicted as being
larger in size than human beings, holding blowpipes and featuring a see-through quality.
Once the story is finished, Aka and Gugak disappear, leaving behind the blowpipes, and
the player enters the new scene. The player can also click the “Skip Introduction” button
to enter the new scene at any time.”

3.2 Scene 2: The Inga’ Teleikit Game

In Scene 2, the user engages in a thrilling game against a computer-controlled NPC. At
the outset, the user picks up a blowpipe from the ground (by holding the Grip button on
the controller), which they hold in one hand. TheNPC then tosses a Telikit (a ring-shaped
rattan) towards the user (see Fig. 2(b)), who must skilfully thrust a spear through it to
score a point (see Fig. 2(c)). The game lasts for 10 min, and the user who scores the
most points against the NPC within the allotted time wins. After each move, the user
must pick up the Telikit (see Fig. 2(d)) and throw it back to the NPC (by releasing the
Grip and Trigger buttons on the controller). If the Telikit fails to reach the NPC, the
NPC will come to collect it, and the game will continue. Meanwhile, users can enjoy
an immersive forest experience, witnessing the forest animals and plants, accompanied
by audio features like traditional Sape’ music and the sounds of wild boar and cheering
hornbills.
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Fig. 2. Different scenes in Inga’ Telikit game

4 Conclusion and Future Work

This paper introduces Inga’s Telikit, a VR game for learning Penan hunting techniques.
In the game, users listen to and learn about the indigenous Penan tale of Aka and Gugak,
upon which the game is based. The VR game utilises head-mounted display devices and
interactive omnidirectional videos, which together create an immersive experience for
users. For the future, we are planning to make it a multi-user competitive game, adding
more interactive scenes, forest animals, and artefacts. The ethical standards of privacy
and data anonymisation do not align with the participants’ desire [7] so they proudly
agreed to include their visuals and names in the paper.

Acknowledgement. We thank the community of Long Lamai for their engagement and UTS for
local research funding (2/2020/03 Crowdsourcing for Cultural Resource Mapping).
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Abstract. As developmental barriers to children’s access to technology
have lowered, dark patterns in apps geared toward children encourage
privacy invasions and compulsive use of technology. With StoryCarnival,
we use a web app with e-book and printable stories and an adult-operated
voice agent to encourage the opposite: mindful and minimal use of tech-
nology to support developmentally significant aspects of children’s play.

Keywords: Voice Agents · Children · Teleoperation · Social Play

1 The Landscape of Children’s Technologies

Touch screens have enabled children to begin using technology before they
develop the motor skills required to use a keyboard and mouse [4]. Voice inter-
faces have further broadened the scope of interactions children can have with
technology before becoming proficient in reading [10]. This increase in children’s
access to technology has raised concerns about dark patterns present in tech-
nology aimed at children [1]. These include patterns that aim to maximize chil-
dren’s engagement to subsequently maximize their exposure to advertisements,
and invasive data tracking for targeted advertising [1].

In 2017, Hourcade et al. described the 3Cs (Creativity, Connection with the
physical environment, and Communication) as an alternative sociocultural app-
roach to children’s technology [5]. They described the design of an early version
of a system called StoryCarnival as an example of a technology guided by these
principles [5]. From the beginning, StoryCarnival aimed to use e-book stories
and a play planning tool primarily to inspire and set up social role play with
generic props (e.g., blocks), shifting the focus from technology to peers and
the physical environment. Since then, our research team has worked to make
StoryCarnival publicly available1 and developed make-your-own story templates

1 http://storycarnival.org.
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and an adult-operated voice agent to keep children engaged in play activities
during StoryCarnival sessions [8]. In this demonstration, we hope to illustrate
and spark conversations about how we can shift away from the paradigm of high
engagement with technology as a goal.

2 Interactive Stories: Providing Context and Inspiration

Each StoryCarnival story introduces four characters, a problem, and an open-
ended partial resolution. For example, in the “Snow Day” story, Dog, Bear, Mon-
key, and Cat each want to do a different activity on their snow day but all feel
lonely when they split up. The story ends with the characters agreeing to com-
promise and take turns doing each activity. This sets up a scenario in which
children can replay the conflict in the story and/or improvise how the resolution
might play out. The stories are available as e-books or printable PDFs, so they
can be used without screens or an internet connection when appropriate.

The make-your-own story templates provide a few options for different story
elements children can select from which are then stitched together into an e-book
story (see Fig. 1 for an example). This can create silly, non-sensical scenarios
which are entertaining in a way that is important to cognitive development [9].
The templates can also increase the replayability of a single story structure (e.g.,
exploring a new place) by providing concrete examples of slight variations.

Fig. 1. Top left: options to choose from for a make-your-own template story setting.
Top right: options to choose from for a vehicle in the story template. Bottom left: a
page from the story when “space” was chosen as the setting, “boat” was chosen as the
vehicle, and “storm” was chosen as the problem. Bottom right: a page from later in the
story, illustrating how choices are also reflected in characters’ outfits and speech.

3 Play Planner: Setting the Stage

Each character plays an explicitly defined role in each story, stating and demon-
strating their skills and interests which make them distinct from the other. Unlike
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most children’s stories, which tend to have one or two protagonists, the StoryCar-
nival stories illustrate four distinct characters of equal importance to each story.
After a story finishes playing through the web app, children can each select which
role they want to assume during play, and be reminded of what each character
did in the story via the play planner (see Fig. 2). The play planner supports
groups of children in coordinating their plan for play immediately before play
begins.

Fig. 2. Top: character options presented by the play planner for the Snow Day story.
Bottom: the screen shown when a user selects Dog.

4 Teleoperated Voice Agent: Facilitating Communication

StoryCarnival also includes a tangible, teleoperated voice agent called MiniBird
(see Fig. 3). The control interface uses AWS Polly text-to-speech synthesis. The
voice agent itself is a TYLT mini (or similar size) Bluetooth speaker housed
inside a 3D-printed cubic case (2 cubic in./5 cubic cm) made from a flexible,
transparent plastic resin. The case has openings on four faces to slot in artwork
representing the MiniBird character (printed stickers and cardstock).

The voice agent essentially functions as a puppet, except the physical manip-
ulation of the puppet is decoupled from the puppeteer—while an adult controls
its speech, children can carry it around and incorporate it into their play. When
teachers use puppets in classrooms, the teacher can step out of their role as an
authority figure and assume the role of someone who needs help from the children
[6]. This can encourage quiet children to speak up more and motivate children
to explain their reasoning in more detail [6]. We saw this impact on shy children
in our own prior work with StoryCarnival, with minimal [3]. While teachers see
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Fig. 3. Left: the voice agent control interface; text can be entered by typing or by
cycling through story-related suggestions via the buttons. Right: MiniBird voice agent.

benefit in using puppets in the classroom, some opt not to use them because
they find it difficult to create a persona for a puppet or switch between their
teacher voice and puppet voice [2]. An adult-operated voice agent can lower the
barriers to using puppets as a support for children in social play without rely-
ing on the audio recording and processing required by automated voice agents
[7]. Our work aims to explore what teleoperated conversational agents look like
when an automated future iteration is not the ultimate goal.

5 Conclusion and Future Work

Through StoryCarnival, we try to understand and design for the specific ways
technology can support and enhance low-tech activities without compulsive
engagement with the technology itself. The StoryCarnival stories and voice agent
keep caregivers and children in control of play activities with different levels of
technology use possible but not pushed as the primary focus. In the future, we
hope to turn StoryCarnival into a platform researchers can use to quickly create
and evaluate media intended to inspire future activity.
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rent and prior StoryCarnival iterations. We thank the parents, teachers, and children
who have worked with us to develop StoryCarnival. This work is supported by the
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Abstract. We present a design prototype that demonstrates new loco-
motion techniques for social virtual reality experiences. Specifically, we
showcase three teleportation-based techniques which, together, support
users as they join other groups of people, and help them move together
in virtual environments. The new interactions include a technique to
join a group with option for adjacency, the ability to “reverse teleport”
a user to your own group, and finding a consensus on where to tele-
port together. We argue that our new locomotion techniques maintain
the simplicity of current teleportation-based techniques while supporting
new interactions with people. We present our design prototype so that
we can explore how new teleportation-based techniques can be designed
to better support prosocial behaviour, but also highlight their potential
to disrupt social experiences in social VR.

Keywords: SocialVR · Locomotion · Teleportation · Multi-User ·
Virtual Reality

1 Introduction

Social applications are a popular use-case of virtual reality (VR) allowing users
to enjoy meaningful experiences in diverse social activities with real people [5].
Locomotion techniques (LT) enable users to explore these virtual environments
(VEs) with others [7]. Importantly, LTs can potentially either support or disrupt
social interaction in shared environments [4]

One widespread LT is the discrete “point & teleport” [7] where users point to
a desired location before being moved instantly. Teleportation can be a preferred
option for users who suffer from simulator sickness [2] where this type of sickness
can be triggered by visible translational motion, which is often experienced when
using joystick-based locomotion.
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Teleportation-based LTs have long been a focus of research in single user
experiences, but their use within the context of social VR applications has
attracted little attention. In particular, their impact on the mechanisms of social
interactions, such as the maintenance of personal space discussed [4] needs careful
consideration. Teleportation can also cause confusion for observers [7] and lead
to poor spatial awareness [2]. In joining conversation, people can “flicker around
speakers” [4] with users finding it hard to arrive in an appropriate social for-
mation. Where work in LTs has looked at social interaction, it has often looked
at configuring exact movement and how this is communicated. For instance,
Weissker et al’s body of work (see overview [8]) explored group navigation; while
Rasch et al. [7] focused on a dyadic locomotion task, finding value in showing a
“full preview” of the teleport.

To explore the design of teleport-based locomotion in social VR, we present
three of our own designs for multi-user teleportation-based techniques. These
support joining a group of people, a reverse teleport, and together porting with
a consensus on destination. In our work, we have sought to retain the simplicity
of point and teleport techniques described [1], and to communicate a user’s
movement (as in [7]).

The intention is to provoke the user to think critically about the balance
between simple and intuitive interfaces, the complexity of social spaces including
personal space (and the ambiguities resulting from movement e.g., [6]), and the
ability of locomotion algorithms to promote or disrupt social interactions in VR.
New multi-user locomotion techniques in social VR have value. They are relevant
to virtual meetings, communication and collaboration, multiplayer gaming, and
research studies within VR.

2 Design Prototype: Together-Porting

The design prototype in this paper has been implemented using the Unity game
engine version 2021.3. It implements three techniques locomotion techniques
outlined in Fig. 1. The techniques can be positioned within the design space
of teleportation-based locomotion, where in particular, we consider locatedness
i.e., whether people are collocated or remote, and both a preview of our own
movement and the movement of our co-players.

We draw upon current norms from VR teleporting methods, beginning with
point and click teleport [1] which we use as a base for our teleportation methods.
We use a transparent cylindrical reticle displayed over the environment (as in [1]),
camera tunneling vignette to provide better comfort during teleportation, colour
reticles (first person=blue, co-players=green) [7], while we raise the teleport
beam over 45 degrees to cancel teleportation. We have implemented a pointer
with a parabolic curve (as in [3]) which enables selection of people standing
among or at the far side of a group.
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Fig. 1. Technique 1 is illustrated with a user teleporting by pointing at a group. Tech-
nique 2 shows a user reverse teleporting a person. Technique 3 is shown with two
stacked reticles.

2.1 Joining a Group of People of People with Adjacency

The first technique allows users to select and join a group of people by selecting a
target user avatar. This contrasts with current locomotion methods e.g., point &
teleport [1] which ask users to move to a target by manually choosing points on
the floor (an act that contributes to people “flittering” around speakers). Instead
our users have the ability to choose their desired adjacency by utilising the
teleport parabola along with the blue transparent reticle, which snaps-to-person.
If placement is possible, then the user can push forward on the controller’s
analogue pad or joystick to teleport. The placement algorithm moves the user
into the target group, with orientation automatically changed (as in [3]). The
user is orientated toward the person they selected but placed within a social
formation where the relative position ensures they are placed at a respectful
distance.

2.2 Reverse Teleporting

Instead of moving with, or to join others, users can summon other people to their
own position using a reverse teleport. This interaction uses an intuitive pulling
action on the controller using its analogue pad or joystick to both create the
teleport parabola to select a user and to perform the action. In this technique, a
reticle is only displayed over a target when that person can be summoned. If the
summoning user is in a group, then the adjacency of the new person entering
the group will be positioned within the group. This technique cannot support
reverse teleporting of individuals who are collocated with others unless they are
summoned together and retain relative positions. Prior work has assumed the
direction of travel is always toward a destination [7,8]. Instead, we demonstrate
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how the direction of travel could be reversed. The technique has ability to dis-
rupt the social experience as other people are teleported away from their existing
groups to come to you (rather than you to them). This is not intended to map
to real-world social mechanics but responds to recent calls e.g., [4] for the explo-
ration of social VR mechanics which step outside the replication of real-world
interactions.

2.3 Stacked Reticles: Together Porting with a Consensus
on Destination

The last technique enables considers how users come to a consensus to tele-
port with their group. Any user can point to a teleport destination which is
highlighted from everyone’s own perspective with a transparent reticle over the
environment. Subsequent users, having observed that parabola and reticle, will
point their own parabola at the first user’s reticle. In contrast to the Multi-Ray
jumping [9] this allows users to form a consensus on where to teleport, allowing
a choice over who they want to teleport with and provides a more democratic
footing for teleportation. Once there is a consensus (indicated by stacked reticles
from everyone in the group), all teleporting users can release their controllers to
move to that destination or cancel teleportation. Stacked reticles are designed to
clearly show the intention of who wants to teleport where, building on the idea
of the full preview [7], while also indicating the consensus of how many people
want to move, intended to promote more collaboration.

Importantly, collocated users automatically end up in their same relative
positions at the destination, to preserve spatial synchronization. In contrast,
remotely located teleporting users can be placed with a new adjacency to others,
following any number of different schemes. Crucially, to reduce spatial confusion
around trajectories and make it possible to stack reticles on one spot, while
ending up at different destinations, each user’s perspective of other peoples’
parabolas is “tweaked” to their own unique perspective. The preview shows the
correct target destination from a first person point of view, while other players
look like they are heading to the exact same space. We argue that this fits better
with real life decisions, where people suggest moving to join a person, group or
a particular “spot” in the real world (often by pointing somewhere). To aid our
understanding of continuity, the front-most teleporters move first, followed by
those behind to better account for peoples’ movement.

3 Conclusion

In this work, we explore the design space of multi-user locomotion in social VR.
We have created three novel teleportation-based locomotion techniques in this
space which are designed to support pro-social interactions in VR. We present
three “Together-porters”. The first allows users to join a group of people directly,
the second presents reverse teleporting, the ability to summon a user into a
group and third shows how users can reach a consensus on where to travel
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with others. Building on accepted standards of teleportation-based locomotion,
we believe these examples will be intuitive and relatable to users who enjoy
social VR experiences, and who normally choose teleportation as their preference
for locomotion. We present this work as a provocation, contextualised by the
assertion that teleportation has the potential to both support and hinder social
experiences in VR.
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by Multiplexing Automatically Cropped Regions
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Abstract. Low vision users are often facedwith large images when increasing the
browser zoom level. Large images extending beyond the viewport are difficult to
view due to the excessive two-dimensional panning involved. This demo presents a
mechanism that automatically splits, or “reflows”, images into regions of interest.
The user cycles through the magnified regions of interest by clicking or tapping
the images.

Keywords: Accessibility · Low vision ·Magnification · Zoom · Responsive web
pages · Reflow · Panning · Cropping · Artificial intelligence · Region of interest

1 Introduction

Responsive websites dynamically reflow text to fit the user’s browser viewport width
while adhering to text size preferences. Low vision users therefore do not need to scroll
horizontally (sideways) when reading highly magnified web pages, or when reading web
pages on smartphones.However, images can still be difficult to view if thewebsite owners
have not explicitly designed how images are to be presented with narrow viewports.
Image dimensions are usually specified in pixels, and images will therefore grow with
the level of magnification. Excessive panning is needed to view such magnified images.
Two-dimensional panning involves both vertical and horizontal scrolling within the
imagewhich can be disorientating. There is also a risk that the viewermisses vital details.
This is especially a challenge with information-rich images, for example a photograph of
a group of people at some gathering. To help eradicate two-dimensional image panning
on web pages an image multiplexer was implemented that sequentially shows regions of
interest to the user. The users cycle though the various detailed panned views by clicking
on the image.

Supplementary Information The online version contains supplementary material available at
https://doi.org/10.1007/978-3-031-42293-5_29.
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2 Related Work

Magnification, both physical and digital, is a widely used mechanism for compensating
for reduced vision. Smartphone cameras have become a convenient tool for magnifying
physical objects [1, 2]. Screenmagnifiers are used for magnification of general displayed
contents [3, 4], and browsers allow content to be magnified with a few simple keystrokes
[5].

Whenmagnifying contents, the vertical and horizontal dimensions will grow accord-
ingly. Responsive websites therefore typically reflow contents to fit the visible viewport
to prevent horizontal scrolling [6]. Reflow of text and small elements such as user
interface components are well-supported and relatively straightforward to implement.
Clearly, images cannot be simply split into smaller parts in the same way text pas-
sages can be split into words and letters. Effective viewing of large elements with high
magnification such as tables [7], information-rich images, and videos [8] are still open
problems.

Instead, images can be split into regions of interest. Although these can be defined
manually and embedded in images [9] content providers may not provide information
about regions of interest. Moreover, manual definition of regions of interest is subjective.
Thiswork therefore explores automatic detection of regions of interest. Region of interest
detection is a fundamental operation in many image processing applications [10, 11],
and has been explicitly applied to automatic image cropping [12–14].

3 The Image Multiplexer

The image multiplexer was implemented as a JavaScript library hosted on the same
domain as the web page. The library first traverses the Document Object Model (DOM),
identifies all the images on a page, and determines their respective regions of interest.
The tensforflow.js coco-ssd pre-trained deep model for object recognition was used
for detecting regions of interest. This model detects objects in images as well as the
bounding box embracing each object. This model is relatively lightweight and works
with most modern browsers. Simple experimentation showed that the object detection
gives acceptable results for many pragmatic scenes involving people and real-world
objects. The process is illustrated in Fig. 1.

The regions of interest returned by the model are sorted according to size assuming
that important objects are larger and or in the foreground (see Fig. 1). If objects have
similar width (within a range of 30%), they are sorted according to their horizontal
position from left to right to match the Western left-to-right reading direction. The
regions of interest are thus presented from front-to-back and/or left-to-right starting
with the full view. A small border inside the region of interest is also discarded to bring
the content even closer. A separate rendering of each region of interest is prepared and
inserted into the document as well as CSS breakpoints that activate these views with
low viewport widths (320 CSS pixels as recommended by WCAG2.1). The regions of
interest are not shown simultaneously since a stack of cropped images will make the
document longer and thus more difficult to navigate. Instead, the regions are shown
sequentially on demand. This was implemented using a click handler where the user
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A
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A B C

Original image

with 3 regions of

interrest

Cropped and magnified regions

of interrest as separate images

Fig. 1. Regions of interest in an image are detected with AI, cropped, magnified, and shown as
separate images in succession.

cycles through the views by clicking or tapping the image. Each magnified region of
interest is presented across the visible viewport. The cropped image dimensions are tied
to the viewport width and can therefore be zoomed in further if needed.

Figure 2 shows an example of the image multiplexer applied to an example web page
with a group photo shown on a smartphone (limited display real-estate). Figure 2 (a)
shows the page in wide view (landscape), and Fig. 2 (b) illustrates how the large image
is panned along two dimensions using conventional swipe gestures. Figure 2 (c) shows
the same page in a narrow view (portrait) with an initial overview image. Figure 2 (d)
and (e) shows how the user cycles through different regions of interest by tapping on the
image.

The current mechanism was implemented as a JavaScript library that needs to be
included on the webpage. This means that the website owner would need to activate this
functionality. Ultimately, the users should be in control andmake the decision of whether
images should be “reflowed” or not in their browser. It would therefore be beneficial
for the mechanism to be implemented as a bookmarklet or a browser extension which
could be applied to any page. Both approaches were attempted but were unsuccessful
due to the way the tensforflow.js library accesses images was prevented by the cross-
site scripting security mechanisms built into modern browsers. This report is therefore
limited to showcasing the opportunity that regions-of-interest detection present for users
of browser magnification. How to deploy the mechanism in practice remains an open
problem.



318 F. E. Sandnes

(a) Wide viewport view with large image. (b) Panning large image in large viewport

view by swiping left, right, up, and down.

(c) Overview image in a narrow

viewport is shown first. Tapping

image to view first region of

interest.

(d) Tapping image to

view second region of

interest.

(e) Tapping to view next

region of interest.

Fig. 2. Automatic image panning to regions of interest.

4 Conclusion

A proof-of-concept library for “reflowing” images in magnified browser views was pre-
sented. Instead of searching for content by panning large images, the user is sequentially
presented with automatically cropped and magnified regions of interest. The library is
available at https://github.com/frode-sandnes/IMAGE-WRAPPING.
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Abstract. Domain-Specific Languages aim at enabling domain experts to create
or adapt software systems for situated use. In the context of a project using a
humanoid robot Pepper as coach in therapies of post stroke patients, we devel-
oped TaskDSL4Pepper and StateDSL4Pepper, two domain-specific languages for
therapists to specify a robot’s behavior in training sessions. The paper presents
both languages which are rooted in task models and hierarchical state machines
respectively.

Keywords: Domain-Specific Languages · Pepper · Behavior Specifications

1 Introduction

Within our project E-BRAiN [6] (Evidence-Based Robotic Assistance in Neuroreha-
bilitation), we developed software to support patients after a stroke. The underlying
assumption is that a humanoid robot Pepper can replace, or at least, unburden therapists
in certain training sessions. In a second iteration, we worked on two domain-specific
languages to allow therapists to adapt or even create new specifications of training sce-
narios according to the needs in an actual situation. TaskDSL4Pepper is based on ideas
from task modeling while StateDSL4Pepper employs hierarchical state machines. This
paper presents specification examples to illustrate the “specification style” of the two
languages. The examples focus on the mirror therapy that has to be applied for patients
with severe handicapped arms. Exercises are performed with the not affected arm and
patients have to look into a mirror and have to imagine that the handicapped arm is
moving. This trains the brain in such a way that the handicapped arm can be used again.
Figure 1 gives an impression of the therapy situation and the video running on the tablet
of Pepper.

2 Related Work

A survey on end-user robot programming is presented by Ajaykumar et al. in [1]. They
discuss 121 references. However, most of the references are related to general robots.
Only two papers have the term Humanoid in their title. One of them is Moros et al.
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Fig. 1. Therapy situation for the mirror training and support by Pepper.

[13] that uses a visual block concept with Scratch. However, there is no big difference
to programming like in Python. The other paper is Leonardi et al. [11]. The authors
suggest a trigger-action-programming for end-user developers. This approach is also
discussed in [12]. It allows users to manipulate rules that control the behavior of robots.
Coronado suggests with different co-authors in [3] and [4] a block structured program-
ming approach for end-user. They discuss Node Primitives (NEP), a robot programming
framework aimed at enabling the creation of usable, flexible and cross-platform end-user
programming (EUP) interfaces for robots and a system that is called Open RIZE. The
DSL CommonLang (Rutle et al. [16]) is created for writing code for different robots. It
is a kind of abstract programming language that is designed for programmers and not
for end users. The languages Kinematics-DSL, Motion-DSL, and Transforms-DSL are
introduced in Frigerio et al. [8]. They are used in connection with the code generator
RobCoGen. These languages are focused on motions and are very technical oriented.
They are also not designed for end users. The same is true for a DSL discussed in Heinze-
mann and Lange [9]. They discuss a DSL for specifying robot tasks that is intended to
support programmers. Oishi et al. [15] discuss end-user programming for humanoid
robots. However, not much details are provided. A DSL for integrating neuronal net-
works into robot control is presented by Hinkel et al. [10]. Transfer functions can be
specified in a domain-specific way in Python and through an XML format. However,
end users cannot update those specifications.

3 The Domain-Specific Languages

3.1 TaskDSL4Pepper

For task models there exists already the textual domain-specific language CoTaL [7].
It is implemented using the tool Xtext [17] that generates syntax driven textual editors.
Results of this editor can be used to generate code using the tool Xtend [18]. Together
with other options code generation can be performed for the environmentCoTaSE [5] that
allows the animation of model instances. CoTaSE is discussed in detail in Buchholz et al.
[2]. TaskDSL4Pepper is an extension of this language by extending it with specific tasks
of a robot like say<text>, show<picture>, play<video>, raiseArms, etc.Additionally,
there exists an environment that allows the animation of model instances and sends
MQTT [14] messages to Pepper if such a robot command is animated. The specification
of Fig. 2. Consists of four parts. First, there is the team model that is reduced to a
minimum here. Second, there is a role model of a patient. Third, the tasks of a robot
pepper are specified and finally there are declarations of texts, images and videos. The
task structure seems to be better visible in the graphical representation than in the text
form. However, this view can be generated automatically for several tools (see [7]).



322 P. Forbrig et al.

Fig. 2. Specification of a mirror therapy in TaskDSL4Pepper.

3.2 StateDSL4Pepper

Our second domain-specific language is based on the concept of hierarchical state
machines. It is developed with the same tools as TaskDSL4Pepper. Currently, it allows
only commands of a robot as actions inside a state. In this way, hierarchical Moore
automata are supported. Besides normal states there exist initial and final states. A final
state does not have any actions.

Transitions can be executed immediately or delayed after a certain timespan. They
also can be triggered by named events that do not have to be declared beforehand.

Each specification in StateDSL4Pepper results in a code generation to the program-
ming language Java. During execution of those programs MQTT messages are sent to a
robot. For events a window pops up that provides the different alternatives of the current
state transition. A user has to select one of those events.

Figure 3. Specifies the similar therapy as Fig. 2. And provides an impression of the
state-based DSL. The declarations of texts, pictures and videos are the same as for task
models and were therefore omitted here.
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Fig. 3. Specification of a mirror therapy in StateDSL4Pepper.

4 Summary and Outlook

The paper discussed the idea of end-user programming for humanoid robots by two
different textual domain-specific languages TaskDSL4Pepper and StateDSL4Pepper.
As the names already express one language is following the concept of task models
while the other one specifies hierarchical Moore state machines. As most references of
the literature we used the term end-user programming. However, the end users are the
patients and not the therapists.

A first feedback from therapists provided an advantage of StateDSL4Pepper. How-
ever, there were several limitations for that like limited participants, different kinds of
tool support and lack of time. Nevertheless, the approach of textual domain-specific
languages seems to be promising, even that we did not find similar approaches in the
literature for stroke therapies.

We plan to perform further evaluations and adaptations of the languages. It is e.g. no
problem to replace common know temporal relations in task modelling like “>>” by
“enabling”. However, in first experiments participants did not like this idea so much.

Additionally, it is our intention to further extend both languages for programmers.
Generic components have been implemented for both languages. The same is true for
variables and functions for StateDSL4Pepper. It will be interesting to see, whether
experienced therapists can change examples with these concepts as well.

A kind of virtual robot was implemented. In this way, the execution of our DSL
examples can be evaluated without having a humanoid robotPepper at hand.
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Abstract. Studying spatio-temporal data is essential to understand the
processes of the real world. However, the design of effective visualizations
to explore spatio-temporal data is not a straightforward task due to the
inherent multidimensional aspects of the data. In this paper, we explore
the usage of polymorphous glyphs (i.e. glyphs that change shapes accord-
ing to the context) to support the exploration of multiple hierarchical
levels and dimensions of the data. We implemented our approach in the
form of a web-based visualization interface that we demonstrate through
a case study of the ISSA KG, which describes scientific publications in
the field of agriculture, thus supporting domain experts on investigating
where, when and how different crops are cultivated.

Keywords: Information visualization · Polymorphous glyphs · Linked
data visualization · Spatio-temporal visualization

1 Introduction

The study of spatio-temporal data (i.e. data described through geographic and
temporal information) is essential to understand the processes of the real world.
The widespread use of Linked Open Data (LOD) in the form of RDF (Resource
Description Framework) knowledge graphs (KG) results on the availability and
easy access of numerous datasets describing the semantics of real-world spatio-
temporal entities and their relations on the Web, leading to huge amounts of
geo-referenced information. Nevertheless, the value of these data depends on
efficient tool support to extract relevant information to communicate the under-
lying phenomena. The design of efficient data representations to support the
exploration of spatio-temporal data is particularly challenging. Further to being
able to represent the multiple dimensions and levels of spatial (e.g. countries,
regions, neighborhoods, etc.) and temporal (e.g. years, months, days, etc.) gran-
ularity, a visualization technique should reflect the inherent properties of the
data (i.e. the geographical arrangement of locations and the ordering of time
units).
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Multidimensional visualization is a challenge on itself: as the number data
dimensions increases, a single view displaying all the information at once is no
longer suitable due to cognitive overload and visual cluttering [5]. The coordi-
nated multiple views paradigm tackles the problem of representing multidimen-
sional data through a predefined set of views that represent different perspectives
to the data [7], while providing coordinating operations between views to sup-
port reasoning [9]. However, the plethora of existing visualization techniques [4,6]
makes it unfeasible to determine a single combination of visualization techniques
capable of solving every domain-related task.

Glyph-based data representations are another popular approach to deal with
multidimensional data in information visualization due to their ability to con-
vey multiple attributes in a small and compact visual representation. These are
powerful visual representations capable of stimulating more cognitive activity
during visualization than other forms of visual design [1]. Nonetheless, they are
often static representations, displaying a large yet single perspective to the data.
In this paper, we investigate the usage of polymorphic glyphs (i.e. glyphs that
change its shape according to the surrounding semantics and/or user actions)
to assist the exploration of hierarchical spatio-temporal data. As a proof-of-
concept, we implemented our approach in the form of a web-based visualization
tool, called PHiTGlyph (Polymorphic and Hierarchic Temporal Glyph), that
uses interaction to activate the polymorphous aspect of glyphs.

Finally, we demonstrate the suitability of our approach by exploring the
ISSA KG [8], which describes over 110,000 scientific resources (i.e., book, book
chapter, article, thesis, etc.) in the field of agriculture. Each data record is
enriched through named-entity (NE) linking, which assigns a unique identity to
entities (e.g. locations or crop cultures) mentioned in the text. Thus, each data
record corresponds to a scientific publication described through information such
as title, authors, publication date, abstract and associated to a number of geo-
graphic and thematic NEs. Each geographic NE is described through a name
and a geographical position (i.e. latitude and longitude).

2 PHiTGlyph: Polymorphic and Hierarchic Temporal
Glyph

Similar to previous works [2,3,10], we geo-locate glyphs encoding attributes of
the data records. The thematic dimension of our data comprises the research
topic of each publication, which information is hierarchical, composed by cate-
gories and sub-categories. Visualization techniques such as treemap, sunburst,
circle packing and tree diagram are well-known to represent hierarchical data.
However, as the number of categories and hierarchical levels increase, the visual
legibility of these techniques reduces significantly. Although interaction supports
navigating up and down the different levels of the hierarchy, such navigation hap-
pens one category at the time, which hinders comparison tasks. For this reason,
we chose to design a polymorphous glyph, which different shapes can represent
different levels of the hierarchy, thus improving legibility and between-category
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Fig. 1. Overview of glyph states and interactions.

comparison. Particularly, we follow a stacked-bar graph-like design to represent
the count of data records (size of bar sectors) associated to each category (color).
When placed over a time axis, it can encode the temporal distribution of data
records, while being easy to read and supporting comparison tasks. According
to Borgo et al. [1] the chosen design respects criteria of typedness, visual order-
ability, channel capacity, separability, and learnability.

The diagram illustrated in Fig. 1 represent the different states of our glyph,
which are activated through interaction: zooming with mouse scroll enables a
hierarchical browsing of the data from the total count of publications to the
distribution per sub-category, while the use of an arrow placed next to the glyph
reveal the temporal distribution of publications for a particular country, either
the total count or the distribution per category and sub-category. Upon hovering
over the glyphs, the system displays a tooltip showing detailed information about
the represented data. Finally, to assist the user on answering questions such as
“how is a crop cultivated in a particular country?”, upon identifying the country
where the crop is cultivated, the user can hover the glyph and select the category
to see what publications in the dataset refer to that category.

3 Exploring the Temporal Evolution of Crop Culture
Across Different Regions

In this scenario, we assist Bob in his research to understand (i) the temporal
evolution of crop culture mention in the literature of different countries, and (ii)
how the cultivation methods evolve over time. Bob starts by searching for the
countries of interest, e.g., France and Costa Rica (Fig. 2a-b). As he is interested
in exploring the differences between cereal culture and livestock breeding, he fil-
ters out non interesting crop cultures. Bob then zoom into each country to reveal
the distribution of publications per category (Fig. 2c-d), where he observes a sim-
ilar count of publications. However, he wants to know if this distribution is even
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across time periods. Thus, he uses the arrows next to the glyphs to deepen the
exploration by revealing the temporal distribution of those publications accord-
ing to the selected categories (Fig. 2(e-f). The glyphs display the count of pub-
lication over a time period from 2015 to 2018, where one can observe that the
literature in both countries refer to those cultures in a different frequency in
the years 2016 and 2017, when France has only references to either livestock
breeding (2016) or cereal culture (2017) while Costa Rica has references to both
crop categories. Going further, Bob zoom into the glyphs to reveal the tempo-
ral distribution of crop reference within each category (Fig. 2g-h) and explores
the associated publications to each crop to identify the differences between their
cultivation methods in each country (Fig. 2i-j).

Fig. 2. Usage of PHiTGlyph. The user search for the countries of interest (a-b). They
navigate to the temporal distribution of publications per category using the arrows next
to the glyphs corresponding to each country (c-f). By zooming into the glyph, they
reveal the temporal distribution per subcategory (g-h). Then, to proceed their research
and compare crop culture across country, they access the associated publications to the
time period of interest (i-j).

4 Conclusion and Future Work

In this paper, we propose the use of polymorphous glyphs to represent multiple
hierarchical levels and dimensions of spatio-temporal data. We rely on simple
visual channels (i.e. size and color) to support a smooth learning curve, while
providing interactions such as zoom and click to guide the user through the
different hierarchical levels and data dimensions. We demonstrated our approach
through a case study of the ISSA KG to support researchers in agriculture on
answering questions such as “where and when are crop cultures mentioned in
the literature?” and “how does a particular crop culture evolve over space and
time?”. A limitation of our approach refers to visual scalability: we illustrated it
through four topics and time periods, as we are limited by the number of colors
one can perceive visually. Although we mitigate the issue through filtering out
uninteresting information, studies are necessary to understand how our approach
deals with visual scalability and how efficiently is the proposed solution.
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Abstract. This paper describes the basic concepts of the born-accessible approach
to design and development, and compares it to the existing models of retrofitting
digital technologies and content for accessibility. This paper is a short summary
of the keynote speech from INTERACT 2023, which provides a framework for
born-accessible design and a vision for the research and development work needed
to influence future technologies towards the born-accessible model.
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1 Born-Accessible Development

Digital technologies and content are often designed without considering the needs of
people with disabilities. It is estimated by the World Health Organization that 16%
of people worldwide have disabilities [16], meaning that they may be excluded from
education, employment, healthcare, and commerce that often requires the use of digital
technologies and content which may not be accessible. What frequently happens is that
peoplewith disabilities notify the developers or owners, or in somecases take legal action,
to force the digital technologies and/or content to become accessible. Even then, not all
of the technologies and/or content become accessible. The vast number of technologies
and content that are inaccessible means that it is not feasible to have advocates complain
about every single technology, and so often, accessibility needs simply go unaddressed.
Businesses often claim that “we didn’t know that we had people with disabilities who
need access” but this is not a valid excuse, especially since major technical guidelines
on digital accessibility have existed for nearly 25 years, major disability rights laws have
existed in multiple countries for over 30 years, and in some cases, solutions for digital
accessibility such as video captioning, have existed for over 50 years. But there is a better
way to build technologies: the born-accessible approach to design and development.

With the born accessible approach, accessibility is considered as a primary design
goal from the start, and peoplewith disabilities are included from the start. No software or
content is released that is not accessible. There are many benefits to the born-accessible
approach:
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1) There is no delay in getting access to the digital technologies or content. When
technology is built from scratch to be accessible, people with disabilities receive
access to the technologies or content at the same time as everyone else.

2) When using the born-accessible approach, building for accessibility is inexpensive.
It’s been estimated that born-accessible approaches increase the design and devel-
opment costs very little, only 1–2%, versus the much larger costs of retrofitting a
technology after it has already been built.

3) Technologies and content that are born-accessible are inherently flexible and innova-
tive, because they are designed to work with various technology and input and output
combinations, not only one scenario of usage. They are therefore more usable by
everyone, including people without disabilities

1.1 Retrofitting for Accessibility

In the retrofitting model of accessibility, technologies and content are built, released, and
then fixed for accessibility after the fact.While there may be pressures to get a product or
content “shipped” or “out-the-door”, leaving accessible design fixes until later is what
causes the perception that accessibility is expensive. For instance, if you read about
accessibility causing the amount of software code to double in size, that’s caused by
retrofitting and the need to restructure the code because of the retrofit, not because of the
accessibility itself [8]. It’s not that accessibility is inherently expensive, it’s that waiting
until later to make the accessibility fixes is what’s expensive. As described by Churchill
[1]:

When accessibility requirements are deferred, a backlog of accessibility debt is cre-
ated and downstream costs will likely be incurred. For example, you may design a
complex workflow with intricate elements to complete a task. If you haven’t considered
accessibility up front, you may discover that some of the elements are impossible to
build for accessibility and end up having to redesign and rebuild the entire workflow
from scratch. This will slow you down far more than taking these requirements into
account up front ever could. And you’ll lose people—users—in the process: first, those
who could not use your product in the first place, and second, those who resent that you
changed a workflow they had become accustomed to as you roll out your “fixes.”

Aside from the costs on developers to retrofit, there is also a costly impact on users
with disabilities. If a technology is inaccessible for even a short time and is retrofitted,
during that time that the technology is not accessible, the costs on users are enormous.
For instance, one study documents how on websites with accessibility barriers, blind
users may need to take up to 5 times as much time to complete their tasks [2]. Other
studies document how inaccessible websites can result in being charged higher prices
[4], being unable to apply for jobs online [6], or being discriminated against when asking
about applying for jobs on accessible websites [3]. Sometimes, when a technology is
built inaccessibly, a solution proposed is to have a separate accessible version, or to use
the mobile version, but that is not equal access. The alternate version often does not have
the equivalent functionality or content, and in fact is rarely kept up to date [15].

In many ways, the concept of retrofitting for accessibility is similar to the con-
cept of “accommodations” where someone with a disability requests that a process,
workplace, task, technology, or educational experience be modified to be accessible for
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them. Not every individual will feel comfortable making requests every time, not every
request for an accommodation will be accomplished, and again, there may a delay in
time while something is made accessible. An example from the U.S. Department of
Labor shows why this retrofitting/accommodation model is so problematic: employees
requested whether they could seek an exemption from legal requirements (Sect. 508
of the Rehabilitation Act) requiring that only accessible software be procured, because
they stated that they did not have any employees with disabilities who would need to
use a specific software product [3]. Of course, once they have procured inaccessible
software, that would serve as a barrier to hiring any employees with disabilities in the
future. Or consider the case of textbooks and ebooks. If a book for a university class
is not already available in accessible digital format, either directly from the publisher
or from an international website such as bookshare.org, students with disabilities will
need to request from their university that the book be converted into digital format.
There may be a delay in getting an accessible book, so that students with disabilities
don’t have access until half-way through the semester, putting them at a disadvantage.
Laws such as the European Accessibility Act require (starting in 2025) that all ebooks
be “born-accessible.” That does not, however, require that a print book always be made
into an accessible digital version.

Unfortunately, most universities, if they teach digital accessibility at all, teach it
using the retrofitting philosophy. In academic programs in computer science, information
science, and information technology, when accessibility is taught, it is typically taught
as a part of a course at the end of the academic program (such as human-computer
interaction or web design), or as a stand-alone course on accessibility, which is also
taught at the end of the academic program [10]. Students therefore learn that you build
technologies (think about it—programming is usually the first course taken), and you
make any fixes for people with disabilities later on. TheUniversity of Dundee’s approach
of injecting accessibility concepts throughout all courses in a program, is a notable effort
towards teaching using a born-accessible approach [14].

1.2 The Born-Accessible Model of Development

In contrast to the retrofitting model, the born-accessible model of development focuses
on involving people with disabilities from the start, and on designing for accessibility
from the start. No products or content are released that are not accessible. Accessibility
is a key design goal from the start. In the born-accessible model, people with disabilities
are involved in the process from the beginning. All aspects of the development process
include accessibility and people with disabilities as core. For instance, personas include
people with disabilities, and scenarios involve accessibility. Philosophically, the born-
accessible approach can be understood in the traditions of user-centered design (early
and ongoing focus on users and their tasks) and participatory design (users involved in
all phases). While there are many development concepts that at first seem to be about
accessibility (“universal design”, “inclusive design”, and “barrier-free design”), they
often don’t include people with disabilities directly into the development process, and
they may be more focused on following a set of technical standards such as the Web
Content Accessibility Guidelines (WCAG) than meeting the needs of people with dis-
abilities [13]. Focusing only on technical standards for accessibility can be problematic,
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since research by Power et. al. [9] has documented how many accessibility barriers are
not included in existing technical standards. Simply put, only following technical stan-
dards for accessibility doesn’t mean that people with disabilities can actually use your
software or digital content. Yet governments such as the UK give guidance that the way
for government entities to comply with disability rights laws is to comply with existing
technical standards for accessibility such as WCAG [12].

The born-accessible approach is broader. It involves: 1) including users with disabil-
ities in design and development from the start, 2) having core design goals involving
accessibility, 3) evaluating/testing interfaces with people with disabilities, and 4) never
releasing anything that is not accessible. Yet most statutes and regulations requiring
digital accessibility focus on following technical standards, rather than involving people
with disabilities in development and actually meeting their needs. A rare exception is
the regulation associated with the U.S. Air Carrier Access Act covering airline websites,
which requires the involvement of people with disabilities, although only in testing the
airline websites, not in the initial design and development (14 C.F.R. Sec. 382.43(c)(2)).

There is another benefit to involving people with disabilities in all phases of devel-
opment and design: to paraphrase Richard Ladner, “People with disabilities are natu-
rally creative and problem solvers because they do it every day.” Because people with
disabilities often face accessibility barriers in their daily life, they have experience with
identifying creative solutions andworkaround approaches. This isn’t just Ladner hypoth-
esizing: one study of 100 Blind users found that they were more effective in responding
to frustrations on the web than visual users, because rather than give up, the blind users
look for workarounds, saving them time compared to the visual users who often gave
up [5].

1.3 Benefits for People Without Disabilities

Many readers will be familiar with the concept of a “curb cut” in physical accessibility,
and how the curb cut helps not only users of wheelchairs, but also bikers, people pulling
luggage or pushing baby carriages, users of skateboards, andmany others. The flexibility
provided by accessible technologies and content help a majority of computer users.
For instance, a classic study from Microsoft estimated a majority (57%) of computer
users could benefit from the use of accessible technology [7]. Other researchers have
documented how accessible websites lead to improved task performance and less time
to complete tasks on websites for people without disabilities [11].

2 What is Needed?

To start with, we need to create a clear definition of born-accessible design that has
been agreed upon by multiple stakeholders, including leading disability rights groups.
A search of articles on born-accessible design shows that many authors use the phrase
to describe a variety of approaches. A similar web search shows that book and article
publishers are the ones using the phrase “born-accessible” most frequently to describe
ebooks and digital articles that are createdwith accessibility inmind. Holdingworkshops
of various stakeholders could help describe and define the phrase.
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2.1 Data on Costs and Benefits

There is limited quantitative data on the benefits and costs of the born-accessible app-
roach. There are some estimates, but none of these are at the level that would be needed
for regulatory impact analysis at a national government level. We need to measure the
costs and benefits of using a born-accessible approach, if there is any hope of born-
accessible approaches being included as a requirement for new technology or content
development.

2.2 Models, Activities, and Tools for Involvement

At this point, guidance on the born-accessible approach is to use concepts primarily
from user-centered design and participatory design: involve users from the start and at
all phases of design, use iterative design approaches, and evaluate and measure progress
regularly. It would be helpful to create a set of design activities, best practices, tools
and models specifically for using the born-accessible approach. It is expected that meth-
ods and approaches would differ depending on the type of technology or content. For
instance, an ebook is only created once and usually not updated, a software application
may have minor updates once or twice a year but does not usually have a major overhaul,
and websites get regular updates and often have a complete redesign every 2–3 years.

2.3 Educational Materials

To spread the ideas behind born-accessible design, students will need to learn about them
and get experience applying the concepts. As described in earlier sections, as educators,
we need to move our curriculum away from the retrofitting model, so that students can
instead learn about accessibility concepts throughout their academic program. Models
such as the ones described at the University of Dundee will need to be expanded upon,
with resources available for sharing throughout the world.
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Abstract. In the spirit of INTERACTs founder Brian Shackel, this conference
was founded to bring together academics and industrial practitioners in the field of
human computer interaction (HCI) to recognize the profound societal impact that
research and knowledge on humans interacting with various forms of technology
has. HCI has grown from being a small obscure discipline for computer scientists
that were not that good on programming and needed to pick a field that was
easy, to being one of the most important and fastest growing professions in the
IT sector, through the role that user experience (UX) play. The scientific studies
and published papers in HCI have grown much more than many of the other
disciplines. How has HCI come to undergo such a development? I believe that
there are several potential reasons for this. The transdisciplinary nature, involving
true collaboration and a joint understanding between disciplines of very different
natures including computer science, behavioral science and design, among other
things that are fundamental to the impact. Another value is the ambitions not
to bend for the complex, “wicked” problems that human computer interaction
addresses but develop the methodology to fit the nature of doing research in the
wild on complex problems where many of the involving factors are difficult to
control is one of the reasons for the success. The values of addressing and caring
about users, regardless of abilities, knowledge level, age or gender is another
positive quality that has contributed to the impact. To be able to make the best out
of our discipline we should more recognize and cherish the contribution that HCI
can make, educate students and the society to understand the impact and make use
of all the valuable methods, we need carefully to choose research problems and
approaches to maximize the impact and we should to a higher extent take an active
role in the contemporary development of the field, actively engage in politics and
policy making on AI, digitalization and development for change and make sure
that the values of our HCI field permeates all development.

Keywords: Socio-technical system ·Wicked problems · Transdisciplinary ·
Action research · Societal impact
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1 Introduction

The world is a complex phenomenon where people act and interact, using technological
support in many different ways to achieve complex tasks, for work or as entertainment
for pure leisure in a complex context consisting of people, organizations, work tasks and
technological tools in a complex relationship. It is difficult or even impossible to study
or understand the components of such a system in isolation. Rather you need to find
methods and tools to study and understand the complex sociotechnical system and draw
conclusions without being tempted to isolate particular features to make them possible
to study and experiment on in a controlled scientific fashion.

Already back in 1965,Harold J. Leavitt developed his system model, to analyzewhat
an effect a change strategy will have on an organization (Leavitt, 1965). He argued that
every organization consists of four independent components; tasks, people, structure and
technology, and to have successfullymanage integrated change it is crucial to understand
the connection between each component.

By viewing the world as a socio-technical system (Mumford, 2006) one can empha-
size the importance of seeing the organization as a whole where technical and social
functions are interacting and where both influences, and are influenced, by each other.
The socio-technical values are based on the fact that the needs and rights of the users
must have as high priority as the changing technical and organizational structures in the
system.

2 Wicked Problems

Often the problems tackled by HCI researchers may be seen aswicked problems, mean-
ing problems involvingmany interdependent factors making them seemingly impossible
to solve. The different factors may be difficult to define and separate from each other,
intangible and constantly changing and developing. The system may also be difficult to
describe in more abstract terms, to be able to model, experiment on and draw conclu-
sions of the development of. Solving wicked problems requires a deep understanding
of all stakeholders involved (direct or indirect users, designers and developers and oth-
ers affected by the use of a particular artifact) as well as a deep understanding of the
societal system of which it is a part, work, organization, society, values etc. The con-
cept of wicked problems was coined by Rittel and Webber (1973). They described 10
characteristics of Wicked problems:

1. There is no definitive formula for a wicked problem.
2. Wicked problems have no stopping rule, as in there’s no way to know your solution

is final.
3. Solutions to wicked problems are not true-or-false; they can only be good-or-bad.
4. There is no immediate test of a solution to a wicked problem.
5. Every solution to a wicked problem is a “one-shot operation”; because there is no

opportunity to learn by trial-and-error, every attempt counts significantly.
6. Wicked problems do not have a set number of potential solutions.
7. Every wicked problem is essentially unique.
8. Every wicked problem can be considered a symptom of another problem.
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9. There is always more than one explanation for a wicked problem because the
explanations vary greatly depending on the individual perspective.

10. Planners/designers have no right to be wrong and must be fully responsible for their
actions.

Many argue that the only way to properly solve these types of wicked problems is by
applying an innovative approach provided by design thinking (see for example Buchanan
(1992)). The iterative nature of design thinking shows to be particularly useful to tackle
ill-defined or unknown problems by reframing them using human-centered methods,
such as brainstorming, prototyping and testing.

3 Transdisciplinarity

Solving complex wicked problems requires true collaboration and involvement of dif-
ferent disciplines in an open fashion. There are different concepts to name such a way
of working and I think it is important to distinguish between these different concepts to
understand its meaning and help increasing the use and participation of different disci-
plines on equal terms. I often use the following understanding of the concepts, further
elaborated by Shanableh et al. (2022).

• Disciplinary research are scholarly research methods where a discipline explores a
particular research problem from the boundaries of the disciplinary limits, with the
restrictions it imposes.

• Multidisciplinary research contrasts disciplinary perspectives in an additivemanner,
meaning two ormore disciplines each provide their viewpoint on a problem from their
perspectives, involving little interaction across the disciplines.

• Interdisciplinary research combines two or more disciplines to a new level of inte-
gration suggesting that component boundaries start to break down. It is no longer a
simple addition of parts but recognizing that each discipline can affect the research
output of the other.

• Transdisciplinary research occurs when two or more discipline perspectives tran-
scend each other to form a new holistic approach forming a completely different result
fromwhat one would expect from simply adding the parts. Transdisciplinarity results
in a type xenogenesis where output is created as a result of disciplines integrating to
become something completely new.

4 Purpose

We rarely consider themajor reasons whywe conduct research, the driving forces behind
each individual researcher’s knowledge endeavors, or if it simple materialistic reasons
why someone undertakes the task of educating themselves to become researchers. I
have before reasoned over this in relations to the way we have structured our PhD
education and howwe create relationships between software developers andHCI experts
(Gulliksen, 2007).

Many times, the selection of research questions is simply for pecuniary reasons – that
was the research funding that was available – creating a situation where the research is
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no longer driven by the quest for truth or utility, but for the sake of delivering values to
someone that has particular expectations on the results.

There are several exampleswhere I have been involved in research activities that have
had a higher ambition than simply writing yet another scientific paper. For example, the
multi-researcher initiative to discuss in what way HCI could contribute to international
policy making (Lazar et al. 2016).

5 Action Research

Solving complex, wicked, socio-technical problems require novel transdisciplinary
approaches of the specific type that a field such as human computer interaction can
offer. However, as a young discipline, despite of its multidisciplinary background, the
field is not sufficiently brave to take on a new methodological basis taking all of the
above-mentioned considerations into account. Most often we see attempts to limit the
problem to easily evaluable subsets, but unfortunately often with little or no societal
impact, simply because the problem loses its natural setting and the practical applicabil-
ity and societal impact tends to become limited or non-existing. There is a need to adopt
a methodology that recognizes the complexity of the real world and has mechanisms to
tackle the uncertainties that the less controlled environment imposes.

The research methodology that I mainly use is following an action research phi-
losophy which includes mixes of reflection and observation within the actual change
activities normally undertaken in a project. The researcher participates in the project as
an active change agent and does thus work with the dual roles of managing the change
in the organization at the same time as research on the case is conducted, hence the
values and aspirations of the researcher also shapes the results. There are ways of over-
coming this delimitation and also use these aspirations as an aspiration in the research.
Contemporary action research methods are normally adapted based on the core thoughts
developed by Kurt Lewin as early as in1946 (Lewin, 1946). Action research as we know
it today is a cyclic process of planning, action, observation, reflection and redesign, mak-
ing our basic values explicit and basing it on the aspirations we have, but at the same time
critically questioning the validity of what we are trying to achieve (Reason andBradbury,
2001). The action research methodology is commonly used in other disciplines such as
pedagogy, information systems or nursing, but not to the extent that one would expect
within human computer interaction (HCI). One of the few papers detailing how actions
research could be applied in HCI was done by Hayes in 2014 (Hayes, 2014).

How to structure reflections on experiences have been further detailed in Gibbs
(1988) describing a cyclical model of reflection leading you through six stages explor-
ing an experience: description, feelings, evaluation, analysis, conclusion and action plan.
One of the most common reflective approaches used within HCI is the approach pro-
posed by Donald Schön in the Reflective Practitioner (Schön, 1987) arguing for an
increased reflection in action. The literature commonly refers to the following as being
the skills required of reflective practice: self-awareness, description, critical analysis,
synthesis and evaluation (Atkins and Murphy, 1993). This work can be classified as
interpretive research assuming that the knowledge of reality is gained through social
constructions such as language, consciousness, shared meanings, documents, tools, and
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other artifacts. Interpretive research does not predefine dependent and independent vari-
ables, but focuses on the complexity of human sense making as the situation emerges
(Kaplan and Maxwell, 2005).

A common criticism towards action research or towards reflexive or interpretive
research is to question the scientific quality and validity of the conclusions drawn. But
there are ways of overcoming this, such as using the principles for conducting and
evaluating interpretive field studies in information systems developed by Klein and
Myers (1999). These principles of quality can be used much more broadly than simply
analyzingfield studies, it can be used to structure and critically analyze the data consisting
of previous literature (own and others) and experiences gathered throughout ongoing
development work according to an action research philosophy including quantitative and
qualitative data together with design artifacts and critical reflections in the collaborative
projects as well as experience-based research. Klein and Myers have identified seven
principles:

1. The Fundamental Principle of the Hermeneutic Cycle suggests that all human
understanding is achieved by iterating between considering the interdependent mean-
ing of parts and the whole they form. It could for example involve by considering
details of decisions made and the effects it has on a high organizational level, through
the researcher’s involvement in different parts of the organization and on different
management levels.

2. The Principle of contextualization requires a critical reflection of the social and his-
torical background of the research setting. This is achieved by situating the research in
the special opportunities and constraints that the organizational setting of for example
an academic institution preoccupied mainly with engineering education and reflect-
ing on the special conditions that this entails, or the certain conditions for conducting
health care.

3. The Principle on the interaction between the researcher and the subject involves
a critical reflection on how the research material was socially constructed through the
interaction between the researchers and the other participants.

4. The Principle of abstraction and generalization is addressed by formulating
conclusions that are presented and critically discussed in an iterative fashion.

5. The Principle on dialogical reasoning requires a sensitivity to contradictions
between theoretical preconceptions guiding the research and the actual data to support
our ideas.

6. The Principle on multiple interpretations requires a sensitivity to different views
andopinions on the interpretationof a situationdependingon theviewsof the problem.
This can be achieved by involving multiple researchers representing different trans-
disciplinary perspectives of the different stakeholder perspectives in the development
process.

7. ThePrinciple of suspicion requires a sensitivity towards “biases” and “distortions” in
the experiences included and narratives collected. It can be safeguarded by critically
questioning all statements obtained, both from the researchers involved and from
representatives from the beneficiaries of the outcome of the project. You need to turn
every conclusion upside down to question its validity and relevance for the task at
hand.
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6 Conclusions

So, why do we do research? Because we want to contribute new knowledge to the
world or because we fundamentally believe that research has the potential to change the
world? I believe that Human Computer Interaction (HCI) has an enormous potential for
contributing to societal change and development. Here are some of the reasons why I
think that this is so:

• Human-centeredness – In all development work with an HCI flavor the user is and
should always be the major focus. The discipline grew out of a recognition of the
fact that the end-user is the ultimate beneficiary of all we do but that it often is not
the case that the user has been actively involved in the process, not that concepts
such as usability, accessibility or user experience have been sufficiently taken into
consideration.

• Transdisciplinarity – The transdisciplinary nature of HCI makes it particularly
suitable for handling complex societal problems.

• Contextuality – In traditional research, the domain of studies is reduced to controlled
settings where all independent variables can be kept under control. However, a lot of
the real-world problems loses its fragrance if the research is controlled. Rather we
should acknowledge the fact that research is and should be conducted in the wild,
and use the complex conditions as an asset in the process. We need to understand the
context of design (Svanæs and Gulliksen, 2008).

• Basic values – In addition to the transdisciplinary nature of HCI, it also includes a set
of values that contributes to meeting the needs of society, the needs for individuals
and organizations for the greater good of the humanity

• Methodological implications – the complexity of the problem domain and the trans-
disciplinary nature of the research constitutes a need to be more eclectic and inclusive
in the choice of and combination of research methods. The research often makes it
difficult to conduct traditional experimental research but rather gives opportunities to
combine many different quantitative and qualitative data gathering methods as well
as using design research. It is not uncommon that the collected data from real life
applications is a combination of interviews, short surveys, meeting notes and reports,
artefacts produced or collected, photos, films, etc.

• Ethical Implications – with the recent development within research ethics, the
requirements on ethics approval and the increased administration in relation to
research problems has caused a lot of extra work for researchers, simply to comply
with the increased standards for ethical approvals. Generally, the trust on researchers
to follow their code of ethics has been replaced by bureaucratic and time-consuming
administrative processes. As a consequence, a lot of important interesting research
findings are not disseminated or maybe not even conducted in favor of research prob-
lems that do not require ethical approval and informed consent. This may have a
negative impact on the potential for research to have a societal impact.

• Purpose – We should much more ask for the purpose of the research, in what way it
intends to contribute to the societal goals and thus hopefully encourage researchers to
make this contribution more explicit, which hopefully would lead to much more of a
discussion in the research society andhopefully also to increased societal contribution.
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But we should also encourage and value each individual researcher’s contribution to
the society and make this play a more fundamental role in more modern review and
ranking system instead of the current quantitative assessments of research impact,
such as by counting citations and downloads.

• Implications for policy – A common conclusion in many HCI papers is providing
implications for design. However, the potential to offer implications for policy is
definitely possible and appropriate in a lot of the research. While we value theoretical
rigor, methodological soundness, etc. we should to a much higher extension value
the contribution to the development of the society.

There is a need to revalue why we do the research we do, to increase the focus on
societal contribution and to get back to the aim originally formulated by Brian Shackel
in the invention of the INTERACT conference series and the basis of the Brian Shackel
Award, which is “to recognize themost outstanding contribution in the form of a refereed
paper submitted to and delivered at the INTERACT conference and to draw the attention
to the need for a comprehensive human-centered approach in the design and use of
information technology in which the human and social implications have been taken
into account”.
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Abstract. At this time, there is a lot of discussion and attention on the adoption
of artificial intelligence in real-world automations. In this panel, we will discuss
the role of Human-Computer Interaction in creating meaningful devices, applica-
tions and systems to obtain automations that exploit technologies from artificial
intelligence in such a way as to create meaningful and valuable experiences for
individuals and society. Our specific focus is user control in automation, ask-
ing how HCI can provide automation that can solve the evergreen challenges
of human-automation interaction, advancing the role of humans interacting with
automation from servants to collaborators or even partners, and increasing human
well-being. With new AI tools, the range of automation has widened including the
automation of cognitive tasks.

Keywords: Automations · Human-Computer Interaction · Artificial Intelligence

1 Motivations

How people interact with digital technologies is currently caught between the Internet of
Things (IoT), where objects are continuously increasing their technological capabilities
in terms of functionalities and connectivity, and Artificial Intelligence [16], which is
penetrating many areas of daily life by supporting their increasing ability to support and
automate functionalities, including creative and cognitive tasks, based on collected data
and statistical predictions. In both trends, human control over technology is jeopardized,
little is happening in terms of innovating how we conceptualize, design, implement and
verify automations and allow users to control them.

While there is a long human factors research tradition on automation [7], such
research has long been concentrated on highly specialized professional work tasks for
highly trained and specialized personnel [13], such as control centre operators or aircraft
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pilots. However, we live more and more in environments with dynamic sets of objects,
devices, services, people, and intelligent support, which can be connected through var-
ious types of automations, with various types of peripheral interactions [3]. This opens
up great opportunities, new possibilities, but there are also risks and new problems [2].
The available automations can be created through machine learning techniques, and
then be activated by or recommended to users, or can even be directly created by users
themselves exploiting configuration mechanisms. Automations are more and more used
in environments rich in terms of the presence of connected objects, devices, and services
[8]. The ambient nature of automated systems and their interwovenness in mundane,
repetitive routines also supports the ordinariness of the involved user experience [6].
They are often based on sets of rules that connect the dynamic events and/or condi-
tions with the expected reactions without requiring the use of complex programming
structures, and have been used in several domains, such as home automation, ambient
assisted living, robots, and industry. While referred to as a single term, automation is
by nature polymorph and adding automation to a system may correspond to multiple
(sometimes conflicting) objectives [15].However,when they are automatically generated
some problems can occur if the end user’s viewpoint is not sufficiently considered. For
example, previous studies describe how intelligent systems can fail to adapt to recent
user changes or the difficulty users have understanding what information the system
requires in order to be trained to generate the desired behaviour. Other studies reported
difficulties in avoiding false alarms, communicating complex schedules, and resolving
conflicting preferences. Such issues highlight the importance of providing conceptual
and technological support for improving the transparency of such automations [16] and
the possibility of human intervention [18]. However, early studies in the area of human
factors have demonstrated that, in some cases, reliability of automation is not critical
and users see benefits even in the presence of failures.

The panel aims to stimulate a multi-perspective discussion on how democratiz-
ing main technological trends by designing environments able to support user-centred
transparency, explainability [10], and controllability in automations.

2 Discussion

Given the background described in the previous section, several points can be discussed
in the panel, for example:

• What are the dark patterns when deploying automations in daily environments, exam-
ples of cases where such technological trends conflict with users’ ability to actually
obtain and control the desired daily automations?

• What are the application domains and associated scenarios where everyday automa-
tions actually controlled by end users can have a high impact on improving user expe-
rience and technology adoption (possible candidates: smart homes, ambient assisted
living, retail, industry 5.0, …)?

• What are the most suitable interaction paradigms, technologies, metaphors, program-
ming styles to allow people to easily create, understand, modify [11], debug [10, 12],
and control, the automations most relevant for them in their daily activities (e.g.,
wizards, chatbots, block-based, data flow, process-oriented, augmented reality [1],
Programming-By-Demonstration [9])?
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• How will interactions based on large language models affect the way users will
understand and control automations and recommendation systems?

• What are the principles, design practices, and methodologies available in Human-
Computer Interaction (HCI) that could be adopted to empower the end-users to control
automations in AI systems, and how they should evolve to better address the new
challenges?

• What unsolved challenges are we facing when providing more user control with
highly automated systems?

• What can the role of recommendation systems be in smart environments that users can
control? When, how, and for what purpose can recommendations be useful, usable
and reliable?

• What are the most effective ways to explain the automations that populate surround-
ing environments as well as their actual effects on users with limited technological
knowledge?

• How do humans interact and control automation for cognitive and creative tasks [17]
and how does it impact our sense of agency and responsibility ?

3 Schedule

We plan to organise the panel in the following manner:

• Opening and introductions: 10min
• Moderated discussion: 35min
• Questions by audience: 35min
• Concluding remarks and closing: 10min

4 Panelists

Philippe Palanque research is focusing on dependability, usability and safety of inter-
active critical systems. As AI technologies (such as machine learning) are making their
way inside this type of system, the research addresses the assessment of usability and
dependability of such interactive systems embedding AI technologies. He is also work-
ing on identifying explicit criteria (as in [4]) in order to demonstrate the need for such
technologies as their integration is often related to fad and less to actual need as “clas-
sical programming” allows implementing behaviours which are usually attributed to AI
technologies as demonstrated for recommender systems in large civil aircrafts [5]. His
contribution to the panel will be to question the need for such technologies and the clear
identification of benefits and drawbacks they bring to interactive systems and interactive
technologies.

Fabio Paternò has long investigated methods and tools for end-user development,
and in recent years has also focused on how to exploit them in the context of recent
technological trends (Internet of Things andArtificial Intelligence) in several application
domains in order to improve their transparency and user control. In the panel he will
discuss the possible composition paradigms of automations in daily environments (visual
wizards, conversational interfaces, mobile augmented reality), their integration with
recommendation systems, and how to introduce explainability mechanisms that are able
to provide answers to the most frequent user questions.
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VirpiRoto’s expertise is in employee experience designwhen automation systems are
introduced to industrial workplaces. While the new automation systems are envisioned
to be as autonomous as possible, there needs to be an employee monitoring autonomous
automation and helping it when needed. In other words, people are assigned the ser-
vant role of watching the computers. Virpi wants to avoid the passive monitoring work
by designing automation as a service for the employees. The smarter the automation
becomes, the more chances there must be to provide more control for the employees.

Albrecht Schmidt is focusing on how control changes when we use generative AI.
In knowledge work, users traditionally have full control and exercise this control. When
academics, lawyers, and journalists write a text each word matters. When designers or
engineers create objects, their creativity is seen in their attention to detail. If we now
augment and automate cognitive tasks to improve efficiency, we face unique challenges
in control. The central questions are: How should we design interactions and interfaces
for knowledge work to allow comprehensive control, while getting the full benefit of
generative AI? How can we ensure that decision-making is done in a responsible way
and that users understand the results of ‘their’ work?

Simone Stumpf has a long-standing research focus on user interactions withmachine
learning systems, and most recently has focused on involving lay users in teachable
machine learning systems, interactive Explainable AI (XAI) and AI fairness. She is
interested in developing design principles for enabling better human-computer interac-
tion with AI systems, leading to more transparent and responsible AI. Her contribution
to the panel will focus on how to involve users in the design of AI systems at all stages in
the development lifecycle, how to choose levels of automation within a socio-technical
AI system, and the dangers of ignoring user-centred design for AI.

Jürgen Ziegler is conducting research at the intersection of HCI and AI. With his
team, he has a long-standing track record in recommender systemswith a special focus on
interactive recommending, and on transparency and explainability of recommendations.
In recent work, he has specifically studied conversational recommendation methods,
exploring various design options for optimizing the user experience. In the panel, he will
raise the often neglected issue of how intelligent techniques can be seamlessly integrated
in conventional user interfaces. He will discuss implications of the recent breakthroughs
in language technology on recommending and decision-making, also reflecting on them
in the light of argumentation theory. Arising from the advent of powerful language
models is also the question which future demands these technologies will put on users
with respect to cognitive and language skills.
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Abstract. The aim of this panel is to facilitate a discussion on the ethical impli-
cations of our activities as HCI researchers and designers. These implications can
be formulated in terms of an ethical value exchange, in which research and design
decisions are transactions where all stakeholders give and obtain some value. The
panel will generate a thought-provoking debate based on different experiences and
reflections on whether and how ethical value exchange happens in HCI research
and design practice.

Keywords: HCI research · HCI design · Ethical Value Exchange

1 Panel Topics and Objective

This panel considers our ethical responsibility as human-computer interaction (HCI)
researchers and designers in the context of societal and sustainability issues such as
inequality, poverty, global warming, pollution, and geopolitical conflicts, among many
others. Assessing the ethical implications of our research and designs with trust and
collaboration in the foreground requires empathic, in-context experimentation and data
collection,which requires a socio-technical, context-sensitive approach toHCI [1]. These
implications can be formulated in terms of an ‘ethical value exchange’, in which research
and design decisions are transactions where all stakeholders give and obtain some value.

The panel will add to the ongoing discussion on ethics in HCI [2–4] by providing
new perspectives from the distinct conceptual standpoint of ‘ethical value exchange’.
Through their different perspectives and experiences panelistswill articulate the different
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ontological, epistemological and methodological dimensions of ethically exchanging
value in HCI research and practice. This means questioning (1) ‘what’ we mean by
ethical value exchange; (2) the relationships ‘between’ HCI researchers and designers,
and the intended users of their research knowledge and designs; and (3) ‘how’ we
exchange value ethically.

2 Chair and Panelists

2.1 Jose Abdelnour Nocera

Jose will chair the panel and coordinate the contributions from the different panelists
and interventions from the audience. His main interest with this panel is to explore the
academic and practical dimensions of the ethical exchange of value in HCI research and
practice.

José is Professor of Sociotechnical Design and Head of the Sociotechnical Group
for Innovation and User Experience at the University of West London. He is the current
Vice-Chair for Equity and Development for IFIP TC 13 on HCI as well as Chair for
the British Computer Society Sociotechnical Specialist Group. His interests lie in the
sociotechnical and cultural aspects of systems design, development and use. In pursuing
these interests, he has been involved as researcher and consultant in several projects
in the UK and overseas in the domains of mHealth, e-learning, social development,
e-commerce, e-governance and enterprise resource planning systems. Prof. Abdelnour-
Nocera gained an MSc in Social Psychology from Simon Bolivar University, Venezuela
and a PhD in Computing from The Open University, UK.

2.2 Marta Kristín Lárusdóttir

Extending the relationships between HCI researchers and potential users has been my
concern for several years. I participated in several projects, defining usability evaluation
protocols for the users, with the aim of including usability as one of the selection criteria,
when the public authorities were choosing new software to be used by hundreds of users.
Including usability in the call for tenders is one of the first steps towards considering
the digital work environment of these users in parallel with more traditional values like
the cost of the software. Additionally, I have been concerned about strengthening the
relationship between HCI researchers and IT professionals designing new software. I am
one of the founders of a newprocess called theUCDSprint for structuringUCDactivities
in the early phases of software development. The UCD Sprint process is accessible via
a digital aim, making it easier for students and professionals to conduct UCD activities.

Marta is a Professor at the Department of Computer Science at Reykjavik University,
Marta has researched user-centred design (UCD) activities and the integration of those
in agile software development. Marta has also worked as a project manager and UCD
expert in the software industry and consulted on UCD activities for public authorities.
Marta has been engaged in IFIP activities, first as a national member of Iceland in TC13
and later as an expert member. Marta has been active in various activities in WG13.2
and has had many roles in organizing both the INTERACT and HCSE conferences.
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2.3 Jonathan Lazar

A key consideration for the ethics of involving people with disabilities in research is
they should themselves be determining the research and funding priorities for research
involving people with disabilities. Academics tend to think of themselves as independent
thinkers pursuing topics that are of interest to ourselves, yet if one expects that people
with disabilities will take time to involve themselves in one’s research, a researcher needs
to consider that their research needs to solve a real-world problem, a pressing need, for the
disability community. It’s not sufficient to simply choose a topic that appears interesting
yet may not solve a real-world need. Researchers who themselves have disabilities
already use this approach of working directly with their communities and involving
their lived experience to separate out the real problems that need to be solved from the
“problems that aren’t actually problems.” Similarly, people with disabilities should be
able to help influence which areas of research get funded. As funding agencies are under
pressure to show real-world impact, the best way to accomplish that is to include people
with disabilities, from the start, in determining research priorities.

Dr. Jonathan Lazar is a professor in the College of Information Studies at the Univer-
sity of Maryland, where he is the executive director of theMaryland Initiative for Digital
Accessibility (MIDA), and a faculty member in the Human-Computer Interaction Lab.
Dr. Lazar has over 25 years of experience in research and teaching in human-computer
interaction, with a focus on technology accessibility for people with disabilities, user-
centered design methods, assistive technologies, web accessibility, and law and public
policy related to accessibility and HCI. Dr. Lazar has authored or edited 16 books,
including Research Methods in Human-Computer Interaction (2nd edition, co-authored
with Feng and Hochheiser) and Ensuring Digital Accessibility Through Process and
Policy (co-authored with Goldstein and Taylor). He is the recipient of the 2020 SIGAC-
CESS Award for Outstanding Contributions to Computing and Accessibility, the 2016
SIGCHI Social Impact Award, and he was the general chair of the 2021 ACM ASSETS
conference.

2.4 Helen Petrie

Two issues in the area of ethical value in relation to research with disabled and older
people have concerned me for some time: expectations and compensation: the first issue
is about the expectations people might have about technologies when participating in
our research. Almost always our research involves the early exploration of ideas for
technology innovations which might benefit disabled or older people. Whether these
ideas ever end up in actual products is a very open question. It may take years and the
product may turn out to be very different from what we explored in the research or our
research may indirectly influence technological developments. It took me some time as
a researcher to realise that it is very important to be clear with participants about the
nature of the research. One should not raise expectations unrealistically, if participants
find something we are working with useful. This can be further complicated by the
fact that sometimes when we are researching a new idea, industrial collaborators are
interested to know how much people would be willing to pay for a new technology.
This inevitably sets expectations that a product is being considered, which may or may
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not be the case. On the other hand, I have found that a discussion about the nature of
research can be very interesting for some participants, and strengthen the bond that they
are collaborators and contributors to the research, and not just “subjects” of the work.

The second issue is more practical, that of compensation of people’s time for their
participation in research studies. On this issue researchers are often faced with two con-
flicting pressures: on the one hand, reviewers for conferences and journals are expecting
larger and more representative samples of disabled and older participants in studies. On
the other hand, research funding institutions are under pressures to reduce costs, and
payments to participants look like an easy target. I have often been told that disabled
and older people should participate in my research without any compensation, as the
research is for their benefit. I find this argument very problematic. All research in HCI is
ultimately for the benefit of users of technology, but I have never had this argument made
in relation to non-disabled or younger participants. It seems appropriate to expect HCI
students to take part in studies as participants as part of their education (to understand
what it is like to be on the other side of the situation), indeed some psychology depart-
ments require students to do this (a sneaky but useful way of creating a participant pool,
albeit one of rather limited scope). But is it appropriate to ask others to give up their
time and effort for nothing. Does this create a sample which is representative of their
population (indeed, does compensating participants create a representative sample?).

Helen Petrie is Professor Emerita of Human-Computer Interaction at the University
of York in the UK. She has been involved with IFIP and particularly TC13 (Human-
Computer Interaction) formanyyears, currently beingViceChair forMedia andCommu-
nications and Chair of WG13.3 on Human-Computer Interaction, Disability and Aging.
She is also a member of IFIP WG11.12 (Human Aspects of Information Security and
Assurance). Her research interests are in the areas of the design and evaluation of digital
technologies for disabled and older people and usable security. She has been involved in
over 30British and international projects has publishedwidely and provided consultancy
to government and industry on accessibility and usability of new technologies.

2.5 Gavin Sim

Within the area of Child Computer Interaction the ethics of participation has recently
come to the forefront of academic discourse. Examining the ethics of participationwithin
the context of the transformation economy and value extraction presents many societal
and ethical challenges for the community. When children are participating in design or
evaluation, it is important to be clear about their inclusion and their contribution. When
their inclusion is within the design phase, there is a tension to ensure that the children
understand how their contributions will, or will not, influence an end-product. Value
extraction may result in organisations or researchers benefiting from the child’s contri-
bution, whilst the participants receive little benefit or value. Thus there are possibilities
that children’s times and contributions may not always be valued, as not all input or ideas
may lead to innovation within the products or systems being designed. Many companies
are increasingly collaborating with users over longer periods of time through construc-
tions such as open design, co-creation and participatory design. There are clear benefits
for organisation within this model of design yet for children what are the overall benefits
and value of participation, are children empowered to withdraw their ideas and time?
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When the participants are children, it is common for parents to provide informed consent
and for the children to then assent to participate. Design activities are often packaged to
be fun and interesting for the children, therefore ascent could be obtained as they want
to participate in the activity. Depending on the age, children may not fully understand
their participation or how their data is used after the event, and ways of communicating
this to the children is important. Children do not always want to hand over their ideas
as evident in a study by Read et al. [5] in which 5% of children kept their design ideas
after the session. When including children in design it should be obvious as to the value
extraction that children can obtain in from their participation.

Dr Gavin Sim is a Reader in Human Computer Interaction at the University of
Central Lancashire. He has worked at UCLan since 2002. His research interests are in
the area of HCI, CCI and educational technology, in particular, participatory design,
usability / user experience evaluation methods. He is an active researcher within the
ChiCI group, where his focus has been on evaluating user experience and usabilitywithin
games and educational technology. He has over twenty years of experience of working
with children in the design and evaluation of children publishing papers and running
workshops and courses at international conferences. He has provided consultancy work
for the BBC on the accessibility of their games for children and more recently evaluation
the effectiveness of LingoKids apps.

2.6 Tariq Zaman

Engaging with communities from diverse cultural backgrounds has proven to be a com-
plex process. Particularly, when it comes to conceptual understanding related to ethical
value exchange from the local designers and external collaborator’s perspective, which
may not always be the same. Tariq will focus on the process of co-designing ethi-
cal guidelines with Malaysian indigenous communities and will discuss the issues and
challenges related to internalization and absorptive capacity within institutions and the
research community.

Tariq Zaman is an Associate Professor in the School of Computing and Cre-
ative Media at the University of Technology Sarawak (UTS) Malaysia. His projects
and research publications equally reflect the multiple voices of indigenous wisdom
and cultural understanding by converging local, scientific, traditional and cultural
knowledge(s).
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Abstract. Virtual reality has become a valuable tool for training and
problem-solving, and creating animations in VR provides several advan-
tages over traditional tools by increasing sense of presence within the
scene. This paper presents an animation tool that allows novice anima-
tors to create multi-object animations using motion paths in VR. The
proposed prototype is compared to the animation tool in an existing VR
application. While previous studies have proposed VR animation tools,
they are often targeted at experts or are missing key features such as
animation with multiple objects. The comparative analysis evaluates the
perceived usability and workload based on quantitative questionnaires
as well as a qualitative interview. The results show the proposed tool to
be superior in terms of perceived usability, however, we also found that
having several motion paths could clutter the view and that future work
is required in the visualization of these.

Keywords: Virtual reality · Object animation · Multiple objects

1 Introduction

Immersive Virtual Reality (VR) tools have showed their usefulness in several
fields [8]. In the field of animation, VR has created several new opportunities,
both for experienced practitioners and non-animators [1,5]. Tools for creating
animations in VR can accelerate workflows, by being accessible to both animators
and non-animators, leading to improved communication between the two [9].

Previous studies have proposed VR animation tools, but most have been
designed and evaluated by experienced animators working with VR developers,
resulting in tools with less accessibility for non-animators [6]. Tools that are

Supplementary Information The online version contains supplementary material
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specifically targeted towards inexperienced animators are often limited in scope,
and focus on specific use-cases such as single-object and character animation [3].

In this study, we expand on previous work [4] by creating a VR object ani-
mation tool with support for Multi-Object Animation (MOA) targeted at non-
animators. Our prototype is evaluated in a comparative between-subjects user
study, where participants completed three tasks using our prototype or using
the animation tool available in the VR application Rec Room1

The main objectives of this work are:

– To design, and implement a user-friendly VR object animation tool with a
particular focus on MOA, intending to enhance the animation experience for
non-animators.

– To conduct an evaluation comparing the perceived performance and usability
of our prototype with the existing animation tool in the VR application Rec
Room. This study will provide insights into the advantages and potential
limitations of our prototype.

– To analyze the results of the user study, thereby obtaining a deeper under-
standing of the impact on workflow and improved understanding of non-
animators when using our proposed prototype.

2 Methodology

The prototype was developed using Unity and the XR Interaction Toolkit
(XRIT)2 The primary goal guiding the design was to enable non-animators to
easily understand and create MOAs. As in previous work [4], we decided to base
our prototype on 3D motion paths in the virtual space.

Expanding an animation tool from SOA to MOA introduces several design
challenges, such as context-switching between active objects and providing an
overview of objects in the current animation. For motion path animations with
many objects it is also important to consider how the paths are visualized as
to not mentally overload the user. For the generation of a motion path, we
decided on a performance-based approach. When a user grabs and manipulates
an object, keyframes are automatically generated and a path is drawn. The
motion paths of two objects being animated can be seen in Fig. 1 (left). To
support the animation process, we wanted a simple and intuitive control panel,
made to be a tangible part of the virtual space. The animation menu can be
seen in Fig. 1 (right). To control the timing of single object animations (SOAs),
we developed a timeline system drawing inspiration from traditional tools. Each
object has its own layer which can be slotted onto a global timeline. This enables
users to phase shift, speed up, and slow down individual layers to fine-tune the
animation. The timeline UI provides users with immediate visual feedback and
a simple representation of the SOAs and their temporal relation.
1 Rec Room: https://www.recroom.com.
2 XR Interaction Toolkit: https://docs.unity3d.com/Packages/com.unity.xr.interac

tion.toolkit@2.3.

https://www.recroom.com
https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@2.3
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3 Evaluation

To evaluate the usability of the tool, we designed a comparative between-subjects
user study, comparing our prototype to the animation tool available in Rec
Room, both applications running on the Meta Quest 2 VR device. For both
conditions, participants completed three animation tasks that increase in com-
plexity. In the first task, participants were asked to move a football across the
floor to create a simple translation animation. In the second task, they were
given an existing animation of two footballs on a collision course and were asked
to edit it to avoid collision. In the third task, they were presented with two
tables, one empty and one with several plates and cups. They were then asked
to create an animation of the empty table being set.

Fig. 1. In (left) the motion paths of two footballs being animated can be seen. In
(right) the animation menu corresponding to the motion paths can be seen.

A total of 30 participants were recruited, 15 for each condition. Initially,
participants were asked about their prior experience with VR and with animation
on likert scales from 1–5. For each task, a separate scene was presented to the
participant along with verbal instructions from an observer. After completing
the tasks, participants were asked to fill out System Usability Scale (SUS) and
NASA-TLX (NTLX) questionnaires. Lastly, a short qualitative interview was
conducted, focusing on their points of frustration with MOA.

4 Results and Discussion

The demographic data showed 44% of participants had little to no prior experi-
ence with VR, and 63% had little to no prior experience with animation.

Normalized on the 0–100 scale, our prototype rated above average on the
SUS (M = 76.83, SD = 13.04), with 68 being average. For Rec Room the score
was below average (M = 63.33, SD = 20.69). A Wilcoxon Rank Sum test was
performed on both conditions with a significance level of p < 0.05 and p = 0.042.
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For NTLX we used the unweighted values. A Mann-Whitney U test with a sig-
nificance level of p < 0.05 was performed on each question. Only question 4
regarding the perceived performance showed statistical significance. The results
from the Raw-TLX analysis can be seen in Fig. 2. During the interviews, most
participants found that both tools well-suited for simple animations, but were
unsure about their usefulness for complex tasks. When discussing sources of frus-
tration, with our prototype, most participants noted the motion paths getting
intertwined and cluttering the view, making it difficult to differentiate the paths
and their objects. For Rec Room, participants enjoyed some of the features not
included in our prototype, such as undo-redo and additional options to edit ani-
mations. Some complained that in Rec Room the trigger must be held down at
all times for the animation menu to be displayed.

These results show that while our prototype performed better in terms of
perceived usability, Rec Room required less effort from the participants. With
the qualitative feedback, this indicates that the simplicity of our tool made it
easier to utilize at first. However, as participants spent more time, the additional
features in Rec Room made it easier to accomplish their tasks. The qualitative
feedback also pointed at a particular point of improvement being the motion
paths cluttering the view, and in future work it would be interesting to explore
different methods of visualizing elements in cluttered spaces [2,7].

Fig. 2. Raw results from the NASA-TLX questionnaire. Statistical significance is shown
for the question concerning perceived performance.

5 Conclusion

In this paper, we have presented a VR animation tool with multi-object ani-
mation targeted at non-animators. The tool utilizes a simple timeline, allowing
users to easily create animations and adjust their individual timing. Our eval-
uation showed that our tool performed significantly better than the animation
tool found in Rec Room in terms of perceived usability. However, in terms of
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perceived performance Rec Room was preferred. We attribute this to issues of
motion path occlusion and to the relatively small feature set in our prototype.

In future work, we would address these issues by expanding the tool and
exploring different ways of visualizing elements in cluttered spaces to make it
easier for users to distinguish between different motion paths.

Acknowledgements. This work is supported by the Danish Innovation Foundation
through its Industrial PhD program.
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Abstract. In this paper, we present an interactive, conversational robot helping
children diagnosed with Autistic Spectrum Disorder (ASD) become more confi-
dent in expressing their emotions and feelings. Investigating how the technology
could act as an educational tool for parents to help them understand the best ways
to interact and help their child, promoting a greater bond. This paper highlights the
qualities and benefits of using conversational user interface in social intervention
for children with ASD. Finally, we reflect on three main qualities of our system:
human and robotic qualities balance; robot interaction predictability; and sustain
the triadic interaction.

Keywords: Design · Conversational user interface · Autism · Children ·
Product · Interaction · Prototyping

1 Introduction

Autism spectrum disorder (ASD) is a developmental, neurobiological condition that
affects the ability to communicate, interact socially and be imaginative (Kanner, 1943;
Kozima et al., 2005). The severity and range of disordered thought processes, commu-
nication interactions and behaviours vary from one child to another. The breakdown of
communication in children leads to a stressed state in the individuals. Social relationships
within the child’s life suffer as a result of avoiding advanced and unpredictable conver-
sation. Unexpected interactions can cause sudden changes in the child’s behaviour. Our
project began as a response to the design brief issued by Microsoft Research Cambridge
for theMicrosoft Design Expo. The goal was to design a product, service or solution that
demonstrates the value and differentiation of the Conversational User Interface (CUI)
in design. This brief provided us with an opportunity to investigate how advancements
in new technologies, such as conversational user interfaces (CUI) can be implemented
into a physical system to support the communication support of children diagnosed
with Autistic Spectrum Disorder (ASD). In the next section, we will present the related
literature.
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2 Related Literature and Works

In recent years, numerous technologies and systems have been designed to support
intervention for children with ASD. Many of these computer-based interventions are
grounded on the cognitive-behavioural therapy (CBT) procedure, based on applied
behaviour analysis principles (Hourcade et al., 2012; Parsons&Cobb, 2011). Computer-
based interventions include virtual reality (LeGoff, 2004; Raffle et al., 2004), robotics
(Farr et al., 2010; Lányi & Tilinger, 2004), table top computer interfaces (Jordan, 2013),
tangible artefacts (Alessandrini et al., 2013, 2014, 2016; Farr et al., 2010), mobile appli-
cations on tablet computers (Zaffke et al., 2014), and wearable devices. More recently,
researchers have begun to focus on the potential of interactive technology for social inter-
ventions (Tuhkala et al., 2017). Researchers have reported an increase in cooperative
behaviour by children with ASD using robotic tangible technologies. Farr et al. (2010)
highlighted the advantages of Topobo, a 3D constructive assembly system embedded
with programmable kineticmemory, in fostering collaborative and cooperative behaviour
among children with ASD. Alessandrini et al. (2016) explored the role of tangible digital
artefacts for supporting cooperation educational activities with children diagnosed with
ASD. Although these studies demonstrate a vibrant field of study and present interesting
opportunities to design future technologies, scarce information exists regarding the ben-
efits of using conversational human-robot interface for the intervention of children with
autism. To address this gap, we have designed a conversational human-robot interface
to support and promote communication breakdown for children diagnosed with ASD.
The rest of this article describes the design process for the prototype development and
the results of our ecological study with a child.

3 Design Process

We followed an iterative user-centred design method. Throughout the process, the users
were at the centre of our design, involving them in every aspect of the design process.
We conducted field studies with contextual interviews with experts and observations
with children and parents to inform our design process. From these studies, we gained
an understanding of the difficulties Autistic individuals face when communicating and
expressing themselves. The design was based on a current system and method used by
our field study subjects. Participants visually express their emotions using a flashcard
system. This allows them to display their emotions in five stages, and they are usually
coupledwith familiar objects, such for example football teams or fictional characters.We
conducted several design sessions with the child and parents to co-design the prototypes
of our interactive system. The design team identified the need to create a physical robotic
system with a character (agent) that was non-judgemental and something that each
individual would learn to trust. This decision was driven by brainstorming sessions
informed by the understanding gathered during field studies with children and experts
in the field.

We created the first mock-up which was made using simple materials. Giving us
a platform to better understand the interactions and how the user would respond to
our characters. This first prototype was evaluated by a design critique where we were
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suggested to make a more inviting form and build in some simple interactions, for
example, the robot eyes. From the input of the design critique, we designed a second
prototype. We designed an inviting rounded shape that might afford the child to activate
calming robot behaviours by placing their hands on it. We designed the robot’s eyes
behaviours, using blue LEDs and servos, to catch children’s attention by replicating
a simplified human sight model. The interactive robot prototype was evaluated by a
child diagnosed with Autistic Spectrum Disorder (ASD). The final interactive robot
prototype has a 3D printed rubberised base allowing increased grip to the surface below
it, allowing the prototype to be more grounded. The prototype has an interactive light
behaviour, providing the child with a focus supporting the child when managing their
stress. This ensures a predictable routine to calm the child and reduces the stress levels
of the individual. We conducted a focus group with parents from the National Autistic
Society (NAS) to understand the role of the prototype, about the level of involvement
parents have in the conversations between the robot and the individual. In the next
section, we discuss the result of an ecological study with a child diagnosed with ASD
(Fig. 1).

Fig. 1. Early, advanced prototype, and evaluation.

4 Results

User testing was carried out with our participant within a studio environment along
with their parent who give consent for the study. This test was over 30 min long and
we recorded video throughout, allowing us to analyze our participant’s behaviors when
interacting with the robot. We investigated three main observations from our testing
looking at balance, predictability and triadic interaction.

The robot was designed to have human-like features so the participant had aspects
they could relate to when interacting. Our aim was to create a character that could
help the participant develop their communication skills and improve their confidence in
social situations. The LED eyes and pop-up dome features are both subtle human-like
interactions. It was important to design the robot’s human-like expressions in a robotic
way, so the participant can differentiate between synthesized and human communication.
The basic human interactions built into the experience were essential so the participant
was familiar with the fundamental elements of a human conversation. The dome pop-up
movement and LEDs are both indications to the user that the robot is ready to talk, much
similar to human interaction.Also, the user has to lean down to see theLEDwhich creates
a more personal and non-intrusive experience for the user. The voice of the robot was
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initially a human voice. However, during user testing the participant disliked the voice
so we changed it to a synthetic voice which the subject felt more comfortable conversing
with. The lack of emotion in the synthetic voice helps strip back the interactions and
reduces confusion for the child.

These preliminary results were also confirmed by an expert within the field of Aug-
mentative and Alternative Communication (AAC). The robot had a suitable balance
between being a character for the child with its “clam shape” and also containing some
human-like features. The child can relate to the device but can still understand that it
is a robot. This appears to be a promising approach to help children with ASD develop
confidence in human social situations.

The robot is a smart conversational aid helping autistic children become more confi-
dent in expressing their emotions and feelings. It uses a repetitive chain of events so that
the device can be predictable for the participant. The way in which the robot slightly
opens to reveal its eyes is intended to initially require a physical reaction from the child
and promote further interaction between them. It also gives the child a prior indication
that the robot is about to speak, this warning allows the child to predict when the robot
wants to communicate so it doesn’t surprise them. This also applies when the partic-
ipant is introduced to the various interactions, and once the participant was aware of
the corresponding responses, there was a clear increase in enthusiasm and interaction
towards the robot. This brought the predictability element to light during this process
which was an influential stage in the research process. According to a focus group with
the school teachers the robot easily responds promptly to children’s needs. The AAC
expert’s enthusiasm surrounds the predictability aspect of the robot; the child knows
what’s going to happen.

The robot creates a triadic interaction between the parent and the child. The robot
is intended to act as a bridge connecting the parent and child as opposed to becoming
a barrier, allowing the child to communicate more effectively. This reflects our concept
of the robot being able to refer the subject back to the parent after an interaction. The
robot works as a bridge but does not overpower the parent’s interaction with the child.
The robot is designed to eventually refer the participant back to the parent but only when
the child is vocally receptive and at this stage the robot will then take a step back and
redirect the participant back to the parent. The participant’s parent is conversing with
others in the room and the user shows disinterest in this conversation. The robot helps
aid the user in this situation by providing a calming platform for the user. The participant
becomes comfortable in the robot’s company quickly and the subject was able to rely
on it allowing the parent to relax and take a step back at points. In the final interaction
we planned we added a text feature where it activates a text to be sent to the parent
indicating that the participant is vocally receptive.

5 Discussion and Conclusion

The study investigates the roles in which a conversational user interface can be used
to support social interventions for children with ASD and the benefits it can bring to
children and relatives. Our solution works alongside this current method our participant
successfully uses. The system assesses the participant’s behaviour and mood, and makes
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a calculated decision on what stage the user may be at. The systemworks with the partic-
ipant existing card method, referring to something that’s familiar. Our prototype meets
our design objectives and suggests a stimulating line of investigation for the benefits it
might bring to rehabilitative or educational interventions. The robot demonstrated the
potential to be a highly flexible mean that children and parents can easily appropriate
(Alessandrini, 2013).
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Abstract. The relevance of interruptions in human-computer interaction has
increased over the last decades in both private and working life. Research from a
multitude of disciplines has addressed interruptions. However, the literature is dis-
persed. In particular, no balanced collection of literature on interruptions looking
at the negative as well as at the positive effect is lacking. In this paper, we present
a literature review on the positive as well as negative effects of interruptions. We
analysed studies on how interruptions affect individuals, collaborative work, and
social relationships. We derive implications for design.

Keywords: Interruptions · Positive Effects · Negative Effects · Literature
Review · Survey

1 Introduction

Information and communication technology (ICT) allows for continuous connectivity
between individuals and provides benefits for organisations, but it also leads to work
interruptions [2, 6, 10, 25, 32, 39].

We define interruption—similar to many authors in HCI—as an event that leads to
a halt of a user’s activity. Typically, a user is disrupted from a primary task, temporarily
performs a secondary task, and later upon completion of the secondary task, resumes
the primary task [44]. Research has shown that after an interruption, time is required to
recover and continue the interrupted task. Twomajor factors determine the time required
to complete an interrupted task: interruption lag and resumption lag [43]. Interruption
lag is the time necessary to redirect attention towards the interruption. Resumption lag
is the time used to determine what has been done in the primary task and what needs to
be done next.

Literature reviews have targeted on various aspects of interruptions and the effects
of interruptions (e.g. [10, 12, 22, 25, 39]). However, the predominant perspective in the
existing literature has beennegative—focusingon the challenges causedby interruptions.
A balanced view is missing. As Puranik et al. put it: “We call for a more balanced
approach to studying interruptions that focuses on … the positive, in addition to the
negative, outcomes of interruptions” [39, p. 829].
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This paper has three main contributions: It provides a systematic compilation of
interruptions and their negative as well as positive effects on users. It covers literature
from multifarious domains. It provides implications for the design of HCI systems.

Wefirst glance at relatedwork. Thenwe explain themethod of our thorough literature
review. We present our literature review of the positive as well as negative effects of
interruptions.Wedrawconclusions for the designof futureHCI concerning interruptions.

2 Related Work

Several literature reviews provide great compilations of previous research (e.g. [10, 12,
22, 25, 39, 40]). However, they mainly focus on the negative side of interruptions.

Interruptions are a multidisciplinary issue, and literature is spread across various
research domains such as HCI (e.g. [5, 32]), psychology [10], medicine [26, 40], and
management [22, 39]. The scope of research varies across research domains. Medical
publications often analyse interruptions within a specific healthcare setting [18, 33]. Psy-
chological research is addressed across domains, in literature reviews within psychology
[10], and beyond [12, 39].

Despite the diversity of domains andperspectives, somecommon themes andfindings
on interruption effects appear inmost available scientific literature, independent of users’
tasks and situations. For instance, interruptions consuming time and delaying primary
tasks is a finding that is present in most literature reviews (e.g. [10, 18, 25, 39]). Studies
reported in literature reviews often aim to quantify the implications of interruptions on
specific performance metrics, either on the performance of the task (e.g. [1, 4]) or on
the condition of the individual being interrupted (e.g. [1, 13, 30]).

Literature reviews acknowledge that interruptions can have benefits, such as fostering
creativity or increasing the speed of simple tasks [10, 25]. Still, most publications view
interruptions negatively, referring to effects like errors [10, 15, 26, 39], memory loss
[10, 18, 35], stress [12, 15, 22, 25], and negative emotions [10, 12, 22, 39].

3 Method

Our systematic literature review process is grounded in general recommendations on
doing literature reviews as well as specific methods of literature reviews on interruptions
(e.g. [19, 24, 34, 36]). Since we aimed to collect relevant literature from multifarious
disciplines, a multi-level, multi-step approach (cf. [24]) was required.

Multi-level approach: (1) we searched for literature reviews on interruptions with the
search terms “interruption”, “interruptions”, “notification”, “notifications”, and “inter-
ruptibility” combined with terms like “literature review”, “survey”, or “literature study”.
We searched several scientific databases (ACM DL, Web of Knowledge, and Google
Scholar). Our research goal was to include literature on the effect of disruption of users
by technology. We excluded publications that did not fit this goal (e.g. interruption of
enteral nutrition [45] or electricity consumer interruption [11]). Then (2) we searched for
specific studies on individual interruption effectsmentioned in the surveys—independent
of their positive or negative results. We used the search terms “interruption”, “interrup-
tions”, “interruptibility”, “notification”, and “notifications” combined with search terms
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like “study” and “user study” to identify those publications. We used the same databases
as before. We used these findings to (3) identify interruptions’ specific positive and
negative effects and searched for each of them.

Multi-step approach: on all three levels we respectively did the following: define
the scope and select sources and keywords, search in databases, select relevant publica-
tions, perform a backward search based on the relevant publications’ references, make a
selection of relevant literature (cf. [24, 46]). We searched for publications from the last
twenty years—since 2002 when McFarlane and Latorella published their seminal paper
on human interruption in HCI [32]. It became apparent during the research that many
relevant publications we discovered originated from other areas beyond HCI. Some of
their findings are necessary to explain specific interruption effects, and some provide
essential background knowledge. For instance, we will present findings from the field
of medicine with effects that apply to HCI settings (e.g. in healthcare, the interruption
effects on prospective memory [14], the effect of interruptions on prospective memory).

The work was done by both authors (except for searching and collecting the results,
which the second author did).

4 Understanding the Effects of Interruptions

The literature reviews and studies we found helped us to discover several positive (cf.
Table 1) and negative (cf. Table 2) interruption effects. We sorted both positive and
negative effects based on the scope of their implications. We started with effects only
affecting the individual task (e.g. increased completion time or errors). Then we listed
effects that can affect the interrupted person beyond a single task (e.g. incubation, stress,
negative emotions). Then we present effects that can affect other individuals beyond the
interrupted person, such as others in the same team (e.g. the interruption of third parties).

Literature shows several positive effects of interruptions. Simple tasks are sometimes
completed more quickly following interruptions [10, 25, 26]. Interruptions are also sig-
nificant for distributing relevant information to individuals [15, 22, 41]. Interruptions can
also lead to a moment of incubation [10, 22, 25], thus fostering creativity. Interruptions
can improve social connections between individuals [37, 48, 50] and provide awareness
[21, 28, 47].

At the same time, literature also has negative interruption effects. They impact the
performance of a single specific task (e.g. interruptions entailing errors [10, 26, 33]) or
time consumption (e.g. the increased completion time for a singular task, the accumu-
lated time consumed due to multiple interruptions over a day [25, 39, 43]). Interrup-
tions can also affect the individual being interrupted beyond the current task by causing
memory loss [15, 18, 35], inducing stress [12, 22, 25], and evoking negative emotions.
Interruptions may also affect others (e.g., delaying collaborative processes [16, 32]).

Interruption effects are often dependent on the circumstances in which they occur.
Some effects apply to individuals in diverse situations (e.g. incubation, errors). Others
are more likely to occur in a collaborative setting in which different actors are dependent
on each other (e.g. information delivery and awareness [8, 21]) or settings with non-work
social connections (e.g. social connectedness [37, 48]).



376 T. Gross and M. von Kalben

Table 1. Positive interruption effects and literature sources.

Positive Effect Sources

Simple Task Performance
Increase

[10, 25–27]

Information Delivery [15, 22, 25, 40, 41]

Incubation [10, 22, 25]

Social Connectedness [37, 38, 48, 50]

Awareness [8, 20, 21, 28, 47]

Table 2. Negative interruption effects and literature sources.

Negative
Effect

Sources

Time
consumption

[10, 18, 25, 26, 29, 35, 39, 43]

Errors [5, 10, 15, 18, 25, 26, 29, 32, 33, 39, 40]

Stress [5, 12, 15, 22, 25, 27, 32]

Negative
emotions

[10, 12, 15, 22, 25, 39]

Memory loss [10, 15, 18, 25, 35]

Interruption
of third
parties

[16, 17, 32]

5 Conclusions

We have presented a literature review on interruptions’ positive and negative effects.
We compiled positive interruption effects in simple task performance, information gain,
incubation, social connectedness, and awareness. We compiled negative interruption
effects like time consumption, errors, stress, negative emotions, memory loss, and
interruption to third parties.

In the future, it would be interesting to look at the implications for design from
those findings. For instance, further research on awareness systems could lead to better
mutual information on each user’s interruptibility, where availability information can
either be measured automatically by sensors (e.g. [42, 51]) or can be provided explicitly
by the user (e.g. [7]). Better negotiation systems could allow users to find an interrupt-
ibilty compromise—they provide information to the users that an interruption is about to
occur and provide themmultiple options of responding towards the interruption (e.g. [31,
49]). Advanced mediating systems could use algorithms to optimise mutual interruptib-
lity, for instance, via an autonomous broker to intelligently time interruptions based on
interruptibility [3, 9, 23].
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Abstract. Speech disorders and impairments are multiple dysfunctions
that affect an individual’s linguistic abilities, frequently occurring during
childhood. More specifically, speech therapy involves the administration
of treatments to patients that are defined based on the diverse causes
and severity of language impairments; they consist of sets of exercises.
The traditional process is limiting for professionals because it does not
allow them to monitor the patients outside the on-site appointments in
medical office. Nevertheless, the employment of technology can improve
its efficiency and enable remote assistance. In addition, embedding gami-
fication elements is key to make medical treatment more pleasurable and
similar to common daily task for young patients. These types of tech-
nology are not always effective or accessible for individuals with speech
impairments. Consequently, this work explores potential solutions to the
limitations and challenges deriving from the analysis of two systems, e-
SpeechT and Therapy Assistant ; respectively, a web-application and a
smart voice assistant skill.

Keywords: Speech therapy · Smart Home · Gamification · Voice
Assistance · Automation

1 Introduction

Speech therapy is a medical field in which impairments concerning linguistic
abilities are studied and treated. More specifically, a speech impairment affects
one’s ability to produce, understand, or use spoken language and interact with
other individuals [1]. Its causes can be found in a variety of factors, such as
neurological disorders, developmental disabilities, or injuries.

It follows that speech therapy pertains also to other disciplines such as phoni-
atrics, glottology, psychology, pedagogy, and neurology [2]. These impairments
mostly encountered during childhood, which can make it harder for them to
develop strong social and communicative abilities by making daily tasks more
challenging. It is recommended to intervene during early the developmental
stages. The employment of technology and its integration in the medical field
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have the potential of making the process of following therapies easier for all the
individuals involved: speech therapists, caregivers and children [3]. More specif-
ically, artificial intelligence and smart home environments can be exploited as
tools to rely on when it comes to perform, correct and create exercises and to
motivate children to stick to their treatments. They can also facilitate the cre-
ation of more inclusive and accessible homes. Since children are the protagonists
of this field, it is important to highlight the introduction of game elements in
therapies and treatments by gamifying the process; this approach has the poten-
tial of being a game-changer, making speech therapy a more pleasurable and
playful experience for children [4]. In this regard, two artifacts are presented,
e-SpeechT and Therapy Assistant, which are respectively a web application and
a skill for a smart voice assistant, Amazon Alexa. these two are designed to work
together and to be intertwined in order to allow more control of the environment
and complete tasks that might otherwise be challenging [5].

The choice of the Amazon Alexa as the smart assistant involved in this
research work lies in the fact that it is one of the most common technologies
that can be found in people’s houses nowadays, which implies familiarity with
its interaction paradigm and decreases the probability of stress and frustration.
Concerning the web application, called e-SpeechT, it was involved in this study
since it is object of current research in this field [11].

This research work has the goal of proposing new solutions and future devel-
opments that improve and overcome the issues found by understanding their
limitations and the needs of individuals with speech impairments.

2 The Integration of Therapy Assistant in e-SpeechT

In light of the concepts previously introduced, this section explores how e-
SpeechT and Therapy Assistant work and their main functionalities.

2.1 e-SpeechT

e-SpeechT is a web application based on artificial intelligence, gamification and
game-based learning; the system aims at empowering therapists and supporting
caregivers and children from 4 to 8 years old. It allows children to carry out
therapies remotely in a familiar and comfortable environment to avoid feelings of
stress and frustration. Speech therapists can create and monitor therapies, which
consist of exercises that involve the repetition of words and/or the associations
of objects with their names. Every exercise is presented as a serious game to play
[6]. e-SpeechT also features an exercise automatic correction functionality, whose
output can be always changed by professionals according to their analysis. The
motivation lies in the fact that individuals can feel under examination when they
attend on-site appointments too often [7]. Nevertheless, children and caregivers
still need to physically meet professionals in order to determine their diagnosis
and their progress.
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2.2 Therapy Assistant

In this study, Amazon Alexa is employed. Skills for Alexa allow to develop new
features for the smart assistant and they are invocable through voice interaction
[8]. The core of each skill is the intent, which is an action that satisfies the
user’s requests made through sample utterances, defined by the skill developer.
Sample utterances can contain parameters, called slots, that are given as input
to the intents. The skill in question is called Therapy Assistant, which provides
the following functionalities: launching the skill, creating reminders and starting
the therapy; it works as follows. The caregiver sets a reminder for the date, the
time, and the room in which the treatment has to place. At the fixed time, Alexa
utters "It’s time to start the therapy! Go to the <RoomSetByCaregiver>. If you
are already there, tell me ’I am here’!", which guides the child in the predefined
room. As this task is completed successfully, Alexa exclaims "Let’s start!" and
opens e-SpeechT, an example is shown is Fig. 1.

Fig. 1. Example of a scenario. 1) Kitchen, 2) Living Room, 3) Bedroom 4) Bathroom

3 Proposal

Even though the work presented can improve and facilitate the process of per-
forming therapies and solving speech impairments, there are some limitations
that have to be necessarily addressed.

3.1 Limitations

The limitations consist in the lack of automation in the skill. In particular, the
skill is not automatically launched when the reminder goes off and too many
vocal interactions are required to determine whether the child is in the right
room or not. Moreover, the smart voice assistant is currently unable to recognize
the child and to distinguish his/her voice from the one of the caregiver.

Another aspect to be improved is the login phase of the child in his/her
personal area, which can be perceived as too complex and intricate based on
their cognitive skills.
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In addition, the technology behind the vocal interaction paradigm of e-
SpeechT can be considered as robotic and emotionally detached, therefore, it
would be convenient to “humanize” the voice to make children feel more com-
fortable and engaged.

In these regards, three research questions have been formulated: (RQ1) How
can the process be sufficiently and efficiently automated?; (RQ2) How can the
login process be facilitated and made more effortless for children?; (RQ3) What
other smart devices can be useful in the whole process?. The results produced
by this study will be exploited for future works by concretely implementing the
proposed solutions.

3.2 Proposed Solutions

This section aims at finding possible answers to the research questions previ-
ously mentioned; the proposed potential solutions to the emerged limitations
can encompass multiple problems.

An approach to undertake as a response to research questions (RQ1) and
(RQ3) can consist in the implementation of a localization feature, which can
enable the voice assistant to determine whether the child is at home or not.
Based on the reminders programmed by the caregivers and the location of the
child, the therapy routine can be initiated automatically. It is worth mentioning
that, since the target user of e-SpeechT are children from 4 to 8 years old, the
location taken in consideration is the caregiver’s. This functionality can work
properly through to the Amazon Alexa Mobile App that exploits their phone’s
localization. A first prototype of this feature has been already developed and it
allows to find the device’s address and coordinates. To determine if the device
owner is at home, it checks if the linked mobile device and Amazon Echo are in
the same location.

Since this technology is designed for children with varying degrees of speech
impairments, the possibility to use a smart button connected to the smart home
environment has been considered as an alternative to the enunciation of the invo-
cation phrase for the activation of the smart assistant. Another solution proposed
for the research question (RQ3), addresses the child’s physical surroundings dur-
ing therapy. It is planned to let the smart assistant be in control of devices and
sensors to keep the child focused on the therapy and increase engagement levels;
consequently, distractions are avoided while improving medical feasibility and
reducing stress, fatigue and discomfort [9]. In this regard, a practical example of
a possible scenario is described: the caregiver sets a reminder for his/her child to
carry out the therapy at 11 am in the living room; the next day, the patient is
at home and reading a book in the kitchen; at 11 am, the reminder goes off; the
lights change colors and Alexa guides the child in the living room; e-SpeechT is
opened and the treatment starts. To reinforce the sensory experience, the smart
lights, connected to the assistant, can change colors and intensity adapting them-
selves to the type of task performed [10].
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In conclusion, as it pertains to the research question (RQ2), it is intended to
face the challenge by using speech recognition algorithms to confirm the child’s
identity on the web application. Children’s voices evolve and change frequently
and in short time spans, therefore it might be arduous to frequently update the
patterns for each child. Moreover, to be more sure that the patient’s identity
corresponds to the individual who is undergoing the therapy, this solution can
be matched with the localization feature. Moreover, it might be convenient to
also extend this work to other open source smart voice assitants with the aim of
comparing benchmarks in terms of performance, effectiveness and usability.
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Abstract. Increasing international efforts aimed at preserving history,
culture and artifacts, have meant an increase in the design and develop-
ment of specialized information systems. These systems are often con-
ceived by and built by subject matter experts in their own domains and
not technologists, developers or designers by profession often resulting
in systems that are hard to use. To enhance awareness and elicit early
adoption of usability and accessibility, this work proposes a simplified
evaluation framework for evaluating the interactive, multi-lingual and
distributed collaborational nature of cultural heritage information sys-
tems.

Keywords: Cultural heritage · information systems · heuristic ·
evaluation · usability · digital accessibility

1 Introduction and Background

Cultural heritage information systems are technological systems that are
designed to manage, preserve, and provide access to cultural heritage informa-
tion. Cultural heritage information refers to any information related to a culture,
including its history, art, architecture, language, and traditions [4,5].

These systems can take many forms, such as databases, digital libraries,
and online portals. They often contain a wide range of information, including
digitized photographs, documents, and audio recordings, as well as metadata
describing cultural heritage objects and their contexts. The goal of cultural her-
itage information systems (CHISystems) is to make cultural heritage information
easily accessible and usable by to two major groups: the subject matter experts,
for example, excavation, preservation, historian specialists, and the general audi-
ences.

From the point of view of specialists in the fields of archaeology, anthropology,
art history, conservation and preservation, a 3D conservation CHISystem is a
powerful tool. It can be used in planning excavations and identifying potential
areas of interest. It can also help the experts visualize artifacts and sites in three
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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dimensions, which can aid in the development of excavation strategies [7]. The
main power lies in the systems ability to record data, analyze objects on and
offsite as well as collaborate with other experts and the public. Data can be
linked to 3D models, allowing the expert to visualize objects in their original
context, recreate replicas, and create visualizations for multiple usage scenarios.
These interactions need to consider varying ages and abilities.

Increased international efforts aimed at preserving history, culture and arti-
facts, have meant an increase in the design and development of CHISystems. This
attention stipulates a need to rethink the universal design of cultural heritage
information systems’ [6] from both usability [9] and accessibility [10] perspec-
tives. This is particularly important for systems conceived, designed and devel-
oped by cultural heritage subject matter experts targeting their peers versus
those for more general audiences.

The term“usability” is used to describe how simple and effective it is for a
user to access and then navigate a platform, product, or website. Measuring it
typically involves comparing it to five essential criteria: memorability, efficiency,
errors, learnability, and satisfaction (MEELS) [9].

When a platform, product, or website is considered accessible, it can be uti-
lized by everyone by addressing parts of the user experience that are unfair to
those who have varying abilities. Hence “accessibility” is not only the proper
course of action in terms of fostering inclusion and ensuring that persons with
disabilities can equally view, comprehend, navigate, and engage with the infor-
mation, but it also has advantages for all users [11,12].

In terms of assessments, cultural heritage information systems have been
evaluated using a variety of methods and techniques such as cognitive walk-
through [2], user testing [3], and guided/heuristic evaluation [8,9]. These meth-
ods have focused on testing effective usability of proposed features based mainly
on usability factors by Neilson [8]. Evaluation methodologies in this area can ben-
efit from utilizing other usability frameworks adopted in the real world design
and development stages of information systems such as EN-ISO 9241 [14], ISO
EN 301-549 [15]. These not only address universal design principles that are
fundamental in enhancing usage, they also ensure the systems are approaching
industry standards. Furthermore, there has been no focus on accessibility in the
cultural heritage space making the adoption of W3C WAI Web Content Acces-
sibility Guidelines WCAG 2.1 [16] crucial for increased inclusion and enhanced
user experiences.

In practice, evaluating software with users or experts is done at the end of a
projects life-cycle. Major issues uncovered at this stage require complete changes
in design and development which often can not be remedied quickly mainly due
to time constrains to launch or budgeting reasons. This practice has continued
to be a barrier to ensuring usable and accessible technology across the world for
over a decade [13].

To help, this work proposes a simple, quick and succinct framework to act
as a quick reference for cultural heritage subject matter specialists with little
to no accessibility and usability experience working on building highly special-
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ized niche information systems. The framework can act as reference for them
throughout the software development life cycle (SDLC) and can evolves over
time to accommodate for advances in CHISystems.

2 A Simple Usability and Accessibility Evaluation
Framework

An investigation into evaluation methods for CHISystems has resulted in an
evaluation framework that can assist in routine assessment during system design,
development and deployment stages. The proposed framework draws on funda-
mental components from Neilson [8], EN-ISO 9241 [14], ISO EN 301-549 [15],
the User Experience Professionals Association (UXPA) [17], and Web Content
Accessibility Guidelines WCAG 2.1 [16]. These guidelines are major internation-
ally approved and adopted guides in the technology software industry aimed at
enhancing human system interactions irrelevant of their abilities or technologies
used [1]. The above guidelines were combined, reviewed, summarized, labeled
and categorized, revised for overlaps, and then the wordings were simplified.
This resulted in a set of criteria comprised of unique usability and accessibil-
ity concepts based on the WCAG 2.1 principles, as shown in Fig. 1. Each of
these criteria consists for a set of heuristic measures. Currently they are collec-
tively composed of 62 checklist items in total that consider the unique nature
of CHISystems from: methods of interactions, system physical settings, controls,
audiences, data types, and information retrieval.

To assess the framework, it was presented to 6 technology researchers work-
ing on information system design and development in the areas of environment,
health and cultural heritage. Feedback included that the criteria were clear,
easy to follow and suitable to use as a reference if the person was to manu-
ally test or introduce criteria to a CHISystem. Furthermore, the framework was
shared with 2 experts one in usability and the other in digital accessibility. Both
experts believe that the overall approach combining both set of guidelines for
non-usability and accessibility experts was novel and that it would be feasible
in practice. The accessibility stated that it would help in awareness efforts and
support enhancing knowledge about the accessibility domain. Hence, we believe
this approach can support those interested in building systems without expertise
these domains and can act as a reference to users who supervise the design and
development process further enhancing early adoption [11].

3 Conclusion

This work proposed an evaluation framework that combination of accessibility
guidelines and the usability standards together, supports cultural heritage sub-
ject matter experts design and build information systems with the target user in
mind. The proposed framework was designed to elicit easy adoption of human-
centered design concepts and can be used to help evaluate the usability and
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Fig. 1. A simple evaluation framework for non-experts in usability and accessibility

digital accessibility of information systems by non-experts at any stage of design
or development.
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Abstract. Prototyping plays a fundamental role in an efficient iterative design
process. Constructing, programming and debugging the interactive prototypes
electronic connections and communications computational systems elements,
remains a demanding activity for designers. This fieldwork study explores,
describes, and analyzes the practices, tools, and technologies used by design stu-
dents in the construction of interactive prototypes on a university course. The
research investigation reviews the interactive prototypes and presents and ana-
lyzes excerpts of interviews with students. Our results provide insights into the
socio-technical dynamics which influence digital component choices. The study
describes the types of digital connections and communications among prototype
components and the practices adopted by design students to build them. Last, our
results show that practices to identify components and users’ interactions were
based on sophisticated time- or event-based strategies. Finally, implications of
findings of the study are discussed.

Keywords: Interactivity · Design · Education · Prototyping Tools · Practices

1 Introduction

Beaudouin-Lafon and Mackay define a prototype as a concrete representation of part or
all of an interactive system (Beaudouin-Lafon andMackay, 2002). Similarly, Houde and
Hill discussing the functions of prototypes, define the prototype as any representation of
a design idea, regardless of medium (1997). Buxton (2010) emphasizes the significance
of sketching through the prototyping process. The prototyping methods and tools are
essentialmeans to support designers in exploring andprogramming the prototypes design
space (Toivonen et al. 2018).Grigorenu et al. (2009) identify themain area designers need
tools and support for creating; iterating and communicating. Other researchers present
challenges for different types of prototyping tools (Alessandrini et al. 2009). Today, still
little is knownabout howdesign students construct physical-digital interactive prototypes
in practice. In this poster,wepresent the early results of afieldwork study that investigated
how design students constructed interactive prototypes in a final-year university design
course. This early study aimed to describe and analyze which electronics and software
components and technologies were used and how were connected.
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2 Related Work

A consistent body of literature comes from the reports on designers and researchers’
challenges met during building interactive prototypes. For example, a study explored the
design challenges, issues, and limitations for designers and researchers in constructing
Internet of Things systems using existing prototyping tools (Alessandrini 2015, 2022).
Interactive prototypes are a blend of various tools and components. According to recent
research, design students use simple hardware components (e.g., buttons) to scaffold
the development of their prototype online data exchange with the Internet (Alessandrini
2013). Debugging software and hardware physical digital prototypes is a very complex
activity. The difficulty comes from several factors, for example, software and hard-
ware processes during debugging are invisible and require higher cognitive efforts for
programmers or designers (Alessandrini 2023; Détienne 2001). According to a recent
empirical study on physical computing tasks shows that the circuit problems cause more
failures than the program problems and 80% of failures are due to missing wiring, inde-
pendently from the subject’s expertise (Booth et al. 2016). Other debugging strategies
on various software and components assembly programmers used several methods to
visualize process flows, for example, using several print statements on their prototypes’
codes (Brandt et al. 2008). Despite these studies, there is still little understanding of
prototyping practices in physical-digital interactive prototyping. Our work will be an
initial effort to fill this literature gap on how design students prototype prototypes in
educational settings.

3 Methodology

In this section, we describe the study context, the researchmethods, and the data analysis
method conducted with design students in a final (fourth) year course on design at the
Design Department at the University of Dundee (UK). The aims of the projects in the
course were to create interactive artifacts which could respond to the user needs, which
emerged during the students’ users research. The class was composed of product design
(PD) and interaction design (IxD) students. During the study, we used semi-structured
interviews with students and prototype analyses. The interview participants were self-
selected from the design class.We contacted the fifty-seven students via e-mail, nineteen
of whom agreed to be interviewed. The interviews were video recorded with the consent
of the participants. The participants ranged in age from 23 to 27 years; eleven were male,
and eight were female. They had an average of two to three years of experience in build-
ing interactive prototypes. A single face-to-face interview ranging from 40 min to two
hours was conducted with each interviewee. All the video and audio data coming from
the interview were transcribed and organized by participants. We conducted an initial
interview analysis focusing on thematic analysis. The process involved one researcher
and two master students who collaboratively coded all transcribed interview data. The
thematic coding was based on a combination of inductive (open-ended) and deductive
(top-down) coding strategies. Consequently, we aggregate the coding, and developing
categories, which captured the whole of the experience studied. The data instances were
constantly compared for similarities and differences.
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4 Prototyping Interaction Practices

In the fieldwork study, we observed that the design students used a quite broad and rich
range of practices for connecting components and for overcoming technical problems
that emerged during the prototype development.

In our study, we have seen that most of the prototypes connections were used for real-
time data exchange or electrical connections. All these connections were designed and
implemented as simple and direct as possible. We identified seven different connection
types (Fig. 1). Design students adopted three types of digital connection practices: hard-
coded; wireless link and WebSockets.

Fig. 1. Prototypes connection types and occurrences.

A student explained that to facilitate the BT module connection, the identification
number of the BTmodulewas hard coded into the code (e.g., “0000” or “1234”), creating
a direct and reliable connection between the module and the mobile device. This hard-
coded module strategy may be due to the need to build a strong and fast BT connection,
bypassing the discovering and pairing phases, by hard-coding the module address ID
within the Arduino code. This practice could permit the student to have the straightest
and direct wireless connection possible between the embeddedBTmodule and the tablet.

Another student explained that the prototype used radio frequency (RF) modules in
place of other more complicated types of wireless connections (e.g., Wi-Fi). The stu-
dents, after evaluating alternative RF technologies such as WI-FI or Bluetooth, decided
to create an RF direct wireless link for the real-time data exchange and data visualiza-
tion between the three distributed objects. This wireless link strategy may be beneficial
for the students to understand better and manage real-time data exchange processes
between interconnected objects. This straight and direct connection simplifies debug-
ging and troubleshooting processes compared to other more complicated Wi-Fi or BT
communication architectures.

A project uses a WebSocket to stream real-time mobile device accelerometer data
from the HTML5 Device Orientation API to the Processing programming language
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application. The student used aWebSocket connection which provides full-duplex com-
munication over a single TCP connection. The WebSocket facilitates the real-time data
transfer from and to the interactive system server with a two-way (bidirectional) per-
manent conversation between the mobile device and the web server. This WebSocket
connection strategy may simplify a much more complex system design, based on a
full communication network-like architecture with nodes and components. The use of
the required open DNS router may also increase the prototype cost as this enterprise-
oriented hardware are muchmore expensive, compared to standard routers used on other
networking solutions.

5 Discussion

The goal of this fieldwork study was to identify challenges and practices encountered
by design students constructing interactive prototypes in a final-year university design
course. The fieldwork brings together field observations, prototype analysis, student
blogs analysis, focus groups and semi-structured interviews.

Interactive prototypes are a federation of heterogeneous components that exchange
real-time signals and data. To connect these various components, design students pre-
ferred straight and direct communications to maintain an understandable and effective
communication flow among components, facilitating problem-solving and flow con-
trol. Design students perceive their prototypes not as a unique working unit, but as an
ensemble of components, each with their peculiar functionalities.

As Brandt (2009) shows, this compartmentalizes interactive systems and sustains
debugging activities in professional contexts. This approach has its issue too; in fact,
several students reported that the integration phase of the prototype components was one
of the most challenging parts of the whole prototype construction. The students, based
on standard tools and technologies, used simple but effective practices to elaborate
prototypes. Our results may suggest the need for novel prototyping tools, which could
support the design students in the understanding, exploration, and implementation of
functionalities during the construction of the interactive prototypes. Design tools require
an approach different from engineering. In design, it is fundamental to soften technology
to make it quick, imaginative, and easy in order to shape the user’s experience (Tuhkala
et al. 2017). These preliminary resultsmay suggest interesting implications for the design
of novel prototyping tools and educational institutions and course tutors.

The road to reaching an easy and fully understandable technology construction is
a long one, but progress is being made toward the full realization of easy prototyping
interactions. This will allow digital technology to become a significant part of design
students’ daily lives and provide the required level of user control.
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Abstract. We suggest a theoretical framework for the design and devel-
opment of a “needy" socially assistive robot (SAR) for the elderly. Our
hypothesis is that a needy SAR will be more readily accepted by those
that require them and would result in overall more positive care outcomes
when compared to a non needy alternative. This is supported by exist-
ing works which indicate traits that can be considered needy are viewed
favourably when correctly integrated. We provide guidance on the key
design considerations that should be made in order to implement these
traits successfully into a SAR. Using this newly created framework we
will subsequently proceed to evaluate the effectiveness of integrating a
SAR with these traits in a real-world scenario.

Keywords: Socially Assistive Robot · Neediness · Needy ·
Framework · Elderly · Independent Living

1 Introduction and Motivation

The ageing populations of countries [1,2,25,29] have put strain on their respec-
tive healthcare systems. Independently living, high-risk individuals, such as the
elderly or those living with frailty, can suffer from a lack of interaction [21]. Pets
are regularly used to aid with healthy ageing as they provide benefits linked to
improving the symptoms of mental health issues, reducing loneliness and isola-
tion [12,17]. Furthermore, high-risk individuals can find it difficult to take care of
animals due to safety concerns [10]. A potential solution to these problems is the
use of Socially Assistive Robots (SARs) [6,11]. SARs do not have the downsides
of pets and recent studies have indicated that they are capable of filling a com-
panionship role, allowing them to act as a pet substitute [5,31]. While research
indicates that SARs are an effective means of caring for the elderly [3,7], their
adoption has not yet become widespread. Although work is minimal at present,
studies indicate that the creation of SARs with “needy” characteristics results in
a greater rate of affection and overall acceptance [4,9,15,18]. Merriam-webster
dictionary defines needy as “marked by want of affection, attention, or emotional
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support” [20]. These traits generally have a negative connotation, however, when
employed effectively such as by children or pets, these traits can be endearing.
We evolve the definition of “neediness" in this environment to facilitate inclu-
siveness to SARs as “a dependence on someone else which is shown through
a request of attention and support". While design guidelines exist for the cre-
ation of SARs, there is a lack of specific frameworks to aid in the design of
much-needed and beneficial SARs with needy characteristics. Through this the-
oretical framework, we aim to highlight the design considerations that need to
be taken to successfully design a needy SAR. Although this framework aims to
facilitate the development of a needy SAR for a broad set of users, it has been
tailored towards the elderly who are anticipated to be the primary demographic.
At present, our research team is collaborating with experts at Gloucester City
Homes (GCH) to confirm the validity of these expectations. Several trials are
ongoing to evaluate the effectiveness of this framework in an assisted living set-
ting. During these trials we intend to experiment with the implementation of
SARs that were designed using this framework by conducting monitored tests
with elderly individuals. Surveys and interviews will be conducted in order to
appraise whether this framework was able to successfully assist in the design of
an effective needy SAR that is readily accepted.

2 Framework

Neediness. For a robot to be considered “needy” it must emulate a dependence
on the user, such as by requesting that the user simulate the process of assisting
or taking care of it. These requests do not need to be limited to speech synthesis,
as neediness can be expressed in many different forms, such as through gestures
or text. All needy interactions should be positive as perceived enjoyment has an
effect on the intention for elderly users to interact with a SAR [14].

Restraint. As reported in the introduction, neediness can be viewed as a neg-
ative trait unless presented in a specific endearing way, or when dependence
becomes excessive and unmanageable. Therefore, a robot must not request more
support than is viable for the user to provide. An elderly or frail user for example
must not feel pressure to perform actions when it would be uncomfortable to do
so. In such a situation the robot should either stop prompting or find a different
method of interacting with the user. While the user should be encouraged to
interact with the SAR, there should be no significant downsides when failing to
care for the robot, as this could cause undue stress.

One of the most prevalent barriers to pet ownership is the physical demands
of providing care overwhelming older individuals. In some cases this extends to
individuals neglecting their own personal health and well being in an attempt
to provide this care. [23] It is important that the future development of needy
SAR’s does not lead to similar problems.
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Fig. 1. Diagram with the key traits that make up the Needy SAR Framwork

Honesty. While anthropomorphism is important in developing empathy for a
SAR, it must not attempt to deceive the user into believing that is a living being.
Explaining that the SAR is a tool rather than a pet is preferred, particularly for
the elderly or disabled, as this can be confusing and demeaning [22]. They must
also not be presented as a replacement for human contact. Instead they should
be integrated as a method to afford greater independence to the user.

Character. Robots should have a defined personality as they are viewed more
positively than those that stick to formal means of communication [4,13,16].
Interaction through friendly and casual means, such as using informal language,
can greatly influence the enjoyment that users receive from using SARs [15]. Con-
sistent communication between users and robots forms social bonds between the
two, resulting in greater satisfaction [27]. Mistakes with long term consequences
can drastically reduce trust [28], however expressing regret and vulnerability by
asking for support has shown to increase overall acceptance by endearing the
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robot to the user [9,18]. Indicating that these traits, which by our definition
would be considered needy, are popular among elderly users.

Expression. Expressions, both visual and mental, are an important aspect of
viewing SARs as a potential companion, rather than a simple tool, and are
therefore important for creating a robot that users want to care for. Showing
basic human-like characteristics can help with allowing users to feel that they
can understand and relate to a SAR [26]. However, these expressions do not
always need to be a direct mirror of human expression. Subtle cues that portray
emotions can allow users to empathise, even in instances where the SAR is not
a humanoid [32]. In order to be perceived as natural these expressions need to
be manifested immediately during communication [24].

Personalisation. SARs should be tailored to suit the preferences of individuals,
ensuring that their requirements are kept at the forefront of design to encourage
prolonged adoption. Robust personalisation also allows SARS to be adapted to
support users with disabilities, increasing overall usability by making sure that
vulnerable users are not excluded [30]. Personalising less functionally significant
aspects, such as the voice, can help to appeal to different demographics and
increase overall enjoyment [8].

Understanding. Voice control integration has proven to reduce the learning
curve for elderly users [24], however barriers to using this method of interaction
still need to be considered. While speech recognition technology has seen sig-
nificant advances, concerns remain surrounding how well they can understand
user requests. Elderly people in particular are hindered by this as speech may be
slurred or otherwise difficult for the device to understand. This is compounded
by a lack of support for multiple languages, as individuals would rather com-
municate through their first language, which may not be possible [19]. Users
being unable to understand existing SARs is a common source of frustration [9].
Enunciation from speech-based robots needs to be clear, as the elderly are more
likely to have hearing disabilities. Additional methods of communication, such
as through a display, can lessen the severity of these issues [24].

3 Summary and Future Work

In this paper, we have suggested a framework with 7 design considerations that
current evidence indicates will allow for the successful creation of a SAR with
needy traits. It discusses and contains real world examples of where these traits
have been successfully implemented resulting in a higher rate of acceptance, as
well as instances where a lack of accommodation for these traits has resulted
in a lower rate of user satisfaction. We have attempted to address the major
problems that have already been identified by the use of existing SARs. These
include functional problems, such as the difficulty with understanding that some
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users have, as well as accommodation for preferences that, while not critical,
will provide a more pleasant interaction. In addition we discussed several major
concerns that we believe will emerge when developing a needy SAR for elderly
demographics, including considerations that need to be made for the common
disabilities they face. We intend to expand on this work by utilising this frame-
work to design SARs that will be trialled in housing associations across the UK.
While this framework is primarily targeted at the elderly, many of the factors
contained within it are suitable for implementation into SARs for a general user
base. Work will need to be done to ascertain whether the traits in this framework
are equally important to different cultures, age ranges and genders, as current
work indicates the expectations and needs of these demographics differ greatly.

Acknowledgements. We would like to thank Guy Stenson and the team at Glouces-
ter City Homes and to RKM Software for their valued contributions.
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Abstract. Virtual Reality (VR) environments have been used for training, edu-
cation, and entertainment due to the interactive and embodied experiences the
technology provides. Studies have shown that VR can be used to help support
individuals with intellectual disabilities in various aspects of their lives. Likewise,
conversational agents such as chatbots can be used to bolster competence training
and well-being management for this user population. This paper addresses the
need for inclusive job interview practice for individuals with intellectual disabil-
ities by discussing the development of a VR application, AllyChat. A two-part
development phase is presented with pilot testing included for each phase. First,
a conversational AI chatbot is tested and with positive feedback iterated upon to
develop an immersive mock job interview experience in VR. A second pilot study
is conductedwith university students to test the functionality of a high-fidelity pro-
totype. Future work will include improvement upon the developed VR application
and further testing.

Keywords: Large Language Model · Virtual Reality Job Interview · Intellectual
Disabilities

1 Introduction

Virtual Reality environments have gained popularity in training, education, and enter-
tainment, providing interactive and immersive experiences [1, 2]. They effectively sup-
port individuals with intellectual disabilities in various areas, such as physical activity,
literacy instruction, and court testimonies [3]. Conversational agents have also shown
promise in competence training and well-being management for individuals with intel-
lectual disabilities [4]. To address the inclusive job interview preparation needs of this
group, this paper presents AllyChat, a two-part VR application. It involves pilot testing
a conversational AI model using a web-based chatbot, which is later integrated into the
VR application. Through a participatory design approach, two students from our univer-
sity, who are part of a transition program for adults with intellectual and developmental
disabilities, actively contributed to the development process. The primary goal of this
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research is to optimize the job interview process for individuals with intellectual disabil-
ities by leveraging the participatory design and VR to create a tailored AI conversational
experience. The aim is to address their specific needs, enhance inclusivity, and improve
their preparation and performance.

2 Related Works

2.1 Participatory Design and Individuals with Intellectual Disabilities

The participatory design engages individuals as co-designers to create inclusive and
accessible products, services, or systems. Studies involving individuals with intellectual
disabilities have shown positive impacts [5]. Gonzalez et al. (2020) identified four co-
design phases and emphasized the importance of fully incorporating this community into
user-centered design processes [6]. Abascal et al. (2020) demonstrated the feasibility
of participatory design with people with cognitive disabilities, increasing users’ affinity
towards the resulting application [7]. These studies highlight the effectiveness of involv-
ing individuals with intellectual disabilities in designing user-friendly and accessible
solutions. Successful implementation requires appropriate communication methods and
assistive technology.

2.2 Conversational Agents to Support Individuals with Intellectual Disabilities

Conversational AI agents have diverse applications in education, customer service, and
mental health support [8–10]. In education, they personalize tutoring and study assis-
tance to improve academic performance through better comprehension and retention. In
customer service, these agents provide personalized support, enhancing satisfaction and
loyalty. They also benefit individuals with intellectual disabilities by addressing commu-
nication, social interaction, life skills training, and education needs, offering step-by-step
instructions and customized learning opportunities. However, more research is needed
to evaluate their effectiveness across contexts and populations.

3 Conversational AI Model Development

Conversational AI has grown rapidly due to advances in AI technology, resulting inmore
human-like interactions between humans and machines [11]. We created a personalized
conversational AI agent using Large Language Models (LLMs), few-shot learning, and
memory components to improve contextual understanding.

Employing Advanced AI for a Conversational Experience: LLMs, like OpenAI’s
gpt-3.5-turbo, have revolutionized AI by processing vast amounts of text data to generate
contextually relevant and human-like text [12]. Our conversational AI agent utilizes
this advanced LLM to engage users empathetically and supportively, thus fostering a
connection and trust between the user and the agent.
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Few-Shot Learning for Context and Flexibility: Few-shot learning is a promising
machine learning technique that enables AI models to learn and adapt rapidly with
minimal examples [13]. By providing some information on Batman and Bruce Wayne,
along with few sample conversations, it comprehends various contexts and adjusts its
responses, accordingly, facilitating dynamic and contextually appropriate interactions
with users.

Striving for Natural and Engaging Conversations: To create a natural and friendly
conversational flow, we designed the AI model to assume the role of Batman as a helpful
friend, allowing users to guide the open-ended conversation in any direction. Our goal
was to simulate a casual conversation with a new friend, which is why we opted for an
AI agent with a familiar personality to make users feel comfortable.

Implementing Memory for Contextual Understanding: We incorporated 3 mem-
ory components into the AI model to enhance context retention for more personalized
and meaningful responses. The Background Memory stores the AI model’s background
knowledge, including its role (e.g., Batman). This knowledge is shared among all users
and forms the foundation for interactions. To capture user-specific information,we devel-
oped the Initial Memory component, which retains the few initial exchanges between
the AI model and the user. Each user has a distinct Initial Memory to differentiate their
conversations. The Latest Memory component retains the some of the most recent con-
versations, allowing the AI model to reference ongoing context and maintain natural and
coherent interactions. Individual Latest Memory components are assigned to each user
to preserve unique conversation threads.

Batman Chatbot Pilot Testing: This pilot study tested an AI chatbot designed for
students with intellectual disabilities. The chatbot, inspired by Batman, engaged in con-
versations with students on a website. After a 10-min interaction, students provided
feedback, which was generally positive. They found the chatbot’s personality interest-
ing and engaging, although some struggled to come up with topics, resulting in shorter
interactions. The initial testing of the Batman chatbot on university program students
shows promise as an engaging tool for casual conversation, with students enjoying its
responses.

4 Virtual Reality Application Development

Based on student feedback, we developed a new chatbot model using few-shot learning
and background information on a sports training position interviewer, selected by a
facultymember. TheAI acts as a supportive interviewer, offering feedback and switching
to simulate the interviewee, creating an immersive experience, and fostering a connection
with the user. Inspired by practice interviews conducted by university program students,
the design draws on their interactions with college volunteers. A VR application was
developed to engage students with the AI model and provide a secure environment for
job interview practice, employing contextualized conversation techniques to enhance
interview skills.
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Virtual Character Development Process: Previous studies have shown that the visual
style of Virtual Characters (VCs) in virtual environments significantly affects user per-
formance [1]. Designersmust be aware that highly realistic characters can evoke negative
reactions and disrupt immersion, known as the “uncanny valley” [14]. The authors opted
for a stylistic VC appearance with natural idle animations, mouthmovement syncedwith
audio using Salsa LipSync, and head and eye tracking through theOculusQuestVR cam-
era. Random blinking intervals were simulated. Figure 1 depicts the user’s perspective
in the application.

Virtual Environment Development Process: AllyChat’s environment was carefully
designed and styled for effective job interview training, featuring an office-lounge area
that simulates a semi-public/private space. Warm tones and natural lighting create a
relaxing atmosphere.

Fig. 1. User Perspective in VR Environment

Virtual Reality Implementation: Development was done with Unity and OpenXR.
The XR Interaction Toolkit managed spatial and UI interactions. Communication with
web services utilized Unity’s HTTP request API. The audio was recorded through the
Oculus microphone, transcribed with Deepgram, and synthesized with AWS Polly for
playback.

AllyChat Pilot Testing: A high-fidelity prototype of AllyChat was tested by university
program students using Oculus Quest. They received an introduction to the job interview
topic and instructions on using the controls. Each student used the application for around
10min. Feedbackwas generally positive regarding the virtual environment’s appearance,
but students found the virtual character’s realistic movement strange. Both participants
and a faculty member expressed concerns about the character’s speech speed, length,
and advanced language. They suggested adding a tutorial for interaction guidance. VC
feedback was helpful for improving responses.
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5 Conclusion and Future Work

This paper presents a participatory design process for developing AllyChat, a VR appli-
cation for supporting individuals with intellectual disabilities during job interviews.
Initially, an AI chatbot with a Batman-inspired personality was created, but the inter-
action was limited due to challenges in initiating conversation topics. Previous studies
have found that users are more likely to adhere to conversational agents when they are
engaged [15]. Feedback from students led to the development of a high-fidelity prototype
incorporating the chatbot into a virtual environment. Students found the environment
suitable but expressed concerns about the virtual character’s speech cadence and the
job position being interviewed for. Feedback from a faculty member highlighted the
advanced language used. Future work will focus on shorter conversations and structur-
ing the interview process to align with program mock interviews. Broader user studies
will also be conducted to expand the sample size beyond the initial participants.
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Abstract. The amount of research articles produced every day is over-
whelming: scholarly knowledge is getting harder to communicate and
easier to get lost. A possible solution is to represent the information
in knowledge graphs: structures representing knowledge in networks of
entities, their semantic types, and relationships between them. But this
solution has its own drawback: given its very specific task, it requires new
methods for designing and evaluating user interfaces. In this paper, we
propose an approach for user interface evaluation in the knowledge com-
munication domain. We base our methodology on the well-established
Cognitive Walkthough approach but employ a different set of questions,
tailoring the method towards domain-specific needs. We demonstrate our
approach on a scholarly knowledge graph implementation called Open
Research Knowledge Graph (ORKG).

1 Introduction

Modern researchers face numerous problems while conducting research: it is
time-consuming to find information, cumbersome to get overviews of related
work, and difficult to communicate their results to the right audience. Even
though nowadays scholarly articles are often available digitally in PDF form on
the Internet, the overwhelming quantity of these unstructured text documents
makes it difficult for new knowledge to be discovered, crystallized, and used.

One approach to address the above-mentioned challenges is to utilize knowl-
edge graphs. Knowledge graphs allow to communicate the actual knowledge of
research and provide an alternative to the existing format of a narrative paper-
based scholarly communication. Although several well-established implementa-
tions of knowledge graphs exist, such as Wikidata [16] and DBpedia [1], there
is no such widely-adopted solution in the scholarly knowledge communication
domain. In order to investigate this phenomenon and to improve knowledge com-
munication from and to researchers, it is promising to analyze how information
is actually transferred between a researcher and a knowledge graph interface.

In this paper, we propose a Cognitive Walkthrough methodology that can be
employed to identify issues in user interfaces for scholarly knowledge communica-
tion. In Sect. 2 we describe knowledge graphs and how can we adopt an interface
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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evaluation tool to account for domain-specific usability issues. In Sect. 3, we
describe the resulting methodology of our walkthrough.

2 Related Work

A promising approach to organizing scholarly knowledge is using knowledge
graphs. Similar to graph databases, knowledge graphs consist of entity networks
and their respective relations. Additionally, knowledge graphs include seman-
tics [8], often represented using ontologies, to capture the meaning of the data.

A small number of approaches exist to represent scholarly knowledge using
knowledge graphs. Among others, this includes the Semantic Scholar Academic
Graph [17], Microsoft Academic Graph [6] and the Open Research Knowledge
Graph (ORKG) [2]. The former two approaches focus mainly on representing
bibliographic metadata, while the latter focuses on describing and representing
the actual knowledge stated in scientific articles, additionally allowing tabular
literature overviews, called Comparisons [12]. A typical Comparison lists several
chosen properties for a number of papers, thus, allowing a researcher to identify
the important concepts of the works (see Fig. 1, for an example Comparison).

Fig. 1. Excerpt of an ORKG comparison with the columns representing papers.

To increase usability of a knowledge communication interface, several well-
established methods can be utilized: interface walkthroughs [10,18], user stud-
ies [7], and GOMS-based user modelling [3]. A Cognitive Walkthrough (CW) is
an task-centered interface walkthrough method that accounts for user’s mental
processes and goals [18]. The evaluator is asked to perform a number of steps.
First, to identify the target audience and their background. Second, to under-
stand their tasks and goals. Third, to specify a correct sequence of actions for
each task. Fourth, to perform analysis by answering a set of predefined questions.
Last, to write down problems and provide success and failure scenarios.

A prominent model to rely on while designing the human-information inter-
action is Model Human Processor introduced (MHP). [3]. This model represents
human mind as an information-processing system and introduces several lim-
itations that should be considered when designing a usable system. First, the
working memory capacity, that can store only a limited amount of information,
estimated to be around 5 to 7 chunks [9,15]. Second, the involvement of long-
term memory in information processing. It is known that humans understand
and memorize information better if the information makes sense for them [15].
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To represent user knowledge about the system, a notion of mental model is
used. The latter is defined as a set of user beliefs about the system, constructed
through the interaction [11]. To refer to a user’s mental representation of the
current state of a digital environment, we use term “cognitive context”.

3 Methodology

The initial steps in our methodology are similar to the original Cognitive Walk-
through. First, the target audience and their background should be identified.
Second, a user goal should be specified, and user tasks should be written down.
It should be noted, that we do not require a correct sequence of actions for
each task since it can interfere with the evaluation process. In the third step,
an evaluator is expected to perform analysis by answering a set of questions
from Table 1.

Table 1. A question set for the developed Cogntive Walkthrough.

№ Walkthrough Question Reference

Q1 Will users be aware of the steps they have to perform to complete a core
task?

[4,14,18]

Q2 Will users be able to determine how to perform these steps? [4,18]

Q3 Will users be aware of the application’s status at all times? [10,18]

Q4 Will users receive feedback in the same place and modality as where they
have performed their action?

[10,14]

Q5 Will users be able to recognize, and recover from non-critical errors? [4,10]

Q6 Will users be able to avoid making dangerous errors from which they
cannot recover?

[4,10]

Q7 Will users be able to efficiently work with the system, considering the
limitations of working memory?

[3,10]

Q8 Will users be able to understand the information provided by the system,
given their background?

[3,10]

The listed questions address a user’s need to achieve a certain goal (Q1, Q2),
the integrity of a cognitive context (Q3-Q6), the ease of the presented infor-
mation processing (Q7, Q8). The last step of the walkthrough includes writing
down problems and providing failure scenarios.

To demonstrate the methodology, we perform the developed Cognitive Walk-
through on ORKG. For that purpose, we choose the most prominent task of
populating a knowledge graph. In our case, a typical user is an early career
researcher. The user has a good understanding of her professional scientific field,
with occasional knowledge gaps regarding specific methods or concepts. The
user’s goal is to gain information about concepts related to her own discipline
either via structuring new knowledge or exploring structures created by others.

Task: To extract information from papers and represent it with the
concepts in a knowledge graph. When a user tries to represent information
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from a paper, she is provided with a list of suggested properties and has the
possibility to choose a template. When choosing a template, the user is given a
form with multiple properties to fill. Since it is required to type a query to find
the needed template, the user might be confused by not knowing the names of
existing templates (Q2, Q8). And since templates are chosen by name and have
no preview, she might choose an improper template with an appealing name, e.g.
confusing the mental fatigue template with one related to material fatigue (Q4).

Fig. 2. The interface of ORKG contribution editor with several issues.

Another problem arises when the user tries to add a property to the contri-
bution. In case a user chooses a property from a template, she is asked to fill
in the value of the property. For example, when the user chooses the property
“result” and is asked to “Enter a resource” (see Fig. 2), it is not clear what the
resource is (Q8) and how it affects her initial goal (Q1). At the same time, if a
user deletes a property value, there is no easy way to undo the deletion (Q5).

4 Discussion and Conclusion

In this paper, we introduced a new methodology of Cognitive Walkthrough for
the knowledge communication domain. We developed our approach based on
the principles of the original Cognitive Walkthrough and adopted the notion of
cognitive context together with constraints from the Model Human Processor for
the evaluation questions. We performed a walkthrough evaluation on a scholarly
knowledge graph implementation called ORKG.

During the evaluation, we discovered several issues in the ORKG interface.
For example, we observed that the evaluated interface has issues associated with
questions Q4 and Q5, thereby breaking the user’s context integrity. Given the
knowledge about the disturbed cognitive process, we can leverage the appro-
priate techniques to address the problem, e.g. by utilizing context switching [5]
or cognitive offloading [13]. In our future work we aim to elaborate on connec-
tions between walkthrough questions and underlying cognitive processes and to
provide the appropriate mitigating techniques for revealed issues.
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Abstract. The COVID-19 pandemic has led universities to provide sev-
eral tools for distance learning and made their websites evolve from mere
information containers to points of access to ecosystems of complex inter-
active systems. In this paper, we present a preliminary study on Ital-
ian and French public university websites to investigate their impact
on the environment regarding energy consumption and carbon dioxide
production.

Keywords: Digital sobriety · Sustainable HCI · Sustainability

1 Introduction

Since the early 21st century, the impact of digital technologies on our society
has become increasingly relevant. Recently, with the COVID-19 pandemic, the
importance of digital devices and Internet connectivity has grown even more
significantly, which has triggered a radical change in how we approach work and
education. In fact, a pressing need has arisen to change how one interacts with
the world of work and study, fostering the rapid rise of smart working and dis-
tance learning. However, the progress that has characterized these technologies is
marked by a considerable grow in their environmental impact, which has become
increasingly problematic over the years [7]. According to The Shift Project [6],
digital overuse is neither sustainable nor essential for economic growth, from
which it is disconnected, nor is compatible with the international commitments
made by the European Union, in particular with the Paris climate agreement
in 2015. The Shift Project addresses a major social issue: the sustainability of
the development of software ecosystems. It does so under the theme of digital
sobriety [2], aiming to reduce the environmental impact of digital technology by
limiting its use. What significantly impact the environment are, above all, the
great expenditure of energy that the use of technology entails and the emissions
into the environment of large quantities of carbon dioxide (CO2). CO2 is a gas
heavier than air and is the main product of coal combustion, hydrocarbons, and
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organic substances in general. This gas is a significant pollutant and its pro-
duction is one of the main causes of global warming. According to the Global
Carbon Project [3], the Internet has such an environmental impact that, com-
pared to that of various nations, it could be considered the fourth most polluting
country in the world. Weighing most heavily in this balance are data centers,
which account for 1% of global energy demand (the Internet contributes around
3.7% of the total).

Our research is aimed at investigating how to design and develop software
applications for universities that are both sustainable and effective in supporting
distance learning and teaching. In particular, this paper presents a first step in
this direction, focusing on the most visible software applications used in a uni-
versity institution: the websites. To this aim, we started analyzing the websites
of all public universities in Italy and France (the choice of these two specific
countries was guided by the nationality of the institutions hosting this joint
research).

2 Sustainable HCI and Websites Environmental Impact

Sustainable human-computer interaction (SHCI) was introduced in the scien-
tific literature in 2007 [1] by identifying the role of sustainability in the design
of interactive technologies. Sustainable HCI and Green IT/ICT are among the
fields at the intersection between interactive technologies and sustainability that
Hilty and Aebisher [5] list as worth exploring. In the specific case of Web design,
several guidelines exist to inform the designers and developers about how to
create usable and visually appealing websites while keeping in mind to mitigate
their environmental impact [4]: e.g., reduce images and videos in terms of size
and number in a way that the UX is not compromised but the energy consump-
tion is contained; choose system fonts over custom web ones; reduce the use
of JavaScript to avoid increasing the weight of the files and the processing time
needed; prefer static to dynamic web pages; reduce white background and favour
dark-mode interfaces. This brief overview of guidelines clarifies that a trade-off
must be sought between the interest in using advanced technologies and the need
to contain energy consumption and CO2 emissions.

Several tools can be used to measure websites’ resource consumption and
environmental impact. For our study, we used Website Carbon Calculator
(WCC), a tool that measures the environmental sustainability of websites by
estimating the energy used for transferring all the data needed for the web-
pages visualization by calculating the grams of CO2 released by the website per
visit and annually (by estimating 10,000 visits per month), and by considering
the type of energy source used to power the data centre where the website is
hosted [9]. This last information is obtained by interrogating a dataset, updated
since 2006 by The Green Web Foundation [8]: the dataset contains information
about the websites that run on sustainable (renewable) energy and those that
are powered by standard energy sources. WCC also estimates how many trees
are needed to absorb the CO2 emitted by the website in a year.
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3 Evaluation of Italian and French Public University
Websites

We present the analysis results we performed on all public university websites
in Italy and France. We, on purpose, decided not to publish the names of uni-
versities when referring to their websites as best and worst because it is not
among the goals of this paper to rank Italian and French universities but to
attract attention and raise awareness about an existing problem that needs to
be addressed. Nevertheless, the dataset is available upon reasonable request.

The list of universities was obtained for both Countries from the websites of
their respective Ministries. The total number of websites is 61 for Italy and 89
for France, but due to timeout errors, WCC was unable to analyze 4 Italian and
8 French websites. The analyses were performed in April 2023.

As to the type of energy used to power the websites, out of the 57 Italian web-
sites, 42 (74%) are hosted by data centres powered by standard energy sources,
while only 15 (26%) work with sustainable energy. For what concerns the French
websites, 72 websites (89%) reside at data centres powered by standard energy
and just 9 (11%) are powered by sustainable energy sources.

WCC estimates the yearly amount of energy consumption by considering
10,000 website visits per month (120,000 visits a year). For Italian websites, the
average energy consumed in a year is 254.68 kWh (SD 187.54, 95% CI [206.00,
303.37]), while for France, it is 365.42 kWh (SD 376.33, 95% CI [283.46, 447.38]).
It is important to point out that for Italy, the total amount of energy consumed
by the worst website (871 kWh) is 51 times the amount related to the best one
(17 kWh). This ratio is even worse for France, where the worst website energy
consumption amount (2453 kWh) is 77 times higher than the best result obtained
(32 kWh).

To understand the impact of CO2 production, we observed the results sepa-
rating the websites according to the energy source type. For websites powered by
standard energy, Italian ones produce on average 110.21 kg of CO2 in a year (sd
82.38, 95% CI [88.82, 131.59]), while French ones produce on average 163.07 kg
(sd 170.06, 95% CI [126.03, 200.10]). The results improve for websites working
on sustainable energy. Italian websites produce on average 103.37 kg in a year
(sd 72.71, 95% CI [84.50, 122.25]), while French websites produce on average
133.20 kg (sd 119.23, 95% CI [107.24, 159.16]). These results are reported in
Fig. 1.

According to WCC results, the websites producing the smallest amount of
carbon dioxide, both in Italy and France, are those that would need just one tree
to compensate for the pollution produced in a year, while for the worst websites,
the number of trees grows to 18 for Italy and 50 for France.
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Fig. 1. Best, worst, and average results in terms of yearly consumed energy (in kWh)
and produced CO2 (in kg) by the university websites in Italy and France.

4 Discussion and Conclusion

From the results of the analysis that we carried out, it is clear that the choice
of data centres powered by sustainable energy sources is certainly positive, but
it is not the main factor in reducing CO2 emissions. In fact, it can be seen
from the data that the use of sustainable energy only reduces emissions by
10-20%. As it turns out, some websites consume 50 to 70 times more energy
than others, and this difference can only be related to design and development
choices of the websites themselves. This suggests that a main factor on which it is
effectively possible to act is the optimization of energy consumption through the
adoption of effective guidelines to reduce its size, by acting, for example, on the
reduction of multimedia content, and its computational complexity, by making
specific choices regarding the programming and scripting languages to choose
but also the third-party libraries to adopt. The analysis presented in this paper
represents the first step towards a larger study that will investigate how to enable
the design and development of software applications for universities, considering
sustainability and usability. The final goal is to enable the creation of effective
tools to support distance learning and distance teaching without overseeing the
problems that may derive from digital overuse. In this paper, we presented a
simple but important fact: the current state of public university websites in
Italy and France is far from being sustainable. What is more alarming is that
these websites are the access points to more complex Information Systems and
not just stand-alone, self-standing informative showcases. As a matter of fact,
no guidelines like the ones existing for informing website design exist yet for
guiding the developers in creating sustainable complex Information Systems. In
addition, finding parameters analyzing the usage of such complex entities for
calculation is a rather challenging work requiring observation of actual usage.
In our future work, we plan thus to address this issue with a socio-technical
approach aimed at maintaining a high level of user experience with technology
and interactive systems but without forgetting the importance of protecting the
planet and the future of humanity.
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Abstract. The COVID-19 pandemic has exacerbated an already pre-
vailing issue of social isolation among older adults. The aging population
is rapidly expanding, leading to an increasing numbers of older adults
expressing feelings of social isolation. In this paper, we describe two
low-cost physical check-in systems to help low-SES older adults check-in
with their loved ones and peers. Both the check-in systems offer the same
functionality, however one system is ready made and non-customizable,
while the other system is a customizable version that offers more flexi-
bility in design and can address ageism in technology design, help older
adults. Such peer-based check-in systems can help older adults age-in-
place, empower them to take care of one another, and help them maintain
independence.

Keywords: older adult · social isolation · tangible user interface

1 Introduction

About one in four older adults in the US report concerns about feeling socially
isolated [1]. According to one of the world’s longest-running Harvard Longitu-
dinal Study of Adult Development [2], has showed that cultivating a sense of
community contributes to both longer and happier lives. The study highlights
that developing and maintaining close and meaningful relationships is a cru-
cial aspect of healthy aging [3]. The emergence of digital technologies has made
communication more convenient, but these technologies are expensive, and often
lack an intuitive and accessible interface for older adults, leading to a greater
difficulty in learning and adapting to them [4,5]. Additionally, as individuals
age, the skin develops fine wrinkles, rendering biometrics or tactile feedback less
effective for this age group [6].

Furthermore, researchers have found that there are issues with non-adoption of
technology among older adults and some common reasons include inaccessibility,
usability issues, or high costs [5,7,8]. Older adults find technology more mean-
ingful if they find value or personal relevance in using it [9,10] and have aban-
doned technologies that do not cater to their specific needs and sense of aesthet-
ics [11]. Tangible user interfaces could provide more accessible systems leveraging
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(a) Check-in Tree (b) Check-in Toolkit

Fig. 1. Check-in Toolkit

the use of existing competences and practices through common, familiar inter-
faces [5,7,12]. Researchers have investigated how to help older adults connect with
each other to reduce social isolation by providing tangible electronic systems to
check-in with loved ones through one-way [15] and two-way communication [16].
These electronic check-in systems were user-facing physical objects (e.g., a frame
or tree) that were envisioned to be on display in one’s home.

In this paper, we will discuss two tangible electronic check-in systems which
can facilitate multiple users to check-in with each other via a bidirectional many-
many connection. The first system is a peer-based, Check-in Tree [16] shown
in Fig. 1a. The second system is a novel, peer-based Check-in Toolkit, shown
in Fig. 1, that provides older adults with the ability to customize the physical
enclosure. An old version of this Toolkit was introduced in a CHI’19 workshop
position paper [14]. These novel systems offer relatively cheaper alternatives for
a quick, daily check-in compared to digital systems and are developed to provide
intuitive, familiar interfaces to facilitate easier integration and technology adop-
tion. They would also help better understand if, when, and how older adults
would like to customize their check-in processes.

2 System Overview

2.1 Check-In Tree

The Check-in Tree [16] is a peer-based check-in system tailored to the check-
in needs of older adults. Older adults often use low-tech solutions of common
real-life check-in systems (e.g., turning on/off the porch light) to indicate with
neighbors that they have woken up. Neighbors will call if a friend has not indi-
cated they woke up. This idea of morning check-in is replicated through the
Check-in Tree prototype. The Tree design and specific features were fine-tuned
to make it look more aesthetically pleasing based on feedback from three older
adult consultants.
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Ideally, each older adult in a neighborhood peer-group would have their own
Check-in Tree. Each Check-in Tree would have a picture of everyone in their
peer-group along with their own picture at the top, as shown in Fig. 1a. When
an older adult gets up in the morning, he presses the button on the base of the
Check-in Tree, the LED against his picture turns on, and the individual’s status
appears on the Check-in Trees of all of their peers. In case the LED does not
turn on, then a neighborhood peer could check on their neighbor.

The Check-in Tree is made up of a custom wooden enclosure with a Rasp-
berry Pi 3 stored in the base of the Tree. Each picture is lit up by an LED that
is connected to the Raspberry Pi (RPi) via internal wiring through a bread-
board. The RPi connects to a central server via a researcher provided internet
connection from the older adult’s home, as shown in Fig. 1a.

2.2 Check-In Toolkit

The Check-in Toolkit is a novel peer-based check-in system that simulates the
functionality of the Check-in Tree and extends Craftec [13]. Craftec empowers
older adults to explore electronic interactions by abstracting inputs and outputs
on a Circuit Playground Express and associated input and output components.
We utilized a Circuit Playground Bluefruit so that it can wirelessly communicate
with the technical architecture. The built-in NeoPixel components can visually
communicate older adults’ availability based on colored lights similar to the
Check-in Tree. External NeoPixels can be added to improve scalability. Figure 1
shows a single Toolkit. Multiple Toolkits can be similarly connected via the

Fig. 2. Design and backend architecture of the Check-in Toolkit.
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Internet. The Toolkit can be attached to any surface or sewn into any fabric,
thereby eliminating rigidity in user interface design. Older adults can use the
Check-in Toolkit to enhance any household items to communicate about check-
ins or create an artifact that will blend right into their surroundings.

Included in this Toolkit is an Adafruit Circuit Playground Bluefruit with
built-in RGB NeoPixels and a Raspberry Pi. The Circuit Playground Bluefruit
is connected with a Raspberry Pi via the built-in Bluetooth for wireless commu-
nication and the RGB NeoPixels work as LED outputs. Every user in the peer
group has one Toolkit and each NeoPixel indicates one participant. The Circuit
Playground Bluefruit consists of magnetic connections built into the laser cut
balsa wood bases to facilitate easier integration into everyday objects. Each pin
on the electronic component is hand sewn with conductive thread to holes in
the balsa wood bases that contain magnets. Insulated wires with jewelry clips
attached to the ends touch the embedded magnets to allow connections to be eas-
ily made between the components. Figure 2a shows the step-wise development of
the physical prototype. The bottom part of the figure contains the Fritzing dia-
gram depicting that the RPi connects with the Toolkit via Bluetooth, and that
several NeoPixels can be attached to the Toolkit for scalability i.e. the Check-in
Toolkit can provide the flexibility to add more people to the peer group unlike
the Check-in Tree.

2.3 Technical Architecture

Each electronic check-in system’s Raspberry Pi connects to a backend server via
the internet as shown in Fig. 2b. When an older adult checks in for the day, the
Raspberry Pi sends the message to the backend server where the service appli-
cation collects the peer-group data from the database and then forwards it to
the RabbitMQ broker to notify all the members in the participant’s peer-group
about their check-in. The RabbitMQ broker utilizes a publish-subscribe protocol
where all participants in a peer-group subscribe to the broker. RabbitMQ pub-
lishes received notifications from one participant to all subscribed participants
in the peer-group simultaneously.

3 Conclusion

This paper discusses two low-cost check-in systems designed to examine their
effectiveness in facilitating social connection among older adults. We aim to
investigate the utility of offering an intuitive, familiar tangible user interface
(Check-in Tree) as well as the ease with which older adults can choose their
own preferred user interfaces (Check-in Toolkit). We have fully functional pro-
totypes for both systems and they are ready for deployment. Our future plans
involve conducting a field deployment study to compare the systems, aiming to
understand user experiences and challenges faced during check-in. This study
will inform potential design directions to address these challenges and enhance
the effectiveness of check-in systems for older adults.
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Abstract. Mobile communication technologies increase users’ connectivity,
leading to higher accessibility of persons. Previous research has provided valu-
able tools for managing one’s availability to other persons. However, how users
would like to manage their availability within and across life domains—especially
if they have domains beyond work and life—is still unclear. This paper presents
the results of a multi-day experience sampling study. It contributes key findings
on the general availability preferences within and across multiple life domains.

Keywords: Availability · Interruption · Boundary Management · Experience
Sampling Study

1 Introduction

The progress in mobile information and communication technology allows users to
reach for information and other users at any time and any place [21]. This increased
connectivity is a mixed blessing—users applaud and complain about new opportunities
smartphones provide [25].With connectivity and the opportunity for mutual information
and contact comes the challenge that users might interrupt each other in ongoing tasks
at inopportune moments, which can lead to distraction with negative consequences on
the individuals’ performances [11].

In the last few decades, connectivity and related to it the interruptions caused and
the resulting need to manage one’s availability for each other has triggered significant
research in human-computer interaction [e.g., 12, 13, 18, 23].

Empirical research has looked at users’ preferences for availability for each other.
A significant body of work has studied the users’ organisation of life domains and
strategies to integrate or segment life domains [1, 4, 16, 19]. Some research here has
been specifically looking into the role of mobile technology and its impact on the success
of the implementation of one’s boundary management [7]. However, to the best of our
knowledge, this research mainly focuses on a binary distinction between work and
non-work (where non-work sometimes is plainly non-work [16], sometimes home [19],
sometimes life [8], sometimes family [4], etc.). While the notion of work seems clearly
delineated, the non-work side is not.
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This paper’s research question is two-fold: Is there a difference between the non-
work family domain versus the non-work leisure domain? And is there a difference
between general within-domain and cross-domain availability across multiple domains?

The contributions are threefold: The paper introduces a distinction between work,
family, and leisure, beyond the usual dichotomy of work and life. The paper presents the
results of an experience study of boundary management across those three life domains.
The paper analyses the impact of the study on the participants’ attitudes towards their
preferred and actual availability preferences before and after the study.

2 Background and Related Work

The research on boundarymanagement has been looking at life domains and how individ-
ualsmanage the integration, segmentation, and transition between them [1]. Life domains
often emerge within mental and physical boundaries and include persons, things, and
parts of the self (e.g., work or family) [19]. We distinguish within-domain interruptions
from contacts in the same life domain from cross-domain interruptions from contacts in
other life domains [1]. From the literature, it is well established that individuals differ in
their preference for either allowingmore cross-domain interruptions (i.e., integrating life
domains) or allowing little cross-domain interruptions (e.g., segmenting life domains)
[3, 17, 24].

The experience sampling method asks users in-situ about their current situation and
subjective aspects [5]. Due to its high ecological validity, it is also known as ecological
momentary assessment [2, 14]. Asking users in-situ gathers their answers while they
experience emotions allows us tominimise the recall bias that can lead to distorted reports
on emotions in hindsight [14]. TheESMhas proved to be amethodwith excellent validity
and short-term and long-term reliability—especially when dealing with empirical data
on frequencies and patterns of social interaction [5].

3 Method

We conducted a five-day experience sampling study on availability preferences within
and across life domains. Nineteen persons (8 female, 11 male, 0 diverse) with an age
ranged from19 to64years (M=45.32,SD=14.71)were invited to the study and a lottery
for a voucher of 30 euros for an online bookstore. The measures of our multi-level study
combined pre- and poststudy questionnaires and momentary questionnaires [27]. The
pre- and poststudy questionnaires addressed the preferred and actual segmentation of life
domains [17, 20, 22]. The momentary questionnaires targeted the situative within- and
cross-domain availability. They included questions about the current life domain (work,
family, or leisure) and the respective availability for the life domains (work, family,
or leisure). So, this implicitly included the cross-domain as well as the within-domain
availability. The questions were asked and answered utilising SensQKit—a toolkit for
context-aware sensing and questioning for iOS devices, which was developed with Swift
in XCode on macOS.

The briefings took place before the ESM study in the participants’ workplaces. The
participants received information on the study, signed the informed consent form, and
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filled in a questionnaire with demographic data. They could then start the SensQKit
app and receive a notification that the prestudy questionnaire is ready to be filled in.
Afterwards, the ESM study with the momentary questionnaires ran for five days and
included at least one day on the weekend. During each day, participants received ten
momentary questionnaires randomly within 90 min. At the end of the last day, they
received the poststudy questionnaires.

As far as the data analysis [5, 9, 10] is concerned, we checked for the normality of the
data andperformed the respective calculations (mostlyANOVAsand t-tests).Bonferroni-
corrected pairwise comparisons complemented theANOVAswhere appropriate. Planned
contrasts were applied for stepwise comparisons of within-domain versus cross-domain
[9]. Kendall’s tau was used as a rank correlation coefficient for non-parametric data. z-
scores were used internally to double-check and calibrate individual differences between
participants [5].

4 Results

We report on the pre- and poststudy as well as the momentary results.
Pre- and Poststudy Results. All participants completed the prestudy questionnaire

and answered all questions. Fifteen participants completed their poststudy questionnaire
and answered all questions.

When comparing the answers before and after the ESM study, we find that the
prestudy and poststudy work-life segmentation preferences were similar, and so were
the prestudy and poststudy life-work segmentation preferences. However, the actual
work-life segmentation decreased during the study. Before the study, ca. 21% (i.e., 4 out
of 19 participants) strongly wanted segmentation, while after the study, ca. 53% (i.e., 8
out of 15).

The prestudy mean preference for the segmentation of work from life was higher
(M = 4.16, SD = 1.50) than that of life from work (M = 3.80, SD = 1.21). Also, the
poststudymean preference for the segmentation of work from life was higher (M = 4.27,
SD= 1.28) than that of life fromwork (M = 3.73, SD= 1.54). However, paired samples
t-tests between the two prestudy preferences, between the two poststudy preferences,
and between each prestudy and poststudy preferences respectively, were not significant.

The prestudy mean actual segmentation of work from life was lower (M = 3.42, SD
= 2.04) than that of life from work (M = 4.53, SD = 1.54). The poststudy mean for the
actual segmentation of work from life was considerably lower (M = 2.40, SD = 1.81)
than that of life from work (M = 5.00, SD = 1.56). The paired samples’ t-tests between
the poststudy actual segmentation of life from work and work from life were significant
(t = −3.89, p < 0.05). The other paired samples’ t-tests were not significant.

Momentary Results. We received 689 filled-in momentary questionnaires (i.e.,
72.53% of the 950 distributed questionnaires). Thirteen participants sampled for five
days, and six participants for four days, which was acceptable. The sample size, the
number of days, and the number of samples per day compare well to other ESM studies
[26].

Looking at the current domain of the participants, we see that the overall mean
availability was highest when in the domain work (M = 0.76, SD = 0.35) and lowest
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when in the domain leisure (M = 0.56, SD = 0.38), and between them when in the
domain family (M = 0.62, SD = 0.42).

Table 1 shows the overall mean availability in the totals row and the details for the
mean availability of each current domain for each contacter’s domain. The high within-
domain availability is clearly visible—especially the availability for the domain work
while in the domain work was almost 100% (M = 0.96, SD = 0.06) and a range from
0.77 to 1.0; and also the availability for the domain family in the domain family was
very high (M = 0.97, SD = 0.04) and a range from 0.86 to 1.0.

Table 1. Availability from current domains to contacters’ domains

Contacter’s domain: i.e. availability for… Current Domain

Work Family Leisure Total

M SD M SD M SD M SD

…Work .96 .06 .12 .23 .10 .21 .45 .45

…Family .85 .26 .97 .04 .78 .19 .87 .21

…Leisure .46 .40 .78 .26 .79 .20 .65 .35

Total .76 .35 .62 .42 .56 .38 .66 .39

5 Discussion and Conclusions

The findings from the pre- and poststudy questionnaires on preferred and actual integra-
tion and segmentation between life domains hint at some interesting points. The results
corroborate the findings from previous studies that the preference for the work-life seg-
mentation was higher than for the life-work segmentation. That is, people were less
interruptible for work while at home, but were more interruptible for family while at
work [6, 16].

The general availability per current domain was highest in the domain work.
Extremely high within-domain availability for work of 96%, but also high cross-domain
availability for the family of 85% contribute to that. Also, the availability for family was
typically high while at work. Other studies have shown that the expectations of superiors
and peers often entail a high availability for work [15].

An interesting distinction between family and leisure is the following:within-domain
availability in work and family was almost 100%, while in leisure it was 79%. This
could be because participants have some hobbies they do not want to and cannot be
disturbed (not even by family), such as while doing intense sports (e.g., mountain biking,
swimming). To the best of our knowledge, gender differences have not yet been addressed
in ESM studies.

Acknowledgements. We thank the members of the Cooperative Media Lab at the University of
Bamberg.
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Abstract. Space utilization and better exploration are important parts
when building VR experiences that can be used by people with dif-
ferent play styles, requirements, and needs. A key factor in achieving
this is a flexible guardian system that informs users about their posi-
tion and potential hazards. We propose an alternative guardian solution
that incorporates various modalities, notification types, diegetic and non-
diegetic interfaces, which demonstrated improved space utilization and
mobility compared to a standard system. However, this alternative solu-
tion may come with a higher cognitive load. We believe this system
demonstrates that a better more immersive alternative to the Guardian
solution is possible, which would maximize the utilized real-world space
while adding better immersion. We plan to use this initial research as
a basis for developing more robust versions, utilizing different combina-
tions of the proposed features.

Keywords: VR · Space utilization · Diegetics · Guardian ·
Exploration

1 Introduction

Virtual reality (VR) is a rapidly expanding research field that spans entertain-
ment, design, training, and mental health treatment. However, the nature of VR
headsets, which isolate users from the real world, requires methods to orient them
and prevent injury or environmental damage. Research has explored solutions
such as integrating real-world elements and alerting users to potential dangers,
but these often require additional non-standard hardware [2–5]. Although these
methods provide high levels of immersion, they have the drawback of requiring
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(a) Diegetic Watch Component (b) Escape Room Puzzle

Fig. 1. An example proposed guardian component - a diegetic pull visual notification
in the form of a watch for self-positioning (Fig. 1a) and a room from the space-themed
escape room used to test the proposed solution (Fig. 1b).

non-standard hardware. Conversely, the Meta Quest2 VR headset includes a built-
in solution called the VR guardian, which is lightweight and easy to use but may
disrupt immersion by showing real-world borders when users get too close.

Fig. 2. Components of the proposed VR guardian alternative. The five components
are a combination of diegetic and non-diegetic interfaces, push and pull notifications
and visual, audio and haptic modalities.

Our paper introduces a novel system that combines diegetic and non-diegetic
methods with push and pull notifications of various modalities. We draw on pre-
vious research by Medeiros et al. [1] and Kanamori et al. [6], which shows that
users prefer multiple types of guidance to help them navigate VR environments.
Our solution not only enhances playspace utilization and different playstyles but
also minimizes immersion-breaking visuals. We evaluate our system through an
interactive virtual escape room that requires users to explore the environment
and approach the play borders. Our results demonstrate that our approach pro-
vides better real-world space utilization than the Meta VR guardian, although
some tradeoffs in usability and straightforwardness are observed. The different
components of our system can be used in various VR scenarios, such as educa-
tion, training, architecture, and gaming.

2 System Design

We have selected five components to build our guardian alternative solution, rep-
resenting different modalities (audio, visual, or haptic), diegetic or non-diegetic
interfaces, and push or pull notifications. The diegetic interfaces were designed to
promote immersion in a space station scenario. These components can be viewed
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in Fig. 2. We selected three modalities to complement each other and assist users,
regardless of their sensory state. The push and pull notifications were chosen to
suit different play styles and immersion preferences, enabling users to either
focus on other tasks or check their location if they feel disoriented. Lastly, non-
diegetic components were chosen as last-minute push notifications designed to
fully capture users’ attention and prevent them from going out of bounds. An
example of the diegetic watch component is shown in Fig. 1a.

To test the guardian components, a virtual reality escape room with a space
station theme was created. The rooms are separate square spaces, the same size
as the physical playfield, connected by long narrow hallways. This design forces
users to move around the playfield, reach the borders, and interact with the
guardian components. An example of one of the rooms can be seen in Fig. 1b.

3 Experiments and Results

A comparison was conducted between the developed guardian feature (DGF) and
the Quest 2 guardian or standard guardian feature (SGF) to determine how the
proposed components would impact users’ space utilization and exploration in
VR. The experiment had 30 participants, with 15 for both tests, who had time
to get used to both guardian features before playing through the experience
with a 15-minute timer. Users walked in a 4 by 4-meter physical space and
could manually turn once they reached a boundary. The X and Y position of
the users was captured using their head-mounted display, along with the overall
completion time, and a heat map was generated based on the captured positions
(Fig. 3). The heat maps revealed that the DGF users utilized 9.33% more of the
total play area compared to SGF users. In addition, single red point “clusters"
representing users standing in one location were less prevalent and more spread
out in the DGF test, indicating that users were more likely to explore rather
than stay in one place. DGF participants took 23.9% more time to go through
the escape room, which can be attributed to both longer exploration and more
interaction with the guardian.

Fig. 3. Heat maps generated from user physical space utilization. The Meta VR
guardian or standard guardian feature (SGF) results are shown in Fig. 3a, while our
proposed developed guardian features (DGF) are shown in Fig. 3b.
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After the experiment, users were asked to evaluate their experience with
the system they used, through the Raw Nasa TLX [7]. Users reported that
they felt they needed to do more work overall using the DGF system, resulting
in a higher physical and mental load (Fig. 4a). This could be because users
had to manually bring up DGF solution, forcing them to actively think about
their position instead of using the passive approach of the SGF Meta guardian.
However, users also reported that they needed to use the DGF system less,
indicating that the system helped orient them better (Fig. 4b). The participants
then filled in a System Usability Scale test, with the SGF achieving a score
of 73.5 and the DGF only scoring 51.7 points. This suggests that more work is
needed to optimize and combine the proposed diegetic and non-diegetic guardian
features. The DGF system activation time was overall comparable to the SGF,
but it had a larger deviation in user responses as seen in Fig. 4c. Therefore,
fine-tuning when and how the different components are initialized and creating
cascades of warning depending on user proximity would be necessary to improve
the system.

(a) (b) (c)

Fig. 4. Results from the Raw Nasa TLX. The DGF system required more involvement
from users, because of the presence of both push and pull notifications (Fig. 4a), while
also requiring less overall interaction than the SGF solution (Fig. 4b). The two systems
have comparable activation time, with the DGF showing a larger deviation (Fig. 4c).

4 Conclusion

In this research, we tested a combination of modalities, notifications, and inter-
faces to see their impact on space utilization and VR exploration. Our solution
integrated push and pull notifications with diegetic and non-diegetic interfaces,
which could be activated by the user or triggered automatically to provide warn-
ings. Three notification modalities were used to provide location information,
regardless of the user’s cognitive load. We compared our system to the Meta VR
guardian and found that while our system resulted in higher space utilization
and mobility, users reported higher mental and physical load. Moving forward,
we aim to optimize and refine our system to improve its effectiveness. To do
this we will focus on an iterative user testing methodology where we will cre-
ate different combinations of components based on the visual, audio, and haptic
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modalities. We test the usability and any perceived problems by users through
a series of Rapid Iterative Testing and Evaluations (RITE). We will look at use
cases for training personnel in specified 3D spaces, where work area utilization is
required, as well as for educational purposes for creating escape rooms utilizing
larger spaces and boosting user teamwork.
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Abstract. Cultivating teamwork and a sense of empathy is an impor-
tant part of boosting productivity and student and employee satisfaction
and well-being. We present the initial development of a mixed-reality
game using a LEGO block digitization system. Two participants col-
laborate, with one in real life and the other in VR. Our initial results
indicate a positive impact on empathy and user involvement. Moving for-
ward, we aim to create various teamwork experiences using different VR
interactions with digitized LEGO builds both for children’s educational
purposes and adult teamwork.

Keywords: VR · teamwork · 3D digitization · LEGO blocks ·
communication

1 Introduction and Motivation

Team building is a valuable tool in increasing the outcome of group-based tasks
and bettering the psychological climate of those involved [5,7]. While most team-
building exercises are physical, virtual counterparts such as cooperative games [3]
and XR applications [1] have shown similar effects, increasing motivation and
educational outcomes [6]. This paper presents a VR application for cooperative
team building through 3D digitization, which is the act of converting information
into a virtual space [2,8]. We use computer vision to digitize LEGO blocks, as
they are easy to use and understand, and their color and shape are standardized,
making them easier to digitize.

2 3D Digitization Application

To digitize the LEGO blocks we create a Python application using a downward-
facing webcam and a designated building area. For detecting and segmenting
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(a) View of a VR level (b) User collaboration

Fig. 1. Figure 1a is a view from one of the puzzle rooms. The table on the right is what
the VR player sees, while the table on the left is where the digitized brick shape made
by the builder in the real world is shown. Figure 1b shows a sketch of the testing setup
with the example interactions between the builder and VR player.

(a) Testing setup (b) Lego brick puzzles

Fig. 2. Overview of the 3D digitizing pipeline for LEGO blocks (Fig. 1b), together with
some of the brick puzzles that need to be solved (Fig. 2b)

LEGO blocks we use several image processing steps demonstrated in Fig. 2a. The
main steps start with pre-processing the images by blurring them and transform-
ing them to an HSV color space and then using color segmentation. To simplify
and constrain the process of color segmentation we have selected three different
colored LEGO blocks. We segment blocks from different colors and morphologi-
cally process them to remove noise and holes. Studs from the segmented LEGO
blocks are then detected using template matching and the duplicate detections
are removed with non-maximum suppression. The X and Y coordinates of the
studs are then captured and using prior information about the size of the LEGO
blocks we estimate the Z coordinate. These coordinates are then sent to Unity
and a 3D stud of the specific color is created at these positions.

3 Evaluation

We evaluate the proposed team-building mixed-reality game using the Game
Experience Questionnaire (GEQ) [4]. As this is a proof-of-concept application
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and we are interested in the social interactions and teamwork between players
we focus on the Social-Presence module of GEQ (GEQ-SP).

The test is conducted with 9 pairs of people, 18 participants in total. In each
pair, one participant is given the role of the builder and the other the role of the
VR player. Each team of two is given 15 min to go through 10 rooms.

3.1 Game Overview

Figure 1b shows a sketch of the setup, with each room offering a teamwork
puzzle of increasing difficulty. In each puzzle, the VR player is presented with
a table and LEGO bricks arranged in a certain shape (Fig. 2b). They need to
communicate the position, shape, and color of the figure to the builder, who is
sitting in front of the digitizing setup with access to various bricks and a building
space. The builder recreates the shape and notifies the VR player when ready.
The VR player then presses a button, and the shape built by the builder is shown
in the virtual world. If the shapes match, the puzzle is complete, and they can
proceed to the next room. If not, a sound is played, and they need to work
together to fix any mistakes. The two participants in each group are separated
by an additional barrier, to remove the possibility that the VR player might see
the Lego brick structure and to emphasize the necessity of oral communication.
Each room is created with a different background to make the experience more
varied and interesting. An overhead view of the rooms can be seen in Fig. 3.

Fig. 3. The ten different puzzle rooms built for the teamwork game seen from above.
Each room has a different theme to keep the players engaged

3.2 Results Analysis

After the teamwork game, the builder and VR player receive the GEQ-SP mod-
ule, which is then separated into three main categories - empathy (GEQ-E), neg-
ative feelings (GEQ-NF), and behavioral involvement (GEQ-BI). Table 1 shows
the average score for each category for both types of participants. The scores
indicate that both builders and VR players showed high levels of empathy and
behavioral involvement, and their scores were similar. The negative feelings cat-
egory had a below-average score, indicating that participants did not have a
negative experience. Notably, VR players had higher GEQ-NF scores, likely due
to their inability to directly influence the building process.
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Table 1. Average empathy (GEQ-E), negative feelings (GEQ-NF), and behavioral
involvement (GEQ-BI) scores, together with the maximum possible scores. The maxi-
mum possible score for GEQ-NF is smaller, as it has only 5 questions, compared to 6
for the other two categories.

Participant Type GEQ-E GEQ-NF GEQ-BI

Builder 24.8/30 11.6/25 25.2/30

VR Player 23.4/30 12.3/25 26/30

The results for each of the categories for the builders and VR players can be
visually compared through the bar plots in Fig. 4. We can see that the scores
are closely related, especially for the GEQ-E, while the GEQ-BI shows larger
differences for three of the groups. We calculated Pearson’s correlation between
the scores of each category to examine any correlation between the experiences of
both types of participants. The correlation coefficient for GEQ-E scores is 0.733,
for GEQ-NF is 0.234, and for GEQ-BI is −0.702. This indicates a strong positive
correlation between the empathy experiences of both types of participants, a
strong negative correlation between their behavioral involvement, and a much
weaker correlation between negative feelings.

Fig. 4. The GEQ-E, GEQ-NF and GEQ-BI scores for each pair of builder and VR
player

4 Conclusion

This initial development of a teamwork-based game showcases how digitization
and mixed reality can foster teamwork, empathy, and interaction between play-
ers in both real and digital worlds. The developed digitization system gives a
straightforward and easy way to generate digitized renderings of different LEGO
block figures and objects. Next, we aim to create various collaboration scenarios
and games, including level building, climbing, defeating enemies, and orienta-
tion, to gauge immersion, empathy, and willingness to collaborate on a larger
scale. The straightforward nature of the proposed system and collaboration game
can be useful to other researchers as a test bed and starting point for testing
collaboration between real life and VR.
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Abstract. Robotito is an educational robot developed in Uruguay to
stimulate the development of computational thinking in young children.
We conducted an exploratory study to detect difficulties that emerge
during the first approximation of preschool children to Robotito (Study
1). Based on the lessons learned, we implemented improvements in robot
design and the structure of the introductory activities with Robotito and
conducted a pilot study (Study 2) to evaluate them. This poster presents
observed programming errors, lessons learned, and future works.

Keywords: Child-robot interaction · Preschoolers · Educational
robotics

1 Introduction

Robotito is an educational robot developed at the Facultad de Ingenieŕıa of Uni-
versidad de la República, Uruguay, with the goal of introducing young children
to programming and fostering their computational thinking (CT) skills [1,3].
The robot’s programming is based on the placement of color cards on the floor,
with each color representing a specific movement: yellow for forward1, red for
left, blue for backward, green for right, and purple for spin. Unlike other commer-
cial robots, Robotito is omnidirectional, meaning it can move in any direction
without turning. To aid children in programming and understanding the robot’s
movements, a LED ring on the top of the robot indicates the associated color
for each direction and shows the current direction of movement (see Fig. 1).
These light indicators serve as the only color-direction reference for selecting the
appropriate color card to move the robot in a specific direction.

1 Robotito has no face or front, so the relation to directions “forward”, “backward”,
“left” and “right” are used only to distinguish its four predefined directions.
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In order to enhance the interaction between children and Robotito, as well
as facilitate the development of CT activities, we conducted two exploratory
studies in 2022 to identify potential difficulties that may arise during children’s
interaction with the robot. The purpose of these studies was to develop effective
strategies to mitigate these challenges. In this poster, we present the outcomes
and findings from these studies.

Fig. 1. Programming task and Robotito’s direction indicators before and after Study 1.

2 Methodology

We conducted two field studies involving a total of ten 5–6-year-old children
(Study 1 with 4 girls and 4 boys, Study 2 with 2 boys). The initial exploratory
study aimed to identify errors made by children during robot programming and
opportunities for improving the robot’s design and presentation to children. Sub-
sequently, we conducted a pilot study (Study 2) to evaluate improvements in the
presentation format in individual instances.

For Study 1, we collaborated with a public kindergarten in Montevideo,
Uruguay, where eight children participated. The classroom teacher divided them
into four pairs. The first child in each pair interacted with the robot, learned
about the color codes, and engaged in solving a programming task. The objective
was to program the robot to follow a square-shaped route (“draw a square”),
accomplished by placing four color codes on the floor (see Fig. 1). Afterward,
the second child joined the activity and received instructions from the first child
through peer tutoring (peer tutoring [2]) on using the robot and solving the same
programming task.

In Study 2, we individually explained the programming process to children
using color codes on the floor, following points 1 to 6 from a structured presen-
tation developed based on the insights from the first study (see the 3 section).

Both sessions were video recorded and analyzed by three researchers, focus-
ing on the common errors committed by the children (Study 1 and 2) and the
explanations given by the child tutors during peer tutoring (Study 1).
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The study protocol received approval from the ethics board of the principal
institution, and we obtained informed consent from the parents or caregivers of
the participating children, ensuring diligence in ethical considerations.

3 Results

In Study 1, we identified various aspects to improve related to the observed
programming errors, peer tutoring, activity structure, and robot design.

Programming Errors. We identified five types of errors that the children
committed while programming the robot. The main cause of programming errors
was a lack of understanding of the light-direction relationship that is essential
to program the robot. Three error categories reflected it. “Memorized color-
direction relationship” (MCD, 2/10 children) was used to tag situations in
which the children associated a color with one specific direction in the space
(for example, green - child’s forward) and ignored the fact that the direction
associated with the color will change in reference to the child’s position after
rotating the robot.

We tagged as “repeated the lights distribution” (RLD, 3/10) events
in which children tried to solve the “draw a square” task by placing the cards
mimicking the same distribution as the lights on the robot.

Additionally, we observed that the children frequently wrongly predicted the
direction the robot would take after sensing a specific color card or pointed wrong
color when asked, “what color should we use to make Robotito move THAT
direction” and codified these errors as “wrong color/direction prediction”
(WRP, 6/10). Some children did not understand the “draw a square” task, and
we codified errors related to this fact as “no task comprehension” (NTC,
2/10).

“Wrong coding card position” (WCP, 6/10) was used for events in which
the children did not correctly predict the robot’s movement after sensing a spe-
cific color and put the next card aside from the robot’s trajectory.

Peer Tutoring. Half of the tutors memorized coding card positions and
explained where to put each color card to “draw a square,” not how the robot
works. In fact, none of the tutors explained the relationship between the light
indicators on the robot and the direction of its movements. Two tutors men-
tioned the lights during their explanation, although they focused on the fact
that there are more color lights when the robot detects a color card and did not
connect color lights to directions. Two of the four tutors rotated the robot to
explain the color-direction relationship.

Lessons Learned. We proposed improvements related to robot design and
activity structure based on the observed errors and peer tutoring instances. We
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observed that the color lights on the top of the robot are not clear indica-
tors of the color-direction relationship. Children committed various errors
(MCD, RLD, WRP) due to their lack of understanding of the relation between
the color-direction indicators and the robot movements. Most participants had
difficulties in predicting the robot direction or choosing an appropriate color
in simple programming tasks. None of the child tutors mentioned the colors to
explain the programming rules of the robot. We concluded that four colorful
lights were not enough to transmit the idea of direction and opted to add paper
arrows in corresponding colors on top of the robot, next to light indicators (see
Fig. 1). As there were multiple occurrences of “wrong color/direction prediction”
in the simple tasks, in addition to adding paper arrows, we decided to extend
the robot’s presentation and explanation. We opted for more guided instances
where the child has to point to colors, directions or rotate the robot. The rota-
tion of the robot was identified as a crucial point in the understanding of
color-direction relationship and we believe that it contributed to reducing MCD
and WRP errors (none MCD and only one WRP in Study 2). Children tutors
that understood the robot’s programming rules rotated the robot to explain that
with a particular color, the robot can go “this way” or, when turning it, can go
“that way.”

We observed that the “drawing a square” task was too complex for an intro-
ductory activity, and we added intermediate tasks with increasing difficulty
(go in X direction, use two color cards to make it move in an L-shaped path,
use three cards to move in U-shaped route) between robot presentation and
“drawing a square.” Also, the use of a geometric concept may make it difficult
for children to understand the expected robot’s path. We added visual sup-
port (the researcher drawing with the finger the square on the mat) to the oral
explanation to make the task easier to understand. To avoid WCP errors, we
incorporated an explanation of the position of the color sensor used for
detecting the color cards.

The result of our observations was a structured introduction to Robotito with
the following points that should be covered:

1. Introduction to the color-direction relation using color arrows on the robot.
2. Demonstration of the color sensor and color cards.
3. Demonstration of color-direction examples using Robotito and color cards.
4. Guided tasks in which the child selects the color to move Robotito forward

with multiple instances of rotating the robot (“Which color should we use to
make the robot move forward if the robot is in this position?”).

5. Guided tasks in which the color and direction are given the child selects the
robot orientation (“Robotito should go forward with yellow, how should we
rotate Robotito?”).

6. Programming L-shaped paths.
7. Programming U-shaped path.
8. Programming square-shaped path.
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4 Conclusion and Future Work

The first exploratory study allowed us to identify improvements and develop age-
appropriate and robot-specific introduction. Although in Study 2, the number
of error types was reduced from five to two, participants still committed WCP
errors. We observed those errors in real-time debugging instances (the robot is
moving, and the child tries to correct the program before the robot reaches the
next card). These kinds of instances, with robot moving and the child placing the
next card, were not covered in the introduction, and we consider that adding
them will help children to better predict the robot’s trajectory and put the
coding card in the correct location.

Our study highlights the significance of understanding children’s common
errors and challenges during programming activities, as it can significantly
impact the design of robots and related activities, ultimately facilitating chil-
dren’s learning process. Our next phase involves collaborating with teachers to
adapt the complete introductory activity to fit the classroom environment and
subsequently evaluate its effectiveness in a classroom setting.
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1 Introduction

Young adults are a critical population where mental health disorders, especially anxiety,
are commonly manifested [1, 2]. Alongside the genetic and social factors affecting
each young person, transitional phases such as leaving home or starting work increase
anxiogenic symptoms [3]. For this reason, it is necessary to provide young adults with
effective tools formitigating anxiety symptoms, such as relaxation techniques [4–6]. The
integration of new technologies into psychological therapies can attract the attention of
young people. Moreover, these technologies have demonstrated significant potential in
teaching anxiety regulation strategies [7].

Immersive Virtual Reality (iVR) is defined as a virtual experience in which users are
completely immersed thanks to a Head-Mounted Display (HMD) [8]. iVR environments
have been shown to enhance information retention compared to traditional techniques
[9] due to their ability to generate higher levels of engagement and greater physiological
and emotional arousal through interaction with the environment [10]. Therefore, iVR is
an ideal context for the development of psychological applications.

2 Methodology

The style chosen for this application is Low-Poly, which is characterised by being min-
imalist and non-photorealistic [11, 12]. This decision has been motivated by the limited
number of polygons of the 3D models and their ease of modification and animation.
Regarding the choice of environments, some relaxation applications were considered
[13]. Realism has not been regarded as an important feature since natural and relaxing
environments are able to induce relaxation even if they are low poly [14]. The environ-
ments include interactive, static, and dynamic objects. Additionally, two types of sound
have also been included into all scenarios: ambient and binaural [15]. Binaural sound is
a positive inducer of moods and an important element of environmental immersion.
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Although the gamemechanics are straightforward, a tutorial level has been developed
to prevent users from experiencing the novelty effect [16]. Once users have learned the
controls, they can choose to start one of the four levels. Each level presents a different
relaxation technique in a gamified way for users to learn. A team of psychologists has
collaborated to assess the adaptations of each exercise for iVR. Following the relaxation
technique, a small game or interaction with the environment is presented as a reward
and positive reinforcement for completing the relaxation task.

Throughout all levels, users will receive audio and visual support to guide them.
Regarding user movement within the application, locomotion is limited to a real space
of 2× 2 m. Joystick movement and teleportation have been disabled to ensure that users
remain within the designated interaction space and do not experience cybersickness.
Two software programs were utilized to develop this application: Blender for creating
the scenarios, assets, and animations; and Unreal Engine for programming the levels
and mechanics.

3 Results

An IVR application has been developed with the purpose of instructing young adults on
techniques to alleviate symptoms of anxiety. The primary objective of this application
is to educate users about various relaxation exercises that can be incorporated into their
daily lives.

3.1 Tutorial Level

The initial level serves as a tutorial, guiding the users in navigating the virtual environ-
ment and familiarizing them with the game mechanics used throughout the application.
The design of this tutorial focuses on an autumnal scene, where the user is tasked with
picking up a basket and exploring the environment to collect mushrooms. Finally, the
user is asked to press a button to access the menu and select a relaxation technique to
practice.

3.2 Mindfulness I Level – Observing the Environment

This level is set in an overnight camping environment surrounded by mountains. In this
level, users are engaged in a mindfulness exercise that involves attentive observation of
the virtual environment [17]. The primary objective of this exercise is to cultivate users’
ability to concentrate on their surroundings while minimizing mental distractions. The
stage presented to the users at the beginning of the level is almost empty. When the
users find a light-ball, they must stare it carefully until the loading circle is complete.
Subsequently, objects or elements of the stage gradually appear, accompanied by their
corresponding sounds, creating a binaural auditory experience. Once all the intended
objects have appeared, the users are able to perform another more interactive exercise:
capturing six fireflies within a glass jar. Following the completion of the fireflies’ game,
users have the option to exit at any time by pressing a designated button.
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3.3 Progressive Muscle Relaxation Level

This level is located in a daytime beach where the users must perform the Jacobson Pro-
gressiveMuscleRelaxationTechnique [18]. Throughout the level, the users are instructed
to sequentially tense and then release various muscle groups. When the muscles have
to be tensed, the scene turns reddish to increase the feeling of discomfort. Once the
relaxation technique is completed, the user has a small reward: a glass bottle appears
half buried in the sand and the user can pick it up. The users must remove the cap from
the bottle to take a note inside with a positive message about relaxation that encourages
the users to exercise in their daily life.

3.4 Deep Breathing Level

This level is set in a snowy daytime environment where the users are provided with
several instructions to perform deep and conscious breathing [19]. The users are asked
to take a deepbreath, hold it for a few seconds and slowly release it.During exhalation, the
intensity of snow particles falling decreases, and the fog dissipates. Once the relaxation
phase is over, the users must assemble a snowman with the available pieces on the floor.
Upon completing the tasks, the users are free to explore and enjoy the environment until
they decide to exit the level.

3.5 Mindfulness II Level – Conscious Breathing

Finally, this level is set in an underwater environment where users must focus on their
breathing [17]. To mirror the process of mindful breathing, a blowfish is placed in front
of the user and inflates and deflates with the same pace as the user should follow. In this
environment, the users must learn to be able to focus on their breathing despite moving
objects around them. Once the users have learnt this relaxation technique, a camera
and multiple teleportation points appear on the stage. Using the camera, the users can
capture images of animals and objects within the environment. Users are encouraged to
spend as much time as they desire, indulging in the surroundings and interacting with
the elements.

4 Conclusions and Future Lines

An immersive Virtual Reality application has been developed to teach young adults to
reduce the symptoms of anxiety. The application consists of four scenarios that teach
users different relaxation techniques. This application can be used both independently
and as part of a psychological intervention.

In the near future a biofeedback systemwill be included. After completing each level,
userswill be able to viewagraphdisplaying their level of relaxation based on their cardiac
and electrodermal activity.This featurewill enhanceusers’ awareness of the effectiveness
of relaxation techniques on their own physiology. Additionally, the collected data will
enable real-time adaptation of each level to the user’s performance, further personalizing
the experience. For instance, in the Deep Breathing level, the intensity of snow particles
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and fog will be directly influenced by the user’s physiological data once the biofeedback
system is integrated. To validate the effectiveness of the application, a large-scale study
will be conducted involving a diverse group of target users. The State-Trait Anxiety
Inventory (STAI) test will be administered before and after using the application to
assess changes in perceived anxiety levels. The outcomes will be compared with those
of a control group to evaluate the benefits of iVR.

In the far future, the application will be tested as part of more complex psychological
interventions, such as exam-related anxiety treatment. Volunteer users will be exposed to
360° videos depicting anxiety-inducing situations before and after using the application
to evaluate the effects of relaxation on their physiological responses. By analyzing both
physiological and subjective validation data, Artificial Intelligence (AI) techniques will
be employed to detect behavioral and learning patterns. This will facilitate a deeper
understanding of the users and enable better customization of the application to meet
their specific needs.

All data collected from users, including subjective surveys and future biometric data,
will be anonymized to ensure confidentiality. Access to such data will be limited to the
responsible professionals involved in the psychological treatment.
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Abstract. Given the extensive use of Augmented Reality (AR) for learning and
training in different domains, this technology could support traditional therapies
for people with dementia. However, to devise useful experiences, it is crucial
to involve specialists and patients to fully understand the potential and limita-
tions of ad-hoc AR applications considering the patients’ medical conditions as
well as their expectations about the technology. In the context of a project aimed
at improving healthcare service centers, following an action research approach,
we codesigned two AR applications, tablet- and glass-based, to practice specific
cognitive competencies (memory, recognition, and association) involving two spe-
cialists in psychiatry and two patients diagnosed with mild cognitive impairment.
In an initial phase, we identified key issues about how the patients interact with
the two devices and the interfaces in the doctors’ room that helped to improve the
final prototypes. These prototypes were tested in a clinical study with ten patients
diagnosed with mild cognitive impairment in the presence of their therapist.

Keywords: Augmented Reality · Cognitive Impairment · Action Research

1 Introduction

According to theWorld Health Organization (WHO), around 55million people live with
dementia worldwide, and this estimation will rise to 78 million in 2030 and 139 million
in 2050 [1]. The Alzheimer’s Society describes dementia as a wide range of symptoms,
including memory loss, difficulties in concentrating, planning or organizing, and feeling
confused about the time or the place [2]. How this condition affects people depends
on their health conditions, particularly cognitive functioning, before the diagnosis. In
general, the umbrella of symptoms associated with dementia can be related to different
stages of its progression [3]: early (or mild), middle (or moderate), and late (or severe).
This paper will focus on patients in the early stage of their condition when the symptoms
appear gradually and are often overlooked.

In this paper, we are interested in exploring the potential of Augmented Reality
(AR) to design and develop applications to help PwD practice specific cognitive capa-
bilities, such as memory, recognition, and association. In the literature, several authors
have investigated the benefits of AR applications for neurodegenerative disorders [5, 6].
Among them are assisting patients in performing a task or recognizing an object or a
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dangerous situation [7–9], providing therapists with further data about the patients and
their current health status [10], and improving the interactivity of specific exercises to
stimulate their cognitive abilities [11–13].

A critical aspect to consider when dealing with people affected by a neurodegenera-
tive disorder is that they can experience difficulties learning new technologies and new
ways to interact with an interface. For this reason, one of the issues raised in the liter-
ature concerns the device used for interacting with the AR application to find the most
comfortable fit [6], including tablets, smartphones, head-mounted displays (HMDs), and
wearables. We are interested in prototyping applications for a tablet and an HMD, and
different interaction modes, such as touch, voice, and hand gestures.

This paper presents the preliminary results of an exploratory project aimed at ana-
lyzing the opportunities of AR to stimulate cognitive capabilities, like recalling recent
events, recognizing everyday use objects, and creating relations among characteristics,
like shapes, colors, and sounds. To this scope,wehave codesigned twoARprototypes fol-
lowing an action research approach involving two therapists and two patients to explore
the possible benefits of such technologies [14]. The resulting prototypes have been tested
in a clinical study carried out in a health center with ten patients.

2 An Action Research Approach to Design AR for PwD

Patients diagnosed with dementia can develop symptoms that require personalization in
the definition of therapies. To propose engaging and ad-hoc exercises for them, we had to
learn about therapists’ and patients’ current practices and experiences. To this scope, we
applied a three-step methodology inspired by the action research approach. During the
first step, we interviewed two therapists who specialized in neurodegenerative diseases
to understand the real needs that they had to face while dealing with their patients. From
these initial interviews, we profiled the final users of our applications as older people
diagnosed with an early stage of dementia and designed two initial prototypes, one for
a tablet and one for a pair of see-through glasses.

During the second phase, we asked two patients and a therapist to test the two pro-
totypes and collect their opinions and suggestions. We were interested, in particular, in
the design of the interface, the interaction modes, and the dynamics of the proposed
exercises. Based on the results, we made some decisions about the design of the AR
applications and the way to interact with them. For example, we decided to avoid voice
commands considering that wearing a mask due to the COVID restrictions makes it
quite tricky for word recognition, and patients have difficulties remembering the exact
instructions to say to use the applications. For example, they added not needed articles,
adjectives, or adverbs. Another interesting observation was that the patients felt com-
fortable wearing the glasses and interacting with the applications, even if it was the first
time. Consequently, we decided to keep both prototypes for the next phase.

In the third and last phase of the design process, we improved the initial prototypes
considering the results from the two patients and the therapist.We have also run a second
evaluation involving ten patients, trying both applications and interviewing them about
their experiences.
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3 Tablet- and Glasses-based AR Applications for PwD

The tablet-basedAR application usesmarkers to place objects in the space and offers two
modalities, each for a different exercise. The first is Recognize (Reconoce, in Spanish),
and it displays an object with three labeled buttons (see a in Fig. 1). The user has to
choose the correct option by touching the corresponding button. The activity ends by
summarizing the results obtained for each object (see b in Fig. 1). The second activity,
Remember (Recuerda, in Spanish), further challenges the users by showing two objects
for five seconds, hiding them, and asking them to indicate their names by choosing two
out of four labeled buttons. The activity, at last, displays a summary screen with the
results obtained for each pair.

In both modalities, the application provides visual and auditory feedback through
the color of the buttons and the playback of sounds that indicate correct or incorrect
answers.

)b)a

Fig. 1. The Recognize activity: a) an object with three options; b) the results summary.

3.1 Glasses-Based AR Applications

The second prototype is a glasses-based application that immerses the users in an AR
environment, keeping them grounded in the real world. Also, in this case, we offer two
different modalities. The first shows four virtual cubes, each associated with a color and
an instrument’s sound. The colors have been chosen to be distinguishable by color-blind
people. The user can interact with them by touching them to play their sounds. After an
exploration session to learn which sound plays each cube, the game consists of hearing a
sound and remembering the associated cube. Every time one of the cubes is touched, its
color becomes brighter to help the patients identify it in the space. Moreover, the system
gives auditory feedback on whether the association is correct.

The secondmodality is inspired by the electronic game called Simon [15]. It consists
of building sequences of sounds and asks users to repeat them. If the user gets the
sequence right, it grows to a maximum of five sounds in a row. At every step of the game,
the application gives visual and auditory feedback to inform if the sequence is correct.
This exercise is the most complex one, requiring different capabilities simultaneously:
memorizing the sounds and colors, recognizing the instruments played, and creating
associations between the colors and sounds.
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4 A Real Scenario of Use

As thefinal phase of the design process, the evaluation aims at understanding the potential
of AR as support for practicing cognitive capabilities and whether this technology can
help avoid boredom and improve patients’ engagement in beneficial activities for their
health status. In collaboration with two therapists, we have recruited ten participants (7
women and 3men) in a public hospital inMadrid, Spain, aged 70–83 years old, diagnosed
with an early stage of dementia, and with limited experience with mobile devices. The
participation was individual and lasted around 30 min. After a brief introduction about
the experiment’s aim, in the presence of a therapist and two researchers, the participants
tried both modalities of the two applications, the tablet- and the glasses-based, in this
order. After each application, we interviewed them.

Analyzing the participants’ interviews, we found that, in general, they preferred to
interact with the tablet because they were already used to it, and the two modalities were
easy to understand and play. We received positive and enthusiastic comments; some
were even interested in getting and using the application on their own devices.

About the Hololens, nobody felt uncomfortable, sick, or tired. While using the first
modality, they started to touch the cubes freely without further explanations, hearing the
sounds, associating with each element’s colors and position, and losing track of time.
Different is the experience with the Simon-inspired game that seemed too complex for
the current patient’s cognitive abilities, and most of them got frustrated because they
could not remember sequences longer than three sounds. Discussing this issue with the
therapists, they explained to us that the patients affected by dementia could quickly
get frustrated when they realize that they are failing a task and suggested adding cues
about the next sound in line. Despite the difficulties related to the game dynamics, the
participants enjoyed the experience and wearing the see-through glasses. Still, we think
that one of the benefits of this device is that the user doesn’t lose contact with reality, as
in virtual reality environments.

5 Conclusions and Future Works

In this paper, we have learned some interesting lessons from the design process and the
evaluation of AR technologies for practicing cognitive capabilities. Even if the tablet is
the preferred device for all, the participants didn’t get scared by the Hololens, and they
wore and interacted with them naturally. In fact, during the first modality, most of them
lost track of time and kept playing with the cubes. Another lesson concerns avoiding
situations where they feel frustrated, as with the Simon-inspired game. The frustration
can negatively affect their willingness to keep playing and using the technology. Based
on the results of this exploratory work, we plan to improve the dynamics of the proposed
activities and prototype new AR applications for tablets and Hololens.
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Abstract. The impact of digital technology on human cognition has become a
topic of significant interest in recent years, with various studies highlighting the
adverse effects on cognition, particularly attention. While the negative impact
of digital applications on our attentional processes is well-documented, practical
solutions to mitigate these detrimental effects are rare. In this paper, we propose
Attention Mode as a design solution that aims to minimise the negative impacts of
digital technology on attention by creating easy-to-understand and navigate user
interfaces. This approach can help users focus on tasks, reduce cognitive load, and
minimise distractions, ultimately improving their overall experience. We devel-
oped interaction mock-ups incorporating the Attention Mode and conducted a
preliminary one-to-one sharing with 5 participants to analyse to get early feed-
back. It resulted in valuable feedback on how such a design focus could help users
to focus on the content without distractive elements. By integrating the issues from
the start of the design process instead of handling it as an afterthought, this work
offers new insights into crafting user interfaces in a way that the negative impact
of digital technology on attention is mitigated.

Keywords: Sustained Attention · Cognition · User Interface Design · Usability ·
Digital Technology · Smart Devices · Distraction · Task Switching · Notifications

1 Introduction

The impact of digital technology on human cognition has been a topic of significant
interest and concern in recent years. Various studies have reported negative impacts
on cognition in different abilities, such as memory and decision-making. However, the
negative impact of smart devices and digital applications on attention is studied themost.
A significant amount of evidence in the literature shows the harmful effects of digital
technology use on our attentional processes (Table 1).
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Specific technology usage behaviours might lead disruptions in our attentional sys-
tems and executive control in both short- and long-term. For example, adolescents who
frequently use technology are more likely to develop ADHD symptoms due to mul-
titasking behaviour and repetitive attentional shifts [1]. Ophir et al. [2] demonstrated
heavymediamultitasking behaviourwas associatedwith lower performance of voluntary
attention allocation in the presence of distractions.

Table 1. Key papers referring attention and executive control effects of digital technology and
solution type proposed or hinted if any.

Study Proposed (or Hinted) Solutions

Effect on
Attention

Cognitive
Training or CBTa

Behavioural Intervention

Barasch et al., 2017 [3] b

Cardoso-Leite et al., 2021 [4] ↓
Davis, 2001 [5] ↓ ✓

Du et al., 2019 [6] ↓
Freytag et al., 2020 [7] ↓
Green and Bavelier, 2003 [8] ✓

Madore and Wagner, 2019 [9] ↓
Madore et al., 2020 [10] ↓
Misra and Stokols, 2012 [11] ↓ ✓

Ophir et al., 2019 [2] ↓
Rosen et al., 2012 [12] ↓ ✓

Rosser et al., 2007 [13] ✓

Schacter, 2022 [14] ↓
Small et al., 2020 [1] ↓ ✓

Uncapher & Wagner, 2018 [15] ↓
Throuvala et al., 2020 [16] ↓ ✓ ✓

a Cognitive Behavioural Therapy.
b “ ” icon refers to improvement in attention and executive control whereas “↓” refers to
deterioration.

Despite the growing awareness of this issue, practical solutions to mitigate the detri-
mental effects of digital technology on attention are rare. The proposed solutions include
pre-commitment of the users to self-limit digital technology use [11] and cognitive train-
ing [13].Although these solutions could be useful to reverse or prevent the adverse effects
on attention, there are several downsides to the strategies. First, users should be aware
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of the negative effects in the first place. Second, many users leverage digital applica-
tions and devices for their professional and personal needs even if they are aware of the
negative effects. Thus, for personal intervention, users need to find alternative methods
to handle these, which is not a trivial effort. Third, users should know where to find
cognitive training to use the second strategy. These disadvantages make it unlikely for
users to start or sustain practicing above interventions over time as they need to invest
significant amount of time and effort, even money.

Therefore, considering the attention issue from the time of designing the technology
may be amore holistic solution. In this context, we propose a design solution that aims to
minimise such negative impacts on attention by helping easily control major factors that
willmake the usermore prone to distractions directly available on the user interface of the
application currently used. This approach can help users to disable potential distractions
more readily from the tasks thus remain focused on their tasks, reduce cognitive load to
improve sustained attention, ultimately improving their overall experience.

2 Designing to Support Sustained Attention

Wedeveloped the concept of an “AttentionMode”which takes the necessarymeasures to
support minimal distractions in different contexts. TheAttentionMode is activated when
an “Attention Button” is clicked/dragged or tapped/swiped depending on the modality
supported in the platform.Thismight be considered as the collection of the features found
in “Focus” [17] and Adblockers with additional attributes. However, it takes many steps
to activate these features since they are scattered in different locations, and they only
eliminate some part of distractions whereas the Attention Mode turns off designated
media distractions collectively in one step. Furthermore, it is intended to be integrated
into the user interface of an application so that the user can trigger it during performing
the task.

AttentionMode involves using a single button placed in a suitable location on UI and
displays quick sub-options that can be selected within a second when interacted. Options
displayed when the button is pressed allow users to select between two different modes,
Attention Mode Level 1 and 2, to exclude different kinds of distractions. Additionally,
the interface allows for customisation in the settings menu in some cases. The mode is
activated as soon as a level is selected, or it is turned off without a need for confirmation.
For first-time users a brief explanation of Attention Mode is provided.

To illustrate Attention Mode, we developed a news website prototype. Here, the
user’s task was to read an online newspaper article in a desktop environment. Content
such as recommended articles, advertisement on the website and other settings on the
browser, and desktop view and other open applications on the computer are all considered
as distractions since they are irrelevant to the article itself. These distractions are hidden
or prevented when the user turns on Attention Mode to concentrate (Fig. 1). Level 2
cannot be personalised as it involves the elimination of all kinds of distractions present,
irrelevant visual content, notifications and switching to other applications. Eliminating
visual distractions that imply potential switching of tasks as well as blocking external
notifications during the task helps users to allocate their attention more effectively [2]
and reduces occurrence of attention lapses [10] as the opportunities for multitasking
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Fig. 1. (a) Attention Mode options are displayed when Attention Button is clicked on with gen-
eral information. (b) Attention Mode maximises the main content and removes irrelevant visual
distraction when set to Level 1.

behaviour decreases. We also integrated Attention Mode on an eBook application on a
tablet and a video streaming application on a smartphone to demonstrate how universal
it can be. Although we cannot describe them here due to the limitations of the poster
paper, we leveraged the same interaction strategy in these two prototypes.

3 Feedback and Evaluation

We conducted one-to-one preliminary feedback sessions with 5 participants (Mage =
29.4, 3 females, 2 males) shown design prototypes and discussed to gather feedback on
different aspects of the mode. The news website was particularly well-received, with
all participants acknowledging the benefits of having a mode that helps them focus
more by removing distractions from their desktop environment. This feedback suggests
a perceived need for such a feature in desktop applications or environments, and users
see value in having a dedicated mode for enhancing their attention. However, there were
differing opinions on the customisation ofmode levels.Oneparticipant expressed interest
in the idea of customising the level of distraction settings, while another participant
raised concerns about potential confusion for less technologically inclined users. This
feedback highlights the importance of considering the balance between customization
and simplicity in the design of the Attention Mode.

The feedback on the tablet e-book and video applications indicated that users value
flexibility, simplicity, and ease of use in the design, and careful consideration should be
given to the options and features included in the mode to minimise user errors.

Overall, the feedback from the participants indicated that the proposed design app-
roach of AttentionMode was positive, with participants expressing sentiments about the
concept of reducing distractions and creating awareness about their digital technology
use. Participants also expressed interest in having analytics to understand how their sus-
tained attention has improved over time. This feedback provides valuable insights for
further refinement and development of the Attention Mode design approach.

In this paper, we tried to illustrate a proactive stance by redesigning day-to-day
applications to reduce such adverse effects on attention. By considering the effects of
technology on our attentional well-being and examining how the design knowledge in
the form of guidelines available today could address these aspects, we can create digital
environments that further enhance our productivity and cognitive well-being.



458 N. Hacioglu et al.

References

1. Small, G.W., Lee, J., Kaufman, A., et al.: Brain health consequences of digital technology
use. Dialogues Clin. Neurosci. 22, 179–187 (2020). https://doi.org/10.31887/DCNS.2020.22.
2/gsmall

2. Ophir, E., Nass, C., Wagner, A.D.: Cognitive control in media multitaskers. Proc. Natl. Acad.
Sci. U.S.A. 106, 15583–15587 (2009). https://doi.org/10.1073/pnas.0903620106

3. Barasch, A., Diehl, K., Silverman, J., Zauberman, G.: Photographic memory: the effects of
volitional photo taking on memory for visual and auditory aspects of an experience. Psychol.
Sci. 28, 1056–1066 (2017). https://doi.org/10.1177/0956797617694868

4. Cardoso-Leite, P., Buchard, A., Tissieres, I., et al.: Media use, attention, mental health and
academic performance among 8 to 12 year old children. PLoS ONE 16, e0259163 (2021).
https://doi.org/10.1371/journal.pone.0259163

5. Davis, R.A.: A cognitive–behavioral model of pathological Internet use. Comput. Hum.
Behav. 17, 187–195 (2001). https://doi.org/10.1016/S0747-5632(00)00041-8

6. Du, J., Kerkhof, P., vanKoningsbruggen, G.M.: Predictors of social media self-control failure:
immediate gratifications, habitual checking, ubiquity, and notifications. Cyberpsychol. Behav.
Soc. Netw. 22, 477–485 (2019). https://doi.org/10.1089/cyber.2018.0730

7. Freytag, A., Knop-Huelss, K.,Meier, A., et al.: Permanently online—always stressed out? The
effects of permanent connectedness on stress experiences. Hum. Commun. Res. 47, 132–165
(2021). https://doi.org/10.1093/hcr/hqaa014

8. Green, C.S., Bavelier, D.: Action video game modifies visual selective attention. Nature 423,
534–537 (2003). https://doi.org/10.1038/nature01647

9. Madore, K.P., Wagner, A.D.: Multicosts of Multitasking. Cerebrum 2019:cer-04-19 (2019)
10. Madore, K.P., Khazenzon, A.M., Backes, C.W., et al.: Memory failure predicted by attention

lapsing and media multitasking. Nature 587, 87–91 (2020). https://doi.org/10.1038/s41586-
020-2870-z

11. Misra, S., Stokols, D.: Psychological and health outcomes of perceived information overload.
Environ. Behav. 44, 737–759 (2012). https://doi.org/10.1177/0013916511404408

12. Rosen, L.D., Mark Carrier, L., Cheever, N.A.: Facebook and texting made me do it: media-
induced task-switching while studying. Comput. Hum. Behav. 29, 948–958 (2013). https://
doi.org/10.1016/j.chb.2012.12.001

13. Rosser, J.C., Lynch, P.J., Cuddihy, L., et al.: The impact of video games on training surgeons in
the 21st century. Arch. Surg. 142, 181–186; Discussion 186 (2007). https://doi.org/10.1001/
archsurg.142.2.181

14. Schacter, D.L.:Media, technology, and the sins ofmemory.MemoryMindMedia 1, e1 (2022).
https://doi.org/10.1017/mem.2021.3

15. Uncapher, M.R., Wagner, A.D.: Minds and brains of media multitaskers: current findings and
future directions. Proc. Natl. Acad. Sci. U.S.A. 115, 9889–9896 (2018). https://doi.org/10.
1073/pnas.1611612115

16. Throuvala, M.A., Griffiths, M.D., Rennoldson, M., Kuss, D.J.: Mind over matter: testing the
efficacy of an online randomized controlled trial to reduce distraction from smartphone use.
Int. J. Environ. Res. Public Health 17, 4842 (2020). https://doi.org/10.3390/ijerph17134842

17. Set up a Focus on Mac. In: Apple Support. https://support.apple.com/en-ie/guide/mac-help/
mchl613dc43f/mac. Accessed 11 Apr 2023

https://doi.org/10.31887/DCNS.2020.22.2/gsmall
https://doi.org/10.1073/pnas.0903620106
https://doi.org/10.1177/0956797617694868
https://doi.org/10.1371/journal.pone.0259163
https://doi.org/10.1016/S0747-5632(00)00041-8
https://doi.org/10.1089/cyber.2018.0730
https://doi.org/10.1093/hcr/hqaa014
https://doi.org/10.1038/nature01647
https://doi.org/10.1038/s41586-020-2870-z
https://doi.org/10.1177/0013916511404408
https://doi.org/10.1016/j.chb.2012.12.001
https://doi.org/10.1001/archsurg.142.2.181
https://doi.org/10.1017/mem.2021.3
https://doi.org/10.1073/pnas.1611612115
https://doi.org/10.3390/ijerph17134842
https://support.apple.com/en-ie/guide/mac-help/mchl613dc43f/mac


Digital Educational Games with Storytelling
for Students to Learn Algebra

Kubra Kaymakci Ustuner(B) , Effie Lai-Chong Law , and Frederick W. B. Li

Department of Computer Science, Durham University, Durham DH1 3LE, UK
{jvpm77,wsnv42,dcs0lw}@durham.ac.uk

Abstract. The main goal of this research project is to study the impact of digital
educational games (DEGs) on primary students’ attitudes towards and attainment
in algebra. We will combine the methods of game-based learning and storytelling
to design a DEG on algebra for 10–11 years old school children and evaluate it
with them. Our work will contribute to mathematics education and DEG design.

Keywords: Digital game-based learning · algebra · digital storytelling

1 Motivation

Today technology holds great importance in our lives. The generation born into the
evolving technology and rapidly adapting to it are called digital natives [1]. Digital
natives use technology to meet many basic needs and prefer using technology in the
learning environment [2]. Moreover, many digital natives are interested in games and
consider them as learning tools [2].

According to research, many mathematical ideas have been derived from games,
and mathematics has been used as a tool to create games [3]. Therefore, the idea of
including games in mathematics lessons is interesting for mathematics educators. The
use of games in education is believed to be beneficial for teachingmathematical concepts
such as numbers, algebra, andmeasurement [4] aswell as developingmathematical skills
such as reasoning and inquiry [5].

The principles and standards set by the National Council of Teachers ofMathematics
(NCTM) indicate that mathematics and technology coexist in daily life, and the learning
environment should be equipped with technology [6]. Technological changes have led
to the restructuring of mathematics education programs and the creation of newmethods
for mathematics education [6].

Integrating technology and educational games into mathematics education has
attracted a great deal of attention from researchers and mathematics educators. Digi-
tal educational games (DEGs) can make mathematics lessons more enjoyable and give
students newperspectives onmathematics.When educational games are used effectively,
students’ participation in learning can increase; they can easily grasp abstract concepts
such as algebra [7] and apply them more effectively.
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J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 459–463, 2023.
https://doi.org/10.1007/978-3-031-42293-5_54

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_54&domain=pdf
http://orcid.org/0000-0002-7230-1107
http://orcid.org/0000-0002-0873-0150
http://orcid.org/0000-0002-6678-3939
https://doi.org/10.1007/978-3-031-42293-5_54


460 K. Kaymakci Ustuner et al.

Researchers emphasise that well-designed DEGs have the benefit of increasing stu-
dent performance in mathematics [8]. Teachers can increase students’ motivation and
academic success by transforming an entertainment game into an educational game [9].
However, there are limited studies in which students play the role of game designers,
using storytelling to create digital games [10]. As one of the 21st-century educational
visions is to raise creative students, there is a strong need for game-based learning envi-
ronment designs in which students are in the position of being designers and can narrate
mathematics.

To meet this need, we are motivated to conduct a research project on integrating dig-
ital game-based learning with digital storytelling for enhancing mathematics education.
We employ the student-centric approach by engaging students actively in the learning
process as storytellers and designers.

2 Related Work

Digital Game-Based Learning (DGBL), in short, includes combining the educational
environment, curriculum, technology, assessment and entertainment in a digital game to
encourage students to learn [11]. Digital games are a teachingmethod that can be used as
part of the curriculum. Thismethod consists of complex and easy exercises, feedback and
rewards thatmust be completed for students to develop their problem-solving andcritical-
thinking skills. DGBL can be utilized to reduce anxiety in students and motivate them to
learn by making lessons more fun than otherwise [12]. It can also personalize learning
and allow students to learn from mistakes by providing timely feedback and enable
cooperation among students [12]. Furthermore, studies in the literature show that using
digital games in educational environments contributes positively to the learning process
and student motivation [13]. Given the benefits of DGBL, well-designed digital games
should be integrated into the learning process for an efficient educational environment.

Digital storytelling (DST), in short, is the creation of oral and written stories by
enriching them with today’s advanced technology. Nowadays, people can easily and
effectively create their own scenarios by using different media tools such as sound,
music, video, and animation with the computer [14]. Similar to DGBL, DST, which is
considered fun and immersive in the education system, provides many advantages such
as creative problem solving, reflective thinking and creative thinking by generating their
own stories [15]. According to some researchers, storytelling in education can create
a meaningful context for students to solve problems, especially in abstract subjects
(such as algebra). Consequently, it may become easier for students to learn mathematics
[16, 17]. In mathematics education, digital storytelling ensures that abstract concepts are
concretised and, most importantly, students notice the relationship betweenmathematics
subjects and daily life [18].
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3 Research Goal, Questions, and Design

3.1 Research Goal and Questions

The main research goal of this research project is to analyse the effectiveness of a DEG
in enabling primary school students to learn algebra. To meet this goal, we will develop
a digital algebra game prototype by using pygame and Canva. Adopting the human-
centered design approach upheld in the field of HCI, and the prototype will be evaluated
iteratively with representative end-users – students aged 10–11 years old - to improve the
design of the game. These formative evaluation studies will be followed by a summative
evaluation to assess the impact of the game on students’ achievement. The study is aimed
to address three research questions (RQs):

RQ1: What is the impact of the new integrated digital game-based and storytelling
approach on primary school students in learning algebra?

RQ2: Are there significant differences in learning gains between students in an
experimental group learning with the new approach and a control group learning with
the traditional approach?

RQ3: What are the perception and experience of the experimental group about the
new approach?

3.2 Research Design

In this study, the aim is to explore the topic of algebra, which is considered abstract in the
field of mathematics education. As stated in the literature, the algebra unit that students
typically have difficulty understanding is selected for the scope of the research. It is
hypothesised that students may feel anxious when first encountering algebra. To address
this, students are invited to become storytellers, using algebra as a lens to understand
how it is interconnected with everyday life. The goal is to help students recognize that
algebra is not just a theoretical concept with unknown terms like x, y, and z but a practical
tool in real-life situations.

This research is planned to use a quasi-experimental design with control and exper-
imental groups and the pretest-posttest method. About 180 students from 6 different
classes studying mathematics at Key Stage 2 in the UK (10–11 years old) will be
recruited. The experimental group will take lessons with the digital algebra game. A
pre-test and a post-test will be applied before and after the intervention. As qualitative
data, we will conduct semi-structured interviews with the experimental group, asking
questions on their perception and experience of interacting with digital algebra game.
Students are expected to create stories through the digital game. Then the students are
expected to share the stories they create with their friends and pass the increasingly dif-
ficult levels. In this way, three different main themes (DGBL, DST and math education)
are integrated (Fig. 1). An example from the game prototype is illustrated in Fig. 2. A
student is expected to create a story with the virtual characters given, linking the story
to an algebraic question.
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Fig. 1. Research Diagram

Fig. 2. Example from prototype

4 Contribution and Concluding Remark

This study is important in terms of measuring the effects of DEGs developed for the
subject of algebra in mathematics education. There is limited research on DEGs into
which the method of storytelling is integrated, and students play the role of storytellers
(designers). We will develop such DEGs and evaluate them in terms of effectiveness,
efficiency and enjoyability. Especially for abstract topics such as algebra, this study will
be beneficial to mathematics education. In summary, the contributions are:

• The current research on the integration of algebra in digital games is limited. How-
ever, existing studies have consistently demonstrated that algebra, as an abstract
concept in mathematics, is challenging for primary school students aged 10–11 years
old. It is planned that students will have an improved understanding and enhanced
engagement in algebra with digital algebra game.

• There is a limited number of studies that investigate the relationship between digital
games and storytelling. Students are believed to better understand math concepts
such as algebra by creating storytelling through digital games. Therefore, the aim is
to enable students to recognise the interaction between mathematics and daily life.

• There are limited studies in which students are in the role of a designer in digital
games [10]. It is planned to increase the students’ creativity by allowing them to be
in the role of a designer in the algebra game designed, creating their math problems
and stories in the game.
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To conclude, we are motivated to explore the promising approach of integrating
DEGs with digital storytelling to learning algebra, which can result in very positive
impacts.
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Abstract. Personas play a crucial role in the design process by aligning user
needs with project functionality and identifying potential obstacles. However, if
not evaluated properly during the assumption stage, personas may not accurately
represent users. The objective of this research is to develop a framework that
considers users’ past experiences and circumstances to guide researchers during
the initial assumption phase. The study aims to examine persona development
in greater detail during this stage, considering the motives and decision-making
processes of external stakeholders in both public and private sectors. By studying
discussions taken with users as they examine digital tools with the researcher
the preliminary research explores the use of thinking more of the observations
made by the persona. The findings suggest that additional information could be
potentially considered in the early stages of persona creation for design purposes
such as objective and subjective perspectives.

Keywords: Personas · Human Computer Interaction (HCI) · stakeholders

1 Introduction

Personas are fictional representations of users or customer profiles that include text and
images. They serve to combine data and insights for designers to better understand their
target audience [1]. Personas are commonly used in design processes and workflows
[2–5] to identify, create, and assess user groups. However, personas can quickly become
outdated in online markets where user behavior changes rapidly [1]. This poses a chal-
lenge for public services that aim to effectively reflect their users through engaging
personas, especially when facing limited resources. One major criticism of traditional
personas is that they lack substantial amounts of firsthand user data [7],making it difficult
to conduct thorough testing, particularly in public services.

The focus of this study is to explore how service providers can developmore efficient
persona structures from the start of a digital service project. By conducting a case study
that examines personas, the study investigates the motivations of stakeholders who use
complex systems and services. Preliminary findings suggest that users’ behavior patterns
may be influenced by specific individual factors. The goal of this research is to consider
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users’ past experiences and circumstances and use them as a basis for creating a frame-
work to guide researchers in the initial assumption phase of their work. This approach
emphasizes both the subjective and objective positions of users. Governmental digital
services, particularly design services, are still exploring ways to examine “diversity”
among public users in the UK. It is believed that gaining further insight into this method
can be valuable for conducting fast-paced research.

2 Related Work

Personas are cited primarily to facilitate communication amongst designers [8]. Usually
a photo, a set of goals, and “a narrative that covers mental model, environment, skills,
frustrations, attitudes, typical tasks, and any other factors that seem critical to under-
standing the behavior pattern,” are consistent across most persona theories [9]. Personas
are also noted to relate to analytics efforts from a variety of domains for identifying,
constructing, and assessing groups of people [1]. These groups can include different
users, customers, audiences, or market segments. This has been used in system devel-
opment [6] and to optimize some performance metrics (e.g., speed of task, ease of use,
effectiveness of effort, sales, revenue, or engagement) [1]. Personas are not often viewed
as cheap, easy, or a quick process [10]. It requires insight into qualitative research and
user research to support designers understand the needs of the user research.

Personas are representations of users or customer segments presented in the form
of an imaginary person (usually a photo and accompanying textual content) [1], but
this can allow for gaps in context, knowledge, and design. Personas can be categorized
into stages of development. These are (a) personas founded solely on data, (b) personas
found on secondary data (c) personas relying on assumptions [1, 11]. These are however
often tied strictly to the industry they are created primarily for and requires consistent
evaluation to review changes. This means from an early stage in design development
it can be difficult to understand users without in-depth knowledge or hard to obtain
retrospection.

While the most cited benefit of personas is their ability to facilitate communication
[8], but personas can remove the user and replace stakeholders with a set list of software
requirements for a project. Studies that examine the use of persona noted that they rarely
displayed empathy as a choice to use this design method [4], and the reliance on using
a hypothetical with simple allocation for ‘needs’ will likely miss specific requirements.
One challenge that can arise is when assumptions only consider specific user situations
without considering potential reactions to the designs of digital tools. In the context of
examining the initial stages of larger designs, there may not be sufficient time available
to gather further insights.

3 Method

The researchmethodology employed in this studywas ethnographic [12], utilizing open-
ended interviews to explore participants’ interactions with design services [13]. Partici-
pants were recruited through email, which provided information about the digital urban
planning tool and the expectations for the think-aloud protocol. The think-aloud protocol
allowed participants to verbalize their thoughts, actions, and reactions while engaging
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with the urban planning tool during the interview session. The digital service under
investigation was an urban planning tool. The data collected from these unstructured
interviews were subsequently analyzed using thematic analysis [14]. A code book was
utilized to identify and categorize themes related to participants’ feedback and insights
regarding their experiences with the digital tool. This analysis aimed to extract specific
insights that participants shared with the researcher during the evaluation of the digital
tool.

4 Findings and Discussion

20 participants were recruited through an email survey. This exploratory work presents
that’s users could be separated into subjective and objective. The users rely on their own
activism, professionalism, and localism to make sense of specific design decisions.

4.1 Subjective and Objective

The participants of the evaluation were identified as specific stakeholders being passive
or active; andwhose opinionsmight emerge from specific influencing factors. Finally, the
outputs from these with either subjective or objective perspectives. This was connected
to aspects of the factors that influenced. These participants could be identified as having
either a subjective or objective perspective on this project. The subjective participant
would review the consultation as something that might implicitly impact them.

4.2 Factors of Influence

To understand the information that users might possess when using digital tools, it
is important to identify the factors that encourage external stakeholder engagement.
In this study, participants were categorized based on their activism, localism, and
professionalism, which influenced their levels of engagement.

Activist participants demonstrated a keen interest in addressing social, political,
or economic concerns within the shared built environment. Many participants actively
engaged in community causes or specific issues. Activism often evoked subjective
responses, but these responses could also be approached objectively when aligned with
their professional interests.

Localism was a common aspect among all participants in the study, but it should not
be assumed that all users relate to it. Localism is subjective and relies on a stakeholder’s
connection to their livelihoods, such as their business, study, and recreational areas.
Localism can establish a stronger link to a stakeholder’s activism, particularly in the
context of tools used in the public sector.

Participants with specific vocational backgrounds were classified as professionals.
Their ideas and interactions during the consultation were influenced by their professions
and industries.While it was anticipated that their professional expertise would positively
impact their responses to various design elements of the project, it often led them to focus
primarily on their professional insights, relying more on objectivity.
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Overall, categorizing participants based on their activism, localism, and profession-
alism sheds light on how their objective and subjective views contribute to engaged inter-
actions. It helps to recognize the diverse motivations and perspectives that stakeholders
bring when evaluating digital tools.

5 Conclusion

In conclusion, this exploratory paper proposes a new approach to assumption-based
personas, focusing on understanding user motivations and engagement with public-
facing services. The research highlights the importance of considering both the subjective
and objective perspectives of stakeholders. By incorporating motivations and available
resources, persona design in the early stages can be enhanced to better serve users in their
interactionswith services. This approach encompasses assumptions, secondary research,
and more research-focused efforts. Future studies should delve deeper into the needs of
stakeholders who are often overlooked during service development. The case study
conducted in this research explores themes related to the motivations of stakeholders
using complex systems and services. The preliminary findings suggest that individual
user factors play a significant role in users’ usage patterns. The intention of this research
is to acknowledge the influence of users’ past experiences and circumstances and develop
a framework for researchers to use during the early assumption phase of their work.
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Abstract. Avatar realism is crucial for high-quality virtual reality
remote meetings. In this work, we introduce Embodied PointCloud, a user
representation technique that combines point clouds’ realism with the
increased embodiment of 3D humanoid avatars for improved interaction.
After we conducted a user study to compare this approach to full-body
tracked humanoid avatars, we found that Embodied PointCloud lowered
perceived workload but had no significant effect on presence and social
presence. We believe that Embodied PointCloud could help personalize
user representation while ensuring high self-embodiment levels.

Keywords: Point Clouds · Social VR · Embodiment · Social Presence

1 Introduction and Related Work

Remote meetings increased after COVID-19, leading to employees feeling less
connected [3]. Therefore, researchers explored virtual reality (VR) meetings as
they create a more effective work environment [9] and offer better social con-
nections than traditional video conferencing [1]. To achieve social connection
between users in VR, researchers maximize users’ sense of presence (sense of
being there in the virtual world) [9] and social presence (awareness of other
people existence in the virtual world) [8,13] in the virtual environment (VE).
The key to achieving high presence and social presence in VR lies in establish-
ing self-embodiment through adequate user representations [9,13]. Research has
shown that photo-realistic 3D model avatars improve user embodiment (users’
sense of owning their avatars) [11] and virtual body acceptance rates [4] but are
expensive to create using traditional methods (e.g. using 40 DSLR cameras [4]).
An alternative approach involves using depth cameras to augment point cloud
representations, providing high social presence at a lower cost but with lower
embodiment scores [10]. To get the best of both worlds, we introduce Embod-
ied PointCloud, a VR user representation technique combining 3D point cloud
photo-realistic representations with high embodiment rates found in conven-
tional 3D model-based avatars. In Embodied PointCloud, users see their meeting
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partners as 3D point clouds (using Azure Kinect) while they see themselves
embodying a 3D humanoid avatar, as shown in Fig. 1. To assess its effectiveness,
users performed three tasks: solving riddles, decision-making, and negotiation.
Afterwards, we conducted a 2 × 3 mixed design user study (N = 36, 18 pair)
that compares Embodied PointClouds to full-body tracked 3D humanoid avatar
representations (achieves high embodiment [7]). Our findings showed that users
experienced lower mental and temporal demand with Embodied PointCloud, but
similar presence and social presence compared to 3D humanoid avatars. We
believe that Embodied PointCloud would help design social virtual environments
with improved user representation and higher embodiment.

Fig. 1. The unity scene and first person views of two users represented using Embodied
PointCloud within our designed remote meeting virtual environment.

2 System Design

Embodied PointCloud is a novel technique that represents users in social virtual
environments via combining the realism of 3D point clouds with the high embod-
iment of 3D humanoid avatars. To validate its effectiveness, we created an online
VR application using Oculus Quest 2 for remote meetings to compare Embod-
ied PointCloud with conventional 3D humanoid avatars. To represent users using
3D humanoid avatars (one male and one female), we used (1) UMA for avatar
formation, (2) FinalIK for 3-point body-tracking, and (3) Salsa LipSync Suite
for face and lipsync animations. To develop Embodied PointCloud, we relied on
(1) Microsoft’s Azure Kinect camera and its Kinect Sensor and Kinect Body
Tracking SDKs and (2) Azure Kinect Examples for Unity to stream the point
cloud to other users (see Fig. 2-X). To sync scene changes in either represen-
tations, we used the Multiplayer VR Template which relies on Photon PUN2
server. If users start the application for the Embodied PointCloud representa-
tion, their (1) Oculus Quests and (2) Azure Kinect camera are connected to
the VR laptop via Oculus Link and USB-C cable respectively. After users wear
the Oculus Quest and start the application in either representations, they are
prompted to join a VR meeting room that we created beforehand. Afterwards,
they enter a waiting area, where they can pick and customize their 3D humanoid
avatars. Once they enter the VR meeting room, they can hear each other and
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are represented to their partner as either Embodied PointCloud or 3D full-body
humanoid avatar. In the Embodied PointCloud representation, users were rep-
resented to their partners in the VE as a 3D point cloud that properly mimics
the user movement along with their facial features and expressions (lip and jaw
animation), but see themselves embodying a 3D humanoid full-body tracked
avatar, where they can grab objects using their humanoid hands and teleport
within the VE. Once they grab an object, the partner sees that object attached
to the users’ point cloud. Once a user teleport, the partner sees the user’s point
cloud moving smoothly toward the position the user is teleporting to. In the 3D
full-body humanoid avatar representation, users were seen as a 3D humanoid
full-body tracked avatar that supports facial and lip animation. The users can
grab objects using their humanoid hands and teleport within the environment.
In the meeting room, there are two white boards and markers that users can
write on using the virtual markers provided. Once a user grabs a marker and
starts to write on the board, a haptic feedback is produced by the controllers to
tell the users that the marker has touched the board.

Fig. 2. X: the architecture of our novel Embodied PointCloud user representation tech-
nique. Y: the physical hardware setup of Embodied PointCloud. Z: the unity scene view
showing the user in figure Y while being represented as Embodied PointCloud.

3 Evaluation and Results

A user study with 36 participants (18 pairs) tested Embodied PointCloud’s effec-
tiveness using a 2 × 3 mixed design, focusing on User Representation and Task.
Participants were divided into groups: 3D Humanoid avatars group and Embod-
ied PointCloud group. After they signed the consent form, the experimenter
familiarized them with the VE individually. Afterwards, they performed three
tasks that are commonly performed in meetings namely decision-making (prop-
erty purchasing), negotiation (property room assignment), and solving riddles
in our VR application. Two pre-studies aided in selecting suitable riddles and
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floor plans (for decision-making and negotiation tasks) using completion time
and participant’s feedback as an inclusion metric. While performing the tasks,
users wore earphones (wired to the Oculus) and were within the same room.
Participants completed post-task surveys including presence and social presence
[6], nasa-TLX [2], and UEQ questionnaires [5], and task completion time was
recorded. The order of performing the task was balanced using latin square. The
study involved university students (31 male and 5 female) aged 18–23 and lasted
approximately 30min. Afterwards, we analyzed the results using a 2 × 3 non-
parametric ANOVA using ART and Wobbrock’s ARTool library in R [12]. Pair-
wise comparisons with Tukey HSD were used for significant task effects, mean-
while Holm’s sequential Bonferroni procedure was applied for significant interac-
tions. The time, social presence, mental demand, temporal demand, and perfor-
mance results are reverse coded, i.e. lower values are better. Our results showed
a main effect of User Representation on Mental Demand (md) (F (1, 34) =
9.07, p < 0.01) and Temporal Demand (td) (F (1, 34) = 6.66, p < 0.02), where
Embodied PointCloud (Mmd = 35.69, SDmd = 28.24,Mtd = 27.25, SDtd =
20.93) showed lower temporal and mental demand than 3D humanoid avatar
(Mmd = 61.29, SDmd = 28.87,Mtd = 49.26, SDtd = 29.35). A significant inter-
action between User Representation and Task (F (2, 68) = 4.32, p < 0.02) showed
that users found that 3D humanoid avatars (χ2(1, N = 36) = 7.93, p < 0.02,
M = 1.81, SD = 1.09) are more stimulating when solving riddles than Embod-
ied PointCloud (M = 1.35, SD = 1.05). Moreover, there is a main effect of
Task on Telepresence (F (2, 68) = 5.57, p < 0.006), Social Presence (F (2, 68) =
3.21, p < 0.05), Mental Demand (F (2, 68) = 8.61, p < 0.001), Performance
(F (2, 68) = 6.18, p < 0.004), Time (F (2, 68) = 110.9, p < 2e − 16), Stimula-
tion (F (2, 68) = 7.45, p < 0.002), and Efficiency (F (2, 68) = 4.68, p < 0.02).
Task pairwise comparisons showed that (1) users felt more presence (telepres-
ence) while negotiating (t(68) = 3.78, p < 0.005,M = 5.58, SD = 0.98) than
they did while solving riddles (M = 5.16, SD = 1.23), but felt more socially
present when solving riddles (t(68) = 2.46, p < 0.05,M = 62.51, SD = 19.09)
than they did when negotiating (M = 67.69, SD = 17.58), (2) solving rid-
dles (Mmd = 54.09, SDmd = 29.46) induced higher mental demand rates
than decision-making (t(68) = −3.85, p < 0.05,M = 45.28, SD = 31.78)
and negotiation (t(68) = −3.26, p < 0.05,M = 46.11, SD = 32.38), but it
produced best performance (p) (M = 75.22, SD = 27.01) and time com-
pletion (t) (M = 60.42, SD = 28.18) results than negotiation (tt(68) =
14.11, pt < .0001,Mt = 72.72, SDt = 24.74, tp(68) = 3.16, pp < 0.007,Mp =
81.72, SDp = 28.93) and decision-making (tt(68) = 2.94, pt < 0.02,Mt =
155.01, SDt = 43.08, tp(68) = 2.91, pp < 0.02,Mp = 81.72, SDp = 29.93), (3)
decision-making (t(68) = 2.85, p < 0.02,M = 1.85, SD = 1.05) and nego-
tiation (t(68) = 3.68, p < 0.002,M = 1.94, SD = 0.99) were more stim-
ulating than solving riddles (M = 1.58, SD = 1.08), and (4) negotiations
(t(68) = 2.94, p < 0.02,M = 1.72, SD = 1.03) were more efficient than solv-
ing riddles (M = 1.42, SD = 1.18).
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4 Conclusion

Our results show that (1) using Embodied PointCloud reduced the users’ mental
and temporal demand, while sustained comparable presence, social presence,
performance, and task completion time to the 3D humanoid representation, and
(2) users’ had a better experience and workload when negotiating and making
decisions than they did when solving riddle, but solving riddles had the best time
completion results. We believe that Embodied PointCloud would guide developers
in providing realistic user representations that reduce user’s workload, meanwhile
providing high performance, presence, embodiment, and social presence.
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Abstract. Around 20% of the Western world’s population has low dig-
ital literacy, which hinders them from participating in today’s digital
society. Despite the increasing complexity of systems, the learnability is
often neglected. In this pilot study, we investigate the potential of embed-
ding digital literacy training into the user journey to improve first-use
learnability and encourage user independence. To achieve this, we created
Micro Teachings (MT), which are small just-in-time learning sequences
paired with reflection-in-action exercises for reinforcement. In addition,
the MT are designed as Micro Worlds representing a subset of the real-
ity to learn in a controlled and secure environment through exploration.
For conveying the content we implemented the MT with two different
learning styles for comparison: agent-based and observational learning.

The pilot study is conducted on the Interactive Tabletop Projection
(ITP) called live paper, as part of a larger research project. Results from
11 participants show that users performed better with the observational
learning method than with the agent-based approach. Their confidence
increased while their fear of the system decreased. In addition, the error
rate and the number of help interventions were drastically reduced. These
results show that by utilizing an appropriate approach and environment,
learnability can be considerably enhanced and also simplify the entry into
the digital world for people with low digital literacy, embracing inclusion
and equality.

Keywords: Learnability · Techno-Stress · Digital Literacy ·
Interactive Tabletop Projection · Self-Efficacy · Digital Exclusion

1 Introduction

In today’s society, digital literacy is an essential skill that enables individuals
to participate in the digital world through the use of ICT. Approximately 20%
of the population in Western societies face digital exclusion due to low digital
literacy [1,2]. However, little research has been done on how to support this
group and facilitate simplified access for participation [3].
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Fig. 1. Instructions for touch
interaction on ITP of devel-
oped Micro Teachings

One possible solution to this problem is to
design for learnability, as design for intuitive use
relies on prior knowledge that people with low dig-
ital literacy may miss [3–5]. Research also shows
that using new applications can be challenging for
these people due to a lack of support and overly
complex training materials [4]. It is also vital that
the content is context-related, as users often have
difficulty transferring their knowledge across dif-
ferent devices and applications [4].
Improving user confidence is key to reduce stress
and anxiety associated with ICT use, which can
improve performance and enable more effective
management of ICT-related problems [3,4]. There-
fore, it’s crucial to emphasize on user empower-
ment and instill a sense of self-efficacy when design-
ing for people with low digital literacy [3,6].

2 Micro Teachings

The research project “Involvement. Inclusion. Par-
ticipation. one11 – a self-learning platform enables
a new form of life through smart community build-
ing” addresses the issue of digital exclusion by
establishing blended spaces for hybrid communities
in local neighbourhoods to support digital inclu-
sion. The spaces facilitate encounters and connec-
tion among members by setting up the Interactive
Tabletop Projection (ITP) called Live Paper [7] in
local community centers (Fig. 1a). Further, learn-
ing in a social community setup is beneficial for
people with low digital literacy [3]. As the project
focuses on design for learnability, we developed
small, just-in-time learning sequences called Micro
Teachings (MT) tailored to the needs of the target
group [3]. The MT are embedded in the user jour-
ney, accompanied by reflection-in-action exercises
to reinforce the content and support autonomous
learning while using the system independently [8].

The Micro Teachings are designed as Micro
Worlds: “a small but complete subset of reality in
which one can go to learn about a specific domain
through personal discovery and exploration.” [8].
This approach facilitates exploration of interactions in a secure, controlled envi-
ronment. The central focus of the MT method is to foster reflection-in-action,
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a process that enables learners to gain practical, hands-on experience which is
based on Experiential Learning Theory [8].

To convey the content, two different learning styles are implemented: (a)
Agent-based learning and (b) Observational learning.

1) Agent-based learning is employed to teach digital skills with the help
of a digital agent [6,9]. With the usage of it, the participants demonstrated
an improvement in their ability and confidence in using ICT while their fear
decreased [9]. 2) Observational learning is based on social cognitive theory
[10] which states that knowledge is acquired through observation of others [11].
Through instructional videos the participants’ self-efficacy and technology adop-
tion were increased in using ICT [11].
Implementation. The objectives of the MT are to promote comprehension of
the touch interaction, scroll interaction, selectable elements indicated by green
color and location and functionality of the back and home buttons. Overall the
users’ confidence and digital literacy should be increased during system usage
by the MT. The content of the MTs was selected based on observations from
initial user tests with the system, aimed at identifying issues encountered during
the first use.

To realize the stated objectives, three small learning units were developed as
MT. Figure 1 shows the MTs implemented with (b) Agent-based learning where
a digital agent gives written instructions and (c) Observational learning where
a person gives instructions on videos, to teach users the touch interaction on
the ITP. Both approaches have identical wording for the instructions given to
the users. The MTs focus on reflection-in-action to reinforce the content and
include various exercises. In order to facilitate a better understanding of specific
functionalities, a link between the digital and analogue worlds was created [12].
For example, the concept of digital buttons was introduced using the metaphor of
buttons for lamps, which are common in everyday life. An exercise was designed
where users had to switch off lamps using touch interaction, as shown in Fig. 1d.
This exercise was designed to increase users’ familiarity with the concept of
digital buttons and to improve their ability to relate it to real-world scenarios.

3 Results

This between-subjects study involved 11 people with low digital literacy. They
performed three tasks on the target ITP with the support of the developed MT.
The Technology Acceptance Model 3 (TAM) was used to evaluate the MT [13].
The data analysis shows a notable preference for the observational learning MT
over the agent-based MT. Figure 2b illustrates that the values for all three met-
rics were consistently better with the observational learning MT using the TAM.
Participants found the system easier to use, showed higher levels of confidence,
and reported lower levels of anxiety with the observational learning MT. In
addition, Fig. 2a shows that users made fewer errors and required less help inter-
ventions when completing the tasks with the observational learning MT.
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Fig. 2. Error, Help and TAM Values on ITP during User Tests per MT

4 Discussion

This pilot study shows that the combination of micro-worlds, reflective exercises
and instructional videos can increase the first-use learnability of people with
low digital literacy. The results indicate that self-efficacy and performance are
improved by this intervention.

It raises the question of whether this approach would be beneficial for other
groups when learning complex processes to build up confidence. As instruc-
tional videos are already widely used in education, the benefits may apply to
other groups [15]. In addition, the videos use a digital version of the cognitive
apprenticeship method, in which students learn from a master [14]. The master
articulates each step performed for further understanding [14]. Again, this is a
widely used concept for learning complex processes.

There is also the question of why the observational learning approach pro-
duces better results than the agent-based version. A possible explanation could
be found by analysing the cognitive effort required. Watching a video is much
less demanding than reading the agent-based version. On the other hand, it can
be argued that videos don’t allow users to learn at their own pace, which can
lead to cognitive overload [15]. The observational learning approach may also be
more effective as it engages multiple senses, leading to multisensory learning.

5 Future Work

The results highlight the importance of support in reducing the digital divide.
The use of micro teachings shows a promising possibility for other applications
to support users in their learning journey. It is particularly important to consider
users’ prior knowledge and mental models. This is essential to curate appropriate
language and content that matches the needs and capabilities of the audience.

It might be interesting to conduct further long-term research to analyse
whether there is a further improvement in the values over time and at what
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point it would become stagnant. If self-efficacy on the ITP has peaked, the user
may feel confident enough to start using a traditional ICT device. To support
this possibility, an appropriate intervention could be designed to facilitate the
transition to other devices. This may help to build up self-efficacy with the new
equipment and to build on the knowledge from the ITP in learning how to inter-
act with the application on the new device. Another interesting question would
be whether the difference in learning style would be reflected in the retention of
knowledge.

Considering the needs and capabilities of the target group can lead to sig-
nificant improvements in creating opportunities for access and participation in
the digital society. Our solution offers an approach to address the challenge of
digital exclusion faced by people with low digital literacy and to facilitate their
entry into the digital world. In this way we hope to further reduce the digital
divide in Switzerland and promote inclusion and participation.
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Abstract. Artificial Intelligence (AI) is increasingly used in the media industry,
for instance, for the automatic creation, personalization, and distribution of media
content. This development raises concerns in society and the media sector itself
about the responsible use of AI. This study examines how different stakeholders
in media organizations perceive ethical issues in their work concerning AI devel-
opment and application, and how they interpret and put them into practice. We
conducted an empirical study consisting of 14 semi-structured qualitative inter-
views with different stakeholders in public and private media organizations, and
mapped the results of the interviews on stakeholder journeys to specify how AI
applications are initiated, designed, developed, and deployed in the differentmedia
organizations. This results in insights into the current situation and challenges
regarding responsible AI practices in media organizations.

Keywords: Responsible AI · AI Ethics in Practice · Empirical Studies on Ethics

1 Introduction

Artificial Intelligence (AI) is increasingly used in the media industry [19], for instance,
for the automatic creation, personalization, distribution and archiving of media content
[2, 19]. This development raises concerns in society and the media sector about the
responsible use of AI. There are worries, e.g., about the creation of deep fakes [11],
the spread of disinformation through algorithms [12], issues with fairness and bias in
recommendation [7], and algorithms reinforcing and strengthening existing stereotypes
[16]. Rapid progress in AI techniques also affect the work of journalists and media
professionals. These techniques reshape editorial and decision-making routines [4, 5] as
well as the relationship of media with audiences [18]. This raises the question how to
responsibly design, develop and deploy AI in the media domain [2].

In recent years, a large number of guidelines for ethical AI have been proposed (for
overviews see, e.g., [8, 10]). Based on these abstract guidelines, several ethics tools have
been proposed, but the adoption rate of such tools remains low, as these tools still lack
practical applicability in the day-to-day practice [1, 6, 20]. In addition, most of these
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tools are not tailored to the specifics of the media domain. A notable exception is [3],
developing tools for ethical AI in the context of music recommendation.

To create practical ethics tools that address domain-specific issues and fit the needs
of professionals in that particular domain a good understanding of the organizational
structures, routines, habits with respect to the development and use of AI and the role of
ethics in those processes is needed. Several studies have been performed in non-media
industries (e.g., [13, 14, 17]). This paper describes a study into current practices around
the development and deployment of AI in the media industry specifically. We conducted
interviews with stakeholders working at four large national media organizations in the
Netherlands. Based on the results, we indicated challenges of media organizations in
applying AI in a responsible way.

2 Method

To determine the current practices around design, development, and deployment of AI
in the Dutch national media organizations, we conducted 14 semi-structured interviews
with different stakeholders of fourmedia organizations,with 9 intervieweesworking on a
strategic level and 5 interviewees being involved in the (AI) development. The goal of the
interviews was explorative, to gain as much information as possible on, amongst others,
the current state of AI development in the organizations, ethical considerations that are
being made, and challenges as they are experienced by the different organizations.

The interviews were recorded, fully transcribed, and qualitatively analyzed by itera-
tively and collaboratively coding the interview transcripts.We coded inductively as away
to enter the data analysis with a more complete, unbiased look at the themes throughout
our data. We categorized the resulting 46 codes into 10 overall themes. Based on these
results, we created stakeholder journeys for three of the four organizations, mapping
how AI applications are initiated, designed, developed, deployed and monitored in the
different media organizations, which stakeholders are involved, which values play a role,
at which points in the process ethical issues are considered, and how (ethical) decisions
are made. The stakeholder journeys were then verified by representatives of the media
organizations and improved.

3 Results

3.1 Core Themes of Stakeholder Journeys

Organizational Values and Strategic Decision-Making
for AI Development Different values play a role in the different organizations: the
public media organizations in our study focus on public values (e.g., independence, plu-
riformity), whereas the privatemedia organization follows a company visionwith (in this
case) more implicit values. For all organizations hold that these are regularly reviewed
and shared with employees. Across both type of organizations employees recognize
the importance of these values but cannot always reproduce them. It is unclear how
organizational values are taken into account in the decision-making process regarding
investments in innovative (AI) projects, as there is no explicit documentation regarding
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ethical criteria. It is assumed that values are embedded in the culture of the organization
in such a way that they are automatically included in all considerations; however, there
is no explicit mechanism to evaluate (or monitor) this.

Embedding Ethical Aspects inWork Processes The public media organizations have
made a start of composing a set of internal (and overarching) guidelines regarding Ethics
and Technology. Employees are largely aware of (the processes regarding) the develop-
ment of internal and external guidelines. The employees of the privatemedia organization
participated in internal trainings regarding for example privacy and security. In practice,
both the guidelines and trainings however changed little of their work processes and
behavior and mostly increased their level of awareness and knowledge concerning these
topics. The work processes in the media organizations are not yet set up for explicitly
including ethical considerations for AI, e.g. the use of ethical guidelines and instruments
regarding AI is not officially put in protocols.

Effects of AI on Employees The participating media organizations are aware that the
introduction of AI can greatly change the work of some of their employees. Mostly, the
organizations expect that the new technology will make work more enjoyable and free
up time for creative tasks and less time spent on monotonous tasks; however, everyone is
aware that introducingAI systems requires support and coaching of employees during the
transition. Attention, knowledge, and responsibility of ethics and AI issues are diffusely
distributedover the various departments.Clear points of contactwith regards to ethics and
AI are also lacking. Ethical questions end often up with the head of Innovation, Privacy
Officer, or legal department. Several employees mention that it often is challenging
to make time for ethical considerations, evaluations, and reflections during their work
processes.

Ethical Protocols and Instruments Ethical instruments are not explicitly included in
the decision-making and development process. Employees state that ethical guidelines
are often too superficial, general and abstract. Existing instruments are only known
to a limited extent within the organizations. It is also not clear which instruments are
particularly suitable for which projects and at what point in the development process
they should be used. A concern that some employees have is that ethical tools are time-
consuming and therefore too expensive to apply structurally and that ethical checklists
mainly stimulate a culture of ticking boxes and not taking ethical responsibility. As a
result, they are currently not applied in the participating media organizations, which
means that ethical choices are often made implicitly.

3.2 AI-related Challenges in the Organizations

Overarching Organizational Challenges Overarching organizational challenges
(applicable to all media organizations in this study) involve: 1) creating time for vali-
dation and reflection after the different phases of a project or after the entire project, 2)
obtaining funding to continue projects after the initial (exploration) phase, 3) translating
the abstract vision regarding Ethics and AI into more concrete guidelines and instru-
ments, 4) developing protocols so that ethical considerations are made more explicit
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and sufficiently documented, 5) adding value for employees by means of ethical instru-
ments that do not limit them in their work processes/tasks, 6) keeping processes and
ethical considerations transparent (this poses a particular challenge when collaborating
with external agencies, which is a regular occurrence), 7) embedding responsibilities
for ethical considerations more clearly within the organizations, and 8) making non-
technical employees (such as editorial staff) aware of the importance of ethical challenges
surrounding AI.

Challenges in Strategy Phase These challenges involve: 1) assessing whether AI is a
solution for a (real) problemand not just a technology push, 2) supporting and stimulating
the User Experience team in making ethical choices during their work processes, 3)
involving the right (internal and external) stakeholders regarding ethical evaluation and
the choice to continue with a project, and 4) estimating ethical impact by examining the
effects and risks for (internal and external) users.

Challenges in Proof-of-Concept Phase These challenges involve: 1) making ethical
considerations measurable in order to test and validate them, and 2) supporting and
stimulating the Data Science team in making ethical choices in their work.

Challenges inDevelopmentPhase These challenges involve: 1) explicitly, consciously
and continuously testing and evaluating ethical aspects during development, 2) assess-
ing, usage and maintenance of third-party models, 3) supporting and stimulating the
Development team in making ethical choices during their work processes, 4) getting
the ‘right’ (sufficient, unbiased, GDPR approved, etc.) data, and 5) gathering user-data
versus best fit regarding content recommendations.

4 Discussion and Conclusion

In this study, we found that all participating media organizations see the importance of
ethical aspects during the design, development, and deployment of AI systems, and there
is a strong drive to incorporate ethical decision-making. However, currently, available
tools or guidelines to support the design of responsible AI are not used by the partici-
pating media organizations because they are perceived to be not sufficiently tailored to
their needs. Furthermore, we found that media organizations mostly believe the chal-
lenges to be technical; however, we found that (introducing) responsible AI has large
organizational challenges at different levels and departments and that there is a lack of
cooperation and communication during the whole chain of development about ethical
challenges. These findings are in line with other work on ethical considerations in media
organizations regarding AI systems [9, 15].

Limitations of this work are that we had a relatively small number of participants
and that these participants work in different kinds of media organizations, public as well
as commercial. Nonetheless, the participants showed a diversity in thinking which leads
us to believe that the analyses give a good insight into the current situation in (Dutch)
media organizations.
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Abstract. Wearables have seen an increase in popularity as the tech-
nology has advanced. Via physiological sensing, these devices allow indi-
viduals to easily monitor their daily health, but there are limitations in
real-world implementation. One limitation is the ability of end users to
properly gauge how well a device fits. Proper fit is often crucial for accu-
rate data collection, as ill-fitting devices can result in poor performance.
In this work, we examine the fit of the ring sizes the participants chose at
the start of the in-the-wild study and examine the effect it has on sensor
data. An analysis of 38 participants shows that only every third partic-
ipant chooses an optimal ring size. We show that this leads to reduced
efficacy of the wearable.

Keywords: physiological sensing · fitness tracker · in the wild · sensor
fit

1 Introduction

Despite the increasing popularity of wearables [6,7], there is a lack of research
on the usage of these devices “in the wild.” While there are studies exploring
real-world use and the abandonment of wearables through surveys [4], research
on how users perceive their relationship with the device is scant. It is vital
to understand user perception of device usage since proper fit is connected to
the use-value of wearables and allows for accurate data collection: Proper fit is
not simply perceived comfort. It is important to understand how users evaluate
their comfort with wearables the relation to the frequency and quality of data
collection.

In this research, we investigate the ability of end users to properly evaluate
the fit of a wearable health device, specifically a fitness-tracking ring. Through
a year-long “in the wild” study of 38 participants, we examine the relationship
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between self-reported fit comfort and the frequency and quality of data collection.
The results of this study have implications for the design and use of wearables
and can help improve their real-world effectiveness.

2 Methodology

Starting from late summer 2021, participants were recruited to wear the Oura
Ring [2] for a research project. The participants were graduate and undergrad-
uate university students taking classes affiliated with the Graduate School of
Engineering at the host institution. The choice of wearable fell onto Oura since
at the time of study they were the only ring devices with readings validated
by lab studies demonstrating its accuracy in sleep stage detection [5]. The first
generation Oura Ring was released in 2015, with generation 2 and 3 upgrades
released in 2018 and 2021, respectively [1]. Students attended an orientation on
the features and capabilities of the Oura Ring, but could wear the ring as they
see fit with no restrictions or special guidance. Participants received sizing kits
and were asked to carefully size the ring according to the packaged instructions.
It is important to note that the investigators did not observe if the participants
followed these rules accordingly. The participants were informed that this was
an in-the-wild study and that the participants should use the rings as they see
fit. At the end of 2022, 35 participants were called to answer a survey on their
experiences consisting of questions regarding their use and satisfaction with the
ring. The participants were remunerated 3000 JPY (approximately 20 USD) for
their cooperation. In early 2023, 31 participants volunteered to get their finger
circumference measured with an adjustable ring size measuring tool.

The data points collected from participants consist of sensor (waking HR
measurements, their time stamps and measurement quality) and finger (circum-
ference in millimeters) measurements as well as survey answers. Since partici-
pation in data collection was voluntary, different data points are available for

Fig. 1. Left: Venn diagram of which data is available for how many participants.
Right: Chosen ring size against the participants’ finger circumference. Larger dots
indicate multiple overlapping data points. Black lines indicate optimal ring size. Only
1
3

of participants chose the optimal ring size.
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different participant subgroups. The size of these groups and the overlap are on
the left side in Fig. 1. 31 participants volunteered for finger circumference mea-
surement and 35 participants answered the survey. Within those two groups,
waking HR data is available for 25 participants. In total, 38 unique participants
are considered in this study. All data collection and experiments were approved
in advance by the Institution’s Ethics Committee.

3 Analysis and Results

In order to gauge proper ring fit, we compare the rings’ inner circumference
obtained from 3D models to the participants’ finger circumference. We obtain
the finger measurements directly and extract the rings’ inner circumference from
3D models of the sizing kit [3]. A scatter-plot of participants’ finger circumfer-
ences and their chosen ring sizes are in Fig. 1(right). As per Oura’s sizing guid-
ance, we mostly consider the next smaller size as optimal for inbetween sizes.
The cutoff to the next larger size is set at 4/5ths of the way between sizes. The
figure shows that 10 out of 31 measured participants chose the optimal size, 9
chose a size too tight and 11 a size too big. We analyze data quality with waking
HR measurements, since the number of measurements per day fluctuate heavily
between users. We calculate the HR measurement frequency (HRMF) F for a
single participant and day by taking the total number of waking measurements
on that day and dividing by the total hours of awake time wearing the ring.
The average HRMF F is then obtained by averaging this value over all days of
usage. For measurement quality, the ring labels every HR measurement as good,
average or bad. We assign scores S to every label where Sgood = 2, Saverage = 1
and Sbad = 0. The average measurement quality S for a user over the study dura-
tion is then the average over all scores. We then compare the average HRMF
and quality to the difference between the participants’ finger circumference and
their chosen rings’ inner circumference, see Fig. 2. The figures shows a tighter
fit increases both HR measurement frequency and quality. Figure 3(right) shows

Fig. 2. Deviation of finger circumference to chosen ring circumference against average
HRMF (left), average HR measurement quality (right). Positive deviation equals a
tight ring. Tighter rings increase the measurement frequency & quality.



Exploring Smart-Ring Fit 489

Fig. 3. Left: Self-reported ring comfort against deviation of finger circumference to
chosen ring circumference. Positive deviation equals a tight ring, negative a loose one.
Right: Average HR measurement quality as reported by the device against the average
hourly daytime HRMF.

that HR measurement frequency and quality are significantly correlated in gen-
eral. If we take into account participants’ own assessment of ring comfort, we find
that tighter rings are considered as less comfortable, see Fig. 3(left). On the other
hand, neither HR measurement frequency nor quality are significantly connected
to self-reported ring comfort, with respective Pearson correlation coefficients of
ρcorr = −0.20 and ρcorr = 0.10 and P-values of P = 0.0.486 and P = 0.726.

4 Discussion and Conclusion

Our results indicate the majority of smart ring users are not able to chose a
proper ring fit without precise guidance. They also indicate they prefer a more
comfortable, i.e. looser fit, which is shown to be detrimental to the performance
of the smart rings; looser rings collect less data and with lower quality as shown
in the HR measurements, on which other functionality like sleep quality analysis
relies. Designers of consumer-grade wearables can take this into consideration by
focusing on making the device fit the user by providing a wide and fine grained
range of sizes as well as procedures and guidelines to help users better gauge
a proper fit. The limitations of our study are its focus on one specific device,
the Oura Ring, and a small sample of participants. For future work, we plan on
examining the data of a larger cohort in more detail. In addition, we plan to
study the difference between users who fit their ring by themselves and those
given direct guidance with fitting.

Acknowledgements. This work was supported in part by grants from JST Trilateral
AI project, Learning Cyclotron (JPMJCR20G3), JSPS Kakenhi (20KK0235), and the
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Abstract. As advanced technologies become increasingly complex and opaque,
people perceive them to be nondeterministic, raising concerns about trust in tech-
nology. This issue is especially crucial in risky domains where technology misuse
can cause significant harm or loss. Design heuristics that consider users’ perspec-
tives on technology trustworthiness are needed to support practitioners in promot-
ing trust. In this paper, we demonstrate a human-centred approach to investigate
users’ perceptions of trustworthiness in advanced technologies and develop design
heuristics that enable the creation of trustworthy technologies. The paper outlines
the research design’s rationale, goals, methodology, and progress.

Keywords: human-centered design · human-computer trust · trustworthy
technology

1 Introduction

As advanced technologies become increasingly complex and opaque, users perceive
them as nondeterministic, which may lead to uncertainty and raise concerns about trust
in technology. Complexity in this context refers to systems typically including non-linear
interactions [1] with various components that are difficult to comprehend and justify [2].
Although these systems are becoming increasingly sophisticated, their inner processes
remain mostly opaque, making it difficult to trust them [3].

According toWeber et al., regular users might view sophisticated emerged technolo-
gies and software systems that do not incorporate machine learning as nondeterministic,
as they may seem complicated to comprehend from the user’s point of view [4].

However, even though advanced systems are often viewed as promising tools to
eliminate human error and augment individual abilities, they can also be misused and
cause harm.Therefore, trust is becoming crucial for the adoption and success of advanced
technologies in domains such as healthcare [5], robotics and automation [6], and finance
[7]. Some instances of harm and loss can be observed in incidents involving self-driving
cars due to ethical biases in machine learning [8] and significant losses in cryptocurrency
investments [9].

Although the HCI community and the EU have proposed principles, guidelines, and
legal regulations for designing trustworthy AI systems, design heuristics that consider
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users’ perspectives on technology trustworthiness are needed to support practitioners in
promoting trust.

The proposed research aims to enable and facilitate the design of technologies by
providing practical design heuristics. The research outcome contributes to a deeper
understanding of designing to promote trust in technology.

2 Related Works

Trust and trustworthiness are two related, interconnected, but distinct concepts. Trust
refers to the belief that someone or something is reliable and likely to act in a trustworthy
manner. In the context of technology, trustworthiness refers to the properties attributed
to a system or an entity to increase trust [10].

Research on trustworthy technology is currently approached from technical, norma-
tive, and pragmatic perspectives. The technical perspective considers trustworthiness by
creating explainable algorithms to provide self-explanations [11]. The normative app-
roach involves ethical and legal considerations at the governmental level. This approach
includes various guidelines and ethical principles, for instance, the Ethics Guidelines for
Trustworthy AI [12]. The pragmatic perspective shows how researchers are exploring
trustworthy design in practice. For instance, Nielsen’s ten usability heuristics [13] ensure
a system’s usability, which refers to trustworthiness. In his latter works, Shneiderman
suggests increasing human control of technology to support technologies’ trustworthi-
ness [14]. Furthermore, Shneiderman proposed suggestions to close the gap between
EU legislation and the real world from the perspective of three levels of governance:
team, organisation, and industry. The fifteen recommendations are meant to increase
reliability, safety, and trustworthiness when developing designs for human-centred AI
[15].

Despite the current efforts to support the design of trustworthy advanced technology
from different perspectives, a socio-technical perspective is lacking. None of the above-
mentioned perspectives fully addresses the importance of considering the end-users’
expectations and practitioners’ perspectives in the design process.

3 Methodology

The overall research approach is pragmatic and seen as a problem-solving process [16].
The study adopted a methodology commonly used for heuristics development [17].

It comprises three essential phases: exploratory, conceptualisation, and evaluation. The
objective of the exploratory phase is to gain a deeper understanding of the problem
by identifying and eliciting factors that influence users’ perceptions of trustworthiness
in complex and opaque technologies. The second phase, conceptualisation, focuses on
grounding findings from the exploratory phase in theory and establishing design heuris-
tics, i.e., user-centric guidelines, enabling practitioners to design trustworthy technolo-
gies. Finally, the third phase, evaluation, aims to assess the applicability of the established
design heuristics in practice. The qualitative data collected during the research will be
analysed using the ground theory method [18].
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The proposed research aims to enable and facilitate the design of trustworthy tech-
nologies users perceive as nondeterministic. The following research questions should
be answered to accomplish the research goal:

[RQ1]What are the key factors that influence users’ perception of the trustworthiness
of technology?

[RQ2] What heuristics can be established to support the design of trustworthy
technologies?

[RQ3] How applicable are the established heuristics in designing trustworthy
technology?

Due to the design nature of the study, iterations are acceptable during the research
process.

4 Current Progress

We are currently analysing data gathered during the exploratory phase of our research.
During this phase, we conducted two rounds of a mixed-method study and examined

two technologies that have nondeterministic properties and are associated with high-
risk domains. One of the technologies is cryptocurrency exchange platforms, which
users perceive as nondeterministic because of their complexity and newness. The other
technology is autonomous vehicles, which are considered nondeterministic because of
their opacity. By studying two different subjects, we covered all nondeterministic char-
acteristics and explored the impact of direct interaction with or without a graphical
interface.

The mixed-method study design was primarily similar for both iterations. The study
design comprised a survey that assessed users’ risk propensity with the General Risk
Propensity Scale [19] and users’ trust in technology with the Human-Computer Trust
Scale [20], followed by semi-structured interviews to investigate the factors influencing
individuals’ perceptions of trustworthiness. In the first iteration, we also asked users to
demonstrate how they use the technology and captured photos of their interaction. Con-
versely, visual stimuli were employed in the second iteration to facilitate the discussion
by presenting images of three types of autonomous vehicles: delivery robots, buses, and
cars.

In total, 32 international individuals participated in the study across two iterations.
The first iteration had 8 males and 3 females, while the second iteration had 10 males
and 10 females. The second iteration’s sample specifically focused on novice users of
the selected technology.

We used descriptive statistics to analyse the quantitative data and grounded theory
to analyse the qualitative data. Based on preliminary results, we identified four factors
influencing individuals’ perception of technology trustworthiness: Usability (Ease of
Use, Learnability, Understandability, Satisfaction), Credibility (Recommendations,

External information, Historical record-keeping), Risk Mitigation (Accountability,
Interactive data visualisation, Reinsurance behaviour, Reinsurance mechanics, Visual
cues, Transparency), and Reliability (Performance). Moreover, we discovered that the
user’s Level of Expertise (Expert, Novice, User) affects their perception of technology
trustworthiness and supports the notion that a socio-technical approach should guide
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the trust design. These exploratory phase preliminary results have been accepted for
publication in the proceedings of the HCII 2023 [21].

5 Conclusion

In this paper, we have demonstrated a human-centred approach to design heuristics
that enable the design of trustworthy technologies. Our study comprises three essential
phases: exploratory, conceptualisation, and evaluation. The first phase aims to gain a
deeper understanding of the problem, the second focuses on establishing design heuris-
tics, and the third aims to assess the applicability of the established design heuristics
in practice. The research outcome will contribute to a deeper understanding of design
to promote trust and provide practical heuristics for practitioners to design trustworthy
technologies.

The next phase of this studywill be the conceptualisation stage, which aims to use the
findings from the exploratory phase to create theoretically informed concepts of trust-
worthy design. These conceptualised concepts will be used to design generative research
workshops with practitioners, where they can be discussed and utilised in designing a
prototype of the advanced technology. The qualitative data collected from these work-
shops will be used as a subsample for the grounded theory analysis, producing insights
to draft heuristics for designing trustworthy technology.

Funding. This researchwas fundedby theTrust and InfluenceProgramme [FA8655–22-1–7051],
the European Office of Aerospace Research and Development, and the US Air Force Office of
Scientific Research. Grunt number TAU21182 received by Tallinn University School of Digital
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Abstract. This paper presents an empirical study that examines how
human cognitive style affects brain signal activity when individuals
engage in a visual content comprehension task. To facilitate this study, we
adopted an accredited cognitive style framework (Field Dependent-Field
Independent or FD-FI) and utilized a validated cognitive style elicita-
tion task, namely the Group Embedded Figures Test (GEFT), to elicit
visual content comprehension via static figures. Brain signal activity was
captured through a high-precision EEG device and subsequently corre-
lated with the GEFT-derived cognitive style. Furthermore, power spec-
tral analysis allowed the observation of potential differences between the
two cognitive style groups. Analysis of results yields different effects on
FD and FI users and especially in the average power of brain signals in
the cortical area. Identifying such brain signal variations between FD-
FI users might lay the ground for designing novel real-time elicitation
frameworks of human cognitive styles, thus providing innovative person-
alization and adaptation approaches in a variety of application domains.

Keywords: User Study · FD-FI · Signal Processing · EEG

1 Introduction

Individuals differ in the way they seek, process and retrieve information. This
is closely related to their cognitive skills and abilities, e.g. perceptual speed
and memory load [8]. A cognitive style is a high-level cognitive strategy that
researchers exploit to empirically explain such differences between individuals.
FD-FI is a well-established and validated cognitive style in modern psychology.
FDs tend to process information holistically and find difficulties in identifying
visual details in complex figures. On the other hand, FIs, who are more analytical
by nature, tend to easily discriminate simple forms by paying attention to detail
and bypassing surrounding context [2]. The elicitation of FD-FI is based on an
individual’s performance in tasks related to visual perception (i.e., the ability
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to identify, organize, and interpret the environment by processing visual infor-
mation). Visual tasks and visual perception are interrelated not only with eye
movements [3,12] but also with EEG signals [2]. During the execution of these
tasks (GEFT-based), the visual stimuli trigger signals arising from diverse brain
areas (parietal, frontal, optical) related to anticipation and movement prepara-
tion (head, arms, eyes movement (left-right), blinking), error-related potentials,
and goal-directed movements (i.e., tracing the identified shape in a complex
figure) [1]. Incorporating brain signals related to human cognition originating
from brain areas related to cognitive activities and abilities will allow adding
intelligence to human-computer interaction systems. The encoding of such sig-
nals to capture human cognitive styles, pertaining to individual differences and
abilities, may in-turn expand the interaction between humans and interactive
devices in a more adaptive and personalized fashion [4].

Motivation and Research Question. The purpose of this experimental
study is to provide empirical evidence regarding which EEG features could be
used to quantify high-level cognitive traits of the human mind and specifically
with respect to the FD and FI aspects. EEG brain signal power is commonly
used to quantify the cognitive traits of an individual [9]. Our hypothesis is as
follows: There is a significant difference between FDs-FIs in the average power
of EEG signals throughout visual pattern recognition tasks of varying difficulty.

2 User Study

The study conducted and reported in this paper has received the necessary
approval from the Ethical Board of the University of Patras1.

2.1 Participant Demographics and GEFT Procedure

The subjects were informed about the study through several University mailing
lists, with the aim of recruiting a relatively heterogeneous pool of participants
in terms of age, fields of expertise, and cognitive style. A total of 13 participants
were initially recruited, with an age range from 22 to 46 (mean = 27.53, std
= 7.32). All participants were right-handed with normal or corrected-to-normal
vision. 7 participants were female, and 6 were male, while the distribution across
colleges and departments wasn’t balanced. 11 of them stemmed from polytechnic
schools, and 2 were undergraduate students in primary education.

The participants had never taken GEFT [10] and were older than 18. Each
participant was equipped with the EEG device and asked to undertake GEFT,
which is divided into three sections. The first one was for the participants’ famil-
iarization with the process, while the other two determine the actual score and
thus, their categorization as FD or FI. Participants were asked to identify simple
forms in figures of increasing visual complexity given a specific time frame. The
sections contain seven, nine and nine figures, with two, five and five minutes

1 https://ehde.upatras.gr.

https://ehde.upatras.gr


498 M. Trigka et al.

allocated, respectively. The number of correctly identified figures in the last two
sections constitutes the raw score, which is used to classify the subject as FD
or FI (i.e., the higher the score, the more field-independent the subject is). It
should be noted that the EEG signals were recorded in parallel with the GEFT
process, which differentiates our work from an experimental point of view from
other relevant works in this field.

The single FD subject scored in the range of 0–5. The FIs (six in number)
achieved scores in the range of 15–18 with an average score of 17. The execution
time was between 7.5 and 10 min (the average and standard deviation of the
execution time was 8.91 ± 1.24 min). The duration of the cognitive visual task
and the EEG recording was dependent on the subject’s response speed.

2.2 Pre-processing and Feature Extraction

The BioSemi EEG recording device2 was used to capture brain activity through-
out GEFT, at a sampling frequency of 2048 Hz. The EEG signals were prepro-
cessed with Matlab R2019a. Preprocessing comprises two key steps: filtering,
re-referencing and resampling. Out-of-band noise was eliminated by employing
a Butterworth band-pass filter (0.5–60 Hz). Moreover, a notch filter at 50 Hz was
applied to eliminate the remaining line noise. The data were re-referenced by
the average reference of all electrodes, which is preferred as it is a very stable
method. As a third step, EEG signals were down-sampled to 512 Hz to reduce the
data volume [6]. To handle artifacts (e.g., eye movements and blinking) Indepen-
dent Component Analysis (ICA) was applied [13]. To extract the average band
power feature, a Finite Impulse Response digital filter with a Kaiser window
was designed for the frequency range of each band, and the average normalized
power was estimated per spatial channel of brain areas.

3 First Results

Our aim was to understand and identify potential differences between FD and FI
by analyzing brain signal activity during GEFT in the frequency domain. There-
fore, five main EEG spectrum bands at Frontal, Central, Parietal and Optical
cortical areas were observed, namely δ (1–4 Hz), θ (4–8 Hz), α (8–13 Hz), β (13–
30 Hz), and low γ (30–42 Hz) [5]. The selection of the low γ band in the power
analysis was motivated by the study of Farmaki et al. [2] in which they identi-
fied differences in the power spectrum among the FD-FI instead of studying the
whole band. In Fig. 1, the average power per brain area and frequency bands
were captured for the FD-FI subjects. Comparing them, there was a constant
difference between the average power of FD and the respective power of FI by a
factor of 1.725 in all frequency bands per brain area. The difference in α could
reflect the higher active processing in the working memory of FD related to
the short-term retention and maintenance of information. Also, α power reflects

2 https://www.biosemi.com/.

https://www.biosemi.com/
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higher demands on attention [7] and is associated with task performance indicat-
ing the engagement of brain regions [14]. Higher θ band power was an indicator
of higher cognitive load in the FD subject against the FI one. Furthermore, the
average β band power seemed to dominate in Optical and then in Parietal areas
against the rest of the frequency bands and areas in both cognitive styles. The
power of β is an indicator of stress level [11], which was higher at the FD subject.
Finally, the average power at low γ presented the lowest levels in both cognitive
styles in all areas.

Fig. 1. Average normalized power at γ, δ, θ, α and β bands per cortical area F(FP1,
FP2, F7, F8, F3, F4, Fz), C(FC1, FC2, FC5, FC6, C3, C4, Cz), P(CP1, CP2, CP5,
CP6, P7, P8, P3, P4, Pz ), O(O1, O2, Oz, PO3, PO4) for FD and FIs.

4 Conclusions

We designed and implemented an in-lab experiment, in which participants under-
took GEFT, to accurately classify them into FD and FI groups while capturing
their brain activity. The classification provided a ground truth for comparing
brain signal activity for FD-FI users, making it one of the first studies to inves-
tigate the influence of cognitive styles on brain signal activity using a standard-
ized procedure. However, the findings presented in this study primarily have a
qualitative nature; While this primary investigation shows higher power for the
FD, a statistical analysis could not be conducted with only one FD subject. As a
result, our future prospects rely on conducting inferential statistical analysis to
validate concealed effects and identify the key factors that correlate individual
differences in information processing with brain signal patterns.
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Abstract. The paper proposes a haptic device that allows blind users to explore
objects’ locations by physically touching a model, complemented with verbal
audio descriptions that users can activate on demand by tapping a desired object.
The device consists of a physical 3D urban map that is augmented with touch
sensors that trigger audio annotations. The map is designed for visually impaired
users. The authors present a working prototype and the results from a preliminary
user study with blind participants. In a user study with eleven blind participants,
the proposed device received positive feedback. The findings suggest that the
proposed design is usable and can help its visually impaired users to understand
and remember spatial information presented in this way.

Keywords: touch surfaces · multimodal map · audio-tactile city maps

1 Introduction

There are an estimated 2.2 billion people in the world with visual impairments and the
number grows continuously [1]. Those people experience difficulties while navigating
urban environments, due to problems with spatial identification. This leads to a signifi-
cant deterioration of their life quality [2]. Haptic solutions could offer reliable support
for people with visual impairments [3, 4]. Devices based on those technologies have
significant implementation potential, especially in the field of identifying various spatial
representations [5]. Haptic technology could be used in devices that improve pedestrian
mobility, especially if the devices target people who experience visual disabilities.

This work presents a novel approach to building interactive scaled urban models
which support the blind in unaided navigation by an embedded solution based on haptic
feedback. The proposed device should fulfill specific requirements: it should have a
low production cost, be easy to assemble, and satisfy the usability needs of the target
group. The paper’s contributions are the technological solution and the results of the
preliminary study. The presented study has a work-in-progress character and it aimed to
collect feedback from the representatives of the target group. This information will help
to narrow down the direction of further technology development and to construct more
detailed usability tests, suitable for a larger audience.
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2 Related Work

The development of mobility-assisting devices is of particular importance due to their
impact on the efficiency of the mental spatial map creation process [6]. This draws
attention to various technologies used to construct tactile maps which provide urban
navigation information [7]. Solutions includemap representations of a simple and precise
functionality [8] as well as more complex models with rich, 3-dimensional features
[9, 10]. The key aspect of such maps is labeling them with descriptions made in a
standardized Braille font size – fitting all the required information could be challenging
due to the relatively small area available on the corresponding fields of the urban map.
Therefore, it is reasonable to enrich the map with embedded verbal audio information
[11]. To overcome this limitation, early haptic feedback devices have been developed
[12]. They were followed by approaches involving geographic information system (GIS)
data implementation [13] and proposals formap construction based on image recognition
technology [14]. The creation of spatial images was made possible thanks to material
research leveraging diverse polymer properties [15, 16] and electromechanical parts:
piezoelectric components [17] or actuators [18].

Other works involved 3D-Printing [19–22]. However, the presented results did not
provide direct interaction with verbal audio messages triggered by touching sensors
embedded under the map’s surface. Regardless of the transition from 2D to 3D repre-
sentations, the spatial models are more accessible to the blind [23], and interactive maps
and graphics are documented in the subject-related literature [24, 25].

3 Interactive 3D Printed Urban Maps

3.1 The Prototype

The analysis of the available solutions and the synthesis of the guideline list enabled our
research team to construct a new technology prototype. Its main feature is to represent
the three-dimensional space using the tactile model and to offer instant, on-demand
descriptive verbal audio. The solution is enabled by the availability of multi-material
fused filament fabrication (FFF) 3D printers, and theArduino development environment.
The prototype is based on both technologies and runs on a dedicated source code.

The idea is to offer interaction between touch and hearing stimuli. The main func-
tionality of the device provides an instant, precise verbal audio description whenever a
visually impaired person uses the touch interface. A 3D-printed scale model contains
embedded capacitive touch electrodes, which create interactive fields on the surface of
the three-dimensional map. As soon as the user double-taps a field, its description is
played back by the controller through a speaker.

The constructed prototype of the haptic device allowed to test the system (Fig. 1).
The main components used are:

1. 3D printed touch sensors,
2. Adafruit 12-Key Capacitive Touch Sensor Breakout Board, based on MPR 121,
3. MP3 Player Module, DFPlayer,
4. Arduino Nano board, based on the ATmega328P microcontroller.
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Fig. 1. The functional prototype of the device

The multi-material FFF solution allowed producing the scale model on a singular
3D printer. The technology made it possible to coat the touch electrodes with a thin layer
of another printing material. This improves wear- and weather resistance. A module-
based design of the electronics offers additional benefits. It is possible to minimize the
lengths of electrode-connecting wires by locating the electronic touch modules as close
to the interactive fields as possible. If a particular application requires more touch fields
than the module offers, it is possible to connect auxiliary modules and thus increase
the number of available inputs. If the dimensions of an application extend beyond the
working area of a 3D printer, it is possible to produce the model in parts and assemble
them afterward. The accidental triggering of an audio message is prevented by a double-
tap feature. The system is easy to implement and requires only basic 3D CADmodeling
skills. The cost of an outsourced production of the model is approximately $20 for a tile
of 10 by 10 cm. The number of interactive fields in our device is not limited to the number
of outputs available on the main controller board. This allows for reducing the costs of
upscaling the project into a larger application: the 3D-printing effort is indeed larger,
but the hardware is modular – a single controller board is capable of connecting with
multiple touch modules simultaneously. This results in an affordable solution that offers
a higher implementation potential than the comparable solutions from the literature on
the subject. Having direct access to an FFF 3D printer allows one to further reduce the
costs.

3.2 Survey

Wehave conducted preliminary research on a group of eleven participants, aged eighteen
to sixty-two. Five of the participants identified themselves aswomen and six of the partic-
ipants identified themselves as men. The average age of the participants was 31.68 years
and the median of their age was 28 years. All participants were fully blind, and five of
the participants were born blind. Six of the participants had not been using scaled urban
models. All of the contributors are using devices and applications for text-to-speech
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conversions. Each participant is used to unaided navigation in the urban environment.
At the time of the study, all of the participants resided in Wrocław, Poland.

To complete the research, we have constructed a prototype device representing a
fictitious fragment of a map with two buildings, hence the participants had no prior
knowledge of the location. The arrangement of the buildings was designed to reflect a
layout of multi-family housing, typical for the city of Wrocław. Each of the participants
expressed his/her consent to join the study, after being familiarized in detail with the
research plan. The test was executed in 1:1 sessions, individually with each of the par-
takers. The idea of the audio descriptive map was presented to every participant who was
then asked to trigger the embedded verbal audio messages. There was no time limit to
the duration of each session The prototype was presented to the participants, who were
asked for opinions on its functionality and implementation potential:

A1. The presented conceptual solution has the application potential for navigation
in urban environments.

A2. The presented conceptual solution can be considered intuitive.
The opinions were expressed on a Likert scale ranging from 1: disagree to 5: agree,

where 3 is neutral.

3.3 Preliminary Results

Fig. 2. Main scores for A1 (mean: 4.09, median: 4) and A2 (mean: 4.0, median: 4)

All participants expressed interest in the use of the urban models whenever they are
accessible in urban spaces (Fig. 2). Ten of the participants gave a positive opinion of the
device concept, while one participant expressed a mildly negative impression. Eight of
the test users stated that the use of the device was intuitive, two opinions on this matter
were neutral and one was mildly negative. The time for interacting with the device was
short. During the next evaluation phase, the authors aim to measure the time spent by
individuals to explore the device.

4 Conclusion, Limitations and Next Steps

The presented study defines the initial feedback from the target group of the proposed
device. During the presented development stage, the device was found satisfactory by its
potential users. The results imply the necessity to conduct further, qualitative research,
including in-depth interviews with the participants. The technology requires further
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development while its potential users should be surveyed in detail. However, the research
would have limits: both the concept and the prototype are in their initial development
phase. The 3D-Printing process should be improved, as well as the surface finish quality.
Further evaluation should consist of the research phase extension and the collection of a
larger amount of data, especially information on how a mental spatial map is created. In
the upcoming prototype versions, various surface finishes will be applied to emphasize
interactive spots on the urbanmap. There is research potential in the relationship between
the length of the verbal audio messages and the efficiency of identifying individual
locations on the interactive urban map. With this poster, we hope to initiate a discussion
about the capabilities offered by designing interactive scaled urban models with verbal
audio messages and their potential presence in the urban space.
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Abstract. The official website of the International Federation of Sport
Climbing (IFSC) stores information about sport climbing competitions
and athletes. While the website shows comprehensive data, it was mainly
static and there was limited interaction or effective visualization, imped-
ing the attempts to understand the performance of the athletes. To
address this problem, we developed IFSC+, an interactive visualiza-
tion system for sport climbing data from the IFSC official website. This
paper details the design of the interactive visualizations, highlighting how
they can be used to compare athlete performance and identify promis-
ing candidates in future competitions. Our work demonstrates the value
of interactive visualizations in supporting effective meaning-making and
informed decision-making in sports.

Keywords: Interactive Visualization · Interaction Design · Sport
Climbing · Sports Prediction

1 Introduction

Sport Climbing (SC) has gained immense popularity worldwide, especially after
its debut at the 2020 Summer Olympics in Tokyo, Japan. Athlete performance in
SC is a complex and dynamic phenomenon that relies on a multitude of factors,
ranging from physical aptitudes to mental stamina and strategic decision-making.
Thus, predicting the outcomes of climbing competitions or identifying patterns of
success and failure can be a daunting task for coaches, sponsors, researchers, and
fans alike. Recent developments in interactive visualization techniques and data
analytics have opened up new avenues for exploring the intricate relation between
athletes and their performance outcomes [1,5]. In this paper, we present IFSC+,
an interactive visualization system for analyzing and understanding SC data pre-
sented on the International Federation of Sport Climbing (IFSC) official website.
Specifically, the system aims to provide intuitive comparisons of athlete perfor-
mances and make predictions on the winning rates based on historical competition
data. We leveraged three key visualization techniques (a chord diagram, a radar
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chart, and a donut chart) to illustrate the relation between athletes, the perfor-
mance of an athlete, and the winning rates of athletes in future competitions. The
system contributes to answering the question: ‘who will win the next sport climbing
competition?’ from a data-driven perspective.

2 IFSC+: Relation, Performance, and Winning Rates

The design of IFSC+ has involved sport climbing fans and climbers in the require-
ment analysis and user evaluations. In this section, we follow Munzner’s nested
model for visualization design and validation [6] to briefly introduce the sys-
tem design from the four nested levels: domain problem, data and operation
abstraction, encoding and interaction technique, and algorithm.

2.1 Domain Problem

IFSC+ aims to present an alternative to the current IFSC website that would
allow users to better understand the sport climbing data.

2.2 Data and Operation Abstraction

The IFSC website contains comprehensive data about athletes and competi-
tion results. However, the static table-based presentations failed to satisfy user
requirements in relating different data sources and making sense of the data.
Through interviews with users, we elicited two data analysis goals:
(1) Support Multivariate Analysis to Understand Athlete Performance. Users
expect to have data presented in a comparative way, not only the ranking of
athletes in the same competition, but also the same athlete in different compe-
tition categories (i.e. lead, boulder, and speed). Thus, the system should merge
the data from various sources and support multivariate analysis, so that users
could obtain a more comprehensive understanding of an athlete’s performance.
(2) Present Flexible Options for Effective Comparisons and Predictions. Filter-
ing information of interest was identified as a user requirement. Users expect
to compare multiple athletes to see their performances. By presenting flexible
options as manipulative parts in the visualization, users can gain a more nuanced
understanding of the competition results and athlete performances.

2.3 Encoding and Interaction Technique

To achieve the goals, three key visualization techniques were adopted that enable
users to analyze and understand athlete performance in the IFSC competitions.

Relation in a Chord Diagram. A chord diagram was found effective in demon-
strating links between data objects [3], in our case, the athletes. The internal
connections along with tooltips indicate the times of engagement of any two
athletes (see Fig. 1a). This chart was designed to offer an at-a-glance overview
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Fig. 1. (a) Relation in a chord diagram, showing how many matches have two athletes
played against each other; (b) Performance in a radar chart, showing the relative per-
formance of an athlete in the three types of sport climbing competitions; (c–d) Winning
rates in donut charts, aggregating athlete performances and making predictions. By
dragging an athlete bar from left to right (c), the results will be updated on the right
(d). More details can be found in http://difsc.tech/.

of athletes’ competition encounters by angular mapping. The relation between
athletes may have an influence on the later comparative and predictive results.
Generally, if two athletes competed against each other more frequently, the sum-
mary and prediction of their overall performance would be more reliable.

Performance in a Radar Chart. The radar chart in Fig. 1b enables users to map
the performing results of athletes in the three basic SC categories: lead, boulder,
and speed. Radar charts and their variations have been widely used in ability
mapping [2] and comprehensive communication of values [9]. Thus, this chart
was used to support users to compare and contrast athlete performances in the
distinct competition disciplines, pinpointing their strengths and weaknesses. The
interactive legends help filter the athletes involved in the comparison.

Winning Rates in Donut Charts. The donut charts present flexible options for
comparison [8]. By filtering the athletes of interest on the left (see Fig. 1c), users
can compare multiple athletes and see predictions of their winning rates on the
right (see Fig. 1d). This addresses the key question of concern and provides an
intuitive answer to the ‘who will win’ question.

2.4 Algorithm

The winning of a climbing competition can be seen as the podium position,
namely a top three ranking. In this case, the Bernoulli distribution enables us
to calculate the probability of each outcome: whether or not an athlete ranks in

http://difsc.tech/
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the top three. The winning rate can be estimated using the maximum likelihood
estimation (MLE) [4]. Suppose an athlete’s performance in a competition is
xi = 1 if he or she wins a competition and 0 otherwise, the maximum likelihood
(p̂) can be estimated by calculating the number of times an athlete won a podium
position over the total number of competitions he or she participated (n):

p̂ =
∑n

i=1 xi

n
(1)

We use this formula to estimate the winning rate of an athlete based on their
observed performances in previous competitions.

3 Results and Discussion

To evaluate IFSC+, we conducted a between-subjects experiment with 23 par-
ticipants (18 males, 5 females, age M= 21.96, SD= 0.37) to compare it with the
IFSC official website. We adopted the User Engagement Scale [7] and invited par-
ticipants to evaluate on their focused attention, perceived usability, and reward
when using the system, as well as the system aesthetics. The results showed that
on a 5-point Likert scale, participants were significantly more engaged when using
the IFSC+ (M= 4.21, SD= 0.16) than using the IFSC official website (M= 3.07,
SD= 0.11), t(21)= 7.29, p <0.001. Generally, users found the visualizations to
be ‘interactive’ and ‘easy to understand’. However, users identified limitations
in the scope of data representation. For instance, an experienced climber stated
that ‘Alex Megos doesn’t rank high on these because his field is outdoor climbing’.
This information is not included on the IFSC official website.

Despite the significant improvement, our system has some limitations. The
current visualization is based on the competition data from 2014 to July 2022,
and only some athlete data were featured for demonstration. Future work could
expand the scope and scale of the dataset to include a wider range of athletes
and competition events with real-time data updated from the IFSC website.
Although the current calculation of the estimation of the winning rates combined
with interactive charts effectively aids the prediction of future performance, the
algorithm could optimized to increase its credibility. The prediction of winning
rates in IFSC+ is based on historical performance data only. Future work could
take into account other possible factors such as the competition venue, athletes’
age, height, ape index, and nationality among others.

4 Conclusion

In this paper, we present IFSC+, an alternative to the current IFSC website that
allows users to better understand the sport climbing data through interactive
visualizations. Specifically, the system supports multivariate analysis to under-
stand athlete performance, and offers flexible options for effective comparisons
and predictions of future competition results. Evaluations of the system showed
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a significant improvement in user engagement compared to the IFSC official
website. The design of interactive visualizations for sports data, especially sport
climbing data was minimal but growing in need. Our work provides insights into
the future design of interactive systems based on sports-related data.
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Abstract. This article delves into the post-humanist perspective as a means of
comprehending the relationships among various actors in interaction design and
their contemporary understanding. It is our contention that traditional design
methodologies must be updated to ensure greater inclusivity. To this end, we
propose a practical terminological shift, whereby the term interactor replaces
user to recognize the significance of non-human actors in design and foster a
more equitable society. In addition, we introduce a neutral interaction design
model that prioritizes equity between human and non-human actors, regardless of
whether they are biological or artificial. This article constitutes a modest contri-
bution to the ongoing discourse on how design can rise to meet the challenges of
the contemporary world.

Keywords: Post-humanism · Interaction Design · Users · Interactors

1 Introduction

The post-humanist perspective examines the relationships between humans, technology,
and the natural world, recognizing various discursive subjects. For this reason, post-
humanism distances itself from humanist discourse, which places the human being as
the measure of all things.

In design, methodologies such as human-centered design or even user-centered
design still suffer from anthropocentrism.However, contemporary times, particularly the
post-human, technological advancements, and environmental changes, have brought new
challenges for emerging design practices that emphasize the interrelationships between
human and non-human actors, contributing to a society that is more equitable.

AsWordsMatter [1], we propose the change of nomenclature from user to interactor
and an openmodel that can overcome the limits of human andnon-human actors (whether
biological or artificial) that profile a neutrality of positions in which primacy is not
attributed to any of the actors involved in the interaction design.

This conceptual and functional equivalence advocates that anyone can assume the
role of sender and receiver, define goals for interaction, and define the sequence of
procedures associated with the development of interaction. We believe that this small
contribution can help build a more just society because… we need more interactors and
fewer users!
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2 Post-humanist Perspective

The post-humanist perspective, advocated by philosophers Rosi Braidotti [2] and
Francesca Ferrando [3, 4], is a framework that examines the relationships between
humans, technology, and the natural world, as a counterpoint to humanist thought. The
post-humanist movement emphasizes the idea that human beings are part of an ecosys-
tem and that their actions affect the whole, therefore, “the human is not approached as
an autonomous agent but is located within an extensive system of relations” [3] (p. 32).

For this reason, post-humanism, by recognizing multiple discursive subjects, dis-
tances itself from the humanist discourse that places the human being as the measure of
all things. A post-humanist view of the world should be pluralistic, multifaceted, and as
inclusive as possible [3], giving rise to the hybrid figure of the posthuman and related
concepts, such as the non-human, the multispecies, the anthropocene, the more than
human, the transhuman, and the decentering of the human [5].

Since it is a thought of postmodernist tradition, emerging with the feminist, anti-
racist, and pacifist movements, “which reject the rational, autonomous individual and,
rather, emphasize the partial, situated, and socially-constructed self” [5] (p. 20), the
post-humanist movement understands that the human being is a cultural and historical
construction and, as such, plural. For this reason, Rosi Braidotti [2] believes it is relevant
to consider the history, particularly European history, to identify how its imperialist past
shapes current politics. That is, using posthuman critical theory, it is intended to put an
end to the singular conception of what it means to be human.

On the other hand, in a globalized world, IT has opened the possibility of defining
other ways of life that do not have the human as the main promoter and beneficiary.
Because the technology-mediated world allows us to “blur the boundaries between the
familiar binaries of human and non-human, culture and nature, and human and animal”
[5] (p. 17), designers must consider the implications of these new actors in the praxis of
design.

2.1 Post-humanism and Interaction Design

We understand post-humanism as a perspective that integrates the human and the non-
human, with the non-human encompassing animals and the natural environment, as well
as things and the artificial world [5]. From a design perspective, this outlook allows us
to question design epistemologies that are focused solely on the human, such as human-
centered design, which employs a universalist notion of humanity [7]. Additionally, the
field of design is often subordinated to neoliberal economic models and capitalist values
[5, 6], which reduce the human primarily to a consumer or user and exclude non-human
actors.

Within the framework of post-humanism, interaction design requires more flexi-
ble models and methodologies that can accommodate contemporary needs. Interaction
design is defined as the design of the subjective and qualitative aspects of everything
that is both digital and interactive [8], or as shaping digital things for people’s use [9], or
as the combination of hardware and/or software and/or services and/or people that users
interact with to achieve specific goals [10]. However, it may be necessary to begin with
a fairer definition.
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We propose a more open definition that is suitable for post-humanist demands –
interaction design as the design of the mediation (inter) of reciprocal actions (agere)
between actors (human and/or non-human). From this definition, designers can begin
to understand the implications that machine learning, artificial intelligence, algorithms,
big data, automation technology, and robotics may have on the practice of design [11],
for instance.

2.2 From Object to Subject Status

When considering a more open framework, as proposed in the previous section, it will
be relevant to reflect on non-human artificial actors – computer systems. To do so, it is
essential to revisit Philip Brey’s functional analysis [12], which argues that the primary
relationship between humans and computational systems has been epistemic, meaning
that the computer functions as a cognitive device that enhances and/or complements
cognitive function by performing information processing tasks.

However, in recent decades, the epistemic relationship between humans and com-
puters has been supplemented by an ontological relationship, in which the computer has
acquired a new class of functions. Computers can generate virtual and social environ-
ments and simulate human behavior, reconstructing an idea of the human dimension
in interaction, allowing the machine to move from the status of an object to the status
of a subject. This functional analysis understands computational systems as simulation
devices where there is a symbiosis between the human mind and the computational
system that is so effective that it results in hybrid cognitive systems [12].

Moreover, digital interfaces also reinforce this perspective through embodiment,
creating an interaction dynamic that resembles that of humans [13]. This embodiment
happens in various ways, notably through avatars or virtual assistants, where interaction
with users is carried out through artificial intelligence andmachine learningmechanisms.
If computational systems can alter their behavior, reproduce emotions, language, and
patterns of human communication, and their conversational and cognitive abilities can
be somewhat comparable to those of a human, it is necessary to question – What does
it mean to be a user in an interaction?

2.3 Users or Interactors?

The term user is commonly used to refer to someone who interacts with an object or
interface and is often accompanied by a sense of possession, control, or manipulation of
the user over the used. The ISO 9241–210:2019 defines a user as a person who interacts
with a system, product, or service [13]. Don Norman stopped considering users as such,
stating that “it is time to wipe words such as consumer, customer, and user from our
vocabulary. Time to speak of people” [1] (p.63). According to the author, this designation
degrades the people for whom design is projected, a way of labeling them as objects,
rather than personifying them.

Objects manifest a soul that ensures the symbiotic relationship between objects and
individuals [14]. Within a given cultural system, objects continuously shift from the
functional to the symbolic character and have become the actors in a global process of
which human is merely the spectator [14]. And so, the user becomes the used.
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In this context, we argue that in the post-humanist framework, a change in nomen-
clature is necessary to remove the idea of a user’s supremacy over the used. We propose
the adoption of the concept of interactor – as one who interacts – in place of user, pro-
moting an equity of roles in the interaction. The term interactor places the actors on a
level playing field that was previously hierarchical, meaning it refers to the actors of an
interactive process, whether they are human or non-human. Thus, we can distinguish the
user who uses (vertical correspondence) from the interactor who interacts (horizontal
correspondence). This term was used by Janet Murray [15] to describe an actor who
interacts with the narrative and alters its course in the context of interactive narratives.

Given the presented framework, we understand the appropriation of this concept to
be appropriate for both actors of the interaction. This term is also applicable within the
actor-network theory (ANT) that has advocated for understanding the relations between
networks and assemblages of humans and non-humans – actors that share equal agency
in participating in the shaping of issues [5]. An actor or actant is defined as an entity
that engages in action or is granted the ability to do so by other entities.

2.4 Equity Between Human and Non-human Actors

We advocate for the appropriation of the interactor concept for both human and non-
human actors (biological or artificial). This conceptual and functional equating of actors
proposes that any actor can assume the role of sender (presenting a request) and receiver
(presenting a response to the request), define goals for the interaction and define the
sequence of procedures associated with the development of the interaction.

The neutrality of positioning creates an interaction designed and adapted to the
interaction needs and desires of any of the actors involved and it’s expressed by not
assigning specific roles to the actors in the development of the interaction.

In this proposal, it is not possible to assume that human actors are invariably in a
dominant position, and that relationships established with non-human actors are also
invariably centered on the goals of the former.

3 Conclusion

Given the presented framework, it becomes naturally necessary that designers, engi-
neers, computer scientists, and other stakeholders equitably consider the needs, expec-
tations, and goals of both human and non-human actors in the design and development
of interactive systems – as demanded by the post-humanist framework.

The development expectations of artificial intelligence systems and non-biological
sentient beings, advanced robotics, machine learning, cognitive computing, quantum
computing, and other technological advancements are phenomena whose development
prospects require the non-differentiation of actors.

For now, the design of the interaction between humans and non-humans is still
dependent on ethical, aesthetic, and functional choicesmade by humans, but anticipating
a future society, we can predict that conscious entities will endure immune to cycles
of birth and death. For these reasons, the adoption of terminology that considers the
following is proposed:
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• The term user and related nomenclature should be replaced by the term interactor
for both actors in the interaction.

• In the design of any interaction project, the design requirements can be guided in their
functional, technical, aesthetic, and ethical aspects by the required equity between
actors.

This attitude should promote the articulation between theory and practice and trigger
the use of a common language for researchers, designers, and other stakeholders in the
process of designing and developing interactive systems.
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Abstract. Live streaming of video games is a new form of entertain-
ment attracting millions of users. A unique combination of broadcasting
and chat rooms transforms traditionally passive spectating into a deeper
social experience. In this paper, we investigate six interaction mechanics
that allow viewers to participate actively and to possibly alter the out-
come of streamed games with the goal to explore challenges with respect
to implementing these mechanics.

Keywords: spectatorship · streaming · active audience participation ·
Twitch

1 Introduction

In the last years, spectating other people playing video games has become a
popular activity (cf. [7,13,15]). Compared to traditional spectatorship via TV,
streaming engages viewers on a deeper level [14]. It helps to transform rather
passive spectatorship into a more social experience. Thanks to the connection
of live streaming and chat rooms, viewers can exchange with other spectators
and with the streamer. However, in addition to chat features, other approaches
are also promising to involve the audience more actively, for example, quizzes,
voting polls, betting, or displaying essential statistics about the current game
(e.g., [7,14]). Audience participation games (APGs), on the other hand, have
the goal to create a new type of viewer that is still spectating but can also
impact the game’s outcome [7,11,14]. Traditional audiences are often static and
passive, but APGs allow the audience to actively impact gameplay individually
or as a collective [10,11,14]. Yet, while they have the possibility to change the
outcome of the game, their actions are limited in comparison to the players [11,
14]. Still, the interaction with the audience presents new design challenges as

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 517–522, 2023.
https://doi.org/10.1007/978-3-031-42293-5_65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_65&domain=pdf
http://orcid.org/0000-0002-8248-5392
http://orcid.org/0000-0002-0815-5985
http://orcid.org/0000-0001-7817-5589
https://doi.org/10.1007/978-3-031-42293-5_65


518 P. Mrázek et al.

the focus shifts from the player to an active interaction between the player and
the audience.

In this paper, we investigate six different interaction mechanics (cf. [14])
that can be used to more actively include the audience in order to learn more
about which of these are preferred by viewers. For this purpose, four mini-games
for Twitch [16] were developed as a first step with the goal of comparing and
exploring these different interaction mechanics through an initial user study.

2 Related Work

Several studies have identified reasons and motivations why people spectate oth-
ers while playing video games (e.g., [1,3,5,9,12,13]). For instance, several stud-
ies [1,5,6] highlighted that one motivating factor for spectating other people
play is knowledge acquisition, e.g., by studying and learning the different game
strategies of the streamer to enhance their own abilities. Other reasons are the
ability to acquire information about the game, ask questions about games, or
to find new ones (cf. [12,13]). Smith et al. [13] found that spectators may also
watch due to a lack of time or insufficient equipment to play themselves. The
social needs of the audience form another motivational driver to interact with
a streamer and other spectators, e.g., to increase social status, or to be part of
inside jokes and sublanguages within a community (cf. [4,8,11]. Besides, stream-
ers themselves can derive motivation from their role as a teacher as it allows
them showing spectators how they can become better players (cf. [3,12,13]).

3 Mini-Games

For our exploration, we adapted the mechanics suggested by Stahlke et al. [14],
namely: Chat Input, Voting/polling, Direct Viewer Participation, Betting, Lottery
and Competition Games with Viewers, and Content or Game Modifications. To
investigate these mechanics, four mini-games for Twitch were developed using
Unity 3D [17]. With the mini-games we aimed to cover different types of games,
serving as a foundation for the interaction commands.

Quiz includes several questions which have to be answered by choosing the
correct answer from four possible options (see Fig. 1, top left). There exist two
modes: In the solo mode, each player (viewers and streamer) chooses an answer
via chat and earns points for themselves. In the team mode, the streamer com-
petes against all viewers. The following mechanics are used:

– Chat Input – Viewers select the answers via text commands (both modes).
– Voting/polling (Team mode) – The most voted answer is then selected to

represent the opinion of the whole audience.
– Lottery And Competition Games With Viewers (Solo mode) – Viewers earn

points for each correct answer.
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Fig. 1. Screenshots from the four mini-games: Quiz (top left), Run (top right), Shooter
(bottom left), and Platformer (bottom right).

Run is a 3D racing game with a randomly determined winner. Racers compete
on a predefined track full of obstacles that slow them down or push them off the
platform (see Fig. 1, top right). Each individual racer represents one real viewer
in the chat which is, however, not controlled by the viewer but by the game
itself. The following mechanics are used:

– Chat Input – Viewers can either spawn characters or bet their points at the
start of each game.

– Betting – Players who compete in the game earn points over multiple races.
– Lottery And Competition Games With Viewers – The placement selects the

winner at the end of the race. The traps and obstacles can change the game’s
outcome unpredictably during the race.

Shooter is a survival mini-game where viewers vote in polls to affect the game-
play of the streamer with various modifiers. The streamer controls a soldier with
the main goal to eliminate enemies and beat the score (see Fig. 1, bottom left).
Viewers can affect the streamer’s weapon, damage, health as well as the enemy
spawn rate, damage, and health. The following mechanics are used:

– Chat Input – Viewers can use the chat to vote.
– Voting/polling – Viewers vote in a periodical poll with three options. Options

are randomly selected from a predefined set of upgrades and downgrades.
– Content Or Game Modification – The poll may help the streamer earn more

points, access better weapons, or heal themselves.
Platformer is a 2D platformer (see Fig. 1, bottom right). The game has basic
controls such as movement and jumping. The goal is to collect trophies in the
different levels and to dodge stationary and moving obstacles. Viewers can help
the streamer who plays the game or make it harder to reach the goal. The
following mechanics are used:

– Chat Input – Viewers type in commands to cast spells.
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– Direct Viewer Participation – Viewers can cast five available spells, which
significantly impact the gameplay as the streamer has to adapt to them.

4 Lessons Learned

We conducted a user study consisting of two playtesting sessions. Participants
had to have prior experience with video games and Twitch. In the first session,
four participants (average age: 21.8) took part and in the second seven partici-
pants (average age: 21.5) which fulfilled the role of the viewers. One person took
the role of the streamer, who was the same for both sessions. The testing took
place remotely and all were required to join a voice channel on a Discord [2]
server. Participants were asked to talk freely during the whole session about
what they liked and disliked about the gameplay and to give feedback about
the games. At the end, participants had to fill out a questionnaire asking about
their demographics and the mini-games.

With respect to the mechanics, participants had many problems with the
Chat Input mechanic – e.g., for giving answers in time in Quiz – because of
stream delay and spam protection. Also, seeing other people’s responses was not
favorable in some types of games. Based on these observations, it seems advisable
do not overly punish viewers for late messages and to give them enough time to
account for possible delays. Participants liked the Content Or Game Modifica-
tion mechanic in the mini-game Platformer. The reason was that they directly
saw the impact on the gameplay and that it made the game more challeng-
ing for the streamer. The interaction mechanic Lottery And Competition Games
With Viewers was also perceived positively. The viewers liked the competition
with other viewers as well as teaming up against the streamer. Regarding the
Voting/Polling mechanic, participants liked the aspect of uniting the whole audi-
ence to select a desirable option and/or to beat the streamer as a group. It is
an appropriate mechanic to find out the audience’s opinion as a whole by aggre-
gating individual votes. However, the mechanic had the same challenges with
stream delay and spam protection as the Chat Input for Quiz. In contrast, with
respect to the Direct Viewer Participation mechanic, participants voiced that
they liked the feeling of making decisions individually and being complimented
if they successfully achieved their goal. Lastly, participants were not convinced
by the Betting interaction mechanic. It was observed that the participants did
not really care about the points and their focus was more on the other mechanics
in the mini-games. A possible reason can be that betting is not suited for short
play sessions with different audiences and that they did not have the possibility
to spend their points.

5 Conclusion

The goal of this paper was to explore and compare six interaction mechanics
which can be used to support more active viewer participation. For this purpose,
four mini-games were developed and a first user study was conducted. For future
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work, we plan to conduct a larger user study with a more extensive audience
over multiple sessions to simulate realistic use cases. Since all interactions with
viewers were implemented through the chat function it would also be interesting
to investigate other possibilities.
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5. Hamari, J., Sjöblom, M.: What is esports and why do people watch it? Internet

Res. 17(2), 211–232 (2017). https://doi.org/10.1108/IntR-04-2016-0085
6. Kaye, L.K.: Motivations, experiences and outcomes of playing videogames. Ph.D.

thesis, University of Central Lancashire (2012)
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522 P. Mrázek et al.

16. Twitch Interactive, Inc.: Twitch (2023). https://www.twitch.tv/p/press-center/
Accessed 04 2023

17. Unity Technologies: Unity (2023). https://unity.com/. Accessed 04 2023

https://www.twitch.tv/p/press-center/
https://unity.com/


Mapping the Digital Injustices
of Technology-Facilitated Sex Trafficking

Linnea Öhlund1(B) and Teresa Almeida1,2

1 Department of Informatics, Umeå University, Umeå, Sweden
Linnea.ohlund@umu.se

2 Interactive Technologies Institute/LARSyS, Lisbon, Portugal

Abstract. As technology and social media develop and expand, technology-
facilitated sex trafficking becomes increasingly difficult to take action against
and prevent. Technology-facilitated sex trafficking implies the use of digital tools
such as social media platforms to coordinate trafficking and (mis)lead persons into
sexual exploitation, e.g., commercial sex. To address and prevent sex trafficking
as it expands through technology, legal frameworks can both help and interfere
with the work provided by aid organizations and authorities. We present an expert
interview study with six professionals from authorities, women shelters and NGO
organizations working alongside the Swedish (governance) Model. Our findings
show that digital technology is useful yet heavily challenging for anti-trafficking
organizations and authorities in their fight against sex trafficking, exploitation, and
digital child abuse. More resources and tools are needed to mitigate the (mis)use
of technology and prevent abuse. To do this, we discuss the need to recontextual-
ize efforts against trafficking within the structural conditions and legal model of
Swedish society that facilitate exploitation. Furthermore, we propose a series of
risk-mitigating approaches which centers four questions for the HCI community
working towards anti-trafficking efforts.

Keywords: Technology Facilitated Farm · Sex Trafficking · Social Justice

1 Introduction and Background

Technology-facilitated trafficking refers to the social and technical ecosystems wherein
individuals use information and communication technologies to engage in human traf-
ficking and related behaviors [1]. One example is that of sex trafficking as it migrates
to for example, escort websites and mobile applications, streamlined with electronic
payment options [2]. While technologies to combat sex trafficking proliferate, [3] and
yearly many initiatives are launched around the world to create awareness and fight sex-
ual and labor exploitation [4], technology-facilitated sex trafficking continues to expand
[5]. Despite the large positive outcomes of digital platforms and technology-enabled
solutions, human trafficking works within the same digital devices and interfaces to,
for example, recruit, exploit and track victims. Through for example, child grooming
[6], revenge pornography, cyberstalking, sexual coercion [7] or cybersex trafficking [8]
predators mislead others into abuse.
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The politics of regulation and governance models of sex work throughout the world
means that individuals in sex trafficking may be more or less likely to become crimi-
nalized and further stigmatized due to fuzzy boundaries between consensual sex work
and sexual abuse leading to increased real life vulnerabilities [9]. Governance models
and legal frameworks can contribute to an escalation of sex trafficking within a country
increasing or decreasing criminalization of individuals caught in a vulnerable situation
[1]. Prior work has shown that, as sex trafficking becomes increasingly mediated by
technology and nationwide governance models of sex work make individuals vulnera-
ble on different scales, tech-enabled counter efforts are pressing [1, 3, 10, 11]. Moreover,
anti-trafficking organizations and authorities play a crucial role as they are often the first
contact point between a victim and a way out of trafficking [2].

In this poster we consider how technology-facilitated sex trafficking is entangled
with one of the major legal models of sex work. We explore the Swedish Model as one
of the largest implemented legal models in the world and present a pilot expert interview
study with six professionals from organizations based in Sweden. Participants work to
address sex trafficking, sex work and sexual abuse towards women and children. Finally,
we consider how technology could be reimagined to reduce structural risk factors to
prevent exploitation and trafficking in the context of the exemplified legal framework.
We highlight how issues of privacy and security, social media exposure, and the fast-
paced evolution of ICTs are entangled in gender-based violence and vulnerability and
suggest a series of risk-mitigating tools and approaches for anti-trafficking efforts. We
contribute to ongoing research on social justice in HCI.

2 Expert Pilot Study

To collect data on technology-facilitated sex traffickingwe contacted and interviewed six
women working with human and sex trafficking, gender inequality, gendered violence,
and child abuse. Our participants daily work is aligned with the rules and legislation
provided by the Swedish Model as one of the largest implemented governance models
of sex work in the world. All participants were recruited based on their professional
activities working with victims of sex trafficking and those involved in sexual services,
and affiliationwith various institutions and organizations dedicated to supporting victims
of the sex trade and promoting a more equal society (Table 1). A total of six self- iden-
tified women participated in our study with an age range of 26–62 years old. Together,
they were representative of a large variance of backgrounds, experiences, and knowl-
edge regarding the complexity of sex trafficking and how the trade explores technology
enabled tools and systems. Their individual experiences in the field range from five years
to over 20 years. This involves them working across different regions in Sweden and
operating within the Swedish Model. Questions of sex trafficking and abuse were issues
central to participants who in their roles constantly deal with topics of sex work, sexual
transactions and/or sexual abuse and address these according to the operating model. As
all of our participants work within the Swedish Model, they all have experience with
what mechanisms of the law can have positive or negative outcomes for individuals
that are or have been involved in any type of sexual transaction business. The Swedish
Model provides professionalswith how to take action through for example, criminalizing
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any person organizing or engaging in the purchase of sexual services and understand-
ing any person selling sexual services as a victim. The model also centers around the
notion of demand and gendered violence as being main challenges when dealing with
technology-facilitated sex Trafficking.

Table 1. Overview of pilot study participants

Participant Organization Title Role

Ingrid Organization for Women
in Sex Work

Board Member Coordinator of
Organization

Roberta A Swedish municipality Coordinator Against
Human Trafficking

Lead Researcher of Field
Operations

Sara Women Shelter Group Volunteer Support Provider for
Women in Sex Work

Anastasia NGO for fair sex initiatives Director and founder Daily Management and
Head of Operations

Petra The police Authority Superintendent Lead coordinator of sex
Trafficking Data
Collection

Bea Family Center for Children Psychologist Head Evaluator of Child
Abuse

3 Three Approaches for HCI Anti-Trafficking Efforts

From our expert pilot study, we summarize three approaches centering efforts for
researchers and companies designing and developing tools which can potentially bemis-
used, for anti-trafficking organizations and authorities seeking to broaden their scope of
aid and society in general as laws and legislation interlinkwith these various stakeholders
and victims.

Legislation of Social Media Abuse. As social media is a major tool for misuse, legis-
lation is one crucial if not the largest tool to mitigate abuse. In Europe, the General Data
Protection Regulation (GDPR) demands compliance and made companies worldwide
review ways of handling, storing, and sharing user data, which in turn creates better
insights for users into how their content is handled. Similar to GDPR, what could make
a substantial difference in risk mitigation on social media is the question of anonymity,
i.e. should a person on social media have the possibility to be completely anonymous
and thereby not responsible? If a person has an identity tied to an account this would
firstly prevent underage children to sign up, then secondly if a user is found to groom,
persuade, or hurt another user, or a trafficker pretending to be a consensual sex worker,
they can easily be located, and fake profiles would be heavily limited. To acknowledge
how legislation needs to interlink with HCI interventions we consider: 1) How can HCI
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interventions address technology-facilitated abuse interlinked with current legislation
processes and push necessary policy change?

Designing for Fuzzy Boundaries. It is critical to recognize the challenge of the
widespread accessibility of websites for sexual services. Predators can nowadays reach a
much wider range of people, specifically children. Sexual services can for many young
individuals be confusing and misleading. Simple conversations or digital interactions
may, at first, seem innocent but can after a while lead to misinformed decisions and
pushing boundaries, as for example, in the case of sugar dating. Such initially innocent
but predatory interactions are acknowledged by the Inter-Agency Coordination Group
Against Trafficking in Persons [3] which state that recruiters in human trafficking may
use fake social media accounts and fake profiles to gain the trust of potential victims.
This very broad (mis)use of technology and reaching many vulnerable individuals need
to be acknowledged in HCI and the design of future tech- enabled interventions should
consider the following: 2) How can we design digital platforms that cannot be (mis)used
in i.e., sugar dating as an abstract practice of abuse and sex trafficking? 3) How can
we design technology interventions that mitigate and stop already ongoing (mis)use and
abuse?

Malicious Scenarios for Anti-trafficking Awareness. A major problem in mitigating
risks in digital technology and on social media platforms is that misuse develops rapidly
making it hard for any organization, authority, or legislation to keep up [3, 10, 11].
The misuse is nuanced and creative in ways hard to predict and to change because of,
for example, tech companies not sufficiently cooperating with authorities, servers of
malicious websites located in different countries, language barriers of overseas victims
and closed of black markets such as the dark web where untraceable cryptocurrency
is used in transactions. The high-speed development of technological misuse could be
addressed in the early stages of technological development. Creators, developers, and
designers would run malicious scenarios of their artefact and attempt to predict misuse.
These predictions would then provide aid organizations and authorities with data on
how and where help efforts would need to be directed. Furthermore, this type of abuse
analysis could be conducted on already large digital platforms where sex trafficking
is present. Nonetheless, such scenarios would probably cause tech and social media
companies to have to change or cut different features and would potentially lead to
a loss of revenue, which lead to our fourth question: 4) How can HCI work towards
demanding tech-companies to regulate products causing misuse (such as sex trafficking)
in order to protect users even if regulations mean loss of revenue?
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Abstract. In this poster, we present a Virtual Reality environment,
named MetaCUX (Collaborative User eXperience in the Metaverse),
where people may collaborate in a virtual workplace and interact with
intelligent objects for simulating real tasks. Several multi-user workplace
scenarios were reproduced in the MetaCUX, on which an experimental
study has been carried out involving 15 participants. To analyze remote
collaboration small group of participants performed a task consisting in
putting out a fire. Self-reported surveys and qualitative measures are
adopted to investigate the effectiveness of social interaction during the
collaborative activity.

Keywords: Metaverse · Virtual Reality · Collaborative environment

1 Introduction

The Metaverse is a shared online 3D space where users can synchronously inter-
act with each other and with objects [6]. Examples of precursors of Metaverse at
the beginning of two thousand years were online virtual worlds, such as Second
Life [3], The Sims, Fortnite, World of Warcraft, and Minecraft [1]. Today, techno-
logical evolution enables to implement the Metaverse by adopting virtual reality
(VR) and augmented reality (AR) with cheaper technologies than in the past,
when those models were too expensive and invasive to be widely used [4] [8]. One
of the fields in which the metaverse is finding wide use is remote working, with
the aim to blend the advantages of video conferencing software with real-world
social engagement [2]. It also enables to live experiences that have been difficult
to generate using other techniques, such as collaborating for putting out a fire.

In this poster, we present MetaCUX, an immersive virtual environment suit-
able to simulate collaborative tasks thanks to the use of VR viewers and virtual
avatars. A preliminary evaluation involving 15 participants was conducted with
the aim of investigating whether the environment gives a sense of social inter-
action and engagement while they contribute in small groups to a collaborative
task.
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2 Collaborative Virtual Space Design

The main design goal for MetaCUX environment, developed by using Unity,
has been to support collaboration inside a working setting in the Metaverse by
using Virtual Reality. A room (the Scenarios Room) shows paintings represent-
ing different room settings that may be selected, such as a classroom equipped
with desks and whiteboard, or a collaboration room with a rounded table. Tacit
knowledge is shared into a Break Room, i.e., a waiting room where users can
play games and freely discuss. An example of a MetaCUX collaborative envi-
ronment is the fire extinguished room, shown in Fig. 1. For the extinguishing of
flames, there are several working fire extinguishers, emitting gas that interacts
with the fire and can extinguish it. To extinguish a flame three participants
have to remove the safety and collaborate for putting out the fire. Participants
interacting in the proximity of a flame are not distracted by the other groups:
the conversation is limited in the proximity. The instructor may pass from one
group to another. Also, an interactive whiteboard is available to show a video
demonstration on the use of fire extinguishers.

Fig. 1. The fire extinguished room.

A user can play two roles in the system: (i) organizer, enabled to create
a new public or private room, select the scenario and manage the creation and
scheduling of various activities, such as meetings, interviews, etc., (ii) participant,
enabled to enter rooms and perform activities organized by other users. In the
Metaverse, users are represented by their avatars, and to ensure easy recognition
among users, each avatar is flanked by a label, indicating the username.

3 Evaluation

We conducted a preliminary user experience study carried out at the University
of Salerno, involving 15 voluntary students (Male=9, Female=6) within the age
range of 22–25 who had never used immersive VR before. Five experiment ses-
sions were conducted where for each one 3 participants were supervised by one of
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the authors, who played the role of the organizer. The sessions were structured
as follows:
- (i) Pre-experiment. Participants filled in a demographic questionnaire and were
trained on the use of the Meta Quest 2 device and the MetaCUX system.
- (ii) Experience. In the Training room the organizer, using the interactive
whiteboard, showed a presentation on the use of the fire extinguisher (teach-
ing/training). Then, all users moved on to the simulation room, where partici-
pants collaborated to extinguish burning objects (simulated collaborative prac-
tice). Then, participants moved to the Collaboration room where they discussed
the experience just completed and the pros and cons of this activity, writing on
the whiteboard (collaboration). Finally, users passed into the Interview room. In
turn, each participant was admitted to the room, where he or she discussed with
the organizer about his or her first experience with virtual reality in general
and, in particular, in simulating a collaborative task in the Metaverse (com-
munication). The other users waited their turn in the break room, where they
entertained themselves by playing ping-pong (social interaction).
- (iii) Post-experience. When the participants terminated the task and exited
MetaCUX, they were asked to fill in the post-experiment questionnaire.

We conducted both a qualitative and a quantitative assessment. We adopted
a standard questionnaire [7], by considering the following subscales: Presence
(Pres), Engagement (Eng), Immersion (Imm), Usability (Usab), Skill, Flow,
Emotion, Experience Consequence (EC). We also aimed at assessing the social
presence (SP). We added the five questions proposed in [5] to this aim. As in
[5,7], the questions are scored according to a seven-point Likert scale (from -3 =
completely disagree to 3 = strongly agree). Experience Consequence scores were
reversed. We also proposed an optional open question concerning participants’
opinions on the experience and MetaCUX. The quantitative assessment concerns
analyzing the number of errors, e.g., a user pushing the wrong grasping button
on the analogic controller or following the wrong paths, during the observed
tasks. Also, the time to perform the various activities was taken. In particular:
reaching the Meeting room (MR), reaching the Simulation room (SR), grasping
the fire extinguisher (FE) correctly, and grasping correctly the pen (PE).

User perception results. The perception of the users is complexly good, as
shown in Table 1: all the median of the sub-scales are over 1 in a range from -3
to 3. A critical aspect of VR tools is the Experience Consequence: no participant
declared to have any problem due to the use of Meta Quest 2, such as headache,
fatigue, or nausea. The usability problems are mainly concerned with the easiness
of use of Meta Quest 2 device. The users who reported those problems were also
the users who did the worst performance in terms of time and errors. Social
Presence was also well perceived, as the median is 2.5, with 1.25 as the minimum
value. Concerning the open question we report some relevant opinions: “Very
useful. I had an initial difficulty in interacting with objects, such as the pen or
the fire extinguisher, but I can learn how to do it (P3).” P5 proposed adding a
help panel in all the rooms showing how to interact with the objects. “The idea



MetaCUX: Social Interaction and Collaboration in the Metaverse 531

Table 1. Descriptive statistics of qualitative results (N=15).

Metric Median Mean Stdev Min Max

Presence 1.8 1.77 0.58 1.2 3

Engagement 1.67 1.91 0.53 1 2.8

Immersion 1.67 1.80 0.55 1 2.67

Usability 2 1.33 1.23 -0.5 2.5

Skill 1.67 1.60 1.03 0 3

Flow 2 1.88 0.65 0.5 2.75

Emotion 2 1.93 0.62 1 2.5

Exp. Cons. 1.5 1.73 0.59 0.5 2.38

Social Pres. 2.5 2.27 0.52 1.25 2.75

that all the participants wear the device assures that they were not be distracted
by the external environment and actively participates. (P8)”.

Quantitative results. The results of the participant’s errors and times are
reported as descriptive statistics in Table 2. The most difficult tasks in terms
of completion time and the number of errors are the tasks related to object
grasping while moving in an environment that seems to be comfortable enough.
We performed a training session that has been appropriate for moving across
the environment, but we realized that grasping an object may require longer
training times for users that are not accustomed to using the device. Indeed,
even if the median is 1 for task PE, one participant made 4 errors. Better results
were reached with the fire extinguisher (task FE).

Table 2. Descriptive statistics of quantitative results (N=15).

Metric Task Median Mean Stdev Min Max

Errors

MR 1 1.33 0.62 1 3

SR 1 1.47 1.13 0 4

FE 1 1.67 1.34 0 5

PE 1 1.40 1.35 0 4

Time

MR 2.11 2.08 0.80 1.21 3.34

SR 2.36 3.12 1.59 1.37 5.43

FE 3.10 5.24 3.00 2.05 9.12

PE 3.53 6.55 4.10 2.3 12.01
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4 Conclusion

In this work, we presented MetaCUX, a multi-user immersive collaborative vir-
tual environment that offers multi-scenario features and interactive objects. We
conducted a preliminary usability evaluation involving 15 participants in a col-
laborative task. Results showed that users positively perceived the environment:
they found that it fosters social involvement and engagement.
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Abstract. Multisensory Environments have been focused on use cases
centered on learning skills and cognitive rehabilitation, which limits physi-
cal exercise to be a means rather than an end. A novel solution to this prob-
lem comes from Sensorized Climbing Walls, which will allow UX design-
ers to explore a previously unexplored interaction mode using the entire
wall as an interactive surface and suggest physical activities with a clear
and central physical rehabilitation goal. Research on Sensorized Climbing
Walls to date has mainly focused on measurement for enhancing perfor-
mance. Merging Sensorized Climbing Walls and Multisensory Environ-
ments, new opportunities arise to offer more playful experiences to better
engage patients in otherwise strenuous exercise routines. The two tech-
nologies have proven valuable assets to support children with disabilities
and offer complementary sets of stimuli. The development of this new inte-
grated system will open up a new field of study for multisensory physical
rehabilitation, Multisensory Environments, and climbing therapy.

Keywords: Multisensory Environment · Sensorized Climbing Wall ·
Technological aided physical exercise

1 Introduction

NeuroDevelopmental Disorder is a term covering several pathologies arising dur-
ing children’s development. The most common effects are connected to cognitive,
social, and motor deficits [12]. Patients may find it difficult to complete even sim-
ple daily tasks, with significant impact on their lives and their families [7].

A MultiSensory Environment (MSE) is a dedicated indoor space combin-
ing various sensory experiences and motor interaction to promote motivation,
interests, leisure, and relaxation . These practices are grounded on Sensory Inte-
gration Theory [13] and Embodied Cognition [10,16].

MSEs have proven effective for improving motion and equilibrium skills
[9,11]. Using Nirvana [4] resulted in a significant improvement in the trunk
motion test and in cognitive skills. FutureGYM [15] successfully introduced a
synchronization of running motion in children. A different approach is to include
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standardized physical practices in the MSE. Many sports have space require-
ments incompatible with MSEs, with climbing representing a rare exception.

Our aim is to combine the growing technologies of Sensorized Climbing Walls
[1,14] and MSEs to achieve two very innovative goals: using the potential of
multiple sensory stimuli to improve the overall experience of climbing for children
and introducing an incredibly innovative interaction method for MSEs.

2 Magic Room and ACCEPT

Based on our state-of-the-art analysis, we believe there is significant potential
for employing MSEs in the realm of physical rehabilitation, especially in cre-
ating a playful experience for enhancing motor coordination and equilibrium.
To the best of our knowledge, existing interactive systems designed for physical
rehabilitation are restricted to either floor-based or wall-based interaction. For
instance, FUTUREGYM [15] and iGYM [8] employ floor projections to enrich
the experience of traditional exercises or sports to improve the user’s engagement
and overall experience. However, the metrics derived from such experiences are
coarse and fail to accurately gauge the compromised physical abilities of children.

On the contrary, several systems have adopted a different approach by uti-
lizing a touch surface [5] or gestures (e.g. Nirvana [4]) to run exergames in
the vertical space, with the objective of rehabilitating upper limb functional-
ity. Although these systems offer numerous specialized exercises, they often lack
an immersive aspect in the gaming and fail to facilitate collaboration, which is
fundamental for the children’s development.

Our MSE, described in the subsequent subsection, already leaverages floor
projection to create playful virtual environments suitable for floor-based activi-
ties. Furthermore, it incorporates gesture-based interaction to enable upper-limb
rehabilitation, and both these interaction methods are friendly to wheelchair
users. Integration with a Sensorized Climbing Wall presents an immensely valu-
able compromise: by combining full-body tracking and measurement of the forces
applied to each handhold we achieve precise mapping of user skills. Addition-
ally, the integration of the projections and other components of the Magic Room
enables us to generate a captivating gaming experience involving climbing activ-
ities for one or more users, fostering collaboration among children.

Among the vast amount of technological support for the training and rehabil-
itation of such skills, we have identified very promising potential support in the
use of a climbing wall. Vice versa, the potential of the Magic Room immersive
stimulation can support and improve the rehabilitative and training potential of
a Sensorized Climbing Wall. For this reason, we propose the integration of an
MSE, the Magic Room [6], and a Sensorized Climbing Wall, ACCEPT [2,3]

2.1 The Magic Room

The Magic Room (Fig. 1) is an interactive MSE that enables innovative, playful
interventions for children. The Magic Room integrates digital worlds projected
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on the wall and on the floor with a gamut of ”smart” physical objects to enable
tactile, auditory, and visual stimuli. The Magic Room is equipped with A) a
frontal and B) a zenithal projector, C) an audio system, D) custom smart objects,
E) a custom camera-based body tracker, F) soap bubble makers, G) a tablet for
caregivers to control interaction flows, and H, I) smart lights, a PC orchestrates
the system behavior. The interaction with the smart space uses gestures and
body movements or the manipulation of the smart toys (Fig. 2).

Fig. 1. The Magic Room’s components Fig. 2. The ACCEPT climbing wall

2.2 ACCEPT

ACCEPT is a climbing wall, approximately 3m wide and 2.5m high, equipped with
triaxial force sensors measuring the magnitude and direction of forces applied to
each hold. The wall allows the placement of standard climbing holds on a grid of
attachment points, spaced according to typical children’s anthropometric mea-
surements. The sensors are hidden in the wall and invisible to the user.

The system reads synchronous force information from each sensor through a
controller area network and serves it through an API, allowing a tablet applica-
tion to show live the measured forces, visualize the data, store it, and associate
it with a specific athlete. The app also stores the physical position and orien-
tation of each sensor, so that forces from different sensors can be meaningfully
composed.

3 Opportunities and Design

The integration of ACCEPT into the Magic Room environment would constitute
the first example of a climbing wall within an Interactive Smart Space (ISS). The
first level of integration will allow the Magic Room to access the data provided
by ACCEPT, enabling the development of activities that react to the position
of the user on the climbing wall and to the force vectors applied to each of the
climbing holds. In a second integration phase, the wall could also be modified to
act as an actuator by extending the ACCEPT system with different hardware
elements like smart lights embedded into the holds. When not in use, the hold
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attachments may be used for mounting Radio-Frequency IDentification (RFID)
receivers on the vertical wall, robotic components to act as stimuli, and up to
fully working interactive smart objects, all of which may be removed when not
needed without permanently impacting the structure of the room itself.

This new technological advances open new design horizons for activities: the
vertical dimension could be exploited, adding a variety of interactions in the nar-
rations or developing entirely new challenges for the user. To our knowledge, at
present time there exists no ISS or MSE that allows exploring the vertical space.
Additionally, activities can be designed not only for cognitive training but also
for physical training, widening the rehabilitation potential of the environment
itself. Sessions with the ACCEPT system may also take advantage of the room’s
capabilities, exploiting it to create new stimuli and feedback and overall improve
the engagement and user experience of its users. The following activities are an
example of what could be achieved without additional setup.

Fig. 3. Silhouette game activity Fig. 4. Cooperative climbing activity

3.1 Silhouette Game

In this activity (Fig. 3), after a narrative introduction the silhouette of a body is
projected on the ACCEPT system, prompting the user with a position he/she
should assume on the climbing wall. This may be a simple game objective, or
be used to test the physical strength of the user in a predetermined position.
Depending on the positioning of the climbing holds on the wall, the path the user
will have to follow can be unique , or he/she can retain the freedom of choosing
among multiple paths. As the user fits into the projected silhouette, the tracking
system is able to detect the correct positioning and (optionally after a perma-
nence time) provide the user with positive feedback for the accomplishment of
the goal, e.g. by changing the color of the smart-lights. At this point, the room
instructs the user to climb down the wall and the activity terminates.

3.2 Cooperative Climbing

This activity (Fig. 4) requires at least two users: one will be climbing on the
ACCEPT wall, while the other will remain on the ground. The goal of the
activity is to enhance cooperation and communication skills by having the user
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on the ground direct the movements of the climber. The climber will start the
activity with hands on two climbing holds and feet on the ground. On the floor
a copy of the climbing wall will be projected, highlighting the next hold to be
used according to some predefined sequence. The users on the ground will have
to guide the climber’s moves, communicating by voice. If the climber interacts
with the correct hold the Magic Room will provide small feedback (through
the smart lights only for example), while if the user moves into the wrong hold
nothing will happen. The activity can be configured to have the sequence ends
with the user on the ground again. After the entire sequence has been executed
correctly, the activity is considered successfully completed and the Magic Room
provides all the users a strong rewarding feedback.

4 The Call

MSEs have made strides in overcoming the limitations of cognitive rehabilita-
tion, relegating physical rehabilitation to a secondary role. The incorporation of
Sensorized Climbing Walls offers a unique opportunity to break free from this
constraint: by exploring a novel interaction mode that utilizes the entire wall
, we can propose physical exercises with explicit rehabilitation purposes. Prior
research on Sensorized Climbing Walls has focused on enhancing performance
measurement. Nonetheless, MSEs present an avenue to introduce more play-
ful experiences, aiming to increase patient engagement during arduous exercise
sessions. Our study seeks to address the following research questions:

1. Can MSEs provide a superior experience compared to traditional rehabilita-
tion programs in terms of acceptability, engagement, and well-being?

2. Does the MSE experience yield measurable improvements in terms of reha-
bilitation outcome?

Answering the last question necessitates a comparison between rehabilitation
outcomes in the MSE and those in a conventional therapy setting. To obtain
scientifically valid conclusions, a considerable number of users are required. In
the interim, we can monitor the effect of our solution on the overall well-being of
the users. Our work paves the ground for a realm of multidisciplinary research,
seamlessly integrating MSEs, multisensory cognitive rehabilitation, and physical
rehabilitation through climbing. This integration presents a landscape of exciting
challenges and unparalleled opportunities for groundbreaking innovation.
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Lombardia.
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Abstract. This paper describes the design rationale for the provision
of oral news as a supplement to a digital version of the family photo
album. The quantity of both pictures and news collected over a life-
time will be so large that the access (the metaphor) to the data must
be considered in parallel with the overall design of the system and the
strategy must be applicable to all digital media (music, speech, image and
video). Furthermore, the interactive features should blend with the way
the user ages. A key feature of the metaphor is the sequencing of media,
and pausing is essential for creating natural presentations. Accessing
oral news requires the necessary functions to test the universality of the
interactive strategy.

Keywords: News bulletins · human memory · interactive paradigm

1 Introduction

Expected scenarios for the digital photo album might be: a holiday, a wedding, a
sporting event. In these cases a sequence of pictures taken at the event would be
automatically played in time order, with the news of the time played in parallel
and in the background. Alternatively, a scenario might be to look at, for example,
a collection of aeroplanes you have photographed over the years; here the images
are variously dated and only when an image is of particular interest would the
sequence be paused by the user and the news played for the date on which the
picture was taken, again in parallel with the image presentation.

There will be two types of user. First, the person who accumulated the collec-
tion, and second, the group of people fortunate enough to inherit that person’s
(not very) private memories. For the creator of the memories, the system needs
to help with the re-experience of events, the reparation of memory, and the
resurrection of forgotten memories. Memories focus on both the event, and the
prevailing social conditions, which together amplify that person’s memory, and
add to the appreciation and understanding of those that inherit. In later life,
the system might be manipulated by a son or daughter, with the person who
created the collection sitting beside them.

One means by which the user is “taken back” to that time, is to provide the
news to which they had then listened or read; and through this, the children
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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might better understand the environment in which the parent had lived. The
work described here concentrates on broadcast radio news (from the BBC [1]),
but the same sequencing rules apply equally to that read by a text-to-speech
system. The oral content can be absorbed by those with failing sight, a symptom
of ageing, and it expresses the original enthusiasm with which the news was read.
It is presented as it was now, and not as an historic report, helping to immerse
the listener into the past and into the memories being invoked. In general, the
content of news is decided by a human editor [2] who chooses the items that are
regarded as important, not what the user might prefer to hear.

No historian’s interpretation has coloured the news bulletins, but what the
announcer says colours our judgement and acceptance of each situation; and the
bulletin may never have been correct. The bulletins fix history in our memories,
but as Eagleman [3] points out “your memory of who you were at fifteen is
different to who you actually were at fifteen; moreover, you’ll have different
memories that relate back to the same events”. A literal eye-opener can be
experienced: what you remember to be the case, may not be. Indeed, colleagues
at the same event will have different memories. The bulletins will be the final
arbiter over arguments as to what was recorded in world and national news at
the time and consulting them will repair (or even re-implant [3]) the memory.

Not all memories are happy ones, and while some news items, such as the
prevalence of Ebola [4] may cause stress at the time, the memory might re-awaken
that stress with a greater and more adverse impact. The reason for consulting
the (electronic) family album is to gain pleasure from happy memories, not to
re-experience the harsher side of life. So, should there be built-in protection?

2 Interactive Strategy

The BBC [5] itself provides an on-line service to news, demonstrating some of
the difficulties imposed by that method of access. The pictures used as anchors
are bright, visually complex, and sometimes seem to bear little relation to the
content to which the hyperlinked-picture is pointing. The eyes may take in the
attractiveness of the picture at the expense of the eyes perceiving the accom-
panying text and passing that onto the cognition system for processing. The
author suspects that the user’s decision to select might result from the picture’s
powerful stimulation.

Whether or not the news was interesting, the back button, located some
distance from the current position of the mouse (or finger), needs to be invoked
to return to the news index where the mouse has again to be relocated. With a
long distance to a small target, Fitts’s Law [6] predicts slow interaction.

In this project, sequencing largely replaces pointing and clicking, with images
replaced rather than slid into view [7]. Automatically inserted in the sequence are
pauses which surreptitiously signal/reinforce association or dissociation within
an oral narrative [8]. It is not always clear from the original sound broadcast,
that there has been a change in topic and the speaker does not always apply the
rules correctly. Also, interactive pausing and stepping within an oral narrative
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allows for more intense investigation by the user when the mind wandered [9]
and needs to confirm what they heard (e.g. “did the announcer say...?”).

3 Processing News Bulletins

The bulletins [1] are usually recorded at 16:00 each day on a DVD recorder and
then manually re-digitised at a sample rate of 16 kHz using the AIFF format.

Generally an announcer reads approximately six topics (oral paragraphs)
each with one, two, three or four sentences. Each sentence is usually no more
than twelve seconds. The manual processing includes identifying and recording
the times at which sentences begin and end. Where the speaker has stuttered, this
is removed. The word “And” (for example: And now sport, ...) at the beginning
of a sentence is removed as is “In the next few hours, ..” The inter-sentence and
inter-topic pauses are generally retained, though they are not consistent and such
pauses are automatically replaced appropriately. Boyd [10] reflects on the need
for good pausing, though it is not always practised in the original recording.

Incorporated in the original news bulletins are statements made by an
“expert”; often these are poor (noisy) recordings, or are spoken by someone
for about forty-five seconds without pausing for breath (and does not always
add much to what the announcer says in the way of introduction). Generally
these external statements are removed. Where the “expert” does speak in nor-
mal length sentences and succinctly offers additional information, it is retained
and is a refreshing change of pace and voice compared to that of the announcer.

The sentences are transcribed for sub-titling and text-based searching. Where
the narrative states for example “On Monday...” the Monday’s date within
square brackets is inserted after Monday in the sub-title. Otherwise, the words
in the sub-title are the same as that spoken. As the hearing deteriorates, the
person will become more reliant on the sub-titles to clarify the spoken muffle.

4 Playing News Bulletins

As each sentence is played, the transcript for that sentence is displayed in its
entirety as a sub-title. There is no scrolling of the sub-title text, and no jumping
of text as the sentence is spoken. The system presents the sentence in one, two
or three lines with each line filled and centred. Where the sentence is very long, a
smaller font is used. A stepped speed control can slightly speed up or slow down
the speech, the latter being useful for those whose understanding needs more
time for assimilating the information; a problem as we age. The speed control
can also help slow readers as well as compensate for fast or slow speakers.

For listening to the bulletin, a fixed delay (250 ms) between sentences marks
the end of the sentence, allowing time to absorb the information. However, were
it to exist in the original, exuberant aural inter-play between sentences is lost.

The rule [8] for a topic (oral paragraph) change is: long pause, visual change,
short pause, speech. The visual change is a brief (sub)-title, a long pause is two
seconds, and a short pause is one second, the difference between long and short
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must be discernible. In practice, if no sub-titles are displayed, a two second delay
between topics is satisfactory. If for example the news was a review of the month
(not yet adopted in this project) with a number of independent topics, the rule
[8] for a topic change would be: short pause, visual change, long pause.

5 Enhancing News Bulletins

It is important to signal, surreptitiously, a change in topic other than by requiring
the listener to recognise, from the content, that the subject has changed. The
insertion of a short sub-title before beginning the new topic seems helpful for
those primarily reading the sub-title for, rather than listening to, each topic.

Television often adopts more than one person to signal a topic change as well
as freshening a long narrative. While only one announcer reads the original BBC
news bulletins, the sound of the voice can be changed, by altering the pitch,
to reinforce the topic change. In future, a cloned male and female announcer
speaking the transcription using text-to-speech [11] would be a better solution.

There is yet another method of signalling a topic change which provides
additional benefits. A picture can be displayed at the beginning of each topic
and sequenced after the topic title. It needs to complement what is being said.
The picture is placed above the sub-title, so the sub-title does not interfere with
the picture, but the eyes have to move between picture and sub-title.

If there is to be a change in picture between sentences in the same oral
paragraph, they are sequenced before the pause following the previous sentence.

The picture should not change as the sentence is played; this is to allow
the information in the picture to be absorbed before the content of the speech.
Humans do not absorb information from the aural and visual channels simulta-
neously [6]; it is one or the other. Humans are adept at switching between the
aural and visual channels; but while attending to one, different information on
the other channel can be missed; switching agility worsens with age [12]. Bligh
[13] suggests there is evidence that people watching TV will often focus on visual
information at the expense of the auditory information when both are present.
So a video is not an appropriate alternative to a picture fronting a news bulletin.

A young person’s visual perception is the major route by which memories are
stimulated. As old age approaches, the eyesight or hearing deteriorates, placing
greater reliance on the other medium. As both aural and visual media run in
synchrony, the user will move gradually from one to the other as the need arises,
with no overt recognition that they have had to change, an advantage of adopting
both the aural and visual modalities. However any hope that this might aid
comprehension is unfounded [14].

6 Conclusions

Within a sequence, appropriate delays before and after a change naturalises
the presentation. Mis-timing the change, results in a presentation that mis-cues
relationships between information. The difference in delays must be humanly
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discernible, enabling the user both to hear and to see in unison what is, and
is not, related. Sub-titling supports the on-going spoken narrative, but more
importantly, being able to pause and step through the narrative enables a review
of precisely what was said so as to repair a false (human) memory. Preparing and
repairing broadcast news bulletins needs to be automated by: stutter removal,
exact transcription, selection of short topic headers and accompanying images.
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Abstract. We present PECSOnline, a Picture Exchange Communica-
tion System (PECS) tailored to meet the specific needs of classroom
environments rather than an individual. To ensure the tool would meet
the practical requirements of the classroom, we employed a participa-
tory design approach, which involved input from educators of children
with autism. Our focus was on developing an application that would
be personalised and cater to multiple users, a feature that has not yet
been tested in a classroom setting. We conducted a pilot test of our
application, and the response from teachers of children with autism was
overwhelmingly positive.

Keywords: Autism · PECS · Mobile App · Classroom

1 Introduction and Motivation

Autism spectrum disorder (ASD) is a type of neurodevelopmental condition that
affects various abilities, such as social interactions, verbal communication, and
physical capabilities. Based on research spanning the last half-century, the World
Health Organization predicts a global increase in the occurrence of Autism Spec-
trum Disorder (ASD), estimating that approximately one in every 160 children
will be affected by this condition. Children with autism usually have a varied
amount of difficulty socialising with each other [4,5] and often communication
differs from the norm [2]. To mitigate this communication, the Picture Exchange
Communication System (PECS) [9] has been developed; a system that enables a
gradual approach to developing language skills, and it is used internationally as
the main communication way between a child with autism and others. PECS has
successfully been implemented worldwide with thousands of learners of all ages
who have various cognitive, physical and communication challenges [3]. PECS
uses symbols of items with the respective name of the items on them. It consists
of six phases and begins by teaching an individual to give a single picture of a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 544–550, 2023.
https://doi.org/10.1007/978-3-031-42293-5_70

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_70&domain=pdf
http://orcid.org/0000-0003-0531-6760
https://doi.org/10.1007/978-3-031-42293-5_70


PECSOnline 545

desired item or action to a “communicative partner” who immediately honours
the exchange as a request. The system goes on to teach discrimination of pictures
and how to put them together in sentences. In the more advanced phases, indi-
viduals are taught to use modifiers, answer questions and comments. PECS allow
people with autism to become communicative and comprehend items, descrip-
tions and verbs with prompts to tell them, so that it will allow both commu-
nicators to understand each other, even if one communicator does not do so
verbally. Santos et al. provide compelling evidence supporting the notion that
PECS serves as more than just an augmentative or alternative communication
tool for children; it also fosters substantial enhancements in their comprehension
of contextual information [8]. Within the demographics of people with Autism,
routine and familiarity is paramount [10]. There exist applications that can apply
PECS to children. Our motivation lies in the fact that most current PECS sys-
tems are predominantly generic and lack customisation to address individual user
requirements, such as the incorporation of personalised images. Similarly, while
certain PECS systems offer limited personalised settings, they are tailored to one
child, and they provide a one to one relationship between the two people engaged
in a communication. In other words, they are typically designed for individual
children, establishing a one-to-one correspondence between the two individu-
als communicating. In our PECS system, however, we present the capability of
allowing more than one child and more than one adult (teacher or parent) to use
the same application. Simply put, many teachers can use the application with
many (different) students each. In this scenario, most of current PECS applica-
tions or alternatives become impractical since it is not feasible for each child to
consistently carry an individual phone or tablet tailored to their specific environ-
ment. In this work, we present a bespoke PECS system specifically designed for
the classroom setting. We offer comprehensive customisation and personalising
features to facilitate interaction among multiple teachers, multiple parents, and
multiple students at different PECS levels. The system was developed through
a participatory design approach involving teachers from a specialized primary
school in the UK, ensuring their active involvement and input throughout the
design process. First, we describe the architecture and interface of the system,
followed by a pilot study conducted in an actual special school environment.
The feedback and usage reports received from teachers were predominantly pos-
itive, indicating initial success. Future research will explore the broader effects
of implementing this approach with children diagnosed with autism.

2 The PECSOnline System

To ensure optimal classroom use, we utilised participatory design to gather
requirements and develop our application with teachers working with children
on the autism spectrum. These requirements were:

1. The application should be OS agnostic, and the delivery of the PECS appli-
cation is primarily given through iPads and Android Tablets.
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2. Accounts for teachers and parents should be available.
3. Both teachers and parents should be able to add multiple children to their

(admin) accounts
4. We should comply with each of the PECS levels (phases) 3 to 6.
5. Include user security to prevent unauthorised changes by children, such as

adult pass codes.
6. First This Approach [6] should also be included.
7. User Interface needs to be simple, minimalist and child friendly.

Fig. 1. Technology Architecture of PECSOnline

Our PECSOnline application is available at pecs-online.infinityfreeapp.com
and can be accessed free of charge by anyone who wishes to try an early pre-
bespoke prototype of it. Figure 1 shows the technology architecture of PEC-
SOnline. The content of the application is displayed in a web browser through
HTML, which can be appropriately styled using CSS. The web pages are built
using PHP to enable the use of dynamic variables while JavaScript allows users
to modify the status of the web page, such as relocating cards. The implemented
technology for the mobile drag and drop feature is interact.js, which was suc-
cessfully incorporated into both First This Then That (FTTT) and Advanced
PECS Book pages. This technology enables symbols to be dragged on both PCs
and mobile devices, making it the backbone of the mobile drag and drop feature.

Through our participatory design exercises, we have effectively implemented
all of the necessary requirements. The left image of Fig. 2 depicts the various
functionality options for PECS, specifically levels 3-6. Additionally, the right
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Fig. 2. PECSOnline Interface. Left: options of functionality. Right: personalisation
feature.

image in the same figure illustrates the personalized feature which enables images
of the children’s personal belongings to be incorporated into the system for utili-
sation. Figure 3 shows two distinct features of the system. The left image demon-
strates the “first this then that” function, enabling children to create more intri-
cate linear requests and enhance their communication skills. The right image,
on the other hand, highlights the classroom capability feature, which facilitates
the addition of multiple users, such as teachers, parents, and other students as
a sub-tree, allowing for concurrent usage of the system.

Fig. 3. PECSOnline Interface. Left: Example of “this then that” functionality. Right:
classroom (multiple user) feature.

3 User Feedback

To obtain valuable feedback on the system’s usability from those who would
be utilising it regularly, we engaged the assistance of eight teachers who work
closely with autistic children. In order to avoid bias in the results, these teachers
involved in the user feedback were not the teachers involved the development
of PECSOnline. The evaluation process was divided into two stages. The first
stage involved the teachers using the system and performing some predefined
tasks to ensure they use most of the features within the system. They were
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then asked to complete a questionnaire designed to evaluate the usability and
overall effectiveness of the system in the second stage. The questionnaire included
60 items. The questions were developed based on Jakob Nielsen’s 10 Usability
Heuristics for User Design [1], the System Usability Scale (SUS) [7], as well as the
specific requirement objectives for the system. The participants were not asked
to perform a heuristic evaluation of the PECSOnline system, but rather given the
time to use the system and then answer our questionnaire. Testing was approved
by the Cardiff University Computer Science and Informatics Ethics committee.

3.1 Result Details

The questionnaire comprised several sections, with the first section consisting of
10 questions related to the usability matrix. Additionally, each question provided
a comments box to allow participants to provide additional feedback, if desired.
We received a total of 7 responses for the questionnaire. We present the average
rating for the questions as well figures of the final four questions given to the
participants in the questionnaire.

All of the participants voted “good” and “very good” for 90% of the usability
matrix, and all of them appreciated the interface. They agreed that the system
is “[e]asy to navigate” and has consistent design throughout the different sections
of the app. They commented that “the interface is highly usable in a variety of
settings”. Regarding the communication book categories, some believed that it
is “[t]he most impressive addition to this App” while agreeing that adding more
categories, sections, extra visual cards would be good enhancements. Similarly,
the drag and drop and the First This Then That features received modest ratings
with most of the users asking for more symbols in the system at its later stages.
They found the First This Then That feature a “good feature” and a “vital tool”
in the system. Adult and child registration elements received unanimous posi-
tive reviews with no comments for improvements. Bespoke symbol addition and
modification as well as their activated status were smooth processes as well. Most
of the testers agreed that they were quick and easy with comments of “[n]othing
[m]ore is needed. [I]t is simple and easy to do”. The comparison between the
physical version of the PECS communication book and PECS-Online showed
high confidence because none of the participants voted negatively to the rele-
vant question. They claimed that “categories and symbols are added [to] this
system will eliminate the need to create physical cards which can be costly in
time and money” and “it covers all areas of PECS and will be easy to use and
a lot faster to make the PECS symbols”. Some of the participants suggested
some enhancements to the mobile app to make it look more similar to the stan-
dard physical book, “the ability to select a visual then switch categories to select
another without losing your original visual from a sentence from a sentence strip
of now and next board needs a bit of more work”. Finally, thoughts on user and
symbol customisation, navigation, friend recommendations, and app usage were
all positive. Some teachers suggested adding an avatar to the name, adding undo
option, and enhancing drag and drop items while all of them agreeing that “This
App has a huge potential.” As an indicator, some of the scores provided on a 5
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point Likert scale for some features were: (a) 4.43/5.0 average rating for interface
interaction (b) 3.71/5.0 average rating for the communication book categories (c)
4.29/5.0 average rating for symbol selection (d) 3.14/5.0 for thoughts on “First
This Then That”. (e) 4.57/5.0 for adding bespoke symbols (f) 4.29/5.0 for chang-
ing bespoke symbols (g) 4.43/5.0 for thoughts on changing all symbols’ activated
status (h) 4.14/5.0 for thoughts on navigation (i) 4.57/5.0 on whether the par-
ticipants enjoyed using PECS-Online. Overall, the feedback received from the
teachers indicated that the PECSOnline system was well-received and effective
in meeting the needs of both teachers and their students. The system was found
to be intuitive and easy to use, and the addition of personalized and multiple
user account features were particularly appreciated. The feedback gathered from
the teachers during the testing process played a vital role in the development
and refinement of PECSOnline, ensuring that it meets the needs of its intended
users. This feedback helped us to identify potential areas for improvement in
the system, and to make necessary adjustments to enhance the user experi-
ence. Currently, we are conducting a longitudinal study to explore the effects of
PECSOnline on communication, socialisation, and emotional development in a
classroom environment.
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Abstract. This paper extensively investigates the effectiveness of pre-
obtainable personal facial image characteristics, diverse profiles, and
information on personal characteristics and values in predicting relation-
ships between males and females after speed dating (SD). We collected
a new corpus of data that includes the degree of romantic feeling toward
the interaction partner (love-like scale) before the start and after the
end of the interaction, the video, audio, and biological information of
each participant, and the index values of diverse profiles and personal
characteristics and values, which are obtained using a questionnaire. We
constructed a novel predictive model that can predict love and like scores
between males and females after SD on the basis of profiles, facial fea-
tures, and psychometric scale scores. The results of the analysis showed
that using all information from profiles, facial features, and psychometric
scale scores was most useful for predicting females’ love scores. On the
other hand, we found that just using psychometric scale scores was most
useful for predicting females’ like scores and males’ love and like scores.

1 Introduction

Many people have found lifelong partners thanks to speed dating (SD). On the
other hand, taking the time to interact with strangers through SD is a big effort,
and a compatible partner is not always easy to find. Therefore, if we can pre-
dict the results of SD with various people before they meet, participants can
narrow down their search in advance to only suitable potential partners. This
would greatly help people find partners more efficiently. For SD, psychologists
have investigated what information about individual participants is important
for partner selection. For example, personal preference traits (e.g., warmth and
trustworthiness) of participants are relevant to their actual selection of members
of the opposite gender that they like [2]. Another study [16] has reported that
a small number of psychometric scale scores collected from SD cannot be used
to estimate participants’ impressions of each other after SD. Thus, it has been
shown, albeit in a limited way, that individual psychological trait information
has a relationship with the selection of members of the opposite gender after
SD. However, no useful method has been proposed that can predict the degree
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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of what kind of Love or Like impression one will have of members of the opposite
gender after SD. A detailed investigation is warranted into how more diverse and
voluminous participant information (profile, appearance, and various psychome-
tric scale scores) affects impressions between participants after SD. In addition,
a technology is desired that can predict the degree of impression of love/liking
toward members of the opposite gender after SD. Using diverse and volumi-
nous participant information, this study investigates whether such information
can predict the impression values of participating males and females after SD
has been conducted. We also quantitatively identify what features are useful for
prediction. Specifically, we will construct a model that predicts the impression
scores of love and like [25] between participants after SD is conducted, using
as features general profile information (age, education, interests, etc.), facial
photos, and various psychometric scores that participants can be expected to
obtain before SD is conducted. We also discover which features are useful for
this prediction task on the basis of the results of evaluating the performance of
multiple prediction models. To conduct these studies, we collect a new corpus of
SD data. This corpus was obtained from participants’ audio, language, image,
and biological information in a realistic SD setting. In addition, it includes par-
ticipant profile information and many psychometric scale scores. In addition,
various impression scores, including love and like, were collected on the inter-
locutor before and after SD was conducted, as well as outcome information on
whether or not contact information was exchanged.

2 MMSD Corpus

We collected a new MMSD (Multi-Modal Speed Dating) corpus consisting of dia-
logues conducted by 625 male-female pairs made up of 146 Japanese speakers. As
with most SD events in Japan, the recruitment process was open to the general
public from a wide range of adult age groups. Ages ranged from 20s to 60s, with

Table 1. Pre-obtained psychometric scale

Rosenberg’s Self Esteem Scale (RSES) [22] Way of Life Scale [14]
Self-consciousness Scale [29] Privacy Orientation Scale [4]
Immersion Scale [26] Multidimensional Empathy Scale [9]
Big Five Scale [23] Affinity Motivation Scale [30]
Trait Shyness Scale [3] Loneliness Scale [8]
Romantic love attitude Scale [31] Love Image Scale [17]
Interpersonal Trust Scale [24] Self-concealment Scale [18]
FACES III (Family Functioning Scale) [21] Communication Skills Scale ENDCOREs [12]
Value Orientation Scale [28] Subjective Well-Being Inventory (SUBI) [27]
Goal Preference Scale in Friendship Situations [11] Divorce Feeling Scale [20]
YUTORI Scale [13] Social Anxiety Scale [19]
Sense of Purpose in Life Scale (PIL) [7] Life-skills Scale [6]
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a mean of 31.9 and a standard deviation of 8.6. This is similar to the results of
a survey of the population of users of marriage match-making services in Japan
[1]. We believe that the participants were somewhat adequately sampled from
the population of all participants in SD in Japan. Example profile information
is presented in Table 1. After viewing each other’s profile, each pair interacted
face-to-face twice (first time for 5min, second time for 10min), and the video
and audio of each interaction were recorded using a video camera and a headset
microphone. Before and after the first dialogue and after the second dialogue,
each participant was asked to fill out a questionnaire that measured the degree
of his/her romantic feelings toward his/her dialogue partner. The questionnaire
included 13 questions each scored on a 9-point Likert scale [25]. In this study, the
mean value of the 13 items was used as the love-like scale. On a separate day, all
participants were also asked to complete a questionnaire to measure 90 indexes
selected from 24 psychometric scales. These scales include a large number and
variety of values related to family and relationships and views of life and love
that are considered highly relevant for determining an individual’s personality,
communication skills, and potential partner. The psychometric scales collected
are shown in Table 1.

3 Prediction Model

We built four separate regression models that estimate four scores: the love and
like scores that females have for males and vice versa after 15min of SD. The
input features are three types of features: participants’ profile information, facial
features, and individuality scale scores.

– Profile information: We use the 15 kinds of profile information, such as
age, blood type, highest educational attainment, job, and multiple preference
information on hobbies and interests for each gender; numerical data such as
age are standardized as numerical values and used as features. Information
obtained in text is individually converted into 512-dimensional BERT features
[10]. The BERT model used is a pre-trained model using data from Wikipedia.

– Facial characteristics: From a previous study [15], we extracted and used
15 kinds of facial features important in forming human impressions, such as
various lengths between facial feature points. Each is standardized and used
as a feature.

– Psychometric scale score: All indicator values shown in Table 2 for males
and females are used. Each value is standardized and used as a feature in the
numerical data.

The above features are reduced in dimensionality using principal component
analysis (PCA). A random forest [5], which is one of the most powerful machine
learning algorithms for regression tasks, was used to build a regression prediction
model for love-like scores. To improve performance, feature importance was used
to iterate through the process of reducing and re-training less important features.
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4 Experiment and Results

To evaluate performance, from a group of 25 participants in the corpus, we use
24 pairs as training data and 1 pair as test data. The process is repeated 25
times, swapping the data of the groups used. In other words, a one-group-out
25-hold cross validation is performed to evaluate performance. We built multiple
predictive models with all combinations of profiles, facial features, and psycho-
metric scale scores, with or without each feature respectively, to test how useful
these three types of features are in predicting the love-like scale. The correlation
coefficient between the predicted value and the value of the correct answer was
calculated as the measure of prediction performance. The average values of the
correlation coefficients for 25 runs using each model are shown in Table 3. Ran-
dom indicated the performance results when random sampling is taken from the
training data scores. This is the baseline for predictive performance.

The performance of the model using only one of the three features signifi-
cantly outperformed the baseline on all scores. In other words, all three types of
features were shown to be useful in predicting love and like scores. The Pr+F+Ps
model best predicted female-to-male love scores (correlation coefficient of 0.617).
The Ps model best predicted female-to-male like scores and male-to-female love
and like scores (correlation coefficients of 0.523, 0.489, and 0.401). In other words,
the female-to-male love score is best predicted by using all of the profile, facial
features, and psychometric scale scores. In contrast, the female-to-male like score
and the male-to-female love and like scores are best predicted by using only the
psychometric scale score.

Table 2. Prediction results of love/like scores of females to males and males to females.

Features Correlation coefficient (↑)
Model Profile Face Psych Love (F to M) Like (F to M) Love (M to F) Like (M to F)

Random 0.022 –0.063 -0.033 0.030
Pr � 0.523 0.470 0.436 0.319
F � 0.533 0.427 0.319 0.239
Ps � 0.594 0.523 0.489 0.401
Pr+F � � 0.504 0.470 0.392 0.229
Pr+Ps � � 0.602 0.500 0.370 0.296
F+Ps � � 0.562 0.505 0.476 0.381
Pr+F+Ps � � � 0.617 0.481 0.433 0.347

5 Conclusion

We have constructed a new corpus in SD that includes multimodal information
about the participants, their impression values of their interlocutors, and various
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psychometric scale scores that can be obtained in advance. We constructed a
novel predictive model that can predict love and like scores between men and
women after SD on the basis of the diverse information of profiles, facial features,
and psychometric scale scores. The results of the analysis showed that using
all information from profiles, facial features, and psychometric scale scores was
most useful for predicting female-to-male love scores. On the other hand, we
found a new finding that using just psychometric scores was most useful for
predicting female-to-male like scores and male-to-female love and like scores. In
addition, we showed what specific features are useful for prediction. This opens
up the possibility of a breakthrough technology that can predict in advance the
impression results of a participant after SD.

References

1. Recruit Holdings Co Ltd, Marriage activity survey 2022 (in Japanese) (2022).
https://www.recruit.co.jp/newsroom/pressrelease/assets/20220908_marriage_
01.pdf

2. Valentine, K.A., et al.: Mate preferences for warmth-trustworthiness predict roman-
tic attraction in the early stages of mate selection and satisfaction in ongoing
relationships. Personal. Soc. Psychol. Bull. 46(2), 298–311 (2020)

3. Aikawa, A.: A study on the reliability and validity of a scale to measure shyness
as a trait. Jpn. J. Psychology 62(3), 149–155 (1991)

4. Baruh, L., Cemalcilar, Z.: It is more than personal: development and validation
of a multidimensional privacy orientation scale. Personality Individ. Differ. 70,
165–170 (2014)

5. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
6. Brooks, D.K.: A life-skills taxonomy: defining elements of effective functioning

through the use of the Delphi technique. University of Georgia (1984)
7. Crumbaugh, J.C., Maholick, L.T.: An experimental study in existentialism: the

psychometric approach to Frankl’s concept of Noogenic neurosis. J. Clin. Psychol.
20(2), 200–207 (1964)

8. Russell, D., et al.: Developing a measure of loneliness. J. Pers. Assess. 42(3), 290–
294 (1978)

9. Davis, M.H.: Measuring individual differences in empathy: evidence for a multidi-
mensional approach. J. Personal. Soc. Psychol. 44(1), 113–126 (1983)

10. Devlin, J., Chang, M., Lee, K., Toutanova, K.: BERT: pre-training of deep bidirec-
tional transformers for language understanding. In: NAACL, pp. 4171–4186 (2019)

11. Dweck, C.S.: Capturing the dynamic nature of personality. J. Res. Personal. 30(3),
348–366 (1996)

12. Fujimoto, M., Daibo, I.: Endcore: a hierarchical structure theory of communication
skills. Jpn. J. Personal. 15(3), 347–361 (2007)

13. Furukawa, H., et al.: The structure of yutori: a specifically Japanese concept mean-
ing subjective well-being. Jpn. J. Soc. Psychol. 9(3), 171–180 (1994)

14. Itatsu, H.: Ikikatanokenkyuu. Jpn. J. Counseling Sci. 25(2), 85–93 (1992)
15. Jaeger, B., Jones, A.L.: Which facial features are central in impression formation?

Soc. Psychol. Personali. Sci. 13(2), 553–561 (2022)
16. Joel, S., et al.: Is romantic desire predictable? machine learning applied to initial

romantic attraction. Psychol. Sci. 28(10), 1478–1489 (2017)

https://www.recruit.co.jp/newsroom/pressrelease/assets/20220908_marriage_01.pdf
https://www.recruit.co.jp/newsroom/pressrelease/assets/20220908_marriage_01.pdf


556 R. Ishii et al.

17. Kanemasa, Y.: The images of love: intimate opposite-sex relationship and adult
attachment style. Jpn. J. Interpersonal Soc. Psychol. 2, 93–101 (2002)

18. Larson, D., Chastain, R.: Self-concealment: conceptualization, measurement, and
health implications. J. Soc. Clin. Psychol. 9, 439–455 (1990)

19. Mohri, I., Tanno, Y.: Development and validation of social anxiety scale by social
situations. Jpn. J. Health Psycol. 14(1), 23–31 (2001)

20. Odagiri, N.: College students’ formation of prejudice toward divorce. Jpn. J. Devel-
opm. Psychol. 14, 245–256 (2003)

21. Olson, D.: Cicumplex model IV: validation studies and facesIII. Family Process 25
(1986)

22. Rosenberg, M.: Society and the Adolescent Self-Image. Princeton University Press
(1965)

23. Rothmann, S., Coetzer, E.P.: The big five personality dimensions and job perfor-
mance. SA J. Industrial Psychol. 29(1) (2003)

24. Rotter, J.B.: A new scale for the measurement of interpersonal trust. J. Personality
35(4), 651–665 (1967)

25. Rubin, Z.: Measurement of romantic love. J. Pers. Soc. Psychol. 16(2), 265–273
(1970)

26. Sakamoto, S.: The preoccupation scale: its development and relationship with
depression scales. J. Clin. Psychol. 54(5), 645–654 (1998)

27. Sell, H., Nagpal, R.: Assessment of subjective well-being: The subjective well-being
inventory (subi). New Delhi: Regional Office for South-East Asia, World Health
Organization, vol. 24 (1992)

28. Spranger, E.: Types of men: the psychology and ethics of personality. Max
Niemeyer, Halle (1928)

29. Sugawara, K.: An attempting to construct the self-consciousness scale for Japanese.
Jpn. J. Psychol. 55(3), 184–188 (1984)

30. Sugiura, T.: Developmental change in the relation between two affiliation motives
and interpersonal alienation. Jpn. J. Educ. Psycol. 48, 352–360 (2000)

31. Wada, M.: Construction of a romantic love attitude scale. Jpn. J. Experim. Soc.
Psychol. 34(2), 153–163 (1994)



SamS-Vis: A Tool to Visualize Summary View
Using Sampled Data

Shah Rukh Humayoun1(B) , Salman Zaidi2 , and Ragaad AlTarawneh3

1 Department of Computer Science, San Francisco State University, San Francisco, USA
humayoun@sfsu.edu

2 University of Kaiserslautern, Kaiserslautern, Germany
3 Intel Labs, Intel Corporation, Santa Clara, USA

ragaad.altarawneh@intel.com

Abstract. Many recent visual analytics tools use exploratory model analysis
workflow to enable users exploring set of potential machine/deep learningmodels.
As part of the workflow, these tools provide summary view of underlying dataset
to enable the users to better understand trends in their data. Due to the iterative
nature of such workflows, users may need to go back to data exploration phase
multiple times. In order to save time and resources at data pre-processing and
visualization time, we propose to use sampled data rather than complete dataset
for showing trends in data summary views. As a proof-of-concept, we built a
visualization tool, called SamS-Vis, that uses five sampling techniques to collect
sampled data and then shows the summary views using histogram line-charts. It
enables the users to see the whole data summary view of the selected field(s) using
histogram bar-chart based on demand.

Keywords: Data summary visualization · data sampling techniques

1 Introduction

In the exploratory data analysis (EDA) process a user “searches and analyzes databases
to find implicit but potentially useful information” [7] through the help of interactive
visual interface. Although EDA is considered part of visual analytics (VA) [12] from
long time; however, recently researchers have proposed the workflow of exploratory
model analysis (EMA) [1] with the goal of exploring the set of potential models by users
that can be trained on a given dataset where EDA is considered as the first step in such
workflow. Therefore, many recent VA tools for machine learning (ML) model explo-
ration, such as snowcat [1], support EDA through interactive visualizations at different
levels, from summary view of data to showing the relationships between different fields
in the underlying dataset.

In the case of EMA workflow support in VA tools, users may need to go back
multiple times to their data view in the case if they see issues in the resulting ML
models. Many times, these VA tools provide summary view, e.g., using histograms, of
the underlying data as the first step in EDA phase, which requires to pre-process all the
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dataset for providing the required visual summary views. In a VA tool providing support
of EMA kind of workflow, users may need to go back multiple times to the EDA phase,
which may involve adding new data [2] to the existing dataset for better model training.
However, in the case of large dataset, as nowadays it can be millions of records, pre-
processing all the data each time for providing the resulting summary view may require
more processing resources and time, which can end up with slow interaction with the
resulting visualizations.

To provide a better interaction in these VA tools during the EDA phase, we propose
to use sampling techniques to show the data trends in the resulting summary view. In
this case, VA tools do not need to pre-process all the data at EDA phase before showing
the summary visualizations. The VA tools would use the sampled data to show the data
trend in the resulting summary visualizations and then based on demand show the full
summary visualization of the selected field(s) of the underlying dataset. This would
enable these VA tools to provide the summary view in less time with better interaction.

For a proof-of-concept, we built a visualization tool, called SamS-Vis, that uses five
sampling techniques to provide the summary view in histogram line-charts form for the
numeric-basedfields of a tabular dataset. TheSamS-Vis also shows the full data summary
view in histogram bar-chart of the selected field(s) based on demand. Although, different
tools (e.g., voder [11], VisPilot [9], DataSite [3], Foresight [4], Quick Insights [5], etc.)
have been developed in the past with the aim of showing auto-insight trends (e.g., from
showing the outliers, trends, distribution, rank, etc.) in the underlying dataset [8] that
can be used at EDA phase; however, our focus is on providing a quick data summary
view to avoid using more pre-processing resources. We believe such a solution would
be especially useful for VA tools (e.g., [1]) that support EMA kind of workflow, where
users may need to go back to EDA phase many times.

2 SAMS-VIS: Sampling-Data Summary Visualizer

As a proof of concept, we developed a visualization tool, called SamS-Vis (Sampling-
Data Summary Visualizer), with the aim of showing the data trends in underlying data,
but using the sampled data from each attribute in the dataset. The web-based client side
was developed using HTML, CSS, and JavaScript. The visualizations were developed
using the React-Vis with D3.js as the underlying visualization library. While the server
side was developed using node.js.

SamS-Vis tools uses five data sampling techniques to select part of the data from each
field in the data table. The tool uses these techniques to select 10% of the data sample in
order to pre-process and provides the resulting summary view. Based on demand, SamS
then pre-process the whole data of the selected data field(s) and then shows the summary
view of the whole data of selected field(s). Following we briefly explain each of the used
sampling technique:

• Random Sampling: This is a standard random picking [10] in which case SamS-Vis
randomly picks 10% of the data of the underlying field. However, if one item was
already picked then it is not picked up again.

• Systematic Sampling: The systematic sampling concept is taken from [13]. In this
case, SamS-Vis loops through the whole data and based on sample size it calculates
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an interval to choose a value to be part of the sample. For example, for choosing 10%
of an attribute containing 100 entries, each 10th entry would be picked up in order to
make sure that sampled data is taken evenly from the whole dataset.

• Cluster Sampling: In this case, we proposed a hybrid form of random sampling
and systematic sampling. In this proposed sampling, we divide our data into smaller
clusters based on interval and then choose a random value from all those clusters to
get the final sampled data.

• Reservoir Sampling: This sampling techniques was initially proposed by Fan et al.
[6]. In this case, the sampled data is collected from an input stream instead of first
collecting the whole data.

• Average Sampling: In this case, SamS-Vis does not collect sampling data separately.
In this case, all four above sampling techniques are processed and then the data value
for each data point in the resulting histogram is taken as an average of all the four
sampling techniques.

For the target dataset, SamS-Vis provides the option to load any tabular data stored
in csv format. However, it also requires an attached JSON file for containing the meta-
data of all the fields in the dataset. Currently, the tool does the sampling of only those
fields having numeric values and ignored those fields having other values. As a proof-of-
concept VA tool, SamS-Vis uses histogram line-charts for showing the summary views
of the sampled data of each field in the underlying dataset.

Random Sampling Systematic Sampling Cluster Sampling

Random & Average Sampling Systematic & Average Sampling Cluster  & Average Sampling

(a)

(b)

Fig. 1. (a) Three histogram line-charts using three sampling techniques for the same field of
basketball hall-of-fame dataset. (b) The same three histogram line-charts in (a) alongside the line
of average sampling technique (highlighted line) using the average of four sampling techniques.
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Figure 1(a) shows the resulting histogram line-chart of the same field in a basketball
hall-of-fame dataset using three of the sampling techniques. Figure 1(b) shows the same
histogram line-chart of sampling techniques alongside the average of all four sampling
techniques.

Figure 2 shows the histogram line-charts of three fields of the same dataset using
all four sampling techniques (i.e., random, systematic, cluster, and reservoir) except
the average one. SamS-Vis also provides cross-linking between the resulting histogram
line-charts, so when user mouse hover a particular sampling technique’s result line in
one histogram, then this is highlighted not only in this histogram line-chart but the same
sampling technique line is highlighted in all other attributes’ histograms as well.

Number of Seasons Game Played Bats

Fig. 2. Three histogram line-charts of basketball hall-of-fame dataset showing the results of four
techniques; where light-blue line represents random sampling, green line represents systematic
sampling, navy line represents cluster sampling, and orange line represents reservoir sampling.
(Color figure online)

Fig. 3. Histogram bar-charts of three fields of basketball hall-of-fame dataset showing the result
of full dataset.

SamS-Vis tool provides the option of viewing the field whole data histogram in
standard histogram bar-chart style based on demand. In this case, user can select one of
more fields of the dataset and then SamS-Vis pre-processes all the data of these fields
in order to generate the corresponding histogram bar-charts. Figure 3 shows histogram
bar-charts of three fields (same as in Fig. 2) of the hall-of-fame dataset.

3 Concluding Remarks and Future Directions

In this work, we proposed our approach of using sampled data rather than complete
dataset for showing trends in data summary visualizations for larger datasets. We also
presented our SamS-Vis visualization tool that currently uses five sampling techniques
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to collect sampled data for the resulting summary visualizations. The proposed app-
roach would be useful in exploratory model analysis workflows targeting machine learn-
ing/deep learning models, where users may need to go back again and again to their data
exploration view for generating better models.

In the future, we intend to investigate which of the used sampling techniques is useful
for a particular kind of dataset. In such case, the system would analyze the underlying
data field and will apply the appropriate sampling technique. We also plan to provide
cross-linking between the data sampling histogram line-charts and the full data histogram
bar-charts.

Furthermore, we would like to evaluate our approach and developed tool from the
performance, accuracy and usability perspectives. In the case of performance, we intend
to analyze our approach using different datasets to see how much it would save time
in generating the resulting summary visualizations compared to generating summary
visualizations of complete datasets. In the case of accuracy, we plan to evaluate our
used sampling data approaches on different datasets to do comparison of the accuracy of
sampled data trend behavior compared to the complete dataset trend behavior. Finally,we
intend to do user study to evaluate our developed SamS-Vis tool from the perspective of
common usability metrics (i.e., effectiveness, efficiency, and user satisfaction) to check
whether users would be able to understand correctly data trends in the resulting sampled
data summary visualizations. We would perform the user study in two settings using
the between-subjects mode, where one group will work on sampled data summary view
while the other group will work on the complete dataset summary view. The goal of
this user study will be to analyze how users understand correctly the data trends in both
settings and exploring if they face any difficulty while using the sampled data approach
compared to complete dataset approach.
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Abstract. Adolescence is a critical phase of life that establishes future patterns
of health-promoting and health-compromising behaviours in a girl. The compli-
cations and issues women undergo manifest differently at different stages of their
lifespan, emphasising the need to become vigilant and self-reliant towards one’s
health at an early age. The need to educate adolescents has been identified by
encouraging them to take agency in their reproductive health. However, several
countries’ sociocultural and demographic settings still consider discussing such
topics as a stigma and taboo. Several government and non-government organisa-
tions have taken the initiative to impart knowledge through awareness campaigns
and programs. However, the discourse for “behavioural interventions” continues
to follow a top-down paternalistic approach with little emphasis on making indi-
viduals self-reliant. This calls for reevaluating the current health communication
frameworks, bringing diverse perspectives.

The article proposes a social communication framework underpinning psy-
chological theories and concepts tomake individuals self-reliant, taking ownership
of their well-being. The proposed framework integrates Reflexive and Participa-
tory Consciousness with Hard and Soft Nudges to create Risk Perception. Further,
navigate an individual through the Transtheoretical Model or Stages of Change to
attain self-goal. The proposed framework can be used as an aid by individuals to
become self-reliant towards one’s well-being, with an emphasis onmeta-cognitive
development and less on monitoring.

Keywords: Social communication framework · Adolescent reproductive health
and well-being · Interventional model

1 Introduction

Our Bodies, Ourselves is a feminist movement that started in 1969 to encourage women
to talk about their bodies rather than listen to experts [1]. The campaign focuses on
personal experiences that provide valuable information for understanding one’s body
and related topics. This type of learning allowed women to be better prepared to identify

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 563–568, 2023.
https://doi.org/10.1007/978-3-031-42293-5_73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_73&domain=pdf
https://doi.org/10.1007/978-3-031-42293-5_73


564 D. Roy and U. N. Biswas

institutions for their health needs. The inclusion of adolescent reproductive and sexual
health in WHO’s Sustainable Development Goals [2] acknowledges the fact that there
is a need for discussions around reproductive health and well-being from an early age. It
also highlights that although the topic’s importance was recognised in 1960, awareness
about the issue remains low in the mainstream. Most parts of the world staunchly con-
tinue to refuse, acknowledge, and accept adolescent sexuality. It is primarily discussed as
a risk or problem to be avoided in disease pregnancy prevention and viewed as acceptable
only in childbearing within marriage. Globally, adolescent girls possess little informa-
tion regarding reproductive health and well-being, concurrent with cultural stigma and
taboos. Despite significant research on menstruation and sexual health, reproductive
health and its consequences on women’s health are poorly understood [3–5].

For over a decade, health communication has been used as a medium for information
seeking, creating awareness towards behaviour change. However, evidence suggesting
consistent behaviour change having long-term effects is limited [6–8]. The discourse
referring to “behavioural interventions” continues to follow a top-down, paternalis-
tic approach with less emphasis on information-seeking, leading to self-reliance. The
purpose of health communication models is to impart knowledge in a structured way.
However, exploring psychological models that work at a metacognitive level towards
behaviour change is still nascent. This becomes significantly important for adolescent
girls as a mechanism needs to be devised that facilitates information seeking and knowl-
edge building to speculate future implications of reproductive health andwell-being. The
need for long-term sustainable behaviour change requires reevaluating current health
communication frameworks, further shifting focus towards social communication.

Social communication is a medium that has been able to positively influence sus-
tainable behaviour change in social contexts at the population level. It has encouraged
social reforms through songs, art, and street plays [9]. With the emergence of cam-
paigns on family planning, HIV/AIDS awareness [10] and social media influence on
topics like #MeToo and breast cancer, social communication has gained popularity as
the information works at a metacognition level [11].

The article presented proposes a gamified social communication framework based
on psychological theories for the psychoeducation of adolescent girls. The proposed
frameworkworks on discreetly building a safe space for information-seeking for teenage
girls. Thus, promoting empowered choices and allowing self-devised approaches to self-
management. The framework can be used as an intervention model to build technology
interventions to speculate health and encourage self-management.

2 Components of the Framework

The proposed interventional module includes psychological theories and concepts of
reflexive and participatory consciousness [12], trans theoretical model (stages of change)
[13], nudge [14], and risk perception [15]. The section discusses the theories and con-
cepts used in the framework and how they are integrated to bring about gamified social
communication model (Fig. 1).
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Fig. 1. Gamified Social Communication Model

2.1 Participatory and Reflexive Consciousness

Social evolution is an increasingly important concept with several models [16, 17].
The model used here was developed in 1997 and has been modified. It encompasses
consciousness and all aspects of society, including the evolution of technology and
social structure, thereby explaining the human species’ scientific, humanitarian, and
artistic advances. The model defines two complementary qualities of consciousness.
Participatory consciousness is the sense of aliveness and belongingness to the world. In
thismode, people relate to theworld through intuition, art, religion, subjectivity, emotion,
the body, and the immediate present. Reflexive consciousness is the ability to understand
oneself and the world through factual, scientific, objective, and rational ideas; it allows
accurate understanding and enhances the ability to control the environment [12].

It is essential to include this in the framework, as sociocultural practices substantially
influence the formative years of an adolescent girl. It leads to conforming to rules,
notions, or mindsets about reproductive health andwell-beingwithout questioning them.
Triggering to ask questions to build knowledge can lead to self-awareness.
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2.2 The Transtheoretical Model (Stages of Change)

The Transtheoretical Model (TTM) or Stages of Change Model [13] assumes people
do not change behaviours quickly and decisively. Behaviour change, especially habitual
behaviour, is an ongoing cyclical process comprising six stages: pre-contemplation;
contemplation; preparation (determination); action; maintenance; and termination when
a habit has been formed. Where the stages of change may remain constant, the time
taken to shift from one location to another may vary from individual to individual.
Once self-aware, individuals could be encouraged to take the initiative for behavioural
change. Hence, for each stage of change, interventions promote cognitive, evaluable
behavioural processes to help adolescents move from one location to another, leading to
the maintenance of the ideal behaviour set.

2.3 Nudge

The concept of nudge has been used to influence freedom of choice in framing infor-
mation. This can significantly influence behaviour without restricting choices [14]. In
the proposed model, nudges traverse a spectrum from “hard” to “soft” nudges, where
hard nudges are the realisation of consequences, working to create a dystopian fiction
towards their health soft nudges are reminders, inspirations, and motivation. The former
has been used in the framework to induce constructive fear, while the latter can probe
towards self-management to promote health-protective behaviour.

2.4 Risk Perception

Risk perception varies by experience, age, gender, and culture [15]. An individual’s
perception of the risks is an essential protective behaviour determinant. Constructive fear
created by risk perception can bring about health behaviour change [18]. The proposed
model uses Risk Perception to let individuals speculate about their health and understand
the repercussions of neglecting their health.

3 Gamifying the Framework

Gamification has been exponentially explored as a medium for building effective health
interventions. Besides making content interactive and engaging, it allows the incorpora-
tion of psychological theories and concepts that can be used to devise health-promoting
behaviour change mechanisms. The proposed social communication framework would
make individuals conscious of their health choices through information seeking – knowl-
edge building - self-maintenance - self-goal. The nudges would lead to risk perception,
taking an individual from pre-contemplation to contemplation mode, where the individ-
ual receives a hard nudge with risk perception. This would progress to determination
and action through self-attained knowledge. Soft nudges can be used for monitoring and
management. In case of relapse, hard nudges are reinitiated (Fig. 2).
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Fig. 2. Flow of the process

4 Implications and Future Work

The willingness to stay healthy and safe becomes the driving force for behaviour change
[19]. The proposed framework can help promote well-being by informing, creating
awareness, and devising a self-development mechanism based on informed choices. The
framework could be used to build self-directed technological interventions, giving ado-
lescent girls autonomy. Discussions around reproductive health and well-being are still
considered a stigma in several parts of the world. Interventions based on the framework
could empower adolescent girls to take ownership of their health and well-being.

Future work includes developing a toolkit in collaboration with NGOs and schools.
Evaluate and validate it with experts in adolescent health and further deploy the toolkit
in public domains.
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1 Research Problem and Goal

This study is the initial step of a research project investigating how different
factors affect individuals’ propensity to trust in high-risk Artificial Intelligence
(AI). A series of mixed methods studies in different countries should achieve
this goal [4]. Nonetheless, due to the nature and breadth of this inquiry, the
data collection instrument requires special attention.

Existing research on trust in AI mainly focuses on specific types of systems
(e.g., robots [2]). This variety of approaches, while aiming for accuracy, makes
instruments context-bound and unsuitable for comparison. There is little con-
sensus on how to measure trust in technology, in general, [10], and in AI [5];
thus, there is also an insufficient understanding of what affects it, despite the
evidence that factors intrinsic and extrinsic to the users shape their trust [1].

In this research, high-risk AI refers to the European Commission’s (EU) AI
Act [3] risk-based classification. According to the document, Facial Recognition
Systems (FRS) used for law enforcement fall under the high-risk category as
they can impact individuals’ safety or the fundamental rights of citizens.

As there is no robust instrument or method to assess trust in AI, this study
focuses on developing and validating a protocol that enables the proposed inves-
tigation. We provide a detailed account of the procedures adopted for developing
the studies’ protocol, providing insights and recommendations for cross-cultural
trust investigations.

2 Methods and Procedure

The current article is built upon systematic documentation of developing and
implementing the data collection instruments, which follows three steps: (1)
development of the instruments, (2) piloting, and (3) implementation in one
country:

2.1 Development of the Instruments

The instruments include a scenario, a stimulus presented to the respondents in
the survey and interview, the questionnaire, and the interview guide.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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To create the scenario, the authors extracted excerpts from two existing
videos about two FRS, one from China and one from England. The short-video
format was chosen to reduce the participants’ efforts and ensure a higher engage-
ment with the questionnaire.

The questionnaire has at its core the Human-Computer Trust Scale (HCTS)
[6], a psychometric instrument designed to assess trust from a socio-technical
perspective. The current validated scale (HCTS) has nine items measuring three
constructs (Competence, Risk Perception, and Benevolence) on a 5-point Likert
scale. For this work, three additional items were added to address a possible
lack of the instrument’s application in the context of AI. The items refer to
the construct Social Capital [9]. In addition, the instrument included other vari-
ables that relate to other dimensions of cultural differences: the respondents’
digital habits and belonging to minority groups (LGBTQ+ individuals, persons
with disability, ethnic minorities, and immigrants), which little existing evidence
indicates that they may have lower trust [12].

The interview guide was developed using principles from contextual laddering
[7], aiming to identify what FRS’ attributes and values the interviewees influence
their trust in it.

2.2 Piloting

The questionnaire piloting included two phases, both with the support of stu-
dents of a master’s program in Interaction Design. The first phase involved col-
lecting the students’ responses and qualitative feedback. The second consisted of
a home assignment in which the students used the instrument to collect data. In
the first phase of piloting, the qualitative feedback received 20 responses and the
survey 22. The second phase included additional 98 responses, resulting in 120.
The interview guide was piloted in a focus group with five experts in Mozam-
bique, who provided feedback on the format and clarity of the questions.

2.3 Implementation

Next, the first study was implemented in Mozambique. The questionnaire was in
Portuguese, following a validated translation [8], completed online and in person,
which collected 120 valid responses. 13 interviews were conducted in person with
individuals of different profiles.

3 Results and Implications for Practice

3.1 Development, Piloting, and Implementation

In the pilot, the survey was mainly found adequate (N = 22) (scenario, under-
standability, and length). However, in Mozambique, most respondents consid-
ered the survey too long. The scenario presented in a video also constituted an
obstacle, as it required that the respondents be in a setting in which they could
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watch and listen to it. Furthermore, online-only data collection was inadequate
in Mozambique due to the population’s limited access to technology. To over-
come this issue, the authors adapted the survey into a version implemented in
person with a tablet.

The systematic feedback collected during the pilot was helpful but not flaw-
less. The comments were provided by respondents familiar with the topic, which
may have facilitated their interpretation and positively affected their opinions.
Consequently, unforeseen obstacles appeared when the study was implemented
in Mozambique: the inadequacy of the online-only survey to the local context
and difficulties for the respondents to interpret the questionnaire.

The interview guide was satisfactory in most cases but too complex for
respondents with too low digital literacy, despite the support from the scenario.
Alternative versions would be needed for more adequately include these respon-
dents.

Overall, the results suggest that the protocol is adequate for its intended
goals. Besides, adopting a systematic procedure for the initial stage of the work
proved useful, as it enabled the authors to correct problems that could affect the
data collection and, consequently, the results.

3.2 Preliminary Quantitative Results

We separately analyzed the responses from the pilot (N = 120) and the study in
Mozambique (N = 120) to examine the procedure’s effectiveness and potential.
Thus far, the results are restricted to the quantitative data.

The pilot’s respondents were 49.2% (N = 59) females, 50% (N = 60) males,
and 0.8% (N = 1) non-binary. It included 17 countries, with most respondents
coming from Europe (57.5%, N = 69). The data from the 9-item HCTS (N =
120) demonstrated good internal consistency [11], with Cronbach’s alpha = .796.
The scale using 12 items, including Social Capital, had a higher alpha, 0.835.
Still, the analysis was done based on the validated (9-item) scale.

The difference in trust between genders was not significant, with females
having slightly lower trust (M = 2.617, SD = .622) than males (M = 2.743,
SD = 706). Individuals belonging to at least one minority group accounted for
40.6% (N = 37) of the participants and had a statistically significant lower trust
(M = 2.456, SD = .679) than non-minority individuals (M = 2.784, SD = .666),
t(76.255) = −2.275, p = .013.

In Mozambique, females accounted for 35.8% (N = 43), males for 63.3% (N =
76), and non-binaries for 0.8% (N = 1) of the responses. For this sample, a similar
analysis of the HCTS revealed different results. The 9-item scale Cronbach’s
alpha was 0.627, below the recommended threshold [11]. On the other hand, the
12 items scale reached good internal consistency, with Cronbach’s alpha = 0.737.

Females had higher trust (M = 3.056, SD = .655) than males (M = 3.241, SD
= .710), and the difference was significant t(93.261) = 2.056, p = .021. 32.5% (N
= 39) of the respondents reported belonging to at least one minority group and
had slightly higher trust (M = 3.350, SD = .704) than the ones not belonging
(M = 3.324, SD = .700), but the difference was not statistically significant.
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Overall, the HCTS is a potentially useful tool for assessing users’ propensity
to trust. In its currently validated format, it may not sufficiently account for
AI characteristics; However, including additional items is a possible fix for its
adequacy to this and other interaction contexts. More studies are needed to
identify the gaps and fixes to the scale, but efforts in this direction should be
prioritized instead of the decentralized creation of more instruments. Assessment
in varied cultures should also be prioritized.

Running the first study in Mozambique allowed the authors to identify criti-
cal aspects of the study and perform adjustments at the early stages. In addition,
the preliminary results are encouraging: the differences between the pilot’s and
Mozambique’s results reinforce the importance of broadening the scope and per-
spectives of trust assessment. Still, the quantitative data’s depth is limited, so
a qualitative phase is essential to clarify what, how, and why different factors
affect trust in high-risk AI.

Finally, we present a set of recommendations for practitioners aiming for
further cross-cultural understanding of trust or other endogenous concepts:

1. Prioritize the development of trust in technology assessment tools or protocols
that can be applied in different contexts;

2. Ensure that the validation of instruments includes different cultures and users’
profiles;

3. Include different methods to account for the multidimensionality of trust;
4. Adopt systematic procedures during the protocol development and piloting.

Acknowledgement. This study was partly funded by the Trust and Influence Pro-
gramme (FA8655-22-1-7051), European Office of Aerospace Research and Development,
and US Air Force Office of Scientific Research.
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Abstract. In a fast-changing media ecosystem, professionals and enter-
prises in the News and Media industry face new challenges that they
should address to maximize their productivity and improve their ser-
vices. The rise of alternative news sources, such as social media, the
leading news source, especially for young people, has led to emerging
requirements in the News and Media industry. A core requirement is pub-
lishing articles as fast as possible on various platforms, combining visual
and textual content. Accompanying news with images raises the read-
ers’ interest, improves engagement, and recall. Therefore, the News and
Media industry professionals must adapt their publication strategies to
meet this requirement and the media consumers’ expectations. However,
the selection of the appropriate images is a time-consuming and man-
ual task. Towards this direction, we propose VIREO, which addresses
this challenge by providing professionals (e.g., journalists) with an inte-
grated digital solution that automatically recommends a collection of
images that could accompany an article. VIREO implements text and
image analysis and matching processes leveraging AI techniques in real
time to achieve this. VIREO aims to benefit both professionals (e.g.,
journalists) by suggesting appealing images that accompany the textual
content of their articles and create breath-taking stories and the media
consumers (e.g., readers) by delivering an enhanced reading experience,
engagement, and recall.

Keywords: Image Recommendation · Artificial Intelligence ·
Image-to-text Matching · Content Creation · Media Industry ·
Computer Vision

1 Introduction

In recent years, the media ecosystem has changed due to emerging technological
advances and the rise of social media. It is an increasingly evolving environment
with the people working in it (e.g., journalists, content creators, authors, and
news professionals) frequently facing new challenges. The rise of alternative news
sources (e.g., social media being the primary news source, especially for young
audiences) has led to several requirements in the media industry. Among them,
a core one is the need for publishing as fast as possible on various platforms
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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combining text and images to reach the target audience. Accompanying news
with images that best depict the main content and keywords of the news, raises
the readers’ interest in the news and improves engagement [5]. Therefore, news
and media industry professionals need to adapt their publication strategies to
better meet these requirements and match the media consumers’ (e.g., readers’)
expectations.

Considering that i) several tools that support cross-posting (i.e., sharing the
same content across multiple platforms), such as Planable, eClincher, Buffer,
and Hootsuite, are available in the market and save time and ii) professionals
in the news and media industry have quick access to new information which
they can check against fake news, hoaxes, and scams (e.g., eufactcheck.eu, IFCN,
Google fact check tools, FactCheck.org), the burden falls into the need for quickly
accompanying the article content (text) with related image(s). Therefore, the
challenge is to deliver image recommendations based on text to create visually
appealing stories and eventually save time for professionals in the news and
media industry (e.g., journalists).

To this end, we propose VIREO, with the following objective: develop and
evaluate an integrated digital solution to recommend a collection of images that
could accompany an article, based on content analysis. The matching and the
recommendation are based on applying artificial intelligence (AI) techniques and
should be performed in close to real time. The project outcome should benefit
both the authors (e.g., journalists) by enabling them to quickly select appealing
images and create engaging and appealing stories and the media consumers (e.g.,
readers) by having an enhanced reading experience, engagement, and recall.

2 Challenges and Architecture

Research attempts have highlighted the importance of building tools to sum-
marize news articles into images using AI techniques. Although they follow
reliable methods, their performance and maturity level are limited [1,2,5,10];
therefore, there is room for improvement. The most common challenges in such
works include the natural language understanding (NLU) to capture text con-
cepts other than general [2,3,6] and the accurate image suggestion, focusing on
eye-catching visual content that expresses diverse states (e.g., appealing, sur-
prising, polarization, positive/negative) [4,8,9]. VIREO aims to overcome these
challenges following a validated research framework [4] through a 3-step-and-
innovation process: i) developing a mechanism that understands and represents
article content in a machine-readable and understandable format, ii) develop-
ing a tool that supports accurate image caption embeddings processes, and iii)
integration of these tools providing accurate and fast image recommendations.

Hence, VIREO consists of three main components: i) Article Analysis com-
ponent that uses NLP techniques, such as tokenization, part-of-speech tagging,
and named entity recognition, to analyze the text and extract relevant infor-
mation; ii) Image Analysis component that uses computer vision techniques,
such as feature extraction and image classification, to analyze the images and
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Fig. 1. The conceptual architecture of VIREO.

extract relevant information; iii) Image Matching and Recommendation
component that uses AI techniques to match the images to the text (based on
the extracted information) and recommend a collection of images that could
accompany an article. Besides these, VIREO also has the following components:
iv) Data Collection component that collects and preprocesses the text and
image data, such as news articles and images, that will be used to train and
test the system; v) Repository that stores the data and information used by
the system, such as the text, images, and matching results; vi) User Interface
that provides an interface for the users, such as journalists, to interact with the
system and select the recommended images; vii) Data Privacy and Security
that ensures compliance with data privacy laws and regulations and secure data
handling. Figure 1 depicts the conceptual architecture of VIREO.

Next, we discuss the information flow for each component. For the Arti-
cle Analysis component, after the author submits their article, the summariza-
tion of the article starts with the application of text processing techniques such
as TextRank. The result goes through the keyword extraction process, which
applies part-of-speech tagging, Lemmatization, Word frequencies, and similar
techniques. The word embeddings generation follows, with Pretrained (trans-
former) models (e.g., BERT, GloVe, Word2Vec). The final step is the generation
of MRU subspace vectors. The Image Analysis component follows a similar pro-
cess. First, the image captions are generated through SAT, CNN, and RNN tech-
niques. Then, the keywords are extracted, and word embeddings are generated
along with the vector subspace in line with the processes presented before. This
process is executed for all the available images in the collection before the arti-
cle submission. The results are stored in the repository. Regarding integration,
when an author writes an article, the text and image analysis tools run in the
background, leading to matching between textual and visual content and, thus,
recommending a collection of images that could accompany the article. A recom-
mendation engine aggregates the outcomes of the afore processes. It provides the
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best-fitting image suggestions based on machine- and deep-learning techniques,
such as classification, hierarchical analysis, CNNs, and cosine similarities.

3 Discussion

3.1 Impact on Media and AI Ecosystems

VIREO potentially impacts the media ecosystem, the broader AI ecosystem,
and HCI. Regarding the media ecosystem, its impact may be materialized by
improving the efficiency and effectiveness of the content creation process. Using
AI to recommend images to accompany articles can help journalists quickly select
appealing and relevant images that enhance the story and create a more engaging
and memorable reading experience. This can improve the quality of the media
content and increase audience engagement and retention. Additionally, automat-
ing the image selection process can save journalists time and resources, allowing
them to focus on other aspects of their work. This could increase organizations’
productivity and ultimately reduce costs. VIREO can also benefit the media
industry by providing valuable insights into audience preferences and interests
to inform content creation and advertising strategies. Using AI to analyze and
match text with images can contribute to personalization, which can be used
to create more tailored experiences for readers. Furthermore, by leveraging AI-
driven image recommendation, VIREO has the potential to foster innovation in
the media industry by enabling the exploration of new storytelling formats and
creative approaches that captivate audiences in novel and immersive ways.

Regarding the impact on the broader AI ecosystem, NLP techniques can help
improve and advance state of the art in this field. As more and more users use
the system, the data collected will help to train and improve the NLP model,
leading to better and more accurate results. Computer vision techniques can
also improve and advance this field’s state of the art. The system’s ability to
match images to text in real-time will generate more data and insights that can
help to improve the understanding of images and improve the computer vision
algorithms. Apart from that, VIREO’s ability to understand and match images
to text in real-time and deliver relevant images to the users will help to improve
the understanding of the users’ preferences, which can be used to improve the
overall AI-human interaction. By providing a new way for media organizations
to select images, VIREO can also open up new business models for the media
industry (e.g., enable media organizations to create new revenue streams by
licensing images, enable media organizations to offer personalized subscription
plans or premium content tailored to the consumers’ preferences).

3.2 Steps Towards Evaluation

VIREO could impact HCI, but to fully understand it, we should conduct eval-
uation studies with media producers (e.g., authors) and media consumers (e.g.,
readers). For media producers, the evaluation will focus on assessing the usabil-
ity and usefulness of VIREO in the content creation process. Media producers
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will be asked to use VIREO to suggest images for their articles and provide
feedback on the system’s recommendations. They will be asked to evaluate the
relevance, appeal, and suitability of the recommended images for their articles.
Media producers’ feedback will help identify any shortcomings in the image rec-
ommendation process and provide insights into how VIREO can be improved to
better meet their needs. Additionally, the evaluation will gather data on time
saved by media professionals when using VIREO compared to manual image
selection processes, allowing for a quantitative assessment of its efficiency. For
media consumers, the evaluation will focus on assessing the impact of VIREO
on their reading experience, engagement, and recall. They will be provided with
articles with images selected using VIREO and articles without recommended
images. They will then be asked to read both versions of the articles and pro-
vide feedback on their overall engagement, interest, and recall of the content.
Comparative analysis between the two groups will help determine how VIREO
enhances the reading experience and captures readers’ attention. Additionally,
media consumers’ feedback on the relevance and appeal of the recommended
images will be collected to refine and optimize the image recommendation pro-
cess further.

The evaluation process will include a combination of qualitative and quanti-
tative methods. We will conduct surveys, interviews, and focus groups to gather
qualitative feedback from media producers and consumers. Quantitative mea-
sures such as time saved by authors, click-through rates on articles with rec-
ommended images, and user engagement metrics will also be collected to pro-
vide objective insights into the system’s performance and impact. In addition
to evaluating the effectiveness and usability of VIREO, security and privacy
aspects will be considered during the evaluation process. Advanced techniques
like eye-tracking may gather data on users’ security and privacy perceptions
when interacting with the system [7]. We will implement stringent measures to
ensure the privacy and confidentiality of users’ data, including anonymization
and secure storage protocols.

For the evaluation study, we will obtain user consent and research ethics
regulations will be strictly followed to protect participants’ rights and ensure a
secure evaluation environment. We will take special consideration for managing
the copyright of the images and text used by VIREO throughout the design and
development process and ensuring compliance with research ethics regulations
regarding the participation of adults in user studies. These would provide insights
into the usability and user experience of the system and would help identify
potential pain points or areas of improvement for the system, as well as provide
feedback on the effectiveness of the image-to-text matching and delivery system.
Such studies would provide insights into the impact of VIREO on the media
industry and potential business opportunities.
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951911).
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https://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-166669

https://doi.org/10.1109/ism.2017.40
https://doi.org/10.1109/ipas50080.2020.9334931
https://doi.org/10.3390/journalmedia3010002
https://doi.org/10.3390/journalmedia3010002
https://doi.org/10.1145/3407190
https://doi.org/10.1145/3407190
https://doi.org/10.1007/978-981-16-3342-3_18
https://doi.org/10.1007/978-981-16-3342-3_18
https://doi.org/10.1145/3313831.3376840
https://doi.org/10.1007/978-3-031-21422-6_12
https://urn.kb.se/resolve?urn=urn:nbn:se:liu:diva-166669


Using Virtual Reality to Investigate
the Emergence of Gaze Conventions

in Interpersonal Coordination

Gregory Mills1,2(B) and Remko Boschker2

1 School of Computer Science and Mathematics, Kingston University, London, UK
g.mills@kingston.ac.uk

2 Centre for Language and Cognition, University of Groningen, Oude Kijk in’t Jatstraat 26,
9712 EK Groningen, Netherlands

Abstract. Gaze plays a central role in regulating turn-taking, but it is currently
unclear whether the turn-taking signals of eye gaze are static and fixed, or whether
they can be negotiated by participants during interaction. To address this question,
participants play a novel collaborative task, in virtual reality. The task is played
by 3 participants, and is inspired by games such as Guitar hero, Rock Band, Beat
Saber, and Dance-Dance Revolution. Crucially, the participants are not allowed
to use natural language – they may only communicate by looking at each other.
Solving the task requires that participants bootstrap a communication system,
solely through using their gaze patterns. The results show that participants rapidly
conventionalise idiosyncratic routines for coordinating the timing and sequencing
of their gaze patterns. This suggests that the turn-taking function of eye-gaze can
be flexibly negotiated by interlocutors during interaction.

Keywords: Dialogue · Transformed Social Interaction · Eye-gaze · Turn-taking

1 Introduction

When people speak with each other, they dynamically adapt their language to that of
their conversational partner (Pickering and Garrod 2004; Clark 1996). A central finding
in dialogue research is that themeanings of words and phrases used are negotiated ad hoc
by participants. In addition to natural language expressions, face-to-face conversation is
underpinned by myriad non-verbal signals which are used, inter-alia, to regulate proce-
dural coordination in the interaction. For example, speakers tend to look away from their
addresseewhen starting to speak, and then re-establish eye-contact at the end of their turn
in order to yield the floor or signal the next speaker (Kendon 1967; Degutyte and Astell
2021). Although research has shown clear cultural differences in such gaze-behaviour
(Rossano et al. 2019), it is currently unclear whether the communicative meaning of
eye-gaze is static and fixed, or whether, like natural language, it might be dynamically
negotiated by participants during interaction.

To address this question, participants play a novel collaborative task within a virtual
reality environment which allows for testing whether and how idiosyncratic eye-gaze
signals might emerge.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. The view from each of the three participants’ headsets (From left to right: Participants A,
B, C).

Participants are rendered as virtual eye-balls. In this example, Participant A is
assigned the role of Director, The target sequence of “look events” is displayed as a
three-column table in the top-right hand corner of A’s display. The table is read from top
to bottom. The left-most column cells represent the actions to be performed by A. The
middle column represents the actions to be performed by B, and the right-most column
represents the actions to be performed by C. Each row describes a gaze configuration
that must be achieved simultaneously by the triad. The target sequence represents the
following sequence of actions: “First A and B both need to look at C (row 1) Then C
needs to look at A. (row 2) Then while C looks at A, B needs to look at A. (row 3) Then
B needs to look at A (row 4)”. The task of the Director is to get the triad to perform this
sequence of look events.

2 Methods

2.1 The Task

Groups of 3 participants play a collaborative task1, in virtual reality, using Oculus Go
headsets. Participants, who are rendered as “eye-ball” avatars, are placed equidistantly
and facing each other in a virtual environment (see Fig. 1, above). The task is inspired
by games such as Guitar Hero, Rock Band, and Dance-Dance Revolution. The three key
differences are:

1. Instead of performing target sequences of musical notes or dance moves, each triad
needs to perform, together, sequences of gaze events. For example, a typical target
sequence might be: “Bmust look at C. Then Cmust look at A. Then, while C continues
looking at A, A and B must look at each other”.

2. On each trial, only one participant (the Director) sees the target sequence. This means
that in order for the group to complete the target sequence, the Director has to instruct
the other participants.

3. Crucially, the participants are not allowed to use natural language to communicate –
they may only communicate by looking at each other.

1 The source-code is available at https://github.com/gjmills/VRLookingGame.

https://github.com/gjmills/VRLookingGame
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Successfully solving target sequences requires that triads bootstrap an ad hoc com-
munication system (see, e.g., Nölle and Galantucci 2022; Stevens and Roberts 2019) for
instructing and taking turns, solely using their gaze patterns2.

2.2 Manipulation

In order to test whether participants develop idiosyncratic signals for coordinating pro-
cedurally, the experiment was divided into a 25 min “training phase” followed by a 5
min “test phase”. During the training phase, triads complete the task as described above.
At the start of the test-phase, the identities of the participants were swapped: In Partici-
pant A’s headset, Participant B’s physical head movements are mapped onto Participant
C’s avatar, while Participant C’s physical head movements are mapped onto B’s avatar.
Similarly, for B and C. This manipulation in the test-phase investigates whether partic-
ipants within the triads develop a different communication system with each partner:
participants are unaware that the identities of their partners are swapped, so if they have
indeed established different systems, then, on entering the test phase, they will attempt
to reuse a convention with the same partner (who is actually the other partner), leading
to more errors and less efficient communication.

2.3 Hypotheses

The experiment tested two hypotheses:

1. During the training phase, participants will establish a communication system with
each other that will allow them to collaboratively solve the target sequences.

2. In the test phase, the manipulation will cause participants to inadvertently use the
wrong signals with each other, causing disruption to task performance.

3 Results

3.1 Training Phase

During the 25-min training phase, triads completed a mean of 20.5 sets (S.D. = 3.45).
The most successful triad completed 27 sets. By the end of the training phase, triads
were solving sets with a mean of 5.5 target items (S.D.= 1.2). The most successful triad
completed sets containing 8 targets (see, e.g., Fig. 2 which shows a target set containing
7 “look events”).

3.2 Test Phase

To test the effect of the intervention, we compared participants’ performance in the 5
min preceding the swap with their performance during the 5-min test phase. We used
two measures of disruption to task performance.

Thefirstmeasure, task success,wasmodelledwith amixed binary logistic regression,
using the lme4 package, which showed that triads solved significantly fewer games in

2 See https://youtu.be/ctXXtFBr6Cc for a video of participants playing the game.

https://youtu.be/ctXXtFBr6Cc
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the test phase (b = −0.49, S.E. = 0.193, z = −2.54), p = 0.0111). The model predicts
that triads successfully solve 66% [95% CI: 0.60, 0.72] of target sets in the training
phase and 54% [95% CI: 0.48, 0.61] of target sets in the test phase.

The secondmeasure recorded the number of “look events” per game, i.e., the number
of times a participant selected a target. All things being equal, if participants are encoun-
tering more difficulties coordinating with each other, this will lead to them having to
make more selections, i.e., expend more effort, to solve a set. A linear mixed model
using the lme4 package showed that triads produced significantly more look events in
the 5-min test phase than in the last 5 min of the training phase (b= 10.4, S.E.= 2.98, t
= 3.5, p < 0.001). The model predicts 40 [95%CI: 36.2, 43.8] look events per game in
the training phase, and 50.4 [95% CI: 45.5, 55.4] look events in the test phase.

4 Discussion

The results provide support for both hypotheses. The average sequence length at
the end of the training phase suggests that the participants were solving the sets by
communicating with each other, as opposed to solving via individual trial and error.

Moreover, the increased number of timeouts and look events in the test phase suggest
that the manipulation disrupted participants’ coordination. A plausible explanation for
this pattern is that many participants communicated differently with each partner. This
was confirmed by the participants themselves.On debriefing,we asked participants about
the communication system they had developed. Some participants explicitly stated that
they noticed that their partners communicated differently (e.g., using different signals
for the same actions, or communicated faster/slower), which they had attempted to
accommodate.

These findings are subject to a couple of important caveats: First, the participants’
movements are severely constrained. The Oculus Go headsets only capture rotations
around the x, y, z axes, but do not capture any change in location: throughout the exper-
iment, the avatars are anchored at a fixed location. Second, the setup conflates “head
gaze” and “eye gaze”, as participants’ head-movements are mapped onto their virtual
eye-ball (see, e.g., Špakov et al. 2019).

Nonetheless, these findings suggest that the interactive signals that participants use
to attract and direct another’s visual attention can be flexibly negotiated during an
interaction.

To conclude, these findings are of central importance for theories of Human-
Computer Interaction. Research on dialogue has shown that in order for systems to
converse naturalistically with humans, they must be able to dynamically adapt their
vocabularies, ontologies, and emotional signals to their conversational partner (Healey
et al. 2021; Mills 2014; Mills et al. 2021). The findings from the current experiment
suggest that, in addition, technologies such as avatars, dialogue systems, as well as self-
driving cars when communicating with pedestrians (Habibovic et al. 2018), need to be
able to flexibly adapt their non-verbal and turn-taking signals to those of the user.
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Abstract. With the vast amount of online content available to us, plat-
forms are utilizing recommender systems to help their users in their
decision making. By presenting content that is in line with the user’s
taste and preferences a personalized experience can be created. Plat-
forms such as Netflix and Spotify have started to create an additional
layer of personalization by framing of the content presentation through
tailoring album art and titles towards the user. Even though all content
in a user account is personalized, this additional layer of personalization
creates a distinction between “regular” content and implied personalized
content. In this work we explore how the textual framing (generic vs.
personalized) of music playlists influences behaviors and content expec-
tations. Our findings show that users mostly ignore the implied person-
alized playlists as they expect that it only consists of previously listened
songs, while generic playlists are exploited to find new music to listen to.

Keywords: Personalization · Recommendations · Content
Expectations

1 Introduction and Related Work

To help us navigate through an abundance of online content, platforms utilize
recommender system algorithms to select relevant user items [3]. Although it
is not explicitly mentioned, the use of recommendation algorithms is a form
of personalization as the user items are adapted towards what is in line with
user’s behaviors, preferences, and/or needs. Platforms such as Netflix1 and Spo-
tify2 have started to go beyond item personalization by also changing the item
presentation through visual or textual adjustments. For example, Netflix per-
sonalizes the item artwork based on user preferences. This includes adapting
the artwork to display familiar actors or certain scenes of the movie to make
the item recommendations more attractive [1]. Spotify use titles for a portion
of their recommended playlists to specifically address the user (e.g., “Made for
[username]” and “Your top mixes”) [2].
1 https://www.netflix.com.
2 https://www.spotify.com.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Example of a personalized title (left) and a generic title (right) [5].

This additional layer of personalization can create a cognitive bias by imply-
ing that only specific content is personalized, while in fact all content in a user’s
account is personalized (e.g., Spotify would not recommend heavy metal music
while knowing that a user likes RnB). The cognitive bias in this case can be
referred to as a form of the framing effect in which decisions and attitudes
are influenced in the way information is presented rather than how information
is communicated [4]. The framing effect is in particularly present in the textual
adjustments of Spotify’s playlist titles that provide the explicit implications that
certain playlists are specifically made for the user (i.e., personalized) whereby
other playlists in a user’s account are not personalized (see Fig. 1).

While there is much known on decision-making between different framing
conditions, little is known how framing influences content expectations such as
in recommendation lists. This work explores in a qualitative way how titles of
recommendation lists influence the expectations of recommendation list content.

2 Method

To investigate how framing of recommendation list titles influences content
expectations, we used Spotify as it has applied pronounced music playlist titles
to imply personalization. We conducted semi-structured interviews among six
participants (F = 3, M = 3, age 20–25) with each over 5 years of Spotify experi-
ence. The interviews lasted ∼30 min and were centered around the following two
concepts: 1) how does implied personalization affect the content expectations of
music playlists, and 2) how does implied personalization affect the satisfaction
with the content of music playlists. All interviews were conducted in English. A
framework analysis approach was used to analyze the interview data.

3 Results

At the start of the interviews, participants were asked about their general expe-
riences with using Spotify. Participants thought that Spotify is a very useful
service and were in general satisfied with the service. P4 said that they “[...]
took a break for maybe a year or two and then I’m still subscribed now.” What
is considered as a great advantage of Spotify is the abundance of music content
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that is available on the platform: “I can listen to all the songs that I want, or any
song that I want...all my playlists are there and it’s made it simple for me to keep
going and adding playlists in one place” (P2). Also the music recommendations
that Spotify provides is seen as a good working and a useful feature: “[...] all
the suggestions it gives you for new music to listen to because sometimes I get
stuck in the same music” (P1). None of the participants indicate any extreme
negative or positive Spotify experiences that could bias the interviews.

All participants indicated that they made their own playlists next to the
recommendations of Spotify. P5 created and sorted playlists based on mood and
scenario: “playlists start with mood and then the whatever word related to the
mood behind it...I have a bunch of playlists with guitar because I want to remind
what to play.” It is important that the created playlists are given descriptive
names to keep track of the content. P2 mentioned: “When I hear a new song,
I will put that into my playlist and I usually have different lists for example:
digestive list, favorites, and so forth.” While others use a different way of naming
their playlists: “I don’t name it so that it helps me remember the artists or genre
because that’s not helpful. I remember it by the season or the time” (P3).

3.1 Generic Playlist Titles

Participants do not seem to be aware that playlists with a generic connotation
(e.g., genre, artist, year) are still based on their preferences. Their perceptions
and expectations of these playlists are that they are easy accessible and that
they can be used for any occasion: “When I want to find a very easy playlist in
the background, probably with maybe some mates around. I don’t want anything
too weird to offend my friends” (P2) or “With people that I’m not entirely sure
what they listen to and what they like, I will go for this directly” (P6).

Because of the descriptive titles of these playlists, participants indicated that
they use these playlists to explore and seek new music: ”If I become bored of my
own music and kind of want to explore something new; not something I’m famil-
iar with” (P3). They also provide opportunities to discover new music within
certain genres: “If I was looking for newer rap music that I might not have heard
yet...like a different vibe around music that I might not have a playlist for” (P1).

When asked to listen to one of the playlists, the effect of the descriptive titles
was seen in the satisfaction with the content. They all agreed that a descriptive
title is very useful as “it reflects the contents pretty well. New music and those
songs... I think it’s the perfect title” (P5). Concerning the music content, P3
responded that the music in the playlist was “Exactly what I expected, like I knew
it would be those types of songs”. For others the playlist exceeded expectations:
“The tone of this music was more chill, like laid back. However, it was not what
I thought it was going to be, there was a bunch of older songs. I didn’t expect
that. And a bunch of songs that are in movies. It was a nice surprise” (P4).
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3.2 Personalized Playlist Titles

When usernames are displayed in playlist titles, it is clear that personalization is
intended: “Anything that says my specific name stands out to me and it is clear
that the playlists are personalized” (P4). However, they do not receive the same
expectations as the general titles; caused by the non-descriptive titles: “If it’s
like these weird names...I don’t really care for those playlists because I don’t know
what’s in them” (P3). Additionally, personalization made participants think that
the playlist consist of music that they already listened to before: “Honestly, I’ve
no clue about the content, but kind of sounds to me like it’s more of the stuff I
have already listened to, which is not what I’m looking for” (P5).

When participants were asked to listen to one of the personalized playlists,
they indicated that they were positively surprised by the content: “think it was a
bit better than expected. I listened to five songs and two of them were interesting
to me” (P5). P2 mentioned the diverse range of music in the personalized playlist:
“I liked what I heard because they had a little bit from everything here.” Although
participants were positive about the content, they do seem to assess the content
from the perspective that the playlist mainly consist of songs that they have
listened to before: “Pretty similar to the songs that I listen to in my spare time”
(P4) and “Very accurate. I know all of these songs very well. Very much so...they
are similar songs, fits my expectations” (P3).

4 Discussion and Conclusion

We explored in a qualitative way how the framing of playlist titles (by imply-
ing whether they are personalized or generic playlists) in Spotify influence the
expectations that users create on the playlist content. For Spotify generated
music playlists, the titles of the playlists influence the expectations that users
have on the content. The understanding that users have on personalized playlists
is that it is a collection of songs that they have listened to before, while for generic
titles, the understanding is that these are popular songs within a certain cate-
gory (e.g., genre, mood, year). This understanding influences the expectations
on the content. Whereas for the personalized playlists, users assess the content
based on whether the content consist of songs that they have listened to in the
past (i.e., familiarity), the generic playlists are assessed on the novelty of the
content.

As expressed by the participants when creating their own playlists, it is of
high importance that playlist titles are descriptive. This allows for easy recollec-
tion and findability. Participants expressed that the importance of descriptive
titles also apply to the recommended playlists as they are important indicators
of what music the playlist may consist of. Although personalized titles imply
personalization, if they are not descriptive enough about the content that they
posit, users tend to ignore them.

With this work, we made a first attempt at how titles of recommendation
lists influences behaviors and expectations on the content, and thereby also the
satisfaction. Although personalized titles create a new layer of personalization, it



Perceived Personalization Influences Content Expectations 589

may backfire through the expectations that users create. For future work we plan
to test our findings in a quantitative way through a user study by controlling
the content of playlists and only manipulate the titles of the playlists that are
presented. This allow us to be more conclusive on the impact of the titles on
expectations and behaviors.
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Abstract. Wepresent Claritee tool as part of the software development suite relat-
ing to the still existing problem of how to integrate the design specifications along
the software development lifecycle. The tool aims at answering the stakeholders’
need not just to viewUI design artifacts but rather be able to on-going engage with
the product blueprint, which reflects the concept that is evolved through white-
boarding. In the case of a change request, it is often crucial to be able to go back
to the blueprint and make a collaborative documented conversation and decision
over some components.We demonstrate the ability to create andmaintain a formal
product blueprint deliverable that is highly accessible to all the stakeholders and
the whole team.

Keywords: blueprint · formal brainstorming deliverable · whiteboarding

1 Introduction

Software product design is used by development teamswho implement differentmethods
e.g., the Lean UX [1, 10], Design Sprint [12], the Double Diamond [7], and UCD [4]. In
the last two decades, more and more development teams implement agile practices [3,
8], and during the years also the design practices were integrated with the agile practices
to enable the notions of collaboration and the whole team [1, 9, 10].

Studying the integration between the agilemethods and the design techniques [e.g., 1,
4], we can observe that all emphasize three main best practices with respect to the design
that are 1) generate early and rapid design solutions, 2) keep meeting the stakeholders
needs and expectations so the design fits the need, and 3) enhance collaboration so the
whole team can be engaged with the evolution of the design. These three elements are
reflected in contemporary tools like Figma, Sketch, Adobe XD [13].

Still, product stakeholders who are usually involved in the initial whiteboarding
phases, feel disconnected later in the process when they can only view user interface
(UI) artifacts and prototypes and do not have the ability to sketch on a formal artifact
that the whole team can come back to when changes occur. We suggest a blueprint
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deliverable. The blueprint is the one artifact to go back in order to see the layout concept
and what comes before the detailed design decisions and maintained along the process
to accommodate changes. The whole team including the stakeholders can always come
back to the blueprint to better understand and change things. The blueprint deliverable
has some recommended content for the high-level design decisions that is provided as a
kind of template e.g., a template for a store website.

Keeping this process in mind, we also present our tool, called Claritee, that provides
the support to develop blueprint deliverables in away that not only software development
team (SDT) members but also all product stakeholders can contribute to these blueprint
deliverables. Comments can be attached to the blueprint components in Claritee as well
as documented conversations related to the decisions in hand. Furthermore, these would
work as a central point for software product development and any changes in the software
design will be reflected through these blueprint deliverables.

2 The Blueprint Deliverable as a Collaboration Point

In the last two decades, there has been a continuous search on what is the best way
to integrate the software development process with the Human Computer Interaction
(HCI) design practices, especially with the rise of the Agile paradigm that enhances
the whole team notion [2, 5, 6, 9, 11]. Still, there is no agreement on the way such
integration should be performed, how the integrative process looks like, and what are
its deliverables. In the traditional approach, SDT works with product stakeholders (and
sometimes with end users) and brainstorms the initial ideas through simple techniques
such as whiteboarding. Based on these brainstorming whiteboarding sessions, designers
and engineers in SDT work on a prototype tool (e.g., Figma, Sketch, Adobe XD, etc.) to
create detailed UI design artifacts. However, due to the complex nature and the learning
curve of these prototype/design tools, mostly non-technical product stakeholders do not
participate or are not directly involved in creating UI design decisions. Many times, they
see only the final results and need to communicate with the designers in order to provide
feedback or suggest any changes to the underlying UI design artifacts.

In order to tackle the continuous challenges of collaboration between product stake-
holders and SDT as well as within the SDT, we propose to introduce the Brainstorm-
ing & Blueprint (B&B) phase as an extension to the traditional whiteboarding phase
(see Fig. 1). The result of this phase would be blueprint deliverable, which contains
high-level system design decisions without having detailed UI design. We also propose
the idea of offering tools that would provide an environment to create these blueprint
deliverables and a place of collaboration between all stakeholders, irrespective of their
background, as well as SDT members so they can work in a collaborative fashion while
making all those high-level design decisions. Furthermore, we consider these blueprint
deliverables as a central point to product development as any changes requested, either
from stakeholders or any member of SDT, would be done through them.
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Fig. 1. The Brainstorming & Blueprint (B&B) phase as an extension to the traditional white-
boarding phase.

3 The Claritee Tool for Blueprint Deliverable

Claritee1 is a web-based tool developed using the Software-as-a-Service (SaaS) solution.
It is served by cloud services using content delivery network (CDN) technique and
secured APIs. Claritee aims at helping all the product stakeholders including SDT to
participate actively in creating blueprint deliverables. It provides a platform for real-time
collaboration amongst all stakeholders and SDT members. Claritee enables to move the
focus from UI-centered flows to a content-centered flow approach, where all the change
requests are made through the blueprint deliverables. It is important to note that Claritee
was developed keeping in mind that non-technical stakeholders can also take part in
making high-level design decisions directly through the blueprints or can request for it
through blueprints. Claritee was developed to take part in building blueprint deliverables
in the above-described extended process lifecycle.

Currently, Claritee provides the facility for creating blueprint deliverables for web
apps (web and mobile browsers). It provides several templates to create the desired
layout automatically, so users do not need to start from scratch, which saves their time.
Users can also build interactive site map structures and product layouts simultaneously,
which enables all the stakeholders to easily understand the project structure.

Claritee provides different elements and widgets to be used on each page in different
categories (e.g., typography, forms, buttons, web components and graphs). These can
also be searched on the left-side element panel. They can easily be edited and show the
interaction (see Fig. 2), e.g., a list interactively shows all the possible options.

One of the main collaborative features in Claritee is the live collaboration between
users in real-time when they are working on some blueprints. They can see who is
currently online (through online user icon) as well as who is currently collaborating
(live cursor), see Fig. 3. They can share conversations with each other through a think-
out-loud approach using notes and conversation options on the canvas. In order to see
the timeline activity of users on blueprints, Claritee provides the facility of recording
users’ actions with the option of searching the timeline activity. This is useful to search
a specific activity by a particular user on a collaborative project. Due to space limitation

1 https://claritee.io/.
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in the paper, we demonstrate in a video2 about creating blueprints in Claritee as well as
users’ interactive collaboration on a project task.

Fig. 2. Left-side figure shows how a user can provide possible options to a selection list, while
right-side figure shows the resulting interactive options on the underlying blueprint.

Fig. 3. On the top, the current user and collaborating users’ icons are visible, while cursors of
users who are currently working are also visible.

In order to share or discuss blueprint deliverables offline, Claritee provides the option
to export these blueprint deliverables in pdf orPNGformats. Theseoffline sharingoptions
can also be emailed to other stakeholders or SDT members.

We believe that adopting the blueprint notion goes hand in hand with existing best
practices and contributes to contemporary software development methodologies. Our
future directions include the development of data driven techniques to predict develop-
ment estimations that are based on the blueprint. This will increase the accuracy of the
development plans. We also plan to develop automated transitions of blueprint deliver-
ables to main UI design tools, so designers would need minimum efforts when building
detailed design artifacts.

2 https://youtu.be/ftInei2LPbs.

https://youtu.be/ftInei2LPbs
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Abstract. Non-playable characters (NPCs) are prevalent features of
video games. Forming attachments with NPCs is often considered a core
part of play. However, previous research suggests such relationships may
vary drastically between players: some may view NPCs as important
companions, whilst others consider them as mere gameplay tools. There
is a gap in the knowledge base regarding the factors which may influ-
ence attachment. Specifically, it is unclear whether a player’s attitude
towards their own play corresponds to different levels of attachment. This
report uses survey data from 8,371 participants from Pokémon commu-
nities to explore how players perceive attachment to in-game compan-
ions. We measured gameplay approaches (for example, if participants
perceive themselves as competitive or casual players) and their attitude
towards Starter Pokémon, ranging from the perception that they are
the most important Pokémon in the game, to a gameplay burden. Ini-
tial exploratory results suggest that players may be more attached to a
Starter Pokémon if they possess a more casual rather than competitive
playstyle, and are playing for the first time over replaying with added
challenges.

Keywords: Companion · Emotional Attachment · Non-Player
Character · Parasocial Relationship · Starter Pokémon

1 Introduction

Non-playable characters (NPCs) are a vital component of both tabletop and
video games, acting as gameplay elements for players to interact with the world.
The literature contains significant theoretical speculation that players’ social
interactions with NPCs and their identity can influence a player’s game experi-
ence [1], with the development of a strong bond between the player and NPCs
considered to potentially bring richer game experiences [2]. Parasocial relation-
ships, where players experience one-sided feelings of social intimacy with media
characters, are proposed to result from repeated encounters with NPCs [3–6].

However, players may also experience negative emotions towards an NPC if
they do not meet the player’s expectations [7]. This may arise from ludonarrative
dissonance between the narrative versus how the NPC acts in-game [8–10]. For
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example, a companion NPC, who players must escort and protect in order to
progress, may constantly put themselves in danger, with little regard for safety.

As stated by Warpefelt [7], attitudinal factors, such as a player’s unbelief
in an NPC’s social aspect, may be in play when considering players’ negative
behaviours with NPCs. Recent literature work has focused on altering character-
istics of games in attempts to improve believability through design. For example,
by creating more convincing game environments [7] and more appealing charac-
ters [2,11], or giving NPCs their own background and motivation aligned with
their story to enhance credibility in their actions [1,12].

Thus, prior research has explored features that may determine parasocial
bonds developing with NPCs between games. A nascent literature has begun to
investigate whether the motives players bring to a play experience contribute
to such attitudes developing. For example, Milman [13] investigated whether
different play motives (e.g. escape, coping) were able to predict parasocial rela-
tionships developing with in-game characters. However, relatively little work has
explored how these relationships may vary between players of a single game, and
how this variation may relate to the reasons for engaging with such a game.

2 Method

Design: We used a cross-sectional design to examine player attachments
towards companion NPCs in Pokémon, and how this alters depending upon
gameplay approaches. Since its release in 1996, the gameplay has remained fairly
consistent over the years. The player takes the role of a Pokémon Trainer, who
instructs their party of Pokémon on what attacks to use in turn-based battles.
The Pokémon, meanwhile, act as companion NPCs that the player bears respon-
sibility for. The player cannot progress without using their Pokémon to win the
battles before them, and the Pokémon cannot act without the player’s input.

In particular, we examined attitudes towards Starter Pokémon, who are
the first Pokémon the player obtains in the game. The same three are available to
choose from in every playthrough of a game, making them a consistent presence
players must encounter. As a result, they are marketed as possessing higher
narrative and gameplay importance over other Pokémon found in the early game.

10364 participants were recruited via advertisements in casual and competi-
tive Pokémon communities on Reddit to answer our survey, and after cleansing
erroneous and incomplete answers, 8371 responses were used in our analysis.

Measures: We recorded the following measures from participants. All measures
involving Likert scales included questions asking “How much do you agree with
the following statement?”, ranging from Strongly Disagree to Strongly Agree.

Attachment to Starter Pokémon: In order to provide a brief but inter-
pretable measure of a player’s attachment to their Starter Pokémon, we asked
“What best describes your relationship with your Starter Pokémon?” Partic-
ipants were given four options: ‘I view my Pokémon as the most important
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Pokémon in the game’ (12.5%), ‘a special companion and part of the team’
(76.9%), ‘no differently to any other Pokémon’ (9.7%), and ‘a gameplay burden’
(0.8%).

Gameplay Purpose: The player’s purpose for their most recent gameplay was
also recorded, with three options given: ‘first-time/brand new release’ (57.8%),
‘replay for fun’ (23.0%), and ‘replay with an additional challenge’ (19.2%).

Casual or Competitive: We asked “Do you consider yourself more of a casual
player, or a competitive player?” 79.9% identified as casual, and 20.1% as com-
petitive. We formed a composite index estimating if their playstyle is more casual

Fig. 1. Likert scale scores for questions on playstyle with Starter Pokémon, grouped
by attachment levels and if players identified as casual (blue) or competitive (red).

Fig. 2. A word cloud of participants’ considerations when choosing Starter Pokémon.
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or competitive, with a Likert scale scoring responses to statements such as “I
have recreated my Starter Pokémon in Pokémon Showdown for online battles.”

Perceived Usefulness: We formed a composite index estimating how impor-
tant a Starter Pokémon’s in-game usefulness is considered, with a Likert scale
scoring responses to statements such as “I will never replace my Starter Pokémon
on my team with another Pokémon that shares the same type.”

Design Appeal: We formed a composite index estimating how important a
Starter Pokémon’s appearance and design is considered, with a Likert scale scor-
ing for statements such as “I care more about how my Starter Pokémon looks
than how strong they are.” We also asked “What considerations do you think of
when you choose your Starter Pokémon?”, and allowed for a freeform response.

3 Results and Discussion

We performed some preliminary tests on our data to compare attitudes towards
Starter Pokémon against both the players’ gameplay purpose and approach.

Table 1 highlights a significant difference exists between players replaying
with additional challenges compared to first-time players or replaying for fun.
Table 2 suggests that players who replay with additional challenges are more
likely to view Starter Pokémon indifferently or as a burden. Therefore the attach-
ment between players and Starter Pokémon may drop significantly when self-
enforced rules are introduced to make the game more challenging.

Meanwhile, Table 3 similarly highlights that competitive players overall are
more likely to feel neutral or negatively towards their Starter Pokémon compared
to casual players. This is shown in Fig. 1, where the median and interquartile
lines for casual players tended to rank higher on the Likert scale for all four
attitude groups compared to competitive players, suggesting more favourability.

Table 1. Dunn’s Test on relations between player purposes, using attitude towards
Starter Pokémon for comparison (α = .05)

First Time Replay

Replay 0.2334 –

Replay + Challenge 4.228526e−11 3.037131e−06

Lastly, Fig. 2 shows the normalised answers from our wordcloud for what
participants considered when choosing their Starter. Variations of ‘design’, ‘look’,
‘type’, ‘cute’, ‘cool’ and ‘final evolution’ were frequent responses, suggesting
that appearance is an important factor to consider when examining how player
attachments to NPCs are formed.
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Table 2. Player purposes versus attitude towards Starter Pokémon (X2 = 61.1, ρ ≈ 0)

First Time Replay Replay + Challenge

Real X2 Real X2 Real X2

Most Important 12.9% (626) 0.81 13.1% (252) 0.58 10.4% (167) 5.75

Special Companion 78.1% (3780) 0.93 76.2% (1467) 0.11 74.1% (1193) 1.68

No Difference 8.1% (392) 13.23 9.9% (191) 0.07 14.4% (232) 36.12

Burden 0.8% (39) 0.1 0.7% (14) 0.33 1.1% (18) 1.38

Table 3. Player types versus attitude towards Starter Pokémon (X2 = 136.09, ρ ≈ 0)

Casual Player Competitive Player

Real X2 Real X2

Most Important 13.0% (872) 1.67 10.3% (173) 6.66

Special Companion 78.3% (5241) 1.65 71.4% (1199) 6.58

No Difference 7.9% (529) 23.16 17.0% (286) 92.3

Burden 0.7% (50) 0.81 1.3% (21) 3.21

In conclusion, it appears lower attachment occurs more frequently for com-
petitive players and those replaying to challenge themselves, whereas first-time
and casual players were often more positive towards their Starter Pokémon.

4 Future Work

There are many potential avenues for future research to explore and consider,
building upon the survey data used here. For one, not all of the questions
answered by participants were considered in the current analysis. These include
questions such as asking whether players find themselves talking to their Starter
Pokémon as though they can hear them whilst playing, or how players feel about
game features like Pokémon-Amie or Pokémon Camp which allow players to
directly interact with their Pokémon. Exploring the relationships between these
opportunities for parasocial interactions and how players approach the game will
help to develop a greater understanding of how these attachments form.

There are some additional limitations within our survey that must also be
acknowledged. Most notably, Reddit is but a small fraction of the Pokémon com-
munity - most participants generally came from countries that can understand
or speak English (such as in Europe or North America), and all responses used
for analysis were stated to be over the age of 18. Additionally, both participat-
ing subreddits (r/pokemon1 and r/stunfisk2) have a good mixture of casual and

1 https://www.reddit.com/r/pokemon.
2 https://www.reddit.com/r/stunfisk/.
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competitive users. Thus, results may have differed if participants were recruited
from other parts of the wider Pokémon community and playerbase. For exam-
ple, from younger users below 18 years of age, from alternative platforms such
as Twitter, from more competitive communities such as Smogon University3 or
players participating in the official Pokémon Video Game Championships4, or
from non-English-speaking countries such as Japan and Korea.

Further studies should perhaps consider the attitudes and attachments of
participants from other sections of the Pokémon community, in order to exam-
ine the emotional difference and attachments experienced by players from dif-
ferent countries, experiences and age groups, as well as further exploration on
the attitudes held by groups of casual and competitive players. This could also
explore scenarios where competitive players might have formed particular emo-
tional attachments to Pokémon that they have found consistent success with,
rather than those obtained during the main story’s gameplay. Players may form
attachments to the species of Pokémon rather than any specific individual of
that species, which may be worth looking into as well.

Finally, it would be important to consider whether these findings still hold
true for other games with more human-like NPCs who act independent of
the players’ actions, whereas Pokémon are more animalistic in design and in
behaviour, and almost always require the player’s input in order to act. One
further research direction may be to understand players’ emotional attachments
between human-like and other types of NPCs when contrasted against how play-
ers approach their gameplay within different games.
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Abstract. Recommenders play a significant role in our daily lives, making deci-
sions for users on a regular basis. Their widespread adoption necessitates a thor-
ough examination of how users interact with recommenders and the algorithms
that drive them. An important form of interaction in these systems are algorithmic
affordances: means that provide users with perceptible control over the algorithm
by, for instance, providing context (‘find amovie for this profile’),weighing criteria
(‘most important is themain actor’), or evaluating results (‘loved this movie’). The
assumption is that these algorithmic affordances impact interaction qualities such
as transparency, trust, autonomy, and serendipity, and as a result, they impact the
user experience. Currently, the precise nature of the relation between algorithmic
affordances, their specific implementations in the interface, interaction qualities,
and user experience remains unclear. Subjects that will be discussed during the
workshop, therefore, include but are not limited to the impact of algorithmic affor-
dances and their implementations on interaction qualities, balances between cogni-
tive overload and transparency in recommender interfaces containing algorithmic
affordances; and reasons why research into these types of interfaces sometimes
fails to cross the research-practice gap and are not landing in the design practice.
As a potential solution the workshop committee proposes a library of examples
of algorithmic affordances design patterns and their implementations in recom-
mender interfaces enriched with academic research concerning their impact. The
final part of the workshop will be dedicated to formulating guiding principles for
such a library.

Keywords: User Interface Design · Recommender systems · Algorithmic
Affordances · Example Library

1 Introduction

1.1 Transparent Recommender Systems

In the last twenty-five years, recommender systems have become an indispensable part
of our daily lives, both personally and professionally [1–3]. They are widely used in
various domains, including streaming services,web shops, dating apps, journey planners,
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and professional decision support systems [4, 5]. As recommenders can significantly
impact people’s choices, their omnipresence has societal implications [6, 7]. Therefore,
it is crucial that their interfaces - the part of the system that facilitates communication
between the user and the algorithm or, from a grander perspective, between society and
algorithms - are well-designed, user-friendly, and transparent. Transparency is key to
responsible and ethical design [8, 9], and it is critical for retaining human autonomy
[10]. This workshop will explore how specific designs of recommender interfaces can
promote transparency.

1.2 Explainable AI and Algorithmic Affordances

Awell-researched approach to transparency is through explainableAI (XAI).Algorithm-
focused XAI investigates how to extract explanations from black-box algorithms. In
contrast, HCI-focused research examines the user-side of explanations: how explana-
tions can aid users in comprehending the outcomes and decision-making processes of
recommender algorithms [11]. It investigates how explanations help users build sounder
mental models of the algorithm and how they contribute to transparency and to a better
user experience [11–15].

Another approach to enhanced transparency involves algorithmic affordances [5],
and it is those mechanisms that this workshop will focus on. Algorithmic affordances
are interaction options that give users tangible control over the algorithm [5, 8]. Essen-
tially, algorithmic affordances facilitate a two-sided communication process between
users and algorithms. Users can ‘talk back’ to the algorithm or ‘debug’ the recom-
mender’s results [14]. While most people are familiar with some forms of algorithmic
affordances, such as providing feedback on presented results, generating multiple pro-
files for different contexts, or choosing which data to include or exclude when calculat-
ing new recommendations (such as “exclude Friday night’s listening history: my friends
hijackedmy account andwere selecting tracks ironically”), academic literature describes
more uncommon implementations. For example, He, Parra, and Verbert [8] describe a
“talks recommender” for academic conferences that presents its suggestions in a network
structure rather than a hierarchical list and allows users to manipulate combinations of
parameters, so the network visibly restructures itself. Such examples have not yet been
encountered outside of the academic realm.

In this workshop we will explore the means in which algorithmic affordances can
be implemented in the recommenders’ interface designs, both in real-live examples and
in academic research. Specifically, we will examine how the various implementations
might affect transparency and/or other interaction qualities (such as fun, novelty, per-
sonalization), and how those interaction qualities interrelate in designs. Participants are
invited but not required to bring specimens of recommender design (whether encoun-
tered in real-live or developed for a case study) and/or research into this topic (published
or in progress).

1.3 A Library of Enriched Examples

Despite the importanceof implementing transparency in recommender interfaces,UX/UI
practitioners often struggle to achieve these goals efficiently and elegantly, as indicated
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by a study involving over 200 designers worldwide [16]. Participants reported challenges
such as determining how to design an effective rating process when users are tired of
providing ratings, or balancing transparency with information overload in the presen-
tation of recommendation results. To overcome these challenges, practitioners indicate
they would benefit from having access to an extended set of examples of recommender
interface design [17] including research that helps understand how small changes in their
design might or might not affect transparency and users’ sense of control.

The second half of this workshop focuses on providing a collection of such examples,
not just geared towards practitioners, but also to researchers. Our applied universities
plan to build a well-structured library of recommender system examples enriched with
academic research on their effectiveness on interaction qualities. The design examples
and quoted research are to align with real-life design challenges encountered by practi-
tioners, and to be a valuable source of illustrations, research venues and references for
academics. Our aim is for the example library to serve as a boundary object between
practitioners and researchers, facilitating communication and collaboration. The explicit
connection to examples that designers seek out, may serve as a way to cross the research-
practice gap that otherwise prevents academic research into interface design to land in
the design practice [17–19].

We will examine the fundamentals of such a library and address two key questions:
1) What are accessible and practical ways to structure examples of and research into
algorithmic affordance in recommender interface designs?; and 2) How can academic
research be presented in this library in a manner that reflects the complexity and nuances
of research outcomes, while meeting the practitioners’ need for solid information to
inform design decisions?

2 Workshop Objectives

The objective of this workshop is firstly to explore means to design for algorithmic
affordances that promote interaction qualities in recommender interfaces. We are inter-
ested in presentations and discussions of design examples (real-live or constructed for
a research project), in research results, or research ideas on this topic and invite but do
not require participants to bring their research. Secondly, we would like to examine the
structuring principles of a library that includes examples of algorithmic affordances in
design interfaces as well as research into these affordances. The library is to function
as a boundary object between design and academia, as to promote the back-and-forth
crossing of knowledge and inspiration.

3 Target Audience and Structure

Our primary target audience contains researchers with an interest in HCI and/or inter-
action qualities and/or design patterns. Additionally, we welcome UX/UI designers and
information architects. The workshop will be open to 10–30 participants, who will alter-
nate between presenting academic research, working in small groups, participating in
plenary discussions, and presenting the results of their group’s thinking. The workshop
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will take one full day, with the first half being dedicated to the exploration of algorith-
mic affordances in recommender interfaces, and the second half investigating structuring
principles for a collection of examples and academic research on algorithmic affordances
in recommender interfaces.

4 Expected Outcome

The workshop should result in

1. A deeper understanding of the wide range of implementations of algorithmic affor-
dances in recommender systems, and how they can or could affect interaction qualities
such as transparency and thereforeuser experience.For participantswhobrought their
work in progress: insights in how to scope and/or direct their work as a result of the
discussions.

2. Suggestions for how to structure a library with examples of and academic research on
algorithmic affordances in recommender systems that functions as a boundary object
between academics and practitioners.

The results will be transformed into a paper. Papers that have been brought to the
workshop will be cited. Those interested are invited to participate in authoring the pro-
ceedings paper. Since one of the organizing research groups specializes in research into
interface design of intelligent systems, papers that are still work in progress can be trans-
formed into full papers. After passing a review, they will be published in a dedicated
volume on recommender design.

5 Organization of the Workshop

The workshop will be organized by the research group Human Experience & Media
Design (henceforth HEMD) (HU University of Applied Sciences Utrecht, The Nether-
lands), and the research group Philosophy and the Professional Field (The Hague Uni-
versity of Applied Sciences, The Netherlands). Chris Detweiler, professor at Philosophy
and the Professional Field, specializes in the close reading of interface design. The par-
ticipants from HEMD (Koen van Turnhout, Aletta Smits and Ester Bartels) specialize
in research into interface design of intelligent systems.

References

1. Resnick, P., Varian, H.R: Recommender systems. Commun. ACM 40(3), 56–58 (1997).
https://doi.org/10.1145/245108.245121

2. Gunawardana, A., Shani, G., Yogev, S.: Evaluating recommender systems. In: Ricci, F.,
Rokach, L., Shapira, B. (eds.) Recommender Systems Handbook, pp. 547–601. Springer,
New York, NY (2022). https://doi.org/10.1007/978-1-0716-2197-4_15

3. Jugovac,M., Jannach, D.: Interactingwith recommenders—overview and research directions.
ACM Trans. Interact. Intell. Syst. 7(3), 1–46 (2017). https://doi.org/10.1145/3001837

https://doi.org/10.1145/245108.245121
https://doi.org/10.1007/978-1-0716-2197-4_15
https://doi.org/10.1145/3001837


Algorithmic Affordances in Recommender Interfaces 609

4. Ghori, M., Dehpanah, A., Gemmell, J., Qahri-Saremi, H., Mobasher, B.: Does the user have
a theory of the recommender? A grounded theory study. In: 2021 Adjunct Proceedings of
the 30th ACM Conference on User Modeling, Adaptation and Personalization, pp. 167–174.
Association for Computing Machinery, New York (2021). https://doi.org/10.1145/3511047.
3537680

5. Hekman, E., Nguyen, D., Stalenhoef, M., Van Turnhout, K.: Towards a pattern library for
algorithmic affordances. In: Joint Proceedings of the IUI 2022Workshops, vol. 3124, pp. 24–
33. (2022). https://ceur-ws.org/Vol-3124/paper3.pdf

6. Ngo, T., Kunkel, J., Ziegler, J.: Exploring mental models for transparent and controllable rec-
ommender systems: a qualitative study. In: Proceedings of the 28th ACMConference on User
Modeling, Adaptation and Personalization 2020, pp. 183–191. Association for Computing
Machinery, New York, NY (2020). https://doi.org/10.1145/3340631.3394841

7. Februari, M.: Doe zelf normaal: Menselijk recht in tijden van datasturing en natuurgeweld.
Prometheus, Amsterdam (2023)

8. He, C., Parra, D., Verbert, K.: Interactive recommender systems: a survey of the state of the
art and future research challenges and opportunities. In: Expert Systems with Applications,
vol. 56, pp 9–27. (2016). https://doi.org/10.1016/j.eswa.2016.02.013

9. Dietvorst, B., Simmons, J., Massey, C.: Overcoming algorithm aversion: people will use
imperfect algorithms if they can (even slightly) modify them. Manage. Sci. 64(3), 1155–1170
(2018). https://doi.org/10.1287/mnsc.2016.2643

10. Shneiderman, B.: Human-Centered AI. Oxford University Press, Oxford (2022)
11. Tintarev, N., Masthoff, J.: Explaining recommendations: design and evaluation. In: Ricci,

F., Rokach, L., Shapira, B. (eds.) Recommender Systems Handbook, pp. 353–382. Springer,
Boston, MA (2015). https://doi.org/10.1007/978-1-4899-7637-6_10

12. Zhang, Y, Chen, X.: Explainable recommendation: a survey and new perspectives. Found.
Trends Inf. Retrieval 14(1), 1–101 (2020). https://doi.org/10.1561/1500000066

13. Eslami,M., et al.: First I” like” it, then I hide it: Folk Theories of Social Feeds. In: Proceedings
of the 2016 CHI Conference on Human Factors in Computing Systems, pp. 2371–2382.
Association for Computing Machinery, New York, NY (2016). https://doi.org/10.1145/285
8036.2858494

14. Pu, P., Chen, L., Hu, R.: A user-centric evaluation framework for recommender systems. In:
Proceedings of the Fifth ACM Conference on Recommender Systems 2011, pp. 157–164.
Association for Computing Machinery, New York (2011). https://doi.org/10.1145/2043932.
2043962

15. Kulesza, T., Stumpf, S., Burnett, M., Kwan, I.: Tell me more?: The effects of mental model
soundness on personalizing an intelligent agent. In: Proceedings of the SIGCHI Conference
on Human Factors in Computing Systems, pp. 1–10 (2012). https://doi.org/10.1145/2207676.
2207678

16. Smits, A., Van Turnhout, K.: Towards a practice-led research agenda for user interface design
of recommender systems. In: Human-Computer Interaction–INTERACT 2023: 19th IFIP TC
13 International Conference, York, United Kingdom, 28 August–1 September 2023

17. Turnhout, K., Smits, A.: Solution repertoire. In: Grierson,H., Bohemia, R., Buck, L. (eds) Pro-
ceedings of the 23rd International Conference on Engineering and Product Design Education
(2021). https://doi.org/10.35199/EPDE.2021.41

18. Höök, K., Löwgren J.: Strong concepts: intermediate-level knowledge in interaction design
research. ACM Trans. Comput. Hum. Interact. (TOCHI) 19(3), 1–18 (2012). https://doi.org/
10.1145/2362364.2362371

19. Zielhuis, M., Visser, F., Andriessen, D., Stappers, P.: Making design research relevant for
design practice: what is in the way? Des. Stud. 78(101063), 1–21 (2022). https://doi.org/10.
1016/j.destud.2021.101063

https://doi.org/10.1145/3511047.3537680
https://ceur-ws.org/Vol-3124/paper3.pdf
https://doi.org/10.1145/3340631.3394841
https://doi.org/10.1016/j.eswa.2016.02.013
https://doi.org/10.1287/mnsc.2016.2643
https://doi.org/10.1007/978-1-4899-7637-6_10
https://doi.org/10.1561/1500000066
https://doi.org/10.1145/2858036.2858494
https://doi.org/10.1145/2043932.2043962
https://doi.org/10.1145/2207676.2207678
https://doi.org/10.35199/EPDE.2021.41
https://doi.org/10.1145/2362364.2362371
https://doi.org/10.1016/j.destud.2021.101063


Co-designing Immersive Virtual and
Extended Reality Systems for Remote

and Unsupervised Interaction,
Intervention, Training and Research
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Abstract. We propose a one-day transdisciplinary workshop in the
broad area of HCI focused on co-designing immersive virtual reality
(IVR) for remote and unsupervised interaction, intervention, training
and research. The development and deployment of such systems is a sig-
nificant and important challenge. While remote and unsupervised sys-
tems are more accessible to a wider user-base, their design, implemen-
tation and deployment poses unique challenges, related to the need to
involve truly transdisciplinary design teams, co-designing solutions with
users, providing step-by-step interaction scenarios, and retaining user
motivation and engagement over longer periods of time. Moreover, there
are multiple ethical considerations related to both the inclusivity and
accessibility of such systems and the security of data collected. There-
fore, to facilitate the use of IVR systems in various contexts, ranging
from unique interactions and research, through psychological interven-
tions, to education and training, we propose to formulate a set of best
practices. Taking into account the diverse aspects involved, we will for-
mulate actionable guidelines for co-designing such solutions with users
based on review of extant literature, expert knowledge, case studies and
insights from the workshop.
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1 Theme and Topics

1.1 Theme

Virtual environments may be used in a variety of contexts. However in our work-
shop we would like to focus on four main areas of IVR applications: (1) research
and development, (2) training and simulation, (3) healthcare and well-being and
(4) entertainment and intersection with the arts. The entertainment domain
excepted, the majority of IVR applications are typically deployed in lab set-
tings for research purposes. For example, virtual environments to treat physical
ailments like pain (e.g. in the context of pain management therapy with burn
victims and cancer patients [6]) or psychological disorders, such as PTSD and
phobias [1] (in the context of CBT and exposure therapy) have been tested in
various studies and show promising results but are still not applied to everyday
therapeutic practice. This is influenced by the limitations of IVR equipment and
lack of know-how and established practices. Nevertheless, as VR hardware con-
tinues its rapid evolution, new application domains are starting to emerge, mak-
ing the benefits of IVR available to research, training or entertainment activities
outside the lab. Against this backdrop, designing complex solutions for remote
and unsupervised operation is increasingly becoming the next frontier of IVR
development.

One of the major challenges of these diverse IVR systems stems from the
wide variety of contexts they may be applied to. They may be deployed as a
part of therapy at mental health clinics. They can be used to conduct research
in a network of laboratories across the globe or at home [3]. They can also find
uses at hospitals during prolonged isolation to foster well-being (e.g. in patients
with leukemia). They may be used for training at home, at the office or training
centre or even in ICE (isolated, confined and extreme) conditions for training
and simulations (e.g. Polar research stations, analog missions, ISS). They may
also simply enable new ways of interaction with art via novel immersive artistic
experiences or with educational content, such as architectural reconstructions
and historical reenactments. The research potential of such activities and appli-
cations is massive, not only because of their wide-ranging applicability, but also
their capacity to facilitate additional collection of quantitative data useful for
research or to fine-tune interactive designs. A growing number of commercially
available head mounted displays (HMDs) have in-built eye-tracking and data
collection capabilities, allowing users and researchers to benefit from psycho-
physiological insights. Additionally, such quantitative data can be simultane-
ously gathered and complemented by data from other devices, such as low-cost
smartbands.

All of these contexts and opportunities present unique challenges and con-
siderations related to the co-design of IVR systems that are to be used remotely,
in an unsupervised way [4]. Therefore, during our workshop, participants and
invited experts will contribute and discuss case studies, best practices and strate-
gies for each aspect of designing IVR solutions. As an output of the workshop



612 W. Kopeć et al.

we will formulate guidelines for co-designing IVR solutions for remote and unsu-
pervised use.

1.2 Key Workshop Topics

Although immersive virtual and extended reality systems may provide best qual-
ity of experience for use remotely in an unsupervised way [7], especially in the
context of ecological validity, their design, development and deployment still pose
a challenge. This workshop will focus on key aspects of designing remote and
unsupervised virtual immersive systems for interaction, intervention, training
and research. Preliminary interest areas are listed below.

Transdisciplinary Collaboration in the Design Teams. Combining com-
petences from various disciplines to facilitate the process of designing such solu-
tions is crucial for the development of research-informed applications for diverse
uses. However, forming a team of experts with different backgrounds and skills
can be challenging, especially as such teams ought to include artists, UX design-
ers, engineers, computer scientists, and psychologists as well as facilitators.

Co-designing Solutions with Users. Directly involving users in designing
solutions is crucial, especially if they are to be used in an unsupervised way. This
is necessary to limit dropout. This means that users ought to be involved from
the earliest steps of design, during the concept, flow, UI and prototype stages.
While HCI provides a wide body of knowledge on co-designing solutions with
users in general, IVR-specific guidelines for co-designing [2], especially taking
into account unsupervised and remote use of applications, are lacking.

Users’ Engagement,Motivation andRetention. Such unsupervised remote
IVR applications offer access to a greater diversity of participants/users from
across the globe. There is great potential to reach cohorts previously under-/un-
supportedwith in-vivo provisions (e.g. in the context ofmental health, anxiety con-
ditions with high avoidance or MHCs with associated stigmas). To retain users to
the end of expected immersive experiences in unsupervised contexts, such appli-
cations also ought to provide cognitive ease of use, and contain step-by-step use
instructions and comprehensive interaction scenarios which are possible to com-
plete in an unsupervised way. These solutions may also contain gamification or
edutainment elements, to motivate users and prevent dropout.

Step-by-Step Study Design Considerations. Ecologically valid conditions
are inherent to unsupervised remote studies, making insights gathered from them
closer to real-life. However, considering the need to provide comparable expe-
rience, it is necessary to keep in mind diverse conditions of use, such as users’
homes, therapy offices, hospitals or distributed living labs, which may differ in
various aspects [5]. Another consideration is related to interaction length and
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schedule, both singular IVR session length and long-term commitment sched-
ule as well as other aspects that may be relevant regarding the IVR purpose,
target and application. Different methods of providing remote support to partic-
ipants/users ought to be considered taking into account users’ electronic literacy.

Limitations, Ethics, Inclusivity and Accessibility. When designing vir-
tual systems for remote and unsupervised interaction, intervention, training,
and research, it is important to consider limitations as well as ethical and social
implications. We should consider potential risks and benefits, as well as how the
system could differentially impact groups of people. We should also ensure that
the system is accessible and inclusive to a diverse range of users.

Methods and Security of Data Collection. One of the crucial aspects
of gathering representative data and ensuring continued use is keeping immer-
sion in the system. It is especially important while gathering research and feed-
back data via in-IVR surveys, recording responses, recording various activities in
immersive virtual environment. Another important aspect is the quality of data
collection, potential for pushing study updates & adjusting experiences based
on feedback/performance/use as well as available equipment and future device
needs, e.g. high quality standalone HMDs. Another aspect is ensuring both the
actual and perceived security of data collected in such remote studies and com-
pliance of data collection methods with international and national law. This is
important not only for scientific research but IVR application in general.

2 Organizers

Key organizers: Wies�law Kopeć, PhD, MBA, (Google Scholar Profile), Head of
XR Center, Computer Science Department, Polish-Japanese Academy of Information
Technology (PJAIT); Monika Kornacka, PhD, (Google Scholar Profile), Head of
Emotion Cognition Lab, Institute of Psychology, SWPS University of Social Sciences
and Humanities (SWPS); Grzegorz Pochwatko, PhD, (Google Scholar Profile),
Head of Virtual Reality and Psychophysiology Lab, Institute of Psychology, Polish
Academy of Sciences (IP PAS); Cezary Biele, PhD, (Google Scholar Profile, Head
of Laboratory of Interactive Technologies, National Information Processing Institute
(NIPI).

Program Committee: Anna Jaskulska, Kobo Association and Living Lab, XR
Center PJAIT; Kinga Skorupska, PhD, XR Center PJAIT; Steven Barnes, PhD,
Emotion Cognition Lab, Institute of Psychlogy, SWPS; Maciej Grzeszczuk, XR Cen-
ter PJAIT; Tommy Nilsson, PhD, European Space Agency(ESA), European Astro-
naut Center (EAC), XR Lab, Cologne, Germany; Wladek Fuchs, PhD, Professor at
the School of Architecture University of Detroit Mercy, International Programs Direc-
tor and the President of the Volterra-Detroit Foundation; Jagoda Lazarek, PhD,
Scholar and Entrepreneur, XR Center PJAIT; Krzysztof Pijarski, PhD, Lodz Film
School; Gabriel G. de la Torre, PhD, Professor of Psychology, Neuropsychology and
Experimental Psychology Lab, Vice-Dean for Academic Affairs, University of Cadiz,
Spain.

https://scholar.google.fi/citations?user=aFYddKYAAAAJ&hl=en
https://scholar.google.fi/citations?user=RzJuLgEAAAAJ&hl=en
https://scholar.google.fi/citations?user=OzQwZ04AAAAJ&hl=en
https://scholar.google.fi/citations?user=3DNnWwQAAAAJ&hl=en
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3 Target Audience

We invite practitioners and researchers, in the broad area of HCI, who work with
virtual immersive systems. These may be artistic or historical immersive systems
meant to provide users with unique experiences, systems that aim to offer psy-
chological interventions, training systems offering hands-on experiences of using
complex machinery, or simulating unique work conditions. Finally, we welcome
researchers who seek to design and use IVR technologies to facilitate delocalized
research either outside of their laboratories or in cooperative networks of labs.

3.1 Expected Contributions

Each workshop participant is asked to prepare either:

– a short position paper (of 2–4 pages) bringing examples from their own prac-
tice related to designing and using virtual immersive systems for interaction,
intervention, training or research, exploring challenges and opportunities of
deploying them for use in an unsupervised and remote way,

– a short demo of a virtual immersive system or a presentation of prototype of
a virtual immersive systems for interaction, intervention, training or research
with a 1–2 page abstract situating the demo within the workshop theme.

4 Methods, Objectives and Expected Outcomes

4.1 Methods

We propose a one-day exploratory workshop. We aim to facilitate the exchange
of best-practices in the form of interactive presentations, all in a friendly atmo-
sphere, without strict presentation formats, where the participants may add their
own topics of interest and expertise. In the course of the workshop our facilita-
tors want to use some tools to aid free thinking, discussions and no-judgment
brainstorming sessions, like mind-mapping or affinity diagramming. During the
workshop we will also divide into topical teams based on their common experi-
ence and interests to work out specific considerations and insights, which at the
end will be collected into a common matrix of guidelines.

4.2 Objectives

In organizing this workshop we have three key objectives:

– Establishing common ground and voice for the discussion of the challenges
and opportunities related to the future broad use of immersive virtual and
extended reality systems for remote and unsupervised interaction, interven-
tion, training and research outside of research laboratories.

– Exchanging experiences and best practices for co-designing virtual immersive
systems in transdisciplinary teams.

– Working out guidelines for co-designing immersive virtual and extended real-
ity systems for remote and unsupervised interaction, intervention, training
and research.
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4.3 Expected Outcomes

We would like the outcomes to be applicable. Therefore, our key motivation is
to discuss and generate practice-based guidelines for the design and co-design
of virtual immersive systems for remote unsupervised interaction, intervention,
training and research. These guidelines will form the basis for a post-workshop
paper on the same topic, which will delve into the relevant related literature, and
discuss insights gathered from experience-based cases presented by participants.
This multidisciplinary publication will be disseminated to practitioners via a
recognized research venue.
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Abstract. Maps, in their many forms, have long been used to guide
and coordinate different human activities, ranging from local to global,
and small scale to large scale. As such, maps continue to play a central
role as the basis for a wide variety of interactive tools and applications
in our modern digital age as well. This workshop aims to bring together
researchers, designers and practitioners interested in maps and map-like
visualizations as the underlying physical, theoretical, or metaphorical
framework for designing interfaces and interactions. This workshop will
create a common ground and a collaborative space for sharing design,
research, and practical expertise to aid its participants with creating
novel future map-based designs in different fields, including visualization,
visual design, interaction design, user interface design, and cartography.

Keywords: Map visualizations · map-like visualizations ·
visualizations · visual design · user interface design · interaction
design · cartography

1 Introduction

“It [map] is a tool for geography, astronomy, and the many other studies and
activities prompted by the momentous little adverb, ‘where.’ As the invention of
tools is epochal in human history, the invention of the map, which is probably
the first intellectual tool, is pre-eminent in human development.” [3]

Maps, in all their varied forms [5], continue to play “pre-eminent” roles as
“intellectual tools” in human development even in our modern digital age. They
form the underlying physical, theoretical, or metaphorical basis for a diverse
range of technologies, applications, tools and services necessary for effective func-
tioning of our societies, and countless types of tasks we perform in our daily lives.
Despite this, maps are often the unnoticed element of our many activities and
tasks that heavily depend on them. This is perhaps because maps are so com-
mon that we take them for granted, and do not stop to even think about how
valuable they are in our lives, or how challenging it is to design them to support
different kinds of tasks.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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It is thought that the earliest maps in human history have been created to
help people navigate and find their way, and by doing so “reduce their fear of
the unknown” [8]. While maps still continue to be used for navigation in many
cases, they can also act as visual tools for organizing information, visualizing
knowledge, suggesting explanations, and inspiring us “to ask more questions,
[and] consider other possibilities” [8].

To support such a wide range of tasks, maps, as “intellectual tools”, are
essentially a form of abstraction that generalize and simplify what they rep-
resent, thus compromising the reality of what they represent or parts of it [1].
Therefore, rather than even aiming to fully represent any reality [2], maps should
instead be designed to support “exploring data and seeing data in different ways”
[10]. This, however, is not such a simple task. Designing effective maps is in fact
rather complex and challenging, requiring expertise in cartography, visual com-
munication and graphic design, in addition to expertise in the specific areas of
the underlying data being represented.

In addition, nowadays maps and map-like visualizations [4] form the underly-
ing platform for a wide range of interactive digital tools and services. Therefore,
such interactive maps [9] need to enable their users perform an even wider range
of interactive “exploratory” tasks, “far beyond what is possible with static maps”
[7]. This, in turn, requires that the design of interactive maps be guided by the
expertise of interaction designers as well.

Currently there are no transdisciplinary venues that bring together design,
research, and practical expertise from across all the different fields involved
in designing for map-based interfaces and interactions. This workshop aims to
address this challenge by providing such a transdisciplinary venue. It follows on
from a successful previous MAPII workshop [6], which was held as part of the
International Conference on Advanced Visual Interfaces (AVI 2022).

2 Objectives

The primary objective of this workshop is to create a common ground and col-
laborative space for sharing design, research, and practical expertise, practices,
learnings, and experiences of its participants to help them with creating novel
future map-based designs in different fields, including visualization, visual design,
interaction design, user interface design, and cartography. Some of the main top-
ics to be covered by this workshop include, but are not limited to, the following:

– research and design foundations of map-based interfaces and interactions.
– theories, principles and practices guiding the design of map-based interfaces

and interactions.
– applications of map-based interfaces and interactions, in areas such environ-

ment, sustainability, epidemiology, healthcare, education, and entertainment.
– user evaluations of map-based interfaces and interactions.
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3 Target Audience

This workshop is targeted at designers, researchers, and practitioners from across
a wide range of related areas. The main audience is expected to be those inter-
ested in the design, development, deployment, and evaluation of maps and map-
like visualizations used, for instance, in visual user interfaces and interactive
tools, applications, and services.

Prospective workshop participants were invited to submit a short paper
describing their interests and work related to the topics of this workshop. Num-
bers permitting, the workshop will be open to other participants without a con-
tributing short paper.

4 Workshop Structure

This one-day workshop is informal and interactive, combining short presenta-
tions of the accepted workshop papers with group discussions, aimed at assist-
ing the authors and other participants with developing their research and design
ideas. The workshop also includes a hands-on group activity. As part of this, the
workshop participants are invited to work in small groups to perform map-based
tasks and create design sketches for an interactive application. The designs can
then be shared at the INTERACT conference. The main components of this
workshop are:

– short presentations of the accepted workshop papers.
– a group discussion to guide future related research and designs.
– a hands-on map-based group activity, facilitated by the workshop organizers.
– a group discussion on future collaborations and outcomes.

Further details on the full workshop program are available at the workshop
website1.

5 Expected Outcomes

In addition to sharing the accepted workshop papers with its participants, the
authors are invited to submit extended version of their papers for inclusion in an
edited volume, to be published by INTERACT 2023 organizers. Furthermore, as
noted, the workshop includes a discussion session on future publications in, for
instance, a special issue of an international journal and/or a co-authored report
for dissemination of the workshop findings.

The workshop website (See footnote 1) is also being used for publicizing its
aims and objectives, as well as disseminating its outcomes.

1 http://avcd.aalto.fi/mapii2023/.

http://avcd.aalto.fi/mapii2023/
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6 Workshop Organizers

Masood Masoodian (PhD) is a Professor of Visual Communication Design
in the School of Arts, Design and Architecture at Aalto University. He leads the
AVCD2 research group in the Department of Art and Media. Prof Masoodian’s
research interests include visual design, interaction design and visualization. He
often uses maps as the basis for the design of visualizations and user interactions
in a wide range of areas, including health, environment, and sustainability. He
was a co-organizer of the MAPII 2022 workshop3 at the International Confer-
ence on Advanced Visual Interfaces (AVI 2022), as well as several INTERACT
workshops and numerous other international conferences and workshops.

Saturnino Luz (PhD) is a Professor of Digital Biomarkers and Precision
Medicine at The Usher, Edinburgh Medical School, The University of Edinburgh.
His research interests include digital biomarkers for neurodegenrative diseases,
precision medicine, and inference in high dimensional data sets and graphical
models. His work on map-based interfaces includes visualization of human and
environmental variables for modelling of infectious disease spread, and other
applications in health care. He has organized, chaired and participated in the
programme committees of several conferences, and served as associate editor in
several journals. He was also a co-organizer of the MAPII 2022 workshop at AVI.
.
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– Thomas Rist (Augsburg University of Applied Sciences, Germany).
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Abstract. Technology for neurodivergent people has been developed in the past
to align them with expectations by neurotypical people. Participants in the widest
sense are encouraged to discuss the major challenges and opportunities in design-
ing technology for neurodivergent persons in the context of education, work and
for leisure.A key focus is to address knowledge acquisition, skill development, and
joy from the perspective of a neurodivergent classmate, colleague, or teammates.
At higher education institutions, accommodations are not common everywhere
and mostly unknown to lecturers. In the workplace, management tools should
respond to the requirements of an employee with autism or ADHD. Technology
for leisure time is not designed for neurodivergent pleasure. Uptake of the findings
are discussed with participants.

Keywords: Assistive Technology · Users with Disabilities · Neurodivergence

1 Introduction and Background

For neurodivergent people (people with atypical neurocognitive functioning, for exam-
ple, autistic people, people with ADHD, people with anxiety or differences in sensory
processing; see [4]) it is more difficult to access education, work, and leisure in a world
that is designed for neurotypical people. For example, noisy environments such as public
transport can be difficult to bear for some, others may not find themselves in a position
to work efficiently in crowded office spaces that are shared with co-workers, and access
to leisure can be restricted for some individuals because of specific social expectations.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 621–626, 2023.
https://doi.org/10.1007/978-3-031-42293-5_83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_83&domain=pdf
http://orcid.org/0000-0002-6151-2152
http://orcid.org/0009-0007-0782-3578
http://orcid.org/0000-0002-2411-6417
http://orcid.org/0000-0001-6094-9531
http://orcid.org/0000-0002-1890-4281
https://doi.org/10.1007/978-3-031-42293-5_83


622 D. Gollasch et al.

Research in Human-Computer Interaction has an extensive history of designing for neu-
rodivergent people. A recent survey in Sweden has found, women with autism use the
Internet more than any other group [8]. For example, there is a large body of work that
seeks to teach neurodivergent children neurotypical social skills, and previous work has
addressed symptoms of ADHD by targeting the individual. While technology certainly
can serve as a tool to manage access needs (e.g., using noise-canceling headphones to
avoid auditory overstimulation), there also is a risk that technology is leveraged as a
shortcut to shape neurodivergent persons along normative expectations in an effort to
make them appear neurotypical, limiting their agency rather than engaging with their
needs, wishes, and desires for a fulfilled life [12]. A parody of assistive technology for
autistic people is the design of FaceSavr, an intervention to help allistic (i.e., non-autistic)
people reduce their need to mirror the emotions of those who surround them [9]. Like-
wise, we have seen a number of critical literature reviews that have drawn attention to
the shortcomings of HCI research around neurodivergence, e.g., an intervention-driven
research perspective [12] and a lack of meaningful involvement of the target audience
[13]. We therefore want to turn to projects that are rooted in the experiences and per-
spectives of neurodivergent people, for example, in the context of neurodivergent work
practices [4], or participation in enjoyable and playful leisure activities [16] and high-
light the potential of technology to facilitate neurodivergent self-determination when
designed with the target audience.

This workshop aims at how (1) neurodivergent people leverage existing technolo-
gies to address their needs, how (2) new technology should be designed to address
issues relevant to them, and we intend to address (3) the design of technology that
targets neurotypical people to increase understanding of the embodied experiences of
neurodivergence, and create environments in which everyone contributes their share to
inclusion. Thereby, we invite workshop participants to join us in critical reflection and
conversation about the design of wearable assistive technology, self-determination, and
the negotiation of individual access and societal responsibility.

2 Topic Areas

The workshop will address the most recent developments in designing technology in the
context of neurodivergence, including systems for communication and collaboration in
education, work and leisure time.

2.1 Neurodivergence in Education

Neurodivergence of pupils, students, and teachers can lead to segregation from the gen-
eral education system in some countries; despite the UN convention on the rights of
people with disabilities has determined that children and parents are free in their choice
of the educational institutions. Additionally, free choice of a public school does not
immediately imply the institution is ready and adapted to the needs of students; i.e. of
those who can easily be distracted or overwhelmed by acoustic or visual stimuli, who
may experience a crisis and need individual attention.
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Research on inclusive education has addressed the need to change the educational
practices and adapt the institution to the needs of students. The index of inclusion was
demonstrated to be suitable for schools [2]. Inclusive pedagogy is only starting to train
teacher students to address individual needs while becoming competent in the multitude
of communication systems of students with a sensory disability and needs of someone
who is neurodivergent. Problems are even more pronounced in higher education. The
crowds in a lecture can be considerably bigger than a school class and create even more
distraction. Quiet rooms for students are far away, if available at all. Accommodations
for neurodivergent students to modify conditions of exams (such as remote, digital par-
ticipation in exams) are not rooted in comprehensive legal frameworks in some countries,
e.g., Germany. In general, adaptation of higher education institutions to neurodivergent
students is more difficult than schools due to the size of the organization and lack of
awareness by lecturers and administrators. Both top-down and bottom-up processes can
help to promote changes [6]. Digitization can be a driver for a more hybrid teaching
approach for asynchronous learning and place independence.

2.2 Neurodivergence at Work

Neurodivergent individuals often struggle to learn a profession and secure suitable job
positions, leading to high rates of unemployment in the primary labourmarket [1].Major
challenges are verbal skills, personal organization, and sensory overload.

Effective verbal communication skills are highly valued by employers, especially for
meaningful jobs [3]. However, neurodivergent individuals may exhibit diverse speaking
abilities, ranging from no speech to inconsistent speaking behaviour. This can include
difficulties with word finding, inconsistent speech, or challenges in understanding spo-
ken words. Augmentative and Alternative Communication (AAC) tools provide addi-
tional information alongside verbal communication or substitutions for speech [7].Assis-
tive technologies, with speech synthesis or interactive communication alternatives, have
shown promise in communication support for neurodivergent individuals [10]. Further-
more, to support individuals with autism spectrum disorder (ASD), feasible task and
time management systems, as well as supportive workspace designs, are necessary.

Individuals with ASDmay experience sensory overstimulation due to hypersensitiv-
ity. Assistive technologies such as noise-cancelling headphones can help cope with over-
stimulation in the workspace [15]. However, current strategies for ASD-specific stress
management mainly focus on identifying stress levels [14], and enhancing awareness of
stress factors caused by others in meetings [11].

2.3 Neurodivergence and Leisure

In leisure, there is opportunity for the design of technology that approaches neurodi-
vergence from different perspectives. On the one hand, there is potential in technology
that can help facilitate access to traditional forms of leisure (e.g., culture, sports, or
play) by neurodivergent people, and research that examines how neurodivergent people
appropriate existing technologies and systems to meet their needs. On the other hand,
we would like to highlight the need to adopt a positive perspective on neurodivergence
as a set of characteristics to design for (rather than to mitigate), exploring ways how we
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can design for neurodivergent pleasure, and how technology can be a tool to support and
augment these.

3 Objectives

This workshop aims to foster discussions within the HCI research community about
creating technologies tailored to neurodivergent persons. The goal is to facilitate their
self-determined achievements and needs, empowering them to lead rewarding lives.

We aim to devise systematic design methods for diverse user groups, manage con-
flicting access needs, and involve neurodivergent individuals in research, ensuring shared
power between users and teams.

Additionally, we hope to shift focus to critical reflection on our own positionalities,
the theories that we draw upon in our work and their implications in the context of
neurodivergence (e.g., autism) and empathy, [5] and the challenges that come with
ensuring that technical artefacts do, in fact, support the intended target audiences rather
than risking solidifying harmful stereotypes.

4 Key Organizers

This workshop is supported by IFIP Working Group TC 13.3 Human-Computer Inter-
action, Disability and Aging. WG 13.3 raises awareness about the needs of people with
disabilities and older people, makes recommendations through guidelines for the design
of technologies for the widest range of users possible, monitors the latest developments
in HCI and their impact on accessibility and usability, and encourages the development
of information and communication technologies and complementary tools which permit
their adaptation to the needs of different users.

All organizers are experienced researchers in the field of accessibility of HCI for
disabled people who have developed and evaluated research prototypes with disabled
users in the past and in ongoing research projects.

DavidGollasch is a PhD student at the TUDresden, Germanywith research interests
in diversity-sensitive interaction design as well as structured methods and processes
around software variability and AI to build adaptive user interfaces.

Meinhardt Branig is a PhD student at the TU Dresden, Germany with research
interests in accessibility, data physicalization and tangible interaction with focus on
user-group diversity.

Kathrin Gerling is Professor of Human-Computer Interaction and Accessibility at
KIT, Germany, and a neurodivergent person. Her work aims to empower diverse audi-
ences in the context of work, leisure, and wellbeing. It seeks to contribute to our under-
standing of the relationship between bodily difference, technology, and participation in
society, and how technology can be employed by disabled people.

Jan Gulliksen is Professor of Human-Computer-Interaction and Vice President for
Digitalization at KTH, Sweden and he does research on usability and accessibility,
digitalization and digital work environments and user-centered systems design.

Katta Spiel is an FWFHertha-Firnberg scholar at the HCIGroup of TUWien, where
they work on the intersection of Computer Science, Design and Cultural Studies. They
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research marginalized perspectives on technologies to inform interaction design and
engineering in critical ways, so they may account for the diverse realities they operate
in and together with neurodivergent or nonbinary peers.

Oussama Metatla is a Senior Lecturer at the University of Bristol. As Co-Head
of the Bristol Interaction Group, he and his team investigate inclusive technologies for
disabled and non-disabled people. Current projects include interactive play technologies
for autistic and non-autistic children, hybrid technologies for people with and without
dementia, and education technologies for blind and sighted children.

Gerhard Weber is Professor of Human-Computer Interaction at TU Dresden, Ger-
many.His interests are inmultimodal interaction, non-visual interaction, tactile graphics,
and teaching on accessibility. He is also liaison officer for students with a disability and
leads a service centre for students with a disability.

5 Target Audience

The target audience for this workshop are researchers and designers working around
neurodivergence, either through the lens of assistive technology or from the perspective
of neurodivergent persons and their experiences with technology. We also invite the
participation of lived experience experts (i.e., neurodivergent persons).

6 Expected Outcomes

Participants will discuss the major challenges and opportunities in designing for neu-
rodivergent persons using interactive systems in various contexts to address knowledge
acquisition, skill development, and joy from the perspective of both a neurodivergent
person, classmates, colleagues, and teammates. As a follow-up to the call for papers on a
website, a plain language summary will report the findings and results for sharing them
with non-academic communities. Together with the participants, we will decide upon
further avenues for dissemination, e.g., publication of the workshop papers, or work
toward a jointly authored paper.
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Abstract. Thisworkshopwill explore and discuss howHumanComputer Interac-
tion (HCI) as a field of knowledge and practice can contribute to develop platforms
for digital democracy and participation. These issues aremainly seen at two levels:
(1) the optimal design of the digital environment of citizen participation platforms,
and (2) explore howHCI can contribute to the development of new trends in Polit-
ical Science, such as e-democracy. The practice of designing digital platforms for
citizen participation and democracy could benefit greatly from a multidisciplinary
sociotechnical approach that incorporates into design reflection on issues of demo-
cratic theory and practice, legal and political science. Researchers have sought to
articulate design patterns and evaluation tools for these platforms with general
perspectives on the democraticity of the processes they sustain. But citizen partic-
ipation systems give rise to specific problems related to usability and user expe-
rience. The user is both the institution, company, formal, and informal collective,
as well as the subjects that interact with these platforms. This workshop proposes
a multidisciplinary exploration and discussion about design of digital platforms
for citizen participation and democracy, including issues such as the necessary
digital and technological resources, typology of tools that allow communication
(to share knowledge), create community (to find and integrate individuals into a
collective) and cooperation between individuals (to achieve common community
goals), legality of the decisions taken in these platforms or subjective trust in their
general function.

Keywords: Sociotechnical · HCI knowledge · HCI practice · e-Democracy ·
Digital Platforms · Citizen Participation

1 Introduction

This workshop will explore and discuss Human Computer Interaction (HCI) as a field of
knowledge and practice supporting digital democracy and participation processes. This
support is mainly seen at two levels: (1) for the optimal design of the digital environment

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14145, pp. 627–631, 2023.
https://doi.org/10.1007/978-3-031-42293-5_84

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42293-5_84&domain=pdf
https://doi.org/10.1007/978-3-031-42293-5_84


628 J. A. Nocera et al.

of citizen participation platforms, and (2) on howHCI can contribute to the development
of new trends in political science, such as e-democracy.

Literature on the design of digital systems for citizen’s participation and democracy
(Bødker et al., 2000, Damodaran et al. 2005; Archibugi et al. 2011; Bjørn-Andersen
and Clemmensen 2017 among others) seeks to articulate design patterns and evaluation
tools for these systems with general reflections on the democracy of the processes they
sustain. These patterns and tools connect democratic social theory and practices with
the development of specific procedures and instruments for their furtherance.

Additional evidence of themultidisciplinary character of the design problems associ-
atedwith these systems can be found, for example, in Nelimarkka’s (2019) review, which
conceives participatory design from the perspective of an array of deliberation, repre-
sentation and decision-making procedures, which Vlachokyriakos (2013), for his part,
associates with the institutional-political framework of contemporaryWestern democra-
cies. Nelimarkka, however, does not exhaust the diversity of democratic procedures, their
contextual adequateness, or the conditions for their implementation. Nor is the political-
institutional dimension, studied by Vlachokyriakos, the only one in which democracy
can be exercised. For instance, little attention has been paid so far to its practice in the
business, professional and educational fields. And to this we add design issues associated
with democratic practices in action (Kim 2012) resulting from the users’ empowerment
of platforms not intended for this purpose, such as social networks. Finally, citizen par-
ticipation systems pose specific problems linked to usability and user experience, being
the “user” both the institution, company, formal and informal collective, as well as the
subjects that interact with these platforms. In this respect, issues such as the legality of
the decisions taken and how to build up subjective trust in their general functioning are
critical considerations for design.

With these ideas in mind, we conclude that, by its very nature, the practice of design-
ing digital platforms for citizen participation and democracy could greatly benefit from
a multidisciplinary sociotechnical approach, articulating the former with democratic
theory and practice, juridical studies, and political science.

2 Workshop Objectives

In this workshop, we understand the above issues as sociotechnical in nature and aim to
trace the cultural and political dynamics that drive the design of this type of platforms.
More concretely, we solicit position papers that help us fulfil the following objectives:

• To help develop a framework of HCI to be applied in e-democracy and participatory
processes.

• Collect examples and experiences of digital democracy platforms.
• Collecting examples and experiences that show that the field of HCI can be beneficial

in the design and development of digital platforms for citizen decision processes
• Formulate a research agenda for future work on digital democracy research on HCI.

These four objectives are aimed at answering the following research questions:

• How can different approaches towards sociotechnical and interaction design promote
or undermine democratic participation?
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• What are the best design patterns and requirements that lead to effective platforms
for Digital Democracy and Participation?

• How can digital democracy platforms be evaluated?
• What are the best tools andmethods to support communication, community formation

and deliberation in democratic processes?
• Design thinking and innovation: how the design process should be led by democratic

requirements and not by technology affordances?
• How to identify forms of democracy and associated practices through the presentation

of relevant case studies.
• How to identify and assess the nature and type of citizen participation in the process

of design of these platforms.

3 Expected Outcomes

The workshop will produce a research agenda for studying the optimum development
of digital platforms for e-democracy processes through a HCI lens, and how best to
understand and analyze them. The aim with this research agenda is to stimulate further
research interest and provide direction for critical research on HCI apply to design
digital participatory platforms. In addition, extended versions of the workshop papers
will be published by Springer in the LNCS series as a volume collecting papers from the
INTERACT 2023 workshops and in a special issue in the Interacting with Computers
journal.

4 Target Audience

The target audience for this workshop includes researchers and practitioners from dif-
ferent disciplines working on topics related to Digital Democracy and Citizen Partici-
pation in HCI. Early-stage researchers and PhD students are also encouraged to submit
work-in-progress papers.

5 Organizing Committee

The workshop is organized by IFIP TC13WG13.8 – Interaction Design for International
Development. The organizers are:

José Abdelnour Nocera is professor in Sociotechnical Design and Head of the
Sociotechnical Group for Innovation and User Experience at the University of West
London. He is the current Chair for IFIP TC13 WG13.8 and the British Computer Soci-
ety Sociotechnical Specialist Group. His interests lie in the sociotechnical and cultural
aspects of stakeholder diversity in systems design.

Juan JoséGómezGutiérrez is Lecturer inAesthetics andArt Theory at theUniversity
of Sevilla (Spain).His research focuses on art and politics, including critical urban theory,
cultural policies, the high and the low in art and hegemony.

Estela Peralta is Senior Lecture in Design Engineering at the University of Sevilla
(Spain). Her research focuses on development smart environment and products adapted
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to the human factor, considering biomechanical, cognitive, and environmental aspects,
for any type of population, including people with special needs.

Lene Nielsen is associate professor at IT university Copenhagen (Denmark). She
current research democratically owned enterprises, their use of technology, and the way
they govern the business. As member of Forum on IT and Cooperative Governance
(FITCG) she researched democratic entrepreneurship for the Danish Parliament that
resulted in suggestions for new legislation to further cooperatives in Denmark.

Workshop Organization

The workshop is planned for a full-day workshop. The two main activities will be
presentation/discussion of the participants’ position papers and groupwork on a research
agenda for studying the optimum development of digital platforms for e-democracy
processes through a HCI lens, and how best to understand and analyze them. To make
the workshop engaging and rewarding, we will emphasize discussion and group work
over presentations. In outline form, the workshop program looks as follows:

• Welcome – introduction to the workshop
• Presentation and discussion of position papers – we will request brief presentations

and instead focus on discussion. To facilitate this format, the position papers will be
made available to all participants ahead of the workshop.

• Group work to formulate a research agenda – each group will be chaired by one of
the organizers. In addition, material will be provided to inspire the groups and help
structure their discussions.

• Plenum discussion – the groups report the results of their work.
• Closing – including the initial planning of post-workshop activities. The main post-

workshop activity is that the organizers will invite the workshop participants to co-
author a paper about the research agenda.

The call for papers for the workshop will be announced on the IFIP WG 13.8. In
addition,wewill post the call for papers on relevantmailing lists and onotherHCI-related
mailing lists. The organizers will also contact candidate participants – researchers aswell
as practitioners – in their network by mailing them directly to raise their awareness of
the workshop.

Participation in the workshop requires the submission of a position paper. Position
papers will be limited to a maximum of four pages in the INTERACT proceedings
format. Each submission will be reviewed by two reviewers from. On the basis of the
reviews, the organizers will make an accept or reject decision.

During the group work, the participants will produce posters. With the participants’
permission, these posters will provide input for the formulation of a combined research
agenda. Another source of input for this combined research agenda is the plenum discus-
sion, which will be recorded if the participants consent to being recorded. The organizers
will invite the participants to produce extended versions of the workshop papers to be
published by Springer in the LNCS series as a volume collecting papers from the INTER-
ACT2023 workshops and in a special issue in the Interacting with Computers journal
(Oxford University Press).
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Abstract. This second workshop on HCI Engineering Education aims
at carrying forward work on identifying, examining, structuring, and
sharing educational resources and approaches to support the process
of teaching/learning Human-Computer Interaction (HCI) Engineering.
The widening range of available interaction technologies and their appli-
cations in increasingly varied contexts (private or professional) under-
lines the importance of teaching HCI Engineering but also the difficulty
of taking into account changes and developments in this field in often
static university curricula. Besides, as these technologies are taught in
diverse curricula (ranging from Human Factors and Psychology to hard-
core Computer Science), we are interested in what the best approaches
and best practices are to integrate HCI Engineering topics in the curric-
ula of programs in Software Engineering, Computer Science, Human-
computer Interaction, Psychology, Design, etc. The workshop is pro-
posed on behalf of the IFIP Working Group 2.7/13.4 on User Interface
Engineering.

Keywords: Human-Computer Interaction · Engineering · Education

1 Workshop Topics and Scope

Engineering interactive systems is a multidisciplinary endeavour positioned at
the intersection of Human-Computer Interaction (HCI), Software Engineering,
Usability Engineering, Interaction Design, Visual Design, and other disciplines.
The Human-Computer Interaction Engineering (HCI-E) field is concerned with
providing methods, techniques, and tools for the systematic and effective design,
development, testing, evaluation, and deployment of interactive systems in a wide
range of application domains.

The aim of such contributions is threefold: i) improve the process of design-
ing, developing, and evaluating interactive systems, ii) improve the quality of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the user interface (UI) of interactive systems, including usability and user expe-
rience properties, and software properties (also known as external and inter-
nal properties, respectively [5] and iii) adapt these contributions to the specific
requirements and needs of the various application domains.

In recent years, the range of interactive techniques and applications has
broadened considerably and can be expected to grow even further in the future.
While new interaction techniques offer the prospect of improving the usability
and user experience of interactive systems, they pose new challenges, not only for
methods and tools that can support their design, development and evaluation in
a systematic engineering-oriented manner, but also to the designers developers
who must use them. Examples of interactive applications include mobile systems,
wearable medical devices, safety and mission critical systems, and AI-based sys-
tems. Such interactive applications require a broad range of HCI engineering
(HCI-E) techniques, methods and tools.

These techniques, methods and tools, as well as many other novel forms of
interaction, involve aspects that need to be adequately addressed in the curricula
of programs in HCI, Software Engineering and Computer Science [1,4,6,8]. This
begs the question of how best to address these topics in those curricula, and what
the best approaches to address them are. When considering education about HCI
Engineering, we need to think about who is being educated as there is likely to
be different curriculum scope and educational methods for different types of
learners. There are two main distinctions likely influencing these methods:

Technical vs non-technical. Students in Computer Science and similar areas
are likely to be the main consumers of detailed HCI-E education. However, the
creation of interactive applications “requires input from science, engineering and
design disciplines” and multidisciplinary teamwork requires from participants
an increased understanding and appreciation for other disciplines [7]. It is also
important for those who are likely to have a more interface design or user research
role to able to appreciate the limits of technology and the potential impacts of
architectural design choices.

Student vs practitioner. It is likely that the primary interest of many par-
ticipants will be university education. However, developers are often involved in
lively online discussions about different frameworks, and even in the use of mon-
ads in interactive JavaScript. Interaction Design Foundation courses attract tens
of thousands of UX practitioners worldwide, evidencing the desire of on-the-job
learning in both communities.

Participants may target one or more of these types of learners, have interests
that cover several, or indeed may address other groups.

1.1 Previous Workshop

The previous workshop at INTERACT 2021 [2] attracted contributions address-
ing a variety of educational settings for professionals and university students
at various levels. The material described by participants ranged from relatively
small units to full modules of various lengths. Many included project work of
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some kind but they also included more theoretical aspects such as user inter-
face architectures. Motivation was also important, but varied greatly depending
on the background of the students: computing students may need to be con-
vinced that they need think about users at all, whilst those from a design/UX
background might question why the need to know anything about the actual
construction of user interfaces. There were also considerable differences in order,
whether engineering/construction aspect should follow design, mimicking UX
development practice, or whether engineering/construction aspects should come
first in order to help students understand why user-centered design is needed.

In response to this range of settings, one of the workshop outcomes was to
present a selection of educational resources (exercises and assignments) descrip-
tions in relatively standard form, clarifying aspects such as objectives, and audi-
ence [3]. This has begun the process of creating a structure within which mate-
rials can be described and shared, and helped shape the goals of the present
workshop.

1.2 Goals and Expected Outcomes

The workshop aims at identifying, examining, and structuring educational
resources and approaches to support the teaching/learning of HCI Engineering.
It aims to cover a range of areas from challenges related to novel forms of inter-
action to emerging themes stemming from new application domains. Another
goal is to consider the variety of students’ skills and experiences. For instance,
how to incorporate and teach HCI Engineering in Computer Science curricula
or in UI/UX Design curricula? How to teach HCI Engineering to students with
different skills (e.g., engineers, designers)? The goal is also to consider differ-
ent lecturing modalities, ranging from on-site lectures, project-based pedagogy
to online/remote lecturing. The intended outcome of the workshop is a struc-
tured overview of educational resources, described in a common structure (see [3]
for an initial definition of the intended structure). This overview will take the
form of an online resource, built around a version control system, which will
be made available to the community. We expect that, through this resource,
educational materials (e.g., from slides and reference materials to exercises and
exams) will be made available. In addition to the description of the educational
resource itself, and for educators planning to use the resource, practical aspects
and lessons from the experience of using the resource form a complementary part
of the description of each resource. It is expected that the workshop will result in
the first public instance of this resource and that this work will be continued in
follow-up workshops, as well as in the context of IFIP Working Group 2.7/13.4
on User Interface Engineering1. Depending on the quality of the submissions and
the workshop results, revised versions of the contributions will be considered for
publication in the INTERACT 2023 post-proceedings. In addition, we will pro-
duce a journal paper summarizing and consolidating the contributions, in the
form of an HCI Engineering Education roadmap. These results shall serve as a

1 http://ui-engineering.org.

http://ui-engineering.org
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basis for drafting a roadmap for a curriculum for the engineering of advanced
interactive computing systems and for identifying quality lecturing modalities.

1.3 Target Audience

Achieving the workshop’s goals means bringing together experiences from people
teaching HCI concepts impacting how we engineer interactive systems and from
people working in HCI-E to identify topics and methods that should be included
in teaching this subject. Besides the courses in HCI-E, interesting inputs may
arrive from HCI courses outside the CS curriculum requiring to communicate
engineering challenges, or from more general software engineering courses dis-
cussing aspects related to human factors. Hence, we will solicit contributions
from the HCI-E-related communities, and we will be very interested in welcom-
ing members of the educational community, for a fruitful discussion. To do so, we
will dispatch the call to the usual channels, including announcements in mailing
lists, conferences, and personal contacts.

1.4 Submissions

Position papers (6–10 pages in Springer format) must report experiences related
to HCI Engineering education. Submissions could report software engineering
units including some aspects of HCI-E, curricula or teaching units dedicated
to HCI-E, case studies/projects demonstrating aspects of HCI-E, evaluation of
students’ skills related to HCI-E, training non-technical and mixed students in
HCI-E, training appropriate aspects of HCI-E to professionals/practitioners, a
new teaching modality promising for teaching HCI-E, introducing HCI-E into
existing curricula, etc. Authors could also provide in their submission a short
summary of their experience in the field and their motivation to participate in
this workshop. Submissions will be processed via a web-based conference man-
agement system to be defined (e.g. Easychair). Position papers will be reviewed
by a committee composed of members of IFIP Working Group 2.7/13.4, and
participants will be invited to attend the workshop based on review results.

2 Workshop Structure

The workshop will last one day. We will start with a brief introduction to the
workshop’s goals, and a sequence of presentations of the different position papers
in the first half. The second half will contain group activities aimed at the pro-
duction of materials for the online resource mentioned in Sect. 1.2. The current
version of the resource, resulting from the first workshop at INTERACT 2021,
will be made available to participants in advance of the workshop.

We will organise the workshop in a hybrid mode. We will allow participants
to attend the workshop in person, and we will also provide means for support-
ing remote participation for those unable to attend in person. The support for
remote participation will consist of using a teleconferencing application (e.g., MS
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Teams) streaming all the activities in the workshop room (e.g., presentations and
discussions) during the first half of the workshop. We will use the workshop room
facilities to broadcast the remote participants’ activities on a shared screen and
use loudspeakers. The second half of the workshop will make use of collaborative
editing environment such as shared text documents (e.g., Google Docs), shared
whiteboards (e.g., Miro), etc., to support joint work, regardless of the mode of
participation. If necessary, we are ready to organise the workshop in a completely
remote mode.

3 Organisers Background and Experience

The workshop is proposed on behalf of IFIP Working Group 2.7/13.4 on User
Interface Engineering, and intends to further work ongoing within the group.
WG 2.7/13.4 aims at advancing the state of the art in all aspects of designing,
developing, and evaluating interactive computing systems with a particular focus
on principled methodological engineering approaches. The scope of investigation
comprises, among others: methods and tools for modelling, prototyping, devel-
oping, and evaluating user interfaces; quality models for interactive systems; and
new interface technologies suitable to improve user interaction.

The WG understands HCI Engineering as the creation and application of sci-
entific knowledge and systematic, structured design and development methods to
predictably and reliably improve the consistency, usability, scalability, economy,
and dependability of practical problem solutions. HCI Engineering addresses all
aspects related to methods, processes, tools, technologies, and empirical stud-
ies involved in the invention, design and construction of interactive systems.
The techniques addressed concern all types of applications, for example, busi-
ness applications, social media, smart environments, medical devices, automotive
and aeronautics applications, among others.

José Creissac Campos is the former chair of IFIP WG 2.7/13.4 on User
Interface Engineering. He is an associate professor at the informatics department
of the University of Minho, and a senior researcher at HASLab/INESC TEC.
He has served in several organizing committees, including several IFIP TC13
INTERACT 2011, ACM SIGCHI EICS, and Formal Methods Week 2019. He
regularly serves on the Program Committees of, INTERACT, EICS and IUI,
among others.

Laurence Nigay is a full Professor (Exceptional class) in Computer Sci-
ence at the University of Grenoble Alpes (UGA) and is also an elected senior
member of the Academic Institute of France (IUF). She is the director of the
Engineering Human-Computer Interaction (EHCI) research group of the Greno-
ble Informatics Laboratory (LIG). From 1998–2004, she was vice-chair of the
IFIP working group 2.7/13.4. From 2005 to 2019 she was the director of the
Masters of Computer Engineering at the University of Grenoble.

Alan Dix is Director of the Computational Foundry at Swansea University.
He is author of one of the principle textbooks in Human Computer Interaction as
well as many other research publications and a recent book on Statistics for HCI.
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He was the general chair of HCI-Educators 2007 as well as several more recent
workshops in the area, including a series of Covid-related virtual workshops on
video in HCI education early in 2020. He has worked in a number of commercial
roles in addition to his academic posts and contributes to courses at Interaction
Design Foundation. Alan still designs and codes interactive systems.

Anke Dittmar is an associate professor at the informatics department of
the University of Rostock. She is a long time researcher and teacher in human-
computer interaction, software engineering, and interaction design. Anke is mem-
ber of IFIP WG 2.7/13.4 on User Interface Engineering, and the current presi-
dent of the European Association of Cognitive Ergonomics (EACE).

Simone Diniz Junqueira Barbosa is a professor in Computer Science at
the Pontifical Catholic University of Rio de Janeiro, PUC-Rio. She is author of
one of the main textbooks on Human-Computer Interaction in Portuguese and
has for many years worked in projects with governmental and industrial part-
ners. She is the Vice-chair for Working Groups at IFIP TC13, and has served in
several conferences over the years in various capacities, including general chair
of INTERACT 2007, EICS 2012, and CHI 2022, and full papers chair of INTER-
ACT 2015.

Lucio Davide Spano is an associate professor at the University of Cagliari,
Italy, since 2019. He is the chair of the IFIP Working Group 13.4/2.7 on User
Interface Engineering. He has been a member of the Model-Based User Interface
Working Group of the World Wide Web Consortium (W3C), paper-chair at IUI
2020, workshop chair at INTERACT 2021.
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Abstract. Digital transformation is a fundamental change process for improving
organizations, industries or society and redefining key values for its stakehold-
ers. Digital transformation represents the transition process that has to be dealt
with to innovate organizational processes, to improve their interaction with cus-
tomers and to offer innovative services that are based on the intensive use of
digital technologies. Digital transformation affects the life of end users who can
access services in completely new ways, made possible by innovative technolo-
gies. Digital transformation is therefore a process of organizational, economic,
social and creative change enabled by the adoption and development of digi-
tal technologies. Human-Centered Software Engineering (HCSE) as a research
domain is thus more relevant than when it comes to the sole introduction of novel
technologies in a socio-technical system. The interplay between human–computer
interaction and software engineering needs to be rethought for a rapid response
to the evolution of technologies, while also considering aspects such as greater
agility in service development, sustainability, ethical considerations, cybersecu-
rity, user mindset and awareness, to name a few. Beyond the traditional themes of
IFIPWG 13.2 workshops, this edition promotes sharing of knowledge and experi-
ences that address how to deal with the challenges of the digital transformation and
its influence on human-centered socio-technical system design and development
practices.

Keywords: digital transformation · sustainability · agile development ·
low-code development · digital twin · ethical considerations · cybersecurity

1 Overview and Goals

The Third Industrial Revolution had contributed to the spread of computers and the
subsequent automation of many processes. The Fourth Industrial Revolution is charac-
terized by a different – and exponentially enhanced – use of the tools designed during
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the Third Industrial Revolution. The Fourth Industrial Revolution is thus characterized
by a process of technological transformation that is affecting the social structure across
the globe. It has changed the way of shopping, of relating to others, of living. At the core
of the process are technologies that generate important cultural impacts in our lives. In
Europe, this process is differently named, depending on the different countries: digitisa-
tion, digital transformation, digital transition, etc. Here we call it digital transformation,
but no matter how you name it, it has in fact revolutionized every market and company,
as well as our life.

We follow the definition by Gong & Ribiere (2020) that states that digital trans-
formation is a “fundamental change process, enabled by the innovative use of digital
technologies accompanied by the strategic leverage of key resources and capabilities,
aiming to radically improve an entity* and redefine its value proposition for its stake-
holders” [1] (*An entity could be: an organization, a business network, an industry, or
society).

Various technologies enable the digital transformation process: Mobile and Wear-
able Devices, Internet of Things, Cloud Computing, Big Data, Blockchain, Augmented,
Virtual and Mixed Reality, Artificial Intelligence and Machine Learning, Digital Twin,
Cybersecurity. However, while introducing undeniable benefits, they also bring some
important issues.

Internet of Things (IoT), a leading technology of the digital transformation, empow-
ers users to interact with the surrounding environment. IoT devices are becoming even
more pervasive and social. However, there are still important issues to be solved to
increase the adoption of such technologies: it is still hard for non-technical users to
synchronize the behavior of multiple physical and virtual (i.e., software) resources,
installed in the environment or embedded in tangible objects they have to manipulate.
The opportunities offered by IoT can be amplified if new approaches are conceived to
enable non-technical users to be directly involved in “composing” their smart objects
by synchronizing their behavior. This leads to the need to provide non-technical users
with innovative interaction strategies for controlling objects’ behavior [2].

IoT also introduces issues from the cybersecurity perspective. Indeed, IoT has the
unique capability of affecting both virtual and physical systems. Cyberattacks on IoT
ecosystems could have far more unpredictable effects because they translate more easily
into physical consequences, and users should also be aware of that.

The impact of Artificial Intelligence (AI) on human lives and the economy has been
astonishing. However, it brings problems that need to be addressed, such as the required
computing power, worry of how AI models predict the output (i.e., trust in AI results),
data privacy and security, bias connected to the amount and quality of data the models
are trained on, training data scarcity because of more stringent rules on their collection
and storage imposed by some government to restrict unethical usage of user data.

Digital Twin (DT) [3] is another protagonist of the digital transformation process. It
is a virtual replica of a real-world object that is run in a simulation environment to mirror
its physical pendant, with digital and physical twins influencing each other including the
ability to perform predictions. Some benefits of using digital twins consist of accelerated
risk assessment and production time (since – with the help of a digital twin – compa-
nies can test and validate a product before it even exists in the real world); predictive
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maintenance; real-time remote monitoring. But despite the benefits, some challenges
have slowed the widespread adoption of the digital-twin technology: for example, the
initial investment (because you need sensors on the equipment, an infrastructure to allow
them to communicate data, a computing and storage infrastructure); the lack of a clear
business case; organizational silos.

We could continue with discussing benefits and issues of other technologies: usabil-
ity of mobile and wearable devices, as well as of Augmented, Virtual and Mixed Real-
ity; user awareness about the usage and the security of Cloud Computing, Big Data,
Blockchain. What emerges is that Human-Centered Software Engineering (HCSE) is
more relevant than ever. The interplay between human–computer interaction (HCI) and
software engineering (SE) needs to be rethought and fortified for a rapid response to
the evolution of technologies, while also considering aspects such as greater agility in
service development, sustainability, ethical considerations, cybersecurity, user mindset
and awareness, to name just a few. But also the approaches for addressing them have
to be carefully considered. For example, some software development companies show
an increasing interest in low-code development platforms to facilitate application devel-
opment by domain experts without sophisticated software development knowledge, as
a possible solution to the need of more agile, fast and also sustainable service devel-
opment. Domain experts are, however, not trained in software development methods.
This introduces a risk of domain experts creating unusable applications or exceeding the
designated time frame of a project (or both) [4].

According to this picture, beyond the traditional themes of IFIPWG13.2workshops,
this edition promotes sharing of knowledge and experiences that address how to deal
with the challenges of the digital transformation and its influence on human-centered
socio-technical system design and development practices.

This workshop is a follow-up of the successful workshops organized at INTERACT
2015 in Bamberg, Germany [5] INTERACT 2017 in Mumbai, India [6], INTERACT
2019 in Paphos, Cyprus [7], and INTERACT 2021 in Bari, Italy [8].

2 Target Audience and Expected Outcomes

This workshop is open to everyone who is interested in aspects of human–computer
interaction from a development-oriented and/or user-centered perspective. Typical con-
tributions to this workshop focus on methods, processes and approaches for design-
ing, building and testing interactive systems. We expect a high participation of IFIP
Working Group 13.2 members. We particularly invite participants to present position
papers describing real-life case studies that illustrate how they rethought HCI’s and SE’s
interplay in order to address aspects such as agile development, sustainability, ethical
considerations, and cybersecurity. Any perspective and related aspects of user interface
design are welcome. We are especially interested in work that deals with current trends
that change the way humans use, interact and collaborate with technical components
in socio-technical systems. We are also interested in methods, theories and tools for
managing context of use at design and run-time. Position papers will be made available
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through the workshop website. Furthermore, extended version of selected papers will
be considered for inclusion in a Springer LNCS post-proceedings volume published in
conjunction with the other INTERACTworkshops organized by the IFIP TC13Working
Groups.

3 Workshop Contributions

Ten contributions have been accepted for presentation at the workshop. They are briefly
described in the following.

A Cross-Domain Investigation of Social Control Design Using Task Models
presented byMelanie Berger, Harm van Essen andRegina Bernhaupt, reports an analysis
of social control design for automotive and home domains to understand how taskmodels
can be used to support the development process.

A Roadmap for Digital Twin Design, presented by Regina Bernhaupt, discusses a
set of key challenges for designing digital twins. Focus is how user-centered design has
to be revisited addressing the particularities of digital twins, especially when it comes
to their ability to monitor, simulate and predict.

Contextual Think Aloud: A Method for Understanding Users and Their Digital
Work Environment, presented by Marta Lárusdóttir and Åsa Cajander, introduces a
novel method called the contextual think-aloud method for understanding users’ needs
and work environment, which is crucial during software development, as it directly
impacts their work engagement. The method was studied in an educational setting:
involved students shared their experiences and provided feedback, highlighting the
comprehensive approach of the method to examining the users’ work situation.

Digital Twins for Sustainability Cities: A Research Agenda, presented by Hung
Pham and Regina Bernhaupt, proposes a research agenda for digital twins when applied
to the design of more sustainable cities.

Digitizing Processes in Manufacturing Companies via Low-Code Software, pre-
sented by Nils Weidmann, Jonas Kirchhoff and Stefan Sauer, addresses the shortage of
experience reports on low-code development in small and mediummanufacturing enter-
prises. It provides an overview of successful low-code utilization in the manufacturing
sector, identifies suitable business processes, and discusses the selection of an appropriate
low-code platform aligned with the company’s digitization strategy. The opportunities
and challenges of the low-code approach are explored through discussions with key
users involved in implementation, emphasizing its significance for digitizing business
processes in this context.

On Using the Task Models for Refinement and Validation of Requirements
Generated through Co-creation, presented by Bilal Naqvi, Célia Martinie, Stepan
Bakhaev and Kari Smolander, addresses co-creation as a commonly used approach for
gathering software requirements, involving end users in the process. While it has merits,
certain limitations exist. These include subjective judgment by analysts when translat-
ing user statements into requirements, and varying abilities of users to conceptualize
systems during early development stages. To overcome these limitations, a three-step
taskmodel-based approach is proposed for validating and refining co-creation-generated
requirements. The paper presents a case study on developing an e-ID scheme to illustrate
the approach.
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Supporting a Deeper Understanding of Users in Robot-Assisted Therapies by
Two-Level Personas, presented by Peter Forbrig, Anke Dittmar and Mathias Kühn,
describes insights and challenges from a project on robotic-assisted rehabilitation ther-
apies. It is suggested to use two-level personas to better cover two groups of users in
therapeutic sessions. Patients are end users of the therapeutic robots; they are assisted by
therapists who should also be provided with means to act as designer-users. It is argued
that proven user-centered design methods and representations need to be adapted or
revised to better cope with the specific challenges of new technologies and consequences
of their use.

Towards a Knowledge-Based Approach for Digitalizing Integrated Care Path-
ways, presented by Giuseppe Loseto, Giuseppe Patella, Carmelo Ardito, Saverio Ieva,
Arnaldo Tomasino, Lorenzo E. Malgieri and Michele Ruta, discusses the utilization
of knowledge representation techniques for digitalizing diagnostic and therapeutic care
pathways. Clinical pathways, which guide the treatment of specific medical conditions,
often rely on basic textual documentation, leading to inefficiencies in patient care. The
research explores the application of knowledge representation techniques to annotate
contextual data, patient information, and medical guidelines with a reference ontology.
By creating a comprehensive knowledge graph, rule-based approaches can be used to
support the patient care management process and provide valuable insights to physicians
and medical practitioners regarding specific diseases.

Towards a Smart Combination of Human and Artificial Intelligence for Man-
ufacturing, presented by Jan Van den Bergh, Jorge Rodriguez-Echeverria and Sidharta
Gautama, addresses the manufacturing industry, which is moving towards increased
automation and digitization, with data being collected from various sources. Despite this
trend, human workers and their capabilities remain vital, as emphasized in the Industry
5.0 vision. However, concepts such as human-centricity and digital twin lack clear def-
initions in the context of complex manufacturing environments. The paper focuses on
enhancing the Failure Mode and Effects Analysis (FMEA) process within quality man-
agement, proposing a framework and terminology to address challenges in Industry 5.0.
The integration of human and artificial intelligence is explored to improve the FMEA
process and enable continuous and actionable quality management.

Towards User Profile Meta-Ontology, presented by Ankica Barisic and Marco
Winckler, suggests that improved development support is necessary for creating adapt-
able interactive systems to better cater to diverse user needs. Understanding user mindset
and awareness is crucial, and user-centered design approaches and a strong connection
between human characteristics and the application domain aid in comprehending user
profiles and preferences. With the increasing availability of data on human activities, a
meta ontology for user profiling is proposed to effectively leverage this data, enabling
developers tomodel, reuse, and share user profiles. This standardized framework ensures
interoperability and facilitates data federation, as detailed in this paper.

4 Workshop Format

This full-day workshop is organized around presentation of position papers and working
activities in small groups. In the morning sessions, after welcoming the participants and
setting the frame for theworkshop, the selected position papers are presented. In addition,
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further position statements can be contributed by the workshop participants. Participants
are also invited to comment on the propositions and case studies and to report similar
experiences. Position papers and statements together are used to support the discussion
that follows. The afternoon sessions are thus devoted to interactive sessions, where
participants will be engaged to work in small groups, discuss and propose solutions to
the identified challenges seen in the morning. Solutions proposed by the participants are
compiled and compared. Based on the lessons learned, participants are encouraged to
draft an agenda of future work that can be accomplished. The workshop is planned to
be run onsite. If circumstances require it, we intend to switch to a completely digital
format that will be run online.
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Abstract. Intelligence Augmentation (IA) has long been understood as
a concept that describes how human capabilities are enhanced by tech-
nologies to improve their intelligence (often in a collective sense), and
therefore improve the outcomes of many tasks. While IA’s goal is to keep
the human in the loop and design technology around users, the future of
IA as being universally beneficial for people has been widely questioned.
As IA outputs are increasingly used to train Artificial Intelligence (AI)
and AI is used to enable IA, new questions arise around the implica-
tions of integrating IA systems in the real world. These concerns span
from autonomous agency, to privacy and ethics, workers’ rights and the
essence of ownership of cognitive output. This workshop seeks to explore
the latest research on technologies and policies that allow IA to benefit
individuals and groups, both in the private sphere and the workplace.

Keywords: intelligence augmentation · intelligence amplification ·
ethics

1 Introduction

Intelligence Augmentation (IA) is a term going back to Douglas Engelbart’s early
work at the Augmentation Research Center (ARC) at Stanford University [4].
While John McCarthy had just opened his Artificial Intelligence Laboratory
on the other side of campus, the two approaches could have not been more
different at the time. While McCarthy’s goal was to replace the human through
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artificial intelligence (AI) technologies, Engelbart’s vision involved the extension
of human capabilities through technology as well as thinking about the ethics of
these systems and the role of the people who would be collaborating with them.

IA has since been applied to a broad range of use cases. On one hand, (compu-
tational) tools have been developed that assist humans in performing cognitive
tasks beyond their natural capabilities. On the other hand, applications have
been devised that capture cognitive states from individuals to inform and build
information producing platforms which are collectively made [6]. Thus IA can
include basic usage of information technologies, such as the Internet, and AI
systems that empower humans in the loop.

Part of what makes it difficult to grasp the domain of IA and Augmented
Cognition [13], is that it encompasses such a great number of technologies. Some
are very small and practical, such as collective scheduling tools [3], distance
learning support approaches [12], physiological sensing techniques for individuals
to support more effective study [10], more efficient crowdwork [9], and online
peer-production systems [1]. However, these systems have flaws. For instance,
peer-production systems suffer from intense power-law, which means few humans
benefit from the process of knowledge creation and modification [15].

Automation and AI introduce ethical concerns for practitioners in Human-
Computer Interaction (HCI) [2]. It could be argued that the overall goal of
humankind is to use AI to facilitate IA [8], but it has been argued that this
may not be desirable to all [5]. It can also be argued that IA is an alternative,
replacement, or supplement for AI [14]. Regardless of which goal is chosen, we
have to consider users, who could be individuals, communities, and workers. As
they engage with different technologies, what rights and protections are owed
to them? For example, should IA used to train AI require usage warnings? Do
individuals deserve intellectual rights for collectively-produced content on IA
platforms? Are workers prepared to work with machines and new platforms [7]
and is there an ethical framework to support workers [11]?

These ethical concerns could be unsettling for some, as IA has traditionally
inhabited a vaunted space. IA, at least in concept, has been responsible for many
great achievements and advancements in the recent past and the aims of advanc-
ing human intelligence beyond the natural is certainly attractive. However, IA
would have existed regardless of whether it had been formalized as a concept or
not. The advantage in formalization of the concept is that we are in a position as
a community to carefully consider ethics and to construct policies where needed.
Without these steps, IA is merely an observation of human-machine interaction.
In the tradition of a decades-long discussion, we think it is time to re-visit some
of these themes of designing users into or out of systems. As AI is increasingly
used by the HCI community as a design tool, this workshop intends to sharpen
the collective thinking about the responsibilities of IA system designers that use
AI with the potential to empower or patronize their users.
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1.1 Workshop Objectives

There is a substantial corpus of works that center around Intelligence Augmen-
tation (IA), the future of HCI and AI, and the role of humans in the future [2].
The goal of this workshop is to foster a community from both academia and
industry that considers agency and ethics in IA on a practical level. That is,
how and when do we present the scopes and limits of an IA application or sys-
tem to users? This is a fraught question since informed consent initiatives can
actually backfire, and not be indicative of an individual’s real intentions.

– Activate an Interdisciplinary Community Focused on Ethical
Dimensions of IA in HCI: Intelligence Augmentation is not new, but is
continually evolving. The potential impact that new integrated systems can
have demands attention. It is vital that a diverse community of experts is
brought together to discuss practical and ethical issues that face end-users in
all facets of IA. In this workshop, our focus in on working towards a code of
ethics for designers and administrators.

– Identify Network Externalities of IA: It is often difficult for IA system
designers to accurately predict how their technology will impact individuals
and communities. We seek to hear from designers and practitioners who have
observed and studied how IA is adopted, adapted, and even mitigated.

This workshop serves as a companion workshop for the Learning Cyclotron
(LeCycl) Project1 within the Tri-lateral AI2 initiative between the Japan Science
and Technology Agency (JST), the German Research Federation (DFG), and the
French National Research Agency (ANR). It is also the a followup to the 2022
Ubicomp Lecycl workshop [16].

2 Organizers

– Andrew Vargo is a Research Assistant Professor in the Graduate School of
Informatics at Osaka Metropolitan University. He focuses on supplements for
learning via ubiquitous sensing technologies.

– Benjamin Tag is a Lecturer at Monash University. He researches Human-AI
Interaction, Digital Emotion Regulation, and human cognition with a focus
on inferring mental state changes from data collected in the wild.

– Mathilde Hutin is a Postdoctoral Fellow at the Institute Language and
Communication (ILC) at Université catholique de Louvain in Belgium. She
is also affiliated with LISN at Université Paris-Saclay, France. Her research
focuses on variation in speech and their linguistic, communicative and cogni-
tive implications.

– Victoria Abou-Khalil is a Postdoctoral Researcher at the Center for
Project-Based Learning in the Department of Information Technology and

1 https://www.lecycl.org.
2 https://www.jst.go.jp/kisoken/aip/en/program/research/trilateral2020.html.

https://www.lecycl.org
https://www.jst.go.jp/kisoken/aip/en/program/research/trilateral2020.html
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Electrical Engineering at ETH Zurich in Switzerland. She studies the effec-
tiveness of different learning methods and technologies using mixed methods
and multimodal data.

– Shoya Ishimaru is a Project Professor at Osaka Metropolitan University
and a former Junior Professor at the University of Kaiserslautern-Landau
(RPTU). He leads the Psybernetics Lab, an interdisciplinary and cross-
country research group investigating human-computer interaction, machine
learning, and cognitive psychology toward amplifying human intelligence.

– Olivier Augereau an Associate Professor in Lab-STICC and the director
of the European Center of Virtual Reality. His research focuses on HCI and
artificial intelligence for creating adaptive systems and improving interactions
between users and systems through their mutual analysis.

– Tilman Dingler is a Computer Scientist and Senior Lecturer in the School
of Computing and Information Systems at the University of Melbourne.
Tilman’s research focuses on cognition-aware systems, the detection of cog-
nitive states, and adaptation of computing systems to aid their users.

– Motoi Iwata is an Associate Professor in the Department of Core Informat-
ics, Graduate School of Informatics at Osaka Metropolitan University. His
current research focuses on learning support system, educational technology,
comic computing, digital watermarking, and data hiding.

– Koichi Kise is a Professor in the Department of Core Informatics, Graduate
School of Informatics, and the director of the Institute of Document Analysis
and Knowledge Science (IDAKS) at Osaka Metropolitan University, Japan.
He is also the director of Japan Laboratory, German Research Center for AI
(DFKI). He focuses on the analysis, recognition, and retrieval of documents,
images, and activities.

– Laurence Devillers is Professor of computer science applied to humanities
and social sciences at Sorbonne University, director of research of ”Affective
and social dimensions of spoken interactions with (ro)bots and ethical issues”
at LISN-CNRS (Paris-Saclay). She specializes in machine learning, automatic
speech processing and Human-Machine dialog, and affective computing.

– Andreas Dengel is the Executive Director at the German Research Center
for Artificial Intelligence (DFKI) in Kaiserslautern and Head of the Smart
Data and Knowledge Services Department at DFKI, as well as Professor at
the Department of Computer Science at University of Kaiserslautern-Landau
(RPTU). He focuses on the areas of machine learning, pattern recognition,
immersive quantified learning, data mining, and semantic technologies.

3 Pre-workshop Plans

The primary goal for this workshop is to better understand how IA is being
implemented for individuals and communities and, therefore, better understand
potential outcomes and foresee ethical issues. We will encourage the submission
of position papers, case-studies, and early-stage research papers that explore
the topic area. The call for participation will request position papers and case
studies within the following themes.
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IA Output for AI Input: How is IA being used for training machine-
learning and AI systems? How can we ensure that future IA systems benefit
humanity? What responsibilities do designers and system engineers need to take?

Consent: How can individuals and communities give and withdraw consent
from IA systems? When is consent important and when is it not?

Outcomes and Culture: What role does culture play in the development,
testing, and implementing of IA? Are different cultures fairly represented in
research and design?

The Question of Fairness: Do we need regulations such as for doping in
sports for intelligence doping?

Physiological and Cognitive Implications: When are cognitive resources
limited? When is augmentation too much?

Legal Framework: When should IA be introduced? Should it be early in
life, late in life, or in specific situations?

Systems and Demos for Ethics IA: Novel IA systems with ethical frame-
works that are works-in-progress will be welcomed.

Acknowledgements. This work was supported in part by grants from JST in Japan
(Grant No. JPMJCR20G3), DFG in Germany (Project No. 442581111) and ANR
(Grant No. ANR-20-IADJ-0007) in France. (20KK0235).

References

1. Adamic, L.A., Zhang, J., Bakshy, E., Ackerman, M.S.: Knowledge sharing and
yahoo answers: everyone knows something. In: Proceedings of the 17th Interna-
tional Conference on World Wide Web, WWW 2008, pp. 665–674. ACM, New
York (2008). https://doi.acm.org/10.1145/1367497.1367587

2. Dengel, A., Devillers, L., Schaal, L.M.: Augmented human and human-machine co-
evolution: efficiency and ethics. In: Braunschweig, B., Ghallab, M. (eds.) Reflections
on Artificial Intelligence for Humanity. LNCS (LNAI), vol. 12600, pp. 203–227.
Springer, Cham (2021). https://doi.org/10.1007/978-3-030-69128-8 13

3. Dobrkovic, A., Liu, L., Iacob, M.-E., van Hillegersberg, J.: Intelligence amplifi-
cation framework for enhancing scheduling processes. In: Montes-y-Gómez, M.,
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Abstract. Assistive Technology (ATech) is designed to increase, maintain or
improve the functioning of people with disabilities. These products can consider
hardware, software or mechanical devices, such as a wheelchair. People with dis-
abilities can have varying levels of ability and there cannot be a single technology
solution to suit everyone. Therefore, a range of ATech products are developed
to ensures that this user community is not marginalized and can interact in an
inclusive society. One of the challenges of ATech is the awareness and for people
with disabilities to know the products that are available to provide support. The
Interacting with Assistive Technology (IATech) Workshop will proceed to Diver-
sity, Accessibility and Inclusivity Workshops (DAI) held at BCS HCI 2021 and
2022 and will investigate the recent developments in the domain and the methods
in which awareness can be increased developments that aim to ensure interactive
solutions are accessible and inclusive to all users. The workshop will be a forum
for researchers in the domains of accessibility, assistive technology, human com-
puter interaction, human centered design and system of systems to discuss the
challenges and solutions for interacting with ATech.

Keywords: Accessibility · Assistive Technology · Smart Homes · Universal
Design · User Experience ·Web Accessibility

1 Motivation

The Interacting with Assistive Technology (IATech) Workshop will follow the 1st and
2nd Workshops on Diversity, Accessibility and Inclusivity (DAI) held at British HCI
Conference 2021 and 2022. These workshops resulted in informative discussions around
the research themes, to determine a roadmap for ensuring inclusive cyber security. This
is an important area of research as worldwide there are 1 billion people with disabilities,
which account for 15% of the worldwide population [1].

The Organizing Committee of this Workshop includes Dr Dogan and Dr Whitting-
ton, who are academic representatives for the Smart Homes and Independent Living
Commission that provides recommendations to the United Kingdom Government in
relation to supporting adoption of smart home technology in social care.

The worldwide standard for measuring health and disability is the International
Classification for Disability, Functioning and Health (ICF) Framework, developed by
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the World Health Organization [2]. The aim of the ICF is to define disability as “a
complex interaction between the person and their environment” instead of characterizing
individuals [3]. It is therefore important to promote assistive technology (referred to as
ATech) to improve quality of life and ensure there are equal opportunities for user
communities to access technologies; hence this is a continuously evolving market [4].
ATech can be defined as products to “increase, maintain, or improve the functional
capabilities of persons with disabilities” [5]. People with disabilities often require more
advanced interaction mediums instead of traditional touch-based interaction. Sip-and-
Puff is a technology that sends signals to a device using air pressure by sucking in
(sipping) or blowing out (puffing) on a straw or tube and used by people who have
insufficient finger dexterity to operate a joystick [6]. Head-mounted displays can also
be utilized as ATech.

A common challenge with ATech is awareness and for people with disabilities to
know the products that are available to provide support. Whittington and Dogan [7],
Organizing Committee members, developed the SmartAbility Framework and applica-
tion as a solution to recommendATech based on physical abilities, i.e. the actions that the
user can perform. This challenge has been acknowledged by Policy Connect who operate
the All-Party Parliamentary Group for Assistive Technology, through their events held
in the United Kingdom Parliament.

People with disability can also experience difficulties with authenticating themselves
online and this is recognized by Success Criterion 3.3.7 of the Web Content Accessi-
bility Guidelines (WCAG) 2.2 [8]. One example is users who have learning disabilities
being unable to complete cognitive function tests, e.g. Completely Automated Pub-
lic Turing tests to tell Computers and Humans Apart (CAPTCHA). This can result in
them being prevented from purchasing goods or accessing services. The World Wide
Web Consortium [6] recommends accessible authentication to promote the inclusivity
of technologies to users of all abilities. Alternative verification mechanisms should be
provided, including at least one that does not contain a cognitive function test.

Throughout the recent COVID-19 pandemic, there has been a growing reliance upon
ATech as this provides greater independence for people with disabilities. The utilization
of such technologies can help to reduce inequalities and marginalization within this
community and address the intersectional divide with able bodied users [9].

The IATech Workshop will examine current approaches along with lessons learned
when developing ATech. It follows the organisation of workshops on Human Centered
Design for Intelligent Environments (HCD4IE) at British HCI 2016 and 2018, as well
as the Diversity, Inclusivity and Accessibility of Cyber Security at BCS HCI 2021 and
2022. Bournemouth University has also held two Assistive Technology Symposiums in
2018 and 2019 and planning to hold the BU-Dundee ATech Conference in June 2023 in
collaboration with the University of Dundee and Policy Connect.

2 Topics

This Workshop aims to explore the application of solutions to promote the use of tech-
nologies that are inclusive for all abilities, as well as the challenges when developing
ATech. It will culminate a range of topics, focused on six themes in relation to ATech:
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• Diversity

• Technology Acceptance
• Technology Adoption
• Technology Discrimination

• Inclusivity

• Design for All
• Inclusive by Design
• Universal Design

• Accessibility

• Accessible Authentication
• Accessible Design
• Usable Accessibility
• User Experience
• Visual Design
• Web Accessibility

• Human Centered Design Approaches

• Design Solutions and Evaluations
• Heuristics
• Multimodal Interactions
• Participatory Design

• Application Areas

• Aging Population
• Ambient Assisted Living
• Mobility
• Smart Systems (homes, cities etc.)
• Telecare and Telehealth
• Industrial Case Studies
• Education
• ealth

3 Audience

The intended audience for this Workshop will be academics and industries involved
in the development of ATech. This includes software developers, user experience
researchers, healthcare professionals, social scientists, psychologists, and policy makers
who contribute to the development of such interactive ATech solutions.
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4 Organizing Committee

Dr PaulWhittington is a Lecturer in Assistive Technology at Bournemouth University.
Dr Whittington’s research focuses on Assistive Technology, Human Factors, Usability
Engineering and Systems of Systems. Dr Whittington is an academic representative
on the Smart Homes and Independent Living Commission and All-Party Parliamentary
Group operated by Policy Connect. DrWhittington was a member of the Organizing and
Technical Committees of the 1st and 2nd DAI Workshop at BCS HCI 2021 and 2022,
and a student volunteer at British HCI 2016.

DrHuseyinDogan is an Associate Professor in Computing at Bournemouth Univer-
sity and Co-Chair of the Human Computer Interaction Research Group (BUCHI). His
research interests include HCI, Usability Engineering, Ubiquitous Computing, Assis-
tive Technology, Soft Systems, Systems Design and Systems of Systems. He has been
a reviewer for BCS HCI, IEHF, IEEE SMC, IEEE SoSE, IEEE Systems Journal and
INCOSE. Dr Dogan was also the general co-chair for the 30th International British
Computer Society Human Computer Interaction Conference (British HCI 2016) and on
the Organizing and Technical Committees of the 1st and 2nd DAI Workshop at BCS
HCI 2021 and 2022.

Professor Nan Jiang is the acting Head of Computing and Informatics and Profes-
sor in Human Computer Interaction. He has 10+ years of full stack web development
experience as a freelance technical consultant and technical writer. Professor Jiang is
specialized in web/mobile application architectural and interface design. He has pro-
vided consultancy for many organizations through national and international industrial
and research projects, including European Commission Horizon 2020 (H2020), Higher
Education Innovation Funding (HEIF) and Bill & Melinda Gates Foundation.

Professor Raian Ali is a Professor in Information and Computing Technology at
Hamad Bin Khalifa University, Qatar. His research has an inter-disciplinary nature, with
a focus on the inter-relation between technology and human requirements and behavior.
DrAli has received theMarie Curie CIG grant and other grants from prestigious sponsors
in the UK and Europe for work in software social adaptation and designing to combat
digital addiction. He sits on the editorial board and organizing and program committees
of leading international conferences and journals in the field of information systems,
software engineering, and behavioral and social informatics.

Dr Dena Al-Thani is an Assistant Professor and the Director of Interdisciplinary
Programs at the College of Science and Engineering at Hamad Bin Khalifa University,
Qatar. Dr Al-Thani is now actively publishing papers in high-ranked journals, presenting
her work at international conferences, as well as contributing book chapters to publica-
tions in her field. She serves as a part-time consultant for Research and Innovation at
the Mada Assistive Technology Center, where she works with the innovation team. Dr
Al-Thani actively participates as a keynote speaker and panelist in key world forums,
including the annual meeting of the UN Council Working Group on Internet Policy
Issues, the UN Human Rights Social Forum and the World Health Innovation Summit.

DrChris Porter is a Senior Lecturerwith theComputer InformationSystems depart-
ment at the University of Malta’s Faculty of Information Communication Technology.
He has a PhD in Computer Science from University College London. Dr Porter’s main
research revolves around the study, development and adoption of techniques arising from
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the field of Human-Computer Interaction and Human Factors to domains such as acces-
sibility (e.g. independence and efficiency), software engineering (e.g. mitigating risks
arising from information anxiety) and information security (e.g. workload and risks).

5 Technical Committee

The following Technical Committee will review papers submitted to the Workshop.

• Dr PaulWhittington, Lecturer in Assistive Technology, Bournemouth University, UK
• DrHuseyinDogan,Associate Professor in Computing, BournemouthUniversity, UK.
• Prof. Nan Jiang, Professor in HumanComputer Interaction, Bournemouth University,

UK.
• Dr Dena Al-Thani, Assistant Professor and Director of Interdisciplinary Programs,

Hamad Bin Khalifa University, Qatar.
• Dr Achraf Othman, Head of ICT Accessibility Innovation and Research, MADA

Assistive Technology Center, Qatar.
• Dr Chris Porter, Senior Lecturer in Computer Information Systems, University of

Malta, Malta.

6 Advisory Committee

The Advisory Committee will guide the selection process for submissions to the
Workshop.

• Professor Raian Ali, Professor in Information and Computing Technology, Hamad
Bin Khalifa University, Qatar.

• Mr Stephen Giff, User Experience Manager, Google, USA.
• Mr Robert McLaren, Director of the ATech (Assistive and Accessible Technology)

Policy Lab, UK.

7 Expected Outcomes

The IATech Workshop will investigate the current development of ATech and will be
a forum for researchers and academics, to discuss the challenges within the domain of
assistive technology. The findings from the Workshop will be used to create a roadmap
for promoting suitable ATech to people with disabilities, to ensure that inclusive access
is provided. The Workshop will conclude with the Panel discussing potential solutions
to increase awareness. This will help provide recommendations for the ATech domain in
relation to developing new technologies. The motivation behind the IATech Workshop
will be to improve quality of life for people with disabilities through the awareness and
utilization of suitable assistive technologies.
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IATech Workshop Organization

Workshop Format
The IATech Workshop will be a half day event with a Call for Papers. The schedule

will be as follows:

09:00–09:30 Arrival and Welcome
09:30–10:00 Keynote Speaker
10:00–10:30 Paper Presentation 1
10:30 10:45 Break
10:45–11:15 Paper Presentation 2
11:15–11:45 Paper Presentation 3
11:45–12:15 Paper Presentation 4
12:15–12:30 Break
12:30–13:10 Panel and Research Agenda Discussion
13:10–13:15 Close

The Keynote Speaker is to be confirmed.

Workshop Facilitation

The submission deadline forWorkshop paperswill be Friday 9th June 2023 (23:59AOE).
All papers will be peer reviewed by the Technical Committee and decision notifications
will be sent to authors on Thursday 29th June 2023. Camera-ready submissions will be
required by Thursday 20th July 2023.

The IATechWorkshopwill be held as a hybridWorkshop at theUniversity ofYork and
online. The Workshop will be chaired in person by Professor Jiang and will commence
with a 30 min presentation from a keynote speaker, followed by 10 min of Q&A. The
keynote will focus on assistive technology and recent developments within the domain.

The Workshop will continue with paper presentations and each accepted paper will
be invited to present for 25min with 5min for Q&A. TheWorkshop will conclude with a
50 min Panel discussion, focused on the main themes highlighted in the submissions and
discussion on a future research agenda. The panelists will consist of, Professor Jiang,
the keynote speaker and a selection of delegates, based on their papers.

Accepted submissions will be published in the Proceedings of Interact 2023.
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Abstract. In many areas, successfully deploying interfaces with high
usability and user experience (UX) is crucial for people’s safety and well-
being. These include, for example, control rooms for emergency services
and energy suppliers, aircraft cockpits, ship bridges, surgery rooms, and
intensive care units. Information and cooperation needs are not limited
to the users’ immediate environment but often involve numerous actors
in other places (regulators, field workers, shift supervisors, remote assis-
tance, etc.). The specific aspects of Human-Computer Interaction (HCI)
in such spaces of control are the subject of this workshop. This includes
understanding and modeling routine and emergency operations, alarm
management, human-machine task allocation and automation concepts,
interaction design beyond graphical user interfaces, laboratory and field
evaluations, and training approaches. In addition to addressing domain-
specific issues (e.g., in healthcare, in aviation), cross-domain challenges
and solutions will be identified and discussed (e.g., more flexible and
cooperative ways of working with the aid of wearable and mobile devices).
This workshop is organized by the IFIP WG 13.5 on Human Error,
Resilience, Reliability and Safety in System Development.

Keywords: Safety-Critical Systems · Control Rooms · Cockpits ·
Usable Safety · Usable Security · Resilience · Dependability

1 Introduction

Whether in a fire department control room, on a ship bridge, in an aircraft cock-
pit or in an operating room, the well-being of many people every day depends
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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on processes that should run in a structured manner and critical parameters
monitored and controlled appropriately by skilled professionals. In such “loca-
tion[s] designed for an entity to be in control of a process” [4], which will be
collectively referred to as control rooms in the following, usable, dependable and
safe human-computer interaction (HCI) is crucial.

However, limiting HCI-related research to control rooms, in terms of “place[s]
with an associated physical structure, where the operators carry out [...] respon-
sibilities” [12], is not sufficient. External (f)actors can be substantial:

– Field workers can provide data to operators or use mixed-reality solutions to
integrate them into on-site operations [5].

– Smart environments, from solutions involving only a few sensors to whole
infrastructures (e.g., smart cities), allow access to data and interaction capa-
bilities that can be valuable to control room operators [7,9].

– In crisis situations that affect control rooms (e.g., power outages, technical
problems, terrorist attacks), emergency control rooms must be operated or
complement actual faulty ones [3]. Today, structures with control room-like
functions are set up locally at scenes of an incident [11].

– Operators demand more flexible working models. For example, the German-
language professional magazine “BOS-Leitstelle Aktuell” (Rescue Forces Con-
trol Rooms up to date) devoted an entire issue to the topic of “Home office
& Co - Future Concepts for the Control Room”1 in 2021.

While “understanding the physical space in which interaction takes place is
central to providing a good UX” [1], a broader view and research approach from
places to spaces of control seems appropriate. In the other direction, having a
precise and detailed understanding of interactions is crucial to design and deploy
efficient command and control systems.

Finally, “beyond the control room” [13] should involve looking beyond the
actual process control. This is because the people who act and bear responsibility,
the operators, have hardly been considered during the design and development
of the technical solutions. If any, studies were conducted on hardware ergonomics
(e.g., height-adjustable screen, cf. [10]). However, instead of being the “forgotten
element[s]” [6] of process control, operators’ health and well-being could be given
the priority they deserve. Appropriate sensor technology and wearable devices
could form the data basis. Brazier (2010) aptly puts it: “The important things
to realize are that control rooms are not defined by their appearance or physical
arrangements. Also, they are only a component and not a system in their own
right” [2].

This workshop organized by the IFIP Working Group 13.5 on Human Error,
Resilience, Reliability, Safety and System Development promotes sharing expe-
riences in designing, implementing, and evaluating interactive systems in safety-
critical control spaces. It follows INTERACT 2021 workshop on “Control Rooms
in Safety Critical Contexts (CRiSCC): Design, Engineering and Evaluation
Issues” [8].
1 https://www.skverlag.de/rettungsdienst/meldung/newsartikel/homeoffice-co-

zukunftskonzepte-fuer-die-leitstelle.html.

https://www.skverlag.de/rettungsdienst/meldung/newsartikel/homeoffice-co-zukunftskonzepte-fuer-die-leitstelle.html
https://www.skverlag.de/rettungsdienst/meldung/newsartikel/homeoffice-co-zukunftskonzepte-fuer-die-leitstelle.html
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2 Structure of the Workshop

We propose a full-day workshop divided into 3 phases. Authors of selected con-
tributions are invited to present their work at the workshop’s morning session.
Participants are invited to comment/discuss these contributions and report sim-
ilar experiences. This is also intended to promote cross-domain “thinking outside
the box.”

The afternoon sessions are devoted to the issues raised by presentations and
discussions in the morning. The work in small groups is moderated by the work-
shop organizers and supported with creative techniques. Proposed solutions will
be compiled and compared. Based on the lessons learned, participants will draft
an agenda of future work that can be accomplished.

3 Target Audience and Expected Outcomes

This workshop is open to everyone interested in the aspects related to the design,
engineering, evaluation, deployment, training, maintenance, and certification of
human-computer interaction in safety-critical spaces of control. We expect high
participation of IFIP working group 13.5 members. We invite participants to
present position papers describing real-life case studies that illustrate how a new
technology would enhance operations in safety-critical spaces of control.

They could also highlight the trade-offs between two or more properties of
interactive systems, such as user experience and dependability or usability and
security. The way the new technology will be addressing some known or envi-
sioned problem in control should be presented in the contribution. We are also
interested in methods, theories, and tools for control room development if they
address some user interface properties. Accepted position papers are published
in INTERACT 2023 adjunct conference proceedings. We also expect to discuss
how to disseminate individual contributions to the community in a special issue
in a journal or edited volume at the workshop.

4 Workshop Organizers

Tilo Mentler is a professor of Human-Computer Interaction and User Experi-
ence at Trier University of Applied Sciences. His research is focused on human-
centered design in safety-critical contexts (e.g. mobile devices and mixed reality
in healthcare, novel approaches to critical infrastructure). Currently, he works
on control rooms as pervasive computing environments and examines the role of
user experience in safety-critical settings. Prof. Mentler chairs IFIP WG “13.5
on Human Error, Resilience, Reliability and Safety in System Development” and
the Special Interest Group “Usable Safety & Security” within the German Infor-
matics Society (GI). Furthermore, he is a member of the IFIP Advisory Board
of GI, and has been the GI representative in the IFIP Domain Committee on IT
in Disaster Risk Reduction.
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Philippe Palanque is a Professor in Computer Science at the University of
Toulouse 3, leading the Interactive Critical Systems research group. Since the
late 1980 s, he has been working on developing and applying formal description
techniques for interactive systems. He has worked on research projects at the
Centre National d’Études Spatiales (CNES) for more than 10 years and on soft-
ware architectures and user interface modeling for interactive cockpits in large
civil aircraft (funded by Air-bus). The main driver of Philippe’s research over the
last 20 years has been to address usability, safety, and dependability in an even
way to build trustable safety-critical interactive systems. As for conferences, he
is the TPC co-chair of EICS 2021 and is a member of the ACM CHI steering
committee. He is a member of the CHI academy and has been the chair of the
IFIP TC 13 committee on Human-Computer Interaction.

Kristof Van Laerhoven is a Professor in Ubiquitous Computing at the Uni-
versity of Siegen, Germany. His research interests span the areas of wearable and
distributed sensing systems that focus on machine learning challenges, such as
recognizing what human users are doing, what they are focusing on, and how
stressed they are. He is co-editor of Springer Adaptive Environments, editor for
ACM IMWUT, and general co-chair for ACM UbiComp/ISWC in 2023. More
information can be found on http://ubicomp.eti.uni-siegen.de.

Margareta Lützhöft is a master mariner trained at Kalmar Maritime
Academy in Sweden. After leaving sea, she studied for a Bachelor’s degree in Cog-
nitive science and a Master’s in Computer Science. In 2004 she received a PhD in
Human-Machine Interaction and was associate Professor at Chalmers University
of technology and Professor of Nautical Studies at the University of Tasmania,
Australia. Presently, she is holding a position as Professor in the MarSafe group
at the Western Norway University of Applied Sciences, and leader of the Mar-
CATCH Research Centre. Her research interests include human-centered design
and the effects of new technology, and she has published in these and other areas
relating to maritime safety.

Nadine Flegel joined the Department of Computer Science at Trier University
of Applied Sciences in 2020 as a research assistant in the project “PervaSafe Com-
puting: Pattern-Based Wearable Assistants for Safety-Critical Human-Computer
Interaction in Control Rooms” funded by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation). The project is part of the priority pro-
gram SPP2199 Scalable Interaction Paradigms for Pervasive Computing Envi-
ronments. She is doing her PhD in this field in cooperation with the University
of Siegen.
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Abstract. There has recently been much discussion around OpenAI, Generative
AI, use of chatbots and the use of other immersive technologies in the main-
stream. These developments have much to offer to older adults in terms of playful,
accessible and creative ways to engage with technology in everyday life. In this
workshop, we are interested in developing a research agenda for HCI research
with older adults to explore, enjoy, build new and extend existing interactions
with such technologies. What are the possibilities they offer simply for introduc-
ing creativity, playfulness, enjoyment and ‘fun’ for older adults in everyday life?
Or are there other goals that older adults want to achieve using them, such as
new ways of socially engaging with their grandchildren, developing hobbies and
knowledge, or simply making their lives easier? Can these tools empower older
adults to explore various interaction modalities to help them achieve their goals?
Finally, what are the new ways that these tools can be used to engage with older
adults in the research and design of new emerging technologies? In this workshop,
we will aim to generate discussion, develop a community and a roadmap for older
adults’ use of technology that is playful, curious, creative and equitable. We will
focus on five themes for the role of such technologies: (i) for enabling expres-
sion and creativity, (ii) as a catalyst for experience and action, (iii) for enabling
reflection and awareness, (iv) for communication and (v) supporting the design
process for (re) inventing new products and avenues for use. This workshop will
feature co-creation and exploration of research methods and technologies, with
panel and multidisciplinary discussions bringing together researchers who are
interested in designing for and with older adults. We will explore new technol-
ogy interactions including AI and immersive technologies within HCI; discussing
methods, opportunities, and challenges in using these technologies and leveraging
them for ideation, and form a multidisciplinary community for future synergies
and collaborations.
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1 Introduction

Artificial intelligence (AI) enabled technologies are being used to enable creative
approaches in many different ways. Some notable examples recently have been AI
generated art and music to create unique compositions; video creation by stitching
together pre-existing footage or generating entirely new footage, writing poems and
prose, answering questions and expanding knowledge on areas of interest. AI-enabled
chatbots and voice interfaces provide interaction and fun in staying connected and also
making it easier and more natural to engage with technology. There has been much
discussion around the use of these technologies but most of the discourse has focused
on younger people.

To re-contextualise this, our workshop particularly focusses on older adults, posing
a range of questions, including: How do older adults perceive and experience AI-based
technologies? How can these technologies empower older people and what are the possi-
bilities and concerns? Can these technologies offer a playful and engaging way for older
adults to stay connected and active? What roles can they play - as companions, media-
tors or just fun tools to allow people to engage with technology in new creative ways?
Can these technologies also potentially help to engage older adults with the design and
research process by supporting the generation of new and innovative ideas, and bring
those ideas to life in ways that might not have been possible otherwise?

This workshop seeks to develop a ‘roadmap’ for researchers and practitioners within
HCI and adjacent fields to explore technologies that are playful, creative and equitable
in collaboration with older adults and discover what role they may play in everyday
contexts. Whilst HCI has an extensive body of work investigating the ways in which
technology can be designed creatively for older adults [3, 4, 11], there has been less of a
focus on the ways in which older adults think or act creatively, much less the tools they
use for creative ideation [1, 9]. Most of these endeavors have either focused on medical
interventions [7, 8], the home [6, 12], or speculative but focused activities towards the
design of a specific technology [2, 5, 10].

These efforts towards understanding creative practice through the lens of aging, have
largely been tailored around specific empirical outcomes. What is needed, is a deeper
conversation around how to enable and draw out individualised and unique creativity,
stemming from older adults’ diverse life experiences. There is potential, stemming from
this, to build models based on playful approaches and leveraging older adults’ creativity
that can in turn, enable HCI researchers and practitioners’ future investigations, allowing
older adults greater creative freedom within technology studies, without the need to turn
to conventional approaches to draw out people’s creativity.

2 Workshop Objectives

This workshop has an open-ended exploratory tone and the starting point of our
discussions include the following themes:
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Experience: A detailed understanding of the AI needs of older adults is crucial to
inform the design of agency and creativity supportive AI technologies.

• How do older adults perceive and experience different types of AI technologies, from
voice-based user interfaces to generative AI design tools?

• What are the possibilities offered by new AI technologies for supporting creativity,
playfulness, enjoyment and ‘fun’ for older adults in everyday life?

• What other roles can AI play in the lives of older adults?

Methods: Wewill reimagine how we can adopt and adapt human-centered methodolo-
gies to engage with older adults within the AI context:

• How can researchers and older adults be supported in collaboratively informing the
design of AI technology?

• What methods and theories are particularly suitable to understand and support the AI
needs of older adults?

• What key principles can be applied to support the agency and creativity of older adults
throughout human-centered AI design processes?

• What are the new ways that these tools can be used to engage with older adults in the
research and design of new technologies?

• Are these playful ways of creating content richmediations (usingAI-generation tools,
for example) enjoyable for older adults?

Design: We will explore technology design to support the AI needs of older adults:

• HowcanAI tools be designed to empower older adults to leverage different interaction
modalities in daily life?

• How can AI chatbots be designed to support how older adults intertwine digital and
non-digital worlds?

• How can AI systems be designed to support older adults to creatively self-manage
their lifestyles during a cost of living crisis?

3 Expected Outcomes

This workshop will produce discussions, understandings and methodological tools for
identifying and conducting research with older adults using emerging AI technologies
and services, such as OpenAI. The aim will be to enable research into older adults’
creative practices and their sources of inspiration, and to derive methodologically rich
insights for researchers conducting research with older adults in the future e.g. through
co-design or participatory design workshops and interview studies.

4 Workshop Outline

The workshop will begin with introductions from the group and an outline of the work-
shop goals for the day by the organisers. Following this, we will lhave a round of 3 min
presentations for 15 min by attendees before kicking off in full. These will be introduc-
tions to existing research or novel provocations around older adults and AI within HCI.
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Interactive presentations by expert speakers for the workshop will follow this. Following
this will be a facilitated panel discussion where presenters from the earlier presentations
will be invited to present ideas around AI as a tool for older adults’ creativity and as
a way of scoping their needs. Participants will then break into groups to discuss the
themes in the above sections. Lastly, we will wrap up the workshop summarising the
day’s discussion and outlining future directions and challenges and outlining future plans
and actions including creation of an opt-in mailing list of the workshop attendees and
discussing future collaborations.

5 Target Audience

The target audience for this workshop include researchers and practitioners working
with older adults, those doing design research (e.g. co-design and research through
design) and those working with OpenAI and other AI related, immersive and playful
tools and technologies. We are interested in perspectives from people working in the
social sciences, psychology, health and environment spaces. We encourage early-career
researchers and PhD students to submit existing relevant work.

6 Organising Committee

Ewan Soubutts is a Research Associate in Human Computer Interaction for health and
care at University College London. His research is interested in older adults and the
study of health and wellbeing, in particular within the home. Ewan has published to
venues such as ACM CHI and CSCW on topics such as emotional acceptance, social
facilitation of smart home technologies and labour in shared care spaces.

Aneesha Singh is an Associate Professor in Human Computer Interaction at Univer-
sity College London. She is interested in the design, adoption and use of personal health
and wellbeing technologies in everyday contexts. She has a broader interest in questions
of identity and inclusion and how they (should) shape the technologies we use. Her
research areas include digital health and wellbeing, ubiquitous computing, multisensory
feedback and a focus on marginalised populations.

Bran Knowles is a Senior Lecturer in the School of Computing and Communications
at Lancaster University. Her research explores the social impacts of computing, with a
particular interest in trust, privacy, and ethics, including work exploring these issues at
both ends of the age spectrum. Bran currently leads the EPSRC funded DigiAge project,
and serves as a member of the ACM Europe Technology Policy Committee.

Amid Ayobi is a Lecturer in Digital Health at University College London. His work
has included multidisciplinary projects aimed at supporting self-tracking in multiple
sclerosis care, understanding the mental health needs of people from ethnic minority
backgrounds, and developing machine learning models with clinicians, data scientists,
and peoplewith diabetes. His overarching research aims is to inform the design of agency
and creativity supportive health and wellbeing technologies.

Britta F. Schulte is a postdoc at Bauhaus UniversityWeimar. Their work explores our
relationships towards technologies for elderly care and the ageing body, with a strong
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focus on intimacy and sexuality. In their works they often use speculative and creative
approaches such as storytelling and design fictions in many forms.

Julia McDowell (PhD) brings over twenty years’ experience as a researcher-
practitioner in the fields of technology-enhanced learning, web programming and digital
humanities. Her current interests centre around the cross-cutting and interdisciplinary
themes emerging from the EPSRC-funded ‘Equity for theOlder: BeyondDigital Access’
project, undertaking the day-to-day research to help improve understanding of structural
contributors to older adult marginalisation in the digital economy.

Jasmine Fledderjohann is a Senior Lecturer in Sociology at Lancaster University.
She holds a dual-title PhD in Sociology and Demography from the Pennsylvania State
University and was a postdoctoral fellow in Sociology at the University of Oxford before
joining Lancaster. She currently leads the Food Security for Equitable Futures project, a
UKRI funded Future Leaders Fellowship. Her interest is in social inequities, including
social justice in the design and application of digital technology, social causes and
consequences of food insecurity, and reproductive justice.

Caroline Swarbrick is Director of Education and Senior Lecturer in Ageing in the
Division of Health Research at Lancaster University and Senior Qualitative Methods
Lead for the Research Design Service (Lancashire and South Cumbria). Her research
involves working collaboratively with people living with dementia and care partners as
co-researchers having co-designed the CO-researcher Involvement and Engagement in
Dementia (COINED) model.

Nervo Verdezoto Dias is a Senior Lecturer in HCI and Digital Health and Lead
of the Human-Centred Computer Research Unit at Cardiff University. His previous
work has investigated how older adults and pregnant women use self-care technologies
in everyday life and how these shape their everyday practices, clinical encounters and
decisionmaking.His recentwork investigates socio-technnical healthcare infrastructures
in the Global South (India, Ecuador, Peru, Ghana, South Africa, etc.). Research funded
by GCR, MRC, AHRC, EPSRC, Newton Fund, GW4.

HelenPetrie is ProfessorEmerita ofHumanComputer Interaction at theUniversity of
York. She is a Chartered Psychologist and Associate Fellow of the British Psychological
Society and has degrees in psychology and computer science She has been involved
in over 30 British and international projects in this area, has published widely and
provided consultancy to government and industry on accessibility and usability of new
technologies She has received numerous awards for her work including a Social Impact
Award from the ACM (2009), a Lifetime Achievement Award from the Royal National
Institute for Blind People (2017) and a Fellowship from IFIP (2021).

Richard Harper is Professor of Computer Science and Director of the Institute for
Social Futures at Lancaster University. He is a Fellow of the IET, Fellow of the SIG-CHI
Academy of the ACM, Fellow of the Royal Society of Arts, and Visiting Professor in
the College of Science at the University of Swansea, Wales. His research is primarily in
HCI, though it includes social and philosophical perspectives. He has written 13 books
and holds 26 patents. Prior to joining Lancaster he was at Microsoft Research.

Yvonne Rogers is a Professor of Interaction Design, the director of UCLIC and a
deputy head of the Computer Science department at University College London. Shewas
awarded the ACM SIGCHI Lifetime Achievement Research Award in 2022, “presented
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to individuals for outstanding contributions to the study of human-computer interaction.”
In the same year, she was elected as a fellow of the Royal Society as “one of the leaders
who created the field of Ubiquitous Computing”.
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Abstract. Cultural heritage is often questioned for its relevance or
criticized for representing an incomplete picture of the past. Interac-
tive technologies can bring up new viewpoints, and alternative narra-
tives, or intensify or provoke the user experience when cultural heritage
is accessed. They can be utilized in contextualized built environments,
which foster meaningful experiences, understanding, and relationships.
Our workshop aims at identifying design approaches from a Human-
Computer Interaction (HCI) perspective for the re-contextualization of
built environments through the discussion and co-design with partic-
ipants. Furthermore, approaches should enable the critical discourse
about and increase inclusive access and shaping of cultural heritage.
The workshop targets HCI researchers focusing on cultural heritage and
urban or human-building interaction design.

Keywords: cultural heritage · historical built environment ·
preservation · engagement · museum · public place · human-building
interaction

1 Topic

Communicating and sustaining the significance of cultural heritage is a contin-
uous challenge. One challenge derives from social and political movements that
can lead to the complete demolition of historical buildings and monuments. For
example, the Queen’s Pier1 in Hong Kong got demolished by the government for
land reclamation. In the context of the Black Lives Matter movement2, former

1 www.shorturl.at/owyz8 movement, last accessed Jan. 19th, 2023.
2 https://blacklivesmatter.com/, last accessed Jan. 19th, 2023.
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confederate statues and monuments to colonizers have been torn down3, as a
protest against the glorification of slavery. The built environment embodies dif-
ferent values for different sectors of society, and responses to it may vary from
pragmatic, such as reclaiming the public space for other usage purposes [2], to
social activism, such as narratives to historical events [7].

Cultural heritage is essential for the development of each individual and soci-
ety [8]. Similarly, heritage artifacts are representations and symbols of a culture’s
identity and, thus, relevant for developing a local identity, understanding, and a
sense of community [1]. This accounts for artifacts in everyday use, such as the
Buddha statue placed in private households and artifacts displayed in museums.
However, the meaning and perception of cultural heritage constantly change,
leading to the challenges mentioned above. Therefore, it is required to identify
design approaches that support critical discourses about cultural heritage sites
and artifacts and make them relevant for diverse social and political groups
through conversation with them. Designers should consider cultural sensitivities
and ethics when designing in a specific cultural heritage context [9].

Fig. 1. Examples of built environments that foster interface contextualization: a) The
floor in a museum (Finland) showing relevant natural components and resources linked
to the Sámi culture, and b) artistic installation of empty birdcages hanging in the
narrow space between two buildings.

In our workshop, we want to discuss and identify design approaches to (re-
)contextualize built environments that open up critical discourse and include
people from various (cultural) backgrounds and perspectives. With the contex-
tualization of built environments, we refer to environments that foster sense-
and meaning-making beyond onsite experiences [10]. It includes, for example,
drawing relations from the experience to the surrounding physical environment
or a certain event [4] through direct interaction with the built environment [10].
Figure 1 shows current examples of installations and interfaces that contextual-
ize the built environment and make people reflect. The re-contextualization of
cultural heritage sites can further increase the understanding of their meaning
and significance [6] but is still under-explored. This also holds for built environ-
ments containing cultural heritage artifacts, such as museum exhibition pieces
or statues in public environments.

3 www.shorturl.at/goqGI, last accessed Jan. 19th, 2023.

www.shorturl.at/goqGI


670 L. Hirsch et al.

This identifies a research gap and introduces two main questions for the
workshop: First, what is the built environment’s role? Should it be designed as
a neutral medium or as a communicating and personified entity? Second, how
can we, as HCI researchers, approach and design contextualized built environ-
ments to respond to the above mentioned challenges? In our workshop, we will
discuss and develop approaches and concepts with and about interactive built
environments for cultural heritage. The workshop will bring together experts
from cultural heritage, urban interaction design, human-building interaction,
participatory design, and critical computing.

1.1 Delimitation: What This Workshop Proposal Is Not

We want to emphasize that this workshop is not about the right and wrong
of any social and political movements or situations. It is neither meant to find
the solution for decolonization, although we welcome critical perspectives on the
topic. In contrast, we aim to find approaches that foster meaningful exchange
between people and address cultural heritage’s challenges and sensitivity through
(re-)contextualizing the built environment. This includes discussing and brain-
storming HCI approaches that inform and engage people through meaningful
conversations to share and learn about cultural heritage’s many contexts, sub-
tleties, complexities, interpretations, and controversies.

1.2 Goals

The workshop aims at connecting researchers across the areas of expertise to
identify the potential for future collaborations, common topics of interest, and
research ideas for follow-up projects. Furthermore, the workshop results initialize
the design space for (re)-contextualizing built environments for cultural heritage.
One of the workshop goals is for these findings to spark other researchers’ interest
and ideas to reshape the user-cultural heritage relationship and to counteract
the challenges mentioned above.

2 Concept

Our workshop is planned in a hybrid format to include in-person and remote
participants. We will recruit workshop participants through a variety of plat-
forms and channels. We will distribute the call: i) using the internal channels of
each research institution, ii) through e-mail distribution lists of the researchers’
expert groups and professional networks, iii) through a website and iv) through
social media. We will also ask all authors of accepted submissions to indicate
their mode of participation, their timezone preferences if participating remotely,
and whether they want to present a demo of their work. The workshop website
is found at https://muittut.com/hci-for-cultural-heritage/.

https://muittut.com/hci-for-cultural-heritage/
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Fig. 2. Interactive sessions will utilize printed materials and cardboard models for
group work. Photos from the organizers’ prior concept and co-design sessions related
to museum and historical contexts.

On the workshop day, we will have talks and interactive sessions. The talks
are invited keynotes around social and moral challenges in the urban built envi-
ronments as inspirational lightning talk and the presentation of accepted sub-
missions by participants. During the interactive session, we plan to conduct an
interactive co-design session with participants along with examples of contested
heritage, culturally sensitive contexts, and behaviors. We will provide cardboard
models or 3D-printed miniature replications of real-life buildings and monu-
ments, printed maps of the surroundings, and additional prototyping materials;
see 2 for examples. For remote participants, the interactive session materials
include visual materials resembling the ones used in the physical sessions via
the Miro board. Potential questions to participants go in the direction of the
following examples:

– How could people equally participate in the critical discourse of cultural her-
itage through interaction with the built environment?

– What role would the built environment in the interaction have? Would it be
a personified communication entity or a neutral interface?

– Applicable for both questions above: What could be pro-active or passive
features from such environments?

After the workshop, we will share the accepted submissions and presentations
on our website. Additionally, we will summarize and present the results from our
interactive session. Lastly, we plan to propose a special issue to the ACM journal
on computing and cultural heritage (JOCCH) (or similar journal) and invite the
workshop participants to submit extended versions of their papers to the special
issue.

3 Organizer Team

Linda Hirsch, main contact: is a Ph.D. student at LMU Munich, Germany,
researching on the contextualizing of interfaces to foster sense-making and user
engagement at public historical sites.
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Siiri Paananen: is a doctoral student at University of Lapland, User Experi-
ence Design research group. Her research focuses on augmenting cultural heritage
user experiences with interactive technologies, for example in Sámi museums.

Eva Hornecker: is Professor of HCI at Bauhaus-Universität Weimar. Her
research lies at the intersection of technology, design and social sciences. She is
an expert on visitor interactions with museum installations.

Luke Hespanhol: is a Senior Lecturer in Design at The University of Syd-
ney. His research focuses on the intersection between technology, culture, society,
cities and the environment. He has been commissioned by multiple local govern-
ments and public festivals to lead cross-disciplinary digital interventions on the
built environment, investigating approaches to placemaking, community engage-
ment and storytelling.

Tsvi Kuflik: is a professor of information systems at the University of
Haifa, Israel. His research focuses on intelligent user interfaces and specifically
on exploring the potential of novel technologies to enhance the experience of vis-
itors to cultural heritage sites. He is the initiator and co-organizer of the PATCH
(personal access to cultural heritage) workshop series, as well as numerous other
events.

Tatiana Losev: is a Ph.D. student at the School of Interactive Arts &
Technology at Simon Fraser University. She explores using data visualization
and data physicalization for participatory engagement in community settings.

Jonna Häkkilä: is professor at University of Lapland, Finland, Faculty of
Art and Design. She conducts research at the cross section of design and technol-
ogy, and is interested in the user experience design of futuristic topics in human-
computer interaction. She leads Lapland User Experience Design research group
(LUX), and works, e.g., on HCI with Indigenous cultural heritage, local histories,
and graveyards.

4 Call for Participation

Cultural heritage is often questioned for its relevance or criticized for rep-
resenting exclusive perspectives of the past. Interactive technologies can be
used to bring up new viewpoints, alternative narratives, or intensify or pro-
voke the user experience when cultural heritage is accessed. In our workshop,
Re-Contextualizing Built Environments: Critical & Inclusive HCI
Approaches for Cultural Heritage, we invite you to identify approaches
that support critical discourse and increase the inclusiveness of cultural heritage
and computer mediated interaction with it.

We welcome research or position paper of 2–4 pages in ACM single column
format4 or a pictorial5 of 4-6 pages through Easy Chair. Submission topics can
include but are not limited to the following topics involving interactive technolo-
gies:

4 https://chi2023.acm.org/submission-guides/chi-publication-formats/.
5 https://tei.acm.org/2023/participate/pictorials/.

https://chi2023.acm.org/submission-guides/chi-publication-formats/
https://tei.acm.org/2023/participate/pictorials/
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– Case studies of heritage sites.
– Approaches for dealing with layers of history and conflicting or historically

shifting perspectives of historical sites and monuments.
– Concepts for participatory design approaches to engage people and citizens

with diverse cultural backgrounds.
– Concepts for playful interactions with the physical environment to create

contextualized built environments for cultural heritage.
– Approaches to design direct interaction with historical built environments or

exhibition spaces and simulations.
– Critical Inquiries: cultural sensitivities and ethics.

Submissions should not be anonymized. The submission deadline is May 19th,
2023 (AoE). The workshop papers and presentations will be published on the
web page6. At least one author of each accepted submission has to attend the
workshop, and workshop participants must register for at least one day of the
conference.
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Abstract. Sustainability is a multidimensional concept with dimensions
intertwined. The field of sustainable HCI explores ways to design inter-
active systems in a more sustainable way and to make user behavior
more sustainable. In addition, social justice and equity aspects became
emergent domains in HCI during the last decade. To develop interactive
systems for the workplace, research on Human Work Interaction Design
integrated work analysis and interaction design methods from HCI. As
little HWID research has so far addressed environmental, economic, and
social dimensions of sustainability, this workshop is an opportunity to
start a discussion on the subject. This workshop on sustainable human-
work interaction designs aims to (a) investigate processes and methods
for creating sustainable designs and workplaces, (b) collect case studies
that analyze experiences with introducing and learning from sustain-
ability at work, and (c) formulate a research agenda for future work on
sustainable human-work interaction designs. The target audience for the
workshop is researchers and practitioners working on topics related to
work analysis, interaction design, green IT, digital transformation, slow
design, craft design, system-organization fit, organizational implementa-
tion, benefits realization, and in-the-wild evaluation.

Keywords: Sustainable HCI · Human Work Interaction Design

1 Introduction

Human Work Interaction Design (HWID) focuses on establishing relationships
between work analysis and interaction design from Human-Computer Interaction
(HCI) domain to design and develop interactive systems for work environments.
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While contributions in this domain cover smart and pervasive workplaces, UX,
ergonomic and motivating workplaces [11] at work, sustainability in the work-
place could also benefit from HWID design methods and techniques. Sustainabil-
ity can be viewed as “a matter of what resources – natural resources, quality of
the environment, and capital – we bequeath to coming generations” [13]. Sustain-
able HCI (SHCI) is concerned with adding environmental issues to the design
of interactive systems, whether in their manufacture or use [14]. Strategies pro-
posed in this field deals with unsustainability of current interactive products
or relies on persuasive technologies or ambient awareness in order to support a
behavior change toward a more environmental one [7]. This latter strategy may
have the aim to reinforce and measure users connectedness to nature [3] to make
them more cognitively and emotionally connected to the environment. Another
way to address the environmental issue is to rethink the economic processes of
manufacturing. Favouring artisanal production, local resources or respect bio-
diversity are part of these sustainable economic processes. In addition, social
justice in HCI that proposes to take more account of under-served populations
and marginalised identities [2] can be viewed as contributing to sustainability
strategies in HCI.

Then, building on the history of work analysis and empirical work-domain
studies, the aim of this workshop is to investigate and discuss how HWID design
methods can contribute to the implementation of shared environmental practices
in the workplace, sustainable manufacturing processes, or socially fair systems
and processes. To support this objective, participants can share their work on
processes, methods as well as results of these to support digital sobriety, sus-
tainable digitalization, users’ experience in sustainable environment, or users’
engagement in environmental behavior. Possible contributions are not limited to
this list.

2 Workshop Objectives

The workshop on sustainable human-work interaction design has three main
objectives:

1. To investigate processes and methods for creating sustainable designs and
workplaces.

2. To collect case studies that analyze experiences - good and bad - with intro-
ducing and learning from sustainability at work.

3. To formulate a research agenda for future work on sustainable human-work
interaction designs.

3 Designing for Sustainability at Work

Despite being discussed [13], sustainability is a multidimensional concept with
three intertwined dimensions: social, economic, and environmental [10].
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1. Environmental dimension:it deals with the relationship between humans and
nature. Then, initiatives that address sustainable development (meeting cur-
rent needs without compromising those of future generations) fall under this
dimension.

2. Economic dimension: it deals with conflicting relationships between the sur-
vival of companies (profitability, productivity, and financial performance) and
social and sustainability issues; for example slow design that enables sustain-
able production [9], or craft design that contributes to the circular economy
[16].

3. Social dimension: it deals with social equity, such as social justice, distributive
justice and equality of conditions, and social responsibility.

In the workplace, individual conduct toward sustainable behavior can be
interpreted in terms of three dimensions: eco-initiatives (e.g., reusing paper), eco-
civic engagement (e.g., participating in the organization’s environmental events),
and eco-helping (e.g., encouraging colleagues to adopt environmental behavior)
[15]. To support such behavior, eco-feedback strategies have been proposed in
Sustainable HCI (SHCI). Focusing on system usage, eco-feedback strategies that
sense users’ activities (e.g., driving to work) and feed related information back
(e.g., resources consumed, waste produced, or resource status) [8] have been
proposed. Several contributions have been proposed for the workplace to reduce
energy consumption [12], focusing on reducing lighting consumption [5], reduc-
ing transport through hybrid work [1], or implementing an energy displacement
strategy [6]. However, eco-feedback strategies have been criticized for being too
individual-centered, for not designing with and for communities, and for not
taking into account the complexity of context [4]. Then, the recent direction
of the SHCI field is to move beyond individual behavior to community prac-
tices and reach decision makers [4]. From SHCI perspectives, Mankoff et al. [14]
distinguish two approaches in order to tackle sustainability issues:

1. Sustainability through Design: This approach aims to influence users’
decision-making and thereby foster more sustainable lifestyles.

2. Sustainability in Design: This approach mitigates software and hardware’s
material effects on the environment both directly and indirectly (in line with
GreenIT approaches) and aims to reduce rapid product obsolescence cycles.

Focusing on this last dimension and from an economic point of view, slow
design [9] proposes to take into account the heritage and history of communities,
to feature biodiversity, and to transfer traditional techniques in the manufacture
of products. This way, slow design seeks to reduce natural resources consump-
tion and to connect products with producers and end users [9]. In addition, craft
design [16] that requires manual skills and human energy can be a way to recon-
nect people with nature. From a social perspective, digital technologies can play
a role by facilitating whistleblowing and allowing journalists to report human
rights violations or by providing virtual meeting places for community action [2]
for example.

As little HWID research has hitherto addressed the three dimensions of sus-
tainability, this workshop is an opportunity to start a reflection on the subject.
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By focusing on one or more of the dimensions of sustainability and sustainability
issues, we propose to address the challenges and suggestions emerging from the
integration of work analysis methods and sustainable HCI.

4 Expected Outcomes

The workshop will produce a research agenda for studying sustainable human-
work interaction designs and how best to conceive, develop, and evaluate them.
The aim of this research agenda is to stimulate further research interest and
provide direction for HCI research that supports sustainability at work. At the
workshop, the organizers will invite the workshop participants to co-author a
journal paper that presents the research agenda and discusses it on the basis of
the cases and insights contributed by the participants.

5 Target Audience

The target audience for the workshop on sustainable human-work interaction
designs includes researchers and practitioners working on topics related to work
analysis, interaction design, green IT, digital transformation, slow design, craft
design, system-organization fit, organizational implementation, benefits realiza-
tion, and in-the-wild evaluation. Participation in the workshop requires the sub-
mission and acceptance of a position paper, which is limited to a maximum of
four pages. Early-stage researchers and PhD students are encouraged to submit
papers describing work in progress.

6 Organizing Committee

The workshop is organized by IFIP TC13 WG6 - Human Work Interaction
Design (https://hwid.unibs.it/).

The organizers are:
Elodie Bouzekri : Post-doctoral fellow at University of Bordeaux, ESTIA Insti-
tute of technology, France. Her research area, Human-Computer Interaction,
focuses on analysis and design of interaction, with a particular interest in inter-
active automated systems.

Barbara Rita Barricelli : Associate Professor at the Department of Information
Engineering of Università degli Studi di Brescia, Italy. Her research interests
lie in the field of Human-Computer Interaction, and specifically: Human Work
Interaction Design and End-User Development. She is Chair of the IFIP working
group WG13.6 on Human Work Interaction Design.

Torkil Clemmensen: Professor at the Department of Digitalization, Copenhagen
Business School, Denmark. His research interest is in psychology as a science of

https://hwid.unibs.it/
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design. His research focuses on cultural and psychological perspectives on usabil-
ity, user experience, and the digitalization of work. He contributes to Human-
Computer Interaction, Design, and Information Systems. He is a co-founder of
IFIP TC13 WG6.

Morten Hertzum: Professor of Digital Technologies and Welfare at Roskilde Uni-
versity, Denmark. His overall research interest concerns how information tech-
nology supports, and otherwise affects, human activity. He pursues this inter-
est within human-computer interaction, computer-supported collaborative work,
health informatics, and implementation studies.

Masood Masoodian: Professor of Visual Communication Design at Aalto Univer-
sity, Finland. He leads the Aalto Visual Communication Design (AVCD) research
group. His research interests includes the design of interactive visualizations in
health, energy, and sustainability areas. He is a co-founder and Chair of IFIP
TC13 WG10: Human-Centred Technology for Sustainability.
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Abstract. The recent adoption of the Metaverse in various sectors indicates its
potential for digital transformation. Technologies likeXR,whereX=Augmented/
Virtual/MixedReality, will be its key enablers and can be powerful tools for devel-
oping nations’ digital educational transformation. These developing nations are
often categorized under the Global South. This workshop presents a first step
toward the socio-technical Human-Computer Interaction (HCI) aspects of the
Metaverse to understand its impact on education in the Global South. The socio-
technical approach helps cover human, social, and organizational factors, leading
to more acceptable systems for end users and stakeholders. With the Metaverse,
students, and teachers can log in via different immersive devices and experience
different virtual environments fabricated to their individual needs, learning, and
teaching styles. It will open up possibilities to explore new situations and access
facilities that might be impossible due to physical world constraints. Two key con-
cepts will be covered – (i) A socio-technical HCI approach to the Metaverse and
(ii) an Interaction Design perspective on Avatar representation and understanding
of human work in theMetaverse. This workshop will initiate dialogs on questions:
(a)What are the socio-technical issues of theMetaverse for education in the global
south? (b) Are there any cross-cultural usability and interaction design concerns
regarding digital avatar representation? (c) What considerations will be required
for educational Metaverse human-work interaction design?

Keywords: Metaverse · Education · Global South

1 Introduction

This workshop aims to initiate dialogs on two key concepts - (i) A sociotechnical HCI
[1] approach to the Metaverse for education in the Global South, and (ii) an Interac-
tion Design perspective on Avatar representation and understanding of human work in
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the Metaverse. This workshop will address questions such as: (a) What are the socio-
technical issues about the Metaverse for education in the Global South? (b) Are there
any cross-cultural usability and interaction design concerns regarding digital avatar rep-
resentation in the Metaverse? (c) What considerations will be required for educational
Metaverse human-work interaction design?

Coined in 1962 by Neil Stephenson, Metaverse gained immense popularity - primar-
ily after the social media giant ‘Facebook’ rebranded itself as ‘Meta.’ TheMetaverse will
be the next paradigm of the internet based on Web 3.0 – blockchain, immersive media,
and decentralized networks. It promises many possibilities for digital transformation in
various aspects of our physical lives. Although seen more as a virtual space, the Meta-
verses offer convergence possibilities for both physical and virtual worlds, giving rise
to merged and perpetual worlds that coexist and influence each other [2]. It allows a
gigantic unified immersive internet as a persistent shared realm. Recent adoptions of the
Metaverse are seen in various sectors: like virtual embassies [3], real estate [4], andwork-
places [5] that indicate its potential for policymaking, business, and computer-supported
collaborative work [6]. Published articles have also identified its potential to transform
the education sector [7]–[9]. The Metaverse also envisions an amalgamation of tech-
nologies such as XR (where X = Augmented /Mixed / Virtual Reality (AR/VR/MR))
by combining all aspects of natural and virtual environments by utilizing various HCI
modalities - such as haptics, wearables, and novel user interfaces. Users can access sim-
ulated digital ecosystems using their avatars under the duality principle [2]. However,
as this field is still in its developmental phase, more insights are required to understand
how it can improve the quality of education management in the Global South, especially
from a socio-technical HCI perspective.

Metaverse for Education in the Global South: While current education relies on
face-to-face teaching methods, it has certain shortcomings in exposing students to an
international and multicultural environment [10]. This is mainly due to geographical
limitations and the funds available with the institutes. With the Metaverse, this barrier
can be reduced. Students and teachers can log in via immersive devices and experience
different virtual environments fabricated to their needs, learning, and teaching styles. In
addition, it will open up possibilities to explore new situations and access facilities that
might not be possible due to physical world constraints.

In this regard, further understanding is on the impact of the Metaverse at an edu-
cational, organizational, and societal level. While many studies [6, 11] have shown the
effectiveness of XR or virtual worlds in improving students’ motivation, there is a lack of
understanding of the broader impact of using such technologies in educational institutes
and further regarding their implementation, especially in the Global South. For example,
while effective, the Metaverse technologies also pose challenges at the organizational
level for performance. These concerns go beyond the effectiveness of the technology
and generally fall under the socio-technical implications of the use of technology.

AvatarRepresentation andHuman-Work InteractionDesign: Inside theMetaverse,
students can experience various contexts and learning sessions and collaboratewith other
students globally via digital avatars or holographic telepresence. Avatars are a digital
representation of users in the virtual environment via which they can interact with other
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users or computer agents.While there have been numerous studies on digital avatars, their
influence on cultural usability remains, and students’ perception remains arcane. These
aspects are crucial to understanding the behavior and motivation of students to interact
and engage with fellow peers in the Metaverse. Understanding the social and physio-
logical impacts of the Metaverse and the digital avatars representation thus becomes
essential. According to a detailed study on avatars [12], the design and appearance of
DAs can influence users’ perceptions. However, UX concerns such as cross-cultural
usability [13] issues, perception of gender [12]of digital avatars, and its influence on
presence [14] are yet to be understood fully from a sociotechnical HCI perspective.
Further, how avatars influence human-work interaction design [15] also requires re-
considerations and re-thinking as the virtual world offers new affordances, paradigms,
and work environments.

In addition to the UXmentioned above concerns, an important aspect is understand-
ing how theMetaverse can capture the richness of vibrant cultures of the global south. As
a diversified, multi-cultural hub, the global south is often viewed as a developing nation
group. To capture the essence of the culture, traditions, values, and representations of
the global south nations often remains arcane in Metaverse research for education. This
concern will eventually gain traction with the formation of virtual communities and dig-
ital avatars in an immersive XR environment. Thus, we propose to also shed light upon
this aspect of the global south nations to motivate and inspire researchers to consider
investigations in this direction.

Figure 1 below presents the design concerns for this workshop.

Fig. 1. Design considerations and aspects covered in this workshop
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2 Workshop Objectives

This workshop is the first step towards spearheading research towards sociotechnical
HCI aspects of the Metaverse to understand its impact on education in the Global South.
The objectives of this workshop are to:

• Develop an understanding of the sociotechnical HCI issues about Metaverse for
education in the Global South

• Collect examples, experiences, and interdisciplinary research work relevant to
user experience and interaction design of Metaverse and digital avatars through a
sociotechnical design lens.

• Formulate a research agenda for sociotechnical HCI research on the Metaverse.

3 Expected Outcomes

The workshop will produce a research agenda for designing Metaverse educational
experiences in the Global South and provide future direction. In addition, it will help
foster critical reflections on the Metaverse through a design lens and bring together
researchers working in this area. Extended versions of the workshop papers will be
published as workshop proceedings.

4 Target Audience

Designers, researchers, educational technologists, policymakers, and practitioners in
socio-technical design, design psychology, HCI, and immersive experience design.
Early-stage researchers, Ph.D. scholars, postdocs, and graduate students are also
encouraged.

5 Organizing Committee

The following organizers will organize the workshop:
Anmol Srivastava is an Assistant Professor in the Department of Human-Centered

Design at IIIT Delhi, where he has initiated an interdisciplinary Creative Interfaces
Lab. His research interests are Sociotechnical design, XR, Metaverse, and Tangible
Interaction Design. Before joining IIITD, he headed the User Experience & Interaction
Design Program and co-founded the XR & IxD Lab at the School of Design, UPES.

Torkil Clemmensen is a Professor at the Department of Digitalization, Copenhagen
Business School, Denmark. His research interest is in psychology as a science of design.
His research focuses on cultural and psychological perspectives on usability, user expe-
rience, and the digitalization of work. He contributes to Human-Computer Interaction,
Design, and Information Systems. He is a vice-chair of IFIP TC13 WG8.

Pradeep Yammiyavar is a Professor Emeritus and an Adjunct Professor at IIT Dhar-
wad. He has been working in Creative Design, Innovation, Management & Human-
Computer Interaction domains and holds an experience of 34 years. He is a Design
Educator and mentor of National Eminence. He also established India’s pioneering
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UX-UE-UI-IxD HCI Research Lab. In addition, he initiated the Interaction Design spe-
cialization stream in IITG’s B.Des program in 2003–04, which played a significant role
in the success of the Department worldwide.

Pankaj Badoni is an Assistant Professor in the School of Computer Science at UPES,
India. He is passionate about teaching game design and development to computer science
students. He works in AR/VR, the Metaverse, and computer-generated graphics and
imagery.
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Abstract. As virtual reality (VR) technology becomes more pervasive,
it continues to find multiple new uses beyond research laboratories. One
of them is distance adult education—the potential of VR to provide
valuable education experiences is massive, despite the current barriers
to its widespread application. Nevertheless, recent trends demonstrate
clearly that VR is on the rise in education settings, and VR-only courses
are becoming more popular across the globe. This trend will continue
as more affordable VR solutions are released commercially, increasing
the number of education institutions that benefit from the technology.
No accessibility guidelines exist at present that are created specifically
for the design, development, and use of VR hardware and software in
distance education. The purpose of this workshop is to address this niche.
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and intend to work together to formulate a set of practical guidelines
for the use of VR in distance adult education to make it accessible to a
wider range of people.
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1 Overview

1.1 Theme

Barriers to learning in distance education are long established, from the onset
of the correspondence courses of the nineteenth century, through education via
the radio in the twentieth century, to VR-mediated classrooms [1] that focus on
teaching practical skills in the twenty-first century [4]. These barriers include,
most notably, the absence of institutional support such as staff training, inade-
quate technological preparation and infrastructure, inadequate policies and neg-
ative stereotypes [6]. A recent large-scale exploratory study found “(1) admin-
istrative structure, (2) organizational change, (3) technical expertise, (4) social
interaction and quality, (5) faculty compensation and time, (6) threat of tech-
nology, (7) legal issues, (8) evaluation/effectiveness, (9) access, and (10) student-
support services” to be the ten key barriers to distance education [5]. Although
the technology has developed in terms of extra-course factors, such as access,
network stability, technological readiness, and the support policies of educational
institutions, accessibility issues continue to hinder both virtual reality (VR) soft-
ware functionality and VR instructional design. Many VR social applications
lack accessibility features and support for educational settings, despite their
use in education and the existence of VR-specific accessibility guidelines1. To
address this niche during this workshop, we aspire to gather and analyze diverse
perspectives, experiences, and approaches to VR distance education in the con-
text of accessibility. We hope that the resulting practical guidelines for making
VR more accessible in distance education will help researchers, practitioners, and
educators to better design their VR-mediated distance learning experiences, and
will provide a valuable perspective for software developers that will help them
prioritize functional features that are crucial to the solutions’ accessibility in
VR distance education. This, hopefully, will serve as a step toward the applica-
tion of Universal Design for Learning for new and for existing XR educational
environments; that, in turn, will make those environments better not only for
users with disabilities, but for all users (via so called curb-cut effect [3]). It
is worth noting that in 2020 the Game Awards, which is the most prestigious
and recognizable event in the video game industry, introduced the Innovation in
Accessibility award to recognize achievements made by the largest game studios
in making their games more accessible. This further demonstrates that VR edu-
cation applications lag behind the entertainment industry in their support for
diverse groups of users.

1.2 Target Audience

We invite researchers and practitioners who represent the fields of distance edu-
cation, virtual reality, and accessibility, as well as those with combined experi-
1 This includes the guidelines of W3C, available here: https://www.w3.org/TR/xaur/,

guidelines for developers by Oculus https://developer.oculus.com/resources/design-
accessible-vr/, and considerations related to professional settings https://xraccess.
org/bcxr-report/.

https://www.w3.org/TR/xaur/
https://developer.oculus.com/resources/design-accessible-vr/
https://developer.oculus.com/resources/design-accessible-vr/
https://xraccess.org/bcxr-report/
https://xraccess.org/bcxr-report/
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ence in these areas. We encourage people that are interested in new forms of
distance education to join our debate on the opportunities and challenges of the
application of VR in their fields—even if they lack prior experience with the
technology.

1.3 Contributions

Participants will prepare short abstracts (2–5 pages) containing:

– a short bio that includes the participant’s experience in distance education,
virtual reality, and accessibility

– at least one of the following topics:
• Real-life examples of in-person or software-mediated educational situations

in which specific accessibility features were absent or sorely needed.
• The pros and cons of specific tools and applications (e.g. text, video, or

VR) for distance education that the participant has used before. This point
should be as detailed as possible with special attention paid to accessibility
features.

• Areas in which VR-based distance education can be more accessible than
standard (in-person) or remote video education.

• A description of powerful examples of VR accessibility features that the
participant has used or encountered in the broad range of VR applications,
including VR games and experiences.

• An idea for a single new or modified software or hardware feature that could
have a positive impact in the creation of an accessible VR-based distance
course or lesson.

• An idea for a course or lesson that the participant would like to conduct in
VR, including the goal of the course or lesson, a detailed schedule (topics
and number of hours), teaching methods and activities, forms of evalua-
tion (e.g. assignments or tests/quizzes), and a reflection of challenges the
participant might encounter while conducting it.

Participants may also consider situations in which, temporarily or permanently,
not all attendees have access to VR headsets, which means that they must join
using alternative means, such as voice, text, or video communication using a
desktop or a mobile phone with limited data.

1.4 Topics

In this workshop, we are interested in the interplay of three key aspects:

1. Software solutions. Participants will consider a selection of major applications
and platforms, such as Horizon Workrooms and Engage, as well as the influ-
ence of aspects such as environments, avatars, and available interactions in
the VR experience [2]. This part will enable us to establish a set of features
that are necessary for accessible distance education in the VR environment,
optional features that impact the education experience positively, and fea-
tures that could be implemented to enhance or extend education experiences.
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2. Hardware and its capabilities. During the workshop, participants will identify
the strengths and weaknesses of each major commercially available solution
in the context of accessibility for distance education. Based on the identified
weaknesses, participants will work to develop countermeasures that could be
implemented in the next generation of VR hardware.

3. Instructional design for VR. Participants will evaluate how the design of
courses for VR classrooms ought to differ from traditional learning, and from
asynchronous and synchronous e-learning. This topic will be based on the
findings of the sections above and will focus on interaction design guidelines.

2 Organisers

Katarzyna Abramczuk works at the Faculty of Sociology of the University of
Warsaw. She is interested in research at the intersection of sociology, mathemat-
ical modeling of social phenomena, cognitive psychology, behavioural economics,
and new technologies.

Cezary Biele is the head of the Laboratory of Interactive Technologies at
OPI PIB. He is a human–technology interaction researcher with a background
in psychology, psychophysiology, and computer science.

Zbigniew Bohdanowicz is a researcher at the Laboratory of Interactive Tech-
nologies at OPI PIB. He works on the social aspects of technology development—
specifically, its impact on individuals and social networks.

Daniel Cnotkowski is a VR programmer at the Laboratory of Interactive
Technologies at OPI PIB. He works on VR applications for researchers. He is
interested in how VR can become a mainstream platform for research simula-
tions.

Jazmin Collins is a PhD student at the Enhancing Ability Lab of Cornell
University. Her research focuses on both the evaluation and the development
of emerging VR/augmented reality (AR) technologies as accessible tools for
blind/low vision communities. She is also a member of the XR Access orga-
nization, which promotes accessibility in VR/AR.

Wies�law Kopeć is a computer scientist and the head of XR Center at
PJAIT and a member of Emotion-Cognition Lab at SWPS University. He also
co-founded the transdisciplinary Human Aspects in Science and Engineering
(HASE) research group and distributed LivingLab Kobo.

Jaros�law Kowalski is an assistant professor at the Laboratory of Interactive
Technologies at OPI PIB. He is a sociologist and research specialist. His areas
of interest include User Experience studies, the sociology of innovation, and the
social and psychological aspects of new technologies.

Thomas Logan is the owner of Equal Entry and has spent the past twenty
years assisting organizations to create technology solutions that work for people
with disabilities. He has delivered projects for numerous federal, state, and local
government agencies as well as private sector organizations.

Bartosz Muczyński is a researcher at the Maritime University of Szczecin,
Poland, where he leads the laboratory of VR and AR systems and serves as the

https://xraccess.org
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head of the university’s E-learning Center. He also works as a VR developer at
OPI PIB.

Grzegorz Pochwatko is a leading expert in VR and psychophysiology. As
the head of the Virtual Reality and Psychophysiology Lab at IP PAS, he has
dedicated his career to exploring the interactions between virtual humans and
co-presence in extended reality environments.

Kinga Skorupska is a researcher at the XR Center at PJAIT whose inter-
ests include UX Design and science communication. She conducts research in
collaborative ICT solutions and technology enhanced learning.

3 Methodology

We propose a one-day remote hybrid VR and video workshop. The workshop will
commence with a Zoom video call for introductions and ice-breaking. The par-
ticipants will then share insights from their submitted abstracts, which contain
specific cases and reflections they had on the subject. A discussion of recurring
insights will follow. Participants will also be prepared for the next session, which
will take place in a VR education environment. The organizers will explain how
the participants should approach it, what to do in the case of any technical issue,
and what the main goals of the experience are.

The second session, in Horizon Workrooms, will focus on the delivery of
a hybrid VR/video experience to the participants. Although participants are
encouraged to join using head-mounted displays, it will also be possible to use
a desktop application to join the VR experience via video call. Having a part of
the group joining the VR space via 2D video call will help expand the experience
and perspectives of people that do not have access to VR headsets. Participants
will be given a brief lecture on the W3C XR Accessibility guidelines, which will
serve as an introduction to a group task in which each group will work with
a few selected guidelines based on personas constructed previously from case
studies gathered by the organizers. This will be complemented with a discussion
and brainstorming session for all participants, during which all ideas will be
compiled on a board.

In the next session, the participants will reflect on their shared VR education
experience, and a facilitator will help them brainstorm insights that will later be
categorized using affinity diagramming. The third session will focus on distance
education functionalities, such as moderation for teachers, student evaluation,
and note taking. Participants will discuss how the ideal education VR software
should be designed to provide teachers with a set of features that support the
teaching process and give due consideration to the accessibility features identified
during the first session. The workshop will conclude with a discussion on a
possible multi-author publication, a follow-up action plan, and a schedule for
related activities (Fig. 1).
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Fig. 1. We have selected Horizon Workrooms as our virtual venue for Sessions 2 and
3 of the Workshop to enable participants to experience distance education via VR, or,
if impossible, by joining a predominantly VR session via a desktop application.

4 Expected Outcomes

The key outcome of the workshop will constitute a set of practical accessibil-
ity guidelines for the use of VR in distance education, which will assist devel-
opers, researchers, practitioners, and educators in better designing their VR-
mediated distance learning experiences and applications. Although we expect
these guidelines to be inspired by existing accessibility guidelines in VR and
beyond, they may also draw heavily from both the diverse knowledge and expe-
rience of the participants, and relevant lessons highlighted in prior literature.
Such guidelines will be particularly useful for practitioners of distance education
who lack prior VR experience or expertise. The guidelines will be compiled in a
post-workshop multi-author publication coordinated by the workshop organiz-
ers. The publication will be submitted to an ACM venue to ensure high visibility
to other researchers. This justifies another connected outcome: the dissemination
of accessibility concerns in connection to XR technology that is not limited to
instructional settings. Both outcomes connect directly to the theme of this years
conference, “Design for Equality and Justice”.
Author contributions. Bartosz Muczyński and Kinga Skorupska–The first two
authors contributed equally to this study.
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