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Abstract. With the growing interest in recreating live and realistic out-
side experiences within the confines of our homes, the online shopping
industry has also been impacted. However, traditional modes of inter-
action with online storefronts have remained mainly unchanged. This
paper studies the factors influencing user experience and interaction in
3D virtual stores. We created a prototype that uses a 3D virtual envi-
ronment for users to navigate, purchase items, and communicate with
a conversational agent. The designed interface was tested by studying a
set of variables, including the user’s interaction medium with the con-
versational agent, the movement method within the store, the user’s
perception of the conversational agent, the conversational agent’s usabil-
ity, and the store items’ visual representation. Through the user study,
we gained insights into the factors that guide the user’s experience in 3D
virtual stores. We concluded that 80% of users preferred less intrusive
conversational agents and 75% preferred agents that did not hide visual
elements. Additionally, 80% of the participants favored combining 2D
and 3D visualization techniques.
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1 Introduction

There is a growing desire to replicate outdoor experiences within the comfort of
our own homes. This pursuit of enhancing the online living experience has also
impacted the online shopping industry [32]. Some research has begun to explore
different methods of interacting with these storefronts, from virtual reality [23]
to other non-traditional approaches such as 3D virtual environments [12]. By
contrast, we have well-defined guidelines for developing browser interfaces for
commerce [20]. Additionally, conversational agents have become an integral part
of the online shopping experience [1], providing customers with 24/7 assistance
as they interact with storefronts.
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Fig. 1. The studied factors: (1) the dialogue interface; (2) the locomotion system;
(3) the agent’s visual presentation; (4) the agent’s functionality; (5) the product
visualization;

To this end, our goal was to thoroughly examine the factors influencing user
experience and interaction in 3D virtual stores with conversational agents. Fur-
thermore, we aim to make online shopping more accessible and convenient for
consumers and summarize our findings into design guidelines. Considering this,
we conducted a two-part user study, starting with formative interviews that gave
us insight into the most relevant features users look for in online and physical
stores. These interviews enabled us to create a 3D shopping application that
uses the online store catalog from Farfetch, our project’s partner, and compile
five variables that guide the user’s interaction.

Two of the variables cover the design of the virtual store, and three, the
user’s interaction with the conversational agent in the virtual store environment:
(V1) the preferred method of interaction for users with a conversational agent:
textbox or voice interface; (V2) the most effective method for users to navigate
a virtual store using keyboard and mouse controls or teleport to specific points;
(V3) the most effective representation of the conversational agent, a humanoid
avatar, or a text-based representation; (V4) the conversational agent’s capacity
to substitute parts of the visual interface, a dialogue based interface compared
to a visual interface; (V5) the Visual representation of the items in the store, a
context window or a 3D model. These variables represent the factors we identified
as crucial transition points from conventional browser interfaces to 3D virtual
environments (Fig. 1).

By studying these factors, we wanted to answer the following research ques-
tions: (RQ1) How should these factors drive the UX design of virtual stores with
conversational agents? (RQ2) How do these variables rank by their importance
regarding the design of Virtual Stores with conversational agents?

Through this research, we sought insights into which of the selected variables
should be prioritized to improve the user’s experience when designing 3D Virtual
Stores with conversational agents and what impact these variables have on the
UX design of these interfaces.

We start this article with a review of the related work (Sect. 2), followed
by an examination of the formative interviews (Sect. 3). Next, we introduce the
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interface we developed (Sect. 4) and discuss the results of a subsequent user study
(Sect. 5). Finally, we analyze our findings (Sect. 6) and present our conclusions
(Sect. 7).

2 Related Work

Online shopping has followed a steady browser-based 2D interface recipe in
recent years. To change this paradigm, some companies have recently attempted
to create 3D virtual environments for their online marketplaces [19,32]. This
has prompted researchers to consider the most effective methods for designing
virtual social environments, specifically virtual simulated stores [7].

This field has seen considerable progress since the early 1990s,s, as evi-
denced by works such as Burke et al.’s [5] original publication, where the authors
used a simulated environment to study consumer behavior. Recent studies have
demonstrated that users feel more comfortable navigating virtual stores through
VR [27], indicating the potential for researching this area.

Despite the advancements in these applications’ immersive and interactive
features, there has been limited progress in providing task-specific assistance
to users. However, conversational agents can offer users additional support in
completing tasks such as purchasing products [30]. Additionally, conversational
agents have proven valuable in providing systems with intelligence and natural
language capabilities [15]. These tools can process natural language inputs and
give innate responses, enabling a conversation with the user [9]. Furthermore,
this technology can automate interactions between a company and its customers,
creating the illusion of conversation with a human being [6].

The traditional chatbox is often the first consideration when discussing con-
versational agent user interfaces [24]. However, alternative forms of interaction
may be more beneficial in some cases. One example is an interface developed by
Quarteroni et al. [26]. This interface enlarged the chat window into two sections:
a text box on the left and a panel on the right to present additional information
about the conversation context, such as links to web pages or more informative
answers to user questions.

Vaddadi et al.’s [31] conducted a similar research project. They developed
a wrapper for an online shopping assistant on mobile devices that incorporates
buttons, cards, and text messages. The researchers found that buttons helped
select product sizes, as it is more convenient for the conversational agent to
display the available sizes as buttons for the user to choose, rather than requir-
ing the user to type in the size. The cards show images or videos of requested
products, links, and text.

Likewise, Pricilla et al. [25] also researched this field and developed a mobile
chatbot interface for online fashion shopping. This team took a user-centered
approach to the conversational agent’s development and proposed a swiping
list of messages containing various products presented by the agent. Each item
includes the product image, information about the product, and a link to the
web page or a more informative view.
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Another critical question surrounding the presence of conversational agents
in virtual spaces is how we present this type of interaction in 3D environments.
The most common way is using an embodied virtual agent (EVA) [14]. EVAs
are an interface where an Avatar1 physically represents the agent in the virtual
space. This avatar is usually presented as a human to create a more empathetic
experience.

There have been multiple attempts to implement EVAs before, with one of
the first attempts by Nijholt et al. [21], where the authors experimented with
blemishing traditional dialog with a virtual environment populated with the
avatar of the agent. The authors observed the possible potential for these inter-
faces to be used in helping people with disabilities. Another study by Martin
Holzwarth et al. [11] showed that using an avatar in web-based information
increased the customer’s satisfaction with the retailer, attitude toward the prod-
uct, and purchase intention.

Some recent research has focused on whether these interfaces can provide a
better experience than regular dialog interfaces. For example, Jessica et al. [28]
focused on questioning parents about how the agent’s interface presentation
could affect the parent’s perception of a specific agent and whether the interface
was a toy. They did this by questioning parents about their attitude toward
multiple interfaces, including toys with chatbot functionalities. Further research
has been done on the usefulness of this type of interface. Yet, in Li et al.’s [13]
research, the authors conclude that the physical embodiment alone does not
provide a better social presence when interacting with chatbots.

A major problem with these interfaces is that many of the used avatars fall
into the uncanny valley [18]. In Nowak et al.’s [22] work, the authors observed
that when EVAs try to have a more anthropomorphic design, they fall short
of being realistic because they create higher expectations, making them more
challenging to meet without complex technological features. Similar results can
be seen in Groom et al.’s [10] research. Furthermore, in Ben Mimoun et al.’s [2]
work, the authors identified another problem: many EVAs fail to meet the user’s
expectations when providing a realistic interaction, leading to a more frustrating
interaction.

Another critical question is how we should show shopping items in the context
of a 3D virtual world. In most cases, in online stores, items are shown in a 2D view
with no additional 3D information, so most catalogs only contain information
about the 2D representation of the items. A common technique is to have the
2D images of the items mapped onto a 3D model. This was what Aymen Mir et
al. [17] did in Pix2Surf. Their open-source algorithm was implemented to handle
input images of t-shirts, shorts, and pants, being able to render 3D models of
mannequins with different poses.

1 Avatar in this context is used to refer to the virtual representation of the interactable
agent in the virtual world.
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Fig. 2. Dialog graph for a common interaction with the conversational agent, where
we can see all the tasks the agent has to complete

3 On the Design of Virtual Stores with Conversational
Agents

Our focus was on the fashion domain. In this context, creating a conversational
agent primarily consists of creating a dialog interaction that can assist the user in
finding and buying items in the store. The conversational agent should be able to
perform tasks grouped in the following categories:(1) store assistance, meaning
assisting with tasks related to the main interface, (2) product recommendations,
(3) product question-answering (QA), this is, answering questions about the
characteristics of a particular product, and (4) finding products in the store.
Figure 2 shows an example of a dialog graph from a conversation.

Furthermore, we designed the interface in such a way that users could sim-
ulate the purchase of items, navigate the store, and interact with the conversa-
tional agent. A major part of designing this interface is understanding the user’s
expectations. To achieve this, we conducted formative interviews with
six participants. We deliberately sought participants with previous experience
buying clothes online.

All the study participants were female and bought clothes online at least four
times per year, with one of the users buying 24 items per year. Furthermore, all
the participants had had previous experience interacting with a conversational
agent. The participants also varied in age. Three participants were between 21
and 27, one was less than 21, and the other two were above 27.

In the interview, we showed users three distinct scenarios. (1st) The first
scenario was focused on buying clothes in a browser store, (2nd) the second was
buying clothes in a physical store, (3rd) and the third was purchasing clothes
with the assistance of a voice agent. In each scenario, users were asked what their
main buying habits were when shopping for clothes and what information they
expected to be available in the described scenario. Furthermore, the interviewees
were also asked what advantages they could identify in buying clothes online and
in physical stores.

Some noteworthy findings were the following. When asked about their online
practices in the first scenario, a common answer was looking first at sales and
discounted items. When asked what information the users found relevant, two
participants answered that shipping information was the most important. Two
others said they wished that stores had better recommendation systems. For
instance, a user said that they valued “(...) showing me relevant items that have
a similar style or are similar to the ones I’ve been searching (...)”.
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In the second scenario, when describing their practices, four users said they
usually go around the store looking for interesting items. Regarding what infor-
mation they found relevant, three users said they do not seek additional infor-
mation when buying clothes in physical stores. One said they usually avoid
interacting with store assistants. For instance, a user said, “I don’t usually ask
for anything from the retail worker besides when I want a clothing item in a
different size, and cannot find it. (...)”.

When shown the third scenario and asked what information they expected
from the conversational agent, three participants said they would ask for specific
details regarding the product they were trying to buy, either shipping informa-
tion or specific features. Two participants also said they would ask for recom-
mendations or items that go well with what they previously saw or bought, “I’d
like to ask for possible suggestions based on the things that I’ve previously seen,
or the articles of clothing we’ve talked about. (...)”.

When asked about the benefits of buying clothes in physical stores, all users
answered unanimously that the only benefit is that they can try the items imme-
diately without waiting for them, for instance, “Definitely seeing how the clothes
fit me. That’s the only downside of buying them online. Sometimes an item looks
really good on the model but doesn’t fit properly on my body. (...)”.

When asked about the benefits of buying clothes online, four participants
answered that a major advantage is avoiding interacting with other people, the
assistants or other people in the store, “I like the convenience of being able to
shop from home, not having to deal with queues and other people. (...)”.

The interviews were a valuable tool in formulating our research questions.
Through the interviews, we identified some critical factors, which later informed
the design of our ranking tasks in the user study. Furthermore, we also saw that
users avoid interacting with store assistants in the real world.

Therefore, when studying conversational agents within a virtual store envi-
ronment, we aimed to test various levels of interactivity and the use of different
representations, each with varying levels of presence and multimodality. Three
of our research variables explored the extent to which the conversational agent’s
interaction should be hidden or revealed. The study also included a task that
evaluates the store’s usability and the effectiveness of product visualization, two
other concerns raised during the interviewing process.

4 System Description of the 3D Shopping Experience

The conceived interface is a 3D virtual store where the user navigates in the
first person. We created a 3D store environment (Sect. 4.1) and implemented
multiple methods of locomotion (Sect. 4.2), different dialog interfaces (Sect. 4.3),
and multiple visualization techniques (Sect. 4.4). In the sections below, we will
cover every element of the developed interface.
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Fig. 3. The store’s overall layout, with a top-down view on the left an isometric view
on the right

4.1 Virtual Store Environment

The virtual environment can be divided into multiple sections. A section is an
area of the store. Each section can contain a variable number of display screens,
including none, that show a preview of the available items. These areas are
organized based on the type of items they contain and what activities can be
performed in that section. The store has five sections (Fig. 3):

– Entry Hall (Red zone - 1 in Fig. 3): This section corresponds to the store’s
starting area. From here, they can see every other section of the store. It is
also the only section that does not contain any article of clothing;

– Trending Section (Green zone - 2 in Fig. 3): In this section, users can
visualize a set of premade outfits that correspond to the trending outfits
(Fig. 4a);

– Clothing Section (Purple zone - 3 in Fig. 3): This section of the store
corresponds to the place where users can visualize multiple clothing items,
with every article category mixed in the same display window (Fig. 4b);

– Accessories Section (Yellow zone - 4 in Fig. 3): Here, users can find
items that do not fit in the clothing item category, such as bags and watches
(Fig. 4c);

– Recommendation Wall (Orange zone - 5 in Fig. 3): In this section, users
can use a set of three mannequins to preview outfits with a three-dimensional
presentation.

4.2 Virtual Store Navigation

To navigate the store, the user can use a mouse or touchscreen. To facilitate
navigation, we created a point-of-interest (PoI) system. Every section of the
store has its point of interest. To navigate to a specific PoI, the user must select
one of the 3D arrows in the interface by pressing it with their finger or the mouse
cursor (Fig. 5a).

Each PoI also defines a focus point, so the camera rotates to shift the user’s
attention toward a specific position when traveling to a PoI. The camera is
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Fig. 4. Some of the multiple sections of the 3D store

controlled by clicking and dragging the mouse. To smooth the navigation around
the store’s geometry, we used a pathfinding algorithm to find the shortest path
between two points of interest. Then we smoothed the navigation along the track
with a bezier curve (Fig. 5b).

We have incorporated an alternative locomotion system within our study,
namely a conventional first-person control scheme utilizing a keyboard and
mouse. In this system, the camera turns using a mouse, while navigation uses
the arrow keys on the keyboard. This solution is an ideal benchmark due to
its extensive adoption in video games over the course of several decades. As a
result, users who are familiar with this scheme may have developed ingrained
motor skills or muscle memory and perform better [16,29].

Fig. 5. The various components that make the point of interest system

4.3 The Conversational Agent

The conversational agent was designed to effectively understand and respond
to the user’s intent using Automated Speech Recognizers and multiple Natural
Language Processing (NLP) algorithms [7]. To interact with the conversational
agent, we implemented a chatbox that contains the history of the conversation
between the user and the agent located in the bottom right corner of the screen.

When designing the dialog interface, we had to present the agent’s responses
to the user. These responses are a mixture of text, actions to be performed in
the interface, and product recommendations. Therefore, we implemented three
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interfaces (Fig. 6). The first one uses the chatbox interface. Here the text is
presented as a dialog bubble in the chat window that sometimes contains a
preview of specific products (Fig. 6a).

We also implemented a speech interface using the Cortana voice API2. Users
can activate this interface by pressing the microphone icon in the screen’s bottom
right corner, which will bring up a window displaying the system’s detected
voice input. This interface aims to provide a more multimodal interaction while
removing the necessity for an on-screen chatbox. This speech interface uses a
visual representation we called the subtitle interface, where text is presented at
the bottom of the screen, similar to a movie’s subtitles, and recommendations
are shown in a context window above the text (Fig. 6b).

Lastly, we experimented with having a fully embodied conversational agent
represented by a hologram (Fig. 6c). Each section of the store has its point.
At runtime, the system deciphers the closest visible point to the user’s camera
and instantiates the avatar. When the system receives or sends a message, the
assistant does an animation to give the user feedback. The conversational agent’s
text is shown as a speech bubble floating over the avatar in the screen space.
The recommendations are offered inside the bubble.

Fig. 6. The multiple dialog interfaces

4.4 Product Visualization

A problem with migrating from a traditional 2D viewport to 3D is how we should
display the products available around the store and what product information
should be presented to the user. The items around the store combine items from
an online fashion store catalog with manually selected items. As a result, we can
see a representative mix of each type of clothing.

Multiple display screens around the store show the available items, as seen in
Fig. 7a. Each section of the store has its own set of displays. Objects are displayed
in frames with a 2D image of the product. Clicking on one of these frames opens a
context window containing information about the selected item. Here we display
the product’s brand, price, available sizes, and a short description.
2 Cortana Speech detection, Unity API, https://learn.microsoft.com/en-us/windows/

mixed-reality/develop/unity/voice-input, Last Access 2023.

https://learn.microsoft.com/en-us/windows/mixed-reality/develop/unity/voice-input
https://learn.microsoft.com/en-us/windows/mixed-reality/develop/unity/voice-input
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An alternative approach to presenting these items is to show them in a 3D
viewport. To achieve this, we mapped the images of our 2D catalog to a 3D
mannequin. We did this using Pix2Surf3 [17]. To work with this model, we had to
restrict our catalog further, as it only works with short-sleeved t-shirts, trousers,
and shorts.

To see an item in a mannequin, one has to select the item they want to
preview and mark it as “Interested.” This will add that item to the recommen-
dation tab. After that, in the Recommendation Section, one can drag and drop
an item from one frame to another, updating the mannequin’s clothes. Fur-
thermore, depending on the interface, recommendations are shown as a special
message with arrows and cards, where every card has the item’s preview and
name. Alternatively, recommendations can be displayed in a context window
with arrows and information about the articles (Fig. 7b).

Fig. 7. The multiple visualization interfaces

5 Evaluation

Considering the described interface, we tested the variables stated in Sect. 1. To
do so, we conducted a user study with multiple interfaces, two for each variable,
interfaces A and B. The variables can be seen in Table 1.

Our study focused on whether these variables could affect the user’s experi-
ence while interacting with the 3D virtual store and how they stack against each
other to improve their experience.

5.1 Protocol

When designing the questionnaire for our user study, we based many of our
questions on existing literature [3,4] and the interviews that we previously con-
ducted (Sect. 3). The data collected from the users was anonymized, and users
were informed that they could leave at any point during the test.

The experience was composed of five tasks (T1, T2, T3, T4, and T5) with
a climatization task (T0). T1 through 5 were meant to evaluate each of the
3 Pix2Surf, repository, https://github.com/aymenmir1/pix2surf, Last Access: 2023.

https://github.com/aymenmir1/pix2surf
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Table 1. The variables being studied and their respective interfaces

Variable Interface A Interface B

V1: The medium that the user employs

to communicate with the conversational

agent

1A: Speech Interface 1B: Chatbox

V2: The most effective method of

locomotion in the store

2A: Mouse and Keyboard 2B: Points of

Interest

V3: The way the user visualizes the

agent

3A: Humanoid Avatar 3B: Text-based

Representation

V4: The conversational agent’s capacity

to substitute parts of the visual interface

4A: Dialogue Based Interface 4B: Visual

Interface

V5: The Visual representation of the

items in the store

5A: Context Window 5B: 3D Model

corresponding variables. For each of the five main tasks, users had to test two
interfaces, A and B. The order was alternated in a Latin Square order to reduce
learning bias. For the context of every task, A differed from B, and every task
was independent of the other.

After every task, the user answered ten questions, some regarding Interface
A or B and some about both interfaces. Questions comprised Likert scale eval-
uations (1 to 5) and ranking questions. At the end of the questionnaire, users
would evaluate both interfaces using a Likert scale (1 to 5) and are asked what
was their favorite. For the fifth task, users had to rank the features of both inter-
faces. At the end of the test, users responded to some questions about a complete
version of the interface, including the System Usability Scale (SUS) [4].

For every task, we annotated whether the user could finish the task (if they
finished the task in less than 4 min) and if they asked for guidance. For T1 and
T2, we recorded the time it took for participants to finish.

The setup for the experience was comprised of a computer where the user
would test the multiple interfaces. Every user also used a microphone to commu-
nicate with the conversational agent. Users were also given paper instructions
containing all the tasks they had to perform and a map of the store with every
section labeled. Users could consult this map at any time during testing.

5.2 The Population

Users were selected by surveying college students. All the participants had at
least a K12 education level and were fluent in English. The study was conducted
with 20 users, 11 female (55%) and 9 male users (45%). Users were between the
ages of 19 and 49. Many users had rarely interacted with a conversational agent
before (30%) or interacted yearly (25%). The rest of the participants interacted
monthly (20%) or weekly (25%). Most users played video games, with only 1
(5%) saying they rarely played. 75% said they played games daily or weekly, and
the rest played monthly or yearly. We further questioned the users about how
frequently they play FPS games. Although 35% users still played FPS games
weekly, 25% said they didn’t play FPS games.
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(a) Online shopping rate (b) Physical shopping rate

Fig. 8. How many times do users buy items in online (a) and physical (b) stores?

Fig. 9. Interface ratings for every task (median in bold)

Furthermore, when asked if they follow the most influential trends in fashion,
85% of the users answered no. Following this trend, 5 users said they do not buy
clothes in online stores. Still, the rest of the users said they buy at least one
clothing item per year online, with a user even they buy around 15 clothing
items per year in online stores (Fig. 8a). Moreover, when asked how frequently
users bought clothes in physical stores, the most common answer (45%) was
between 4 and 11 times per year (Fig. 8b).

5.3 Results

As previously mentioned, users completed five tasks while freely interacting with
the virtual store. Starting with T1, users had to interact with the conversational
agent using a voice interface (1A) and a chatbox (1B). When observing the over-
all scores of both interfaces, 55% of users said they preferred interface 1B. We
can see this reflected in the general scores of the two interfaces, where we could
see that users rated 1B higher but without having a notable enough statisti-
cal significance (p=0.176) (Fig. 9). Furthermore, on average, users took more
time to complete the task using 1B. Yet, this difference was not major at a 5%
significance level. See Table 2.

An observation where we saw a major difference was the number of times the
users had to repeat commands. In 1A, 90% of users had to repeat utterances,
while in 1B, only 35% had to repeat. Repeated commands happened either
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when the agent didn’t understand the user’s intent or when the voice detection
algorithm didn’t correctly pick up the user’s utterance.

Regarding T2, users had to perform the task using traditional FPS controls
(2A) and the PoI system (2B). Although a larger number of users preferred 2B
(55%), it was not a large difference. This was reflected in the data where 2B had
marginally better results than 2A (Fig. 9). Furthermore, observing the times in
Table 2 we can see that 2A and 2B had similar times. When analyzing this data,
we must remember that many users are familiar with this interface type, as seen
in Sect. 5.2.

On task T3, we tested the presence of the agent’s avatar in the store, where
one interface had the avatar (3A) while the other didn’t (3B). 80% of the users
said they preferred 3B to 3A. This is observed in the rest of the collected data
(Fig. 9). One such example is seen in the scores of each interface, where users
rated 3B much higher than 3A (p=0.007). The preference for 3B is further veri-
fied by the users’ responses to questions about readability and uncanniness. See
the first two rows in Table 3.

When looking at these values, we can infer that users felt more comfortable
interacting with 3B than with 3A, yet they didn’t feel as if the dialog was dis-
connected from the store. During testing, users even commented on the presence
of the avatar in the store being weird or uncomfortable. When we observe the
boxplots for Q6 (I liked the presence of the avatar in the store) and Q7 (The
avatar contributed to the experience of interacting with the chatbot) (Fig. 10),
we can see that users did not enjoy the presence of the avatar in the store.

In T4, users were asked to complete the task with the assistance of the
conversational agent (4A) and without (4B). When users were asked what their
favorite interface was, most said they preferred 4B to 4A (75%). This answer is
well represented in the rating given by the users, where we verified a significant
difference between the scores of both interfaces (p=0.006). 4A had a median
score of three, while 4B had a median score of four (Table 4).

Although we saw this significant difference in the ratings, this did not extend
to the answers users gave in questions about frequency of use and cumbersome-
ness of the interface (see the first two rows of Table 4). Furthermore, when the
users were asked whether they agreed with “I found the interaction with the
agent unnecessary,” they answered with a mode of 4 and a median of 3.5. This
indicates that when presented with the option of utilizing the conversational
agent, the participants preferred not utilizing it.

Table 2. Average time it took for users to finish each task (T1 and T2), the standard
deviation, and the t-test p-value for every interface

# time (m) mean Std. Dev. t-test

T1 : 1A Complete T1 with 1A 02:12,9 00:51,6 p = 0,099

T1 : 1B Complete T1 with 1B 02:55,5 00:57,9 p >0,05

T2 : 2A Complete T2 with 2A 00:46,9 00:23,4 p = 0,147

T2 : 2B Complete T2 with 2B 01:05,5 00:31,0 p >0,05
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Table 3. Median, first quartile (Q1), third quartile (Q3), and chi-square test p-value
(X2) of the scores of both interfaces in questions about readability, uncanniness, fre-
quency of use and consistency in Task 3

Interface Question median Q1 Q3 X2

3A I could read the text well. 4 3 5 p = 0,015

3B 5 4 5 p <0,05

3A I found the experience unnatural. 3 2 4,25 p = 0,014

3B 2 1 3 p <0,05

3A I want to use the chatbot more often. 3 2 3,25 p = 0,053

3B 3.5 3 4 p >0,05

3A The dialog felt disconnected. 2 1 3 p = 0,825

3B 2 1 3 p >0,05

Table 4. Median, first quartile (Q1), third quartile (Q3), and chi-square test p-value
(X2) of the scores of both interfaces in questions about frequency, cumbersomeness,
and the ratings in Task 4

Interface Question median Q1 Q3 X2

4A I would use this interface frequently. 3,5 3 4 p = 0,372

4B 4 3 5 p >0,05

4A I found the interface cumbersome. 2 1,75 3 p = 0,470

4B 1,5 1 3 p >0,05

4A How would you rate this interface? 3 3 4 p = 0,006

4B 4 4 5 p <0,05

In T5, the participants were presented with two distinct interfaces for visu-
alizing clothing items, a traditional visualization interface (5A) and a 3D item
visualization interface using a mannequin (5B). When asked to indicate their
preferred interface, participants had the option to select 5A, 5B, or both inter-
faces simultaneously. Results of the study revealed that 80% of the participants
preferred utilizing both 5A and 5B simultaneously.

Fig. 10. Data for presence and interaction in T3 (median in bold)
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Furthermore, the participants were requested to rank various features from
5A and 5B (Fig. 11). These features were product information and visualization
techniques. About 5A, 70% of the participants considered the price the most
crucial feature to be shown on the user interface. At the same time, the mate-
rial used was considered the least important feature (35%) to be shown. The
participants were also asked about which features they would include in the
visualization of the product. Some examples of the mentioned features were the
brand of the product and a size guide.

Concerning 5B, the participants deemed that the most salient features were
the ability to map the clothes directly onto an image of themselves (25%) and a
360-degree view of the mannequin with the clothes (25%). However, unlike 5A,
there was no consensus among the participants as to which feature was the most
desirable, as illustrated in Fig. 11b. Additionally, features such as having a 360-
degree view of the mannequin and the ability to adjust the clothes according to
the users’ size were not rated as the least important feature. In contrast, 35% of
the participants stated that having multiple lighting options in the mannequin
was the least important feature.

Fig. 11. Task 5 rankings, for 2D and 3D product visualization

After the questionnaire, the participants were instructed to rank every task
they performed during the study. The results of this ranking can be observed
in Fig. 12. Upon examination of this graph, we can see that the participants
prioritized the visualization of items over all other factors. Additionally, although
it elicited the strongest reaction from the participants, the agent’s avatar was
primarily considered the least important feature, with 75% of the participants
rating it as the least important.

The SUS score was calculated at the end of the test. We obtained an average
SUS score of 70.625 with a standard deviation of 9,516. The lowest score we
obtained was 45, and the highest was 82,5. For reference, a study by Debjyoti
Ghosh et al. [8] found that Siri had a SUS mean value of 54,167.
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Fig. 12. Ranking of each task

6 Discussion

Our objective was to determine which factors are crucial when designing and
developing 3D virtual stores and which can be ignored. By examining the data
collected from the study, we will gain insights into the most effective solutions
for enhancing the user experience in 3D virtual stores and how to prioritize the
importance of different factors when planning such interfaces.

We observed no significant findings after examining the results from T1. How-
ever, we saw a trend where participants tended to prefer the chatbox interface.
This may be attributed to many users repeating commands when interacting
with the voice interface, as reported in Sect. 5.3. Specifically, 18 participants had
to repeat their utterances in 1A, while 13 had to repeat them in 1B. This caused
users to become frustrated with the system while testing 1A and react more neg-
atively toward this interface. A common error we observed was the voice-to-text
algorithm misreading the user’s words, for example, interpreting “Nike shorts”
as “knight shorts”. Despite the conversational agent being designed to handle
this type of error, when users saw their utterances misspelled, they still felt the
need to repeat their command, even when the system responded correctly. This
suggests that, in future designs, hiding the user’s utterance from them might
improve the user experience and reduce frustration.

In T2, participants, after answering the questionnaire, were asked a follow-
up question regarding their preference of interface if 2B (the Point of Interest
system) were to be on a tablet device. In response, 80% of users said they prefer
2B to 2A. This represents a major difference from the results obtained when
tested on a laptop, where 55% preferred 2B over 2A.

Given the increasing impact of tablet interfaces on e-commerce, as noted
in previous studies [33], this large difference in user preference is noteworthy
and merits further investigation. We posit that the improved reception of 2B as
a tablet interface may be due to its reduced degrees of freedom. When using
touchscreen devices, users are limited to controlling the camera’s orientation
with virtual inputs. Additional degrees of freedom for user locomotion would
require additional clutter in the user interface. This explanation may also be
applied to the voice interface tested in T1, as the inclusion of a chatbox would
imply the presence of a virtual keyboard on the screen.
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A notable finding in our study was that participants in T3 did not appreci-
ate the avatar’s presence in the store, as outlined in Sect. 5.3. We attribute this
adverse reaction to two factors. First, the avatar used to represent the conver-
sational agent in the store employed a semi-realistic, anthropomorphic model
that attempted to mimic a hologram. This model made participants uneasy, as
they felt the chosen representation was unnatural, which is consistent with the
findings of Nowak et al.’s [22] work on the uncanny valley applied to avatars.

In addition, the avatar’s non-interactive nature and inability to create empa-
thy with users contributed to its negative reception. Looking at Sect. 5.3, we
obtained a negative response when participants were asked if the avatar had a
positive effect on their interaction (Fig. 10). Furthermore, when considering this
result in conjunction with the participants rating this aspect of the interface as
the least important (Fig. 12), we can infer that users found the avatar unnatural
and unnecessary. With this in mind, we can conclude that when designing this
type of interface, this aspect should not be the development focus if we cannot
ensure a realistic and meaningful interaction.

Another noteworthy finding was in T4, where users expressed a preference for
the interaction where they didn’t have to use the conversational agent, in contrast
to the one in which they did (Table 4). Users performed a recommendation task,
they either asked the agent for clothing items that would complement a selected
product or clicked a button on the visual UI. We posit that this outcome resulted
from users perceiving the interaction as unnecessarily complex for a task that
could be accomplished by simply pressing a button. Although some studies [6]
have shown the benefit of using chatbox interfaces to aid users, they should not
be seen as alternatives to traditional interfaces.

In T5, participants still considered the visualization of the product the most
important feature (Fig. 12). Additionally, users demonstrated a high receptivity
to using a three-dimensional representation of the item they were seeking to
purchase, indicating that this type of visualization may offer a superior solution
to traditional visualization methods.

Information was gathered during the data collection process to divide the
study population into sub-groups. However, upon analysis of the data, we
observed no statistically meaningful differences among the sub-groups based on
variables such as age, gender, frequency of interaction with games and chatbots,
and frequency of usage of online stores.

7 Conclusion

With the valuable insights we gained from our research on creating 3D virtual
stores with conversational agents, we identified several domains that require fur-
ther inquiry. Primarily, while our study encompassed a broad range of variables,
other factors may require investigation in this field, for example, the capacity
of the conversational agent to interrupt the user’s interaction. Furthermore, we
acknowledge that delving deeper into 3D visualization techniques can reveal the
complete advantages of utilizing this interface.
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We studied the impact of several variables on the user’s experience when
interacting with a 3D virtual store with conversational agents in the fashion
domain. The study found that the interface type, either a chatbox or a speech
interface, impacted the user experience. Participants preferred the chatbox inter-
face, possibly due to the repetition of commands in the voice interface. The study
also revealed that the point-of-interest system was helpful for users (Fig. 9). The
study also found that intrusive agents negatively impacted the user’s experience
(Fig. 10). The study also suggested that conversational agents should be unob-
trusive in their visual representation and not hide any features of the visual
interface (Fig. 9) (RQ1).

Our research also revealed that 3D visualization techniques in a virtual store
environment significantly impact the user’s shopping experience (Fig. 12). This
feature is perceived as crucial by participants when shopping for clothes online
and should be prioritized in designing a 3D virtual store. Furthermore, our study
suggests that the point-of-interest system benefits users (Fig. 9). In addition, we
observed that users generally prefer the chatbox interface over the speech inter-
face (Fig. 9), and it was considered one of the least important features (Fig. 12).
Beyond this, our study showed that the agent’s presentation should not be prior-
itized as it could harm the user’s experience. Also, hiding the visual elements of
the interface can lead to a more frustrating interaction (Fig. 9). However, users
still value using the conversational agent as an alternative to the main interface
(Fig. 12) (RQ2). We can summarize our findings into the following guidelines:

1. We recommend using a chatbox instead of a speech interface for user inter-
action, as the latter may elicit a higher frequency of utterance repetition and
subsequent user frustration.

2. Implement a point-of-interest system for navigating the virtual store. Users
often prefer this system, and it’s more suitable for touchscreens.

3. It is crucial to refrain from using intrusive agents, as users strongly rejected
them and found them irrelevant to their interaction.

4. Conversational agents must not obscure visual interface features through dia-
logue. It will adversely affect the user’s experience.

5. Emphasize 3D visualization techniques, such as mapping clothes to 3D mod-
els that allow you to rotate and zoom in on particular details, allowing for
meticulous examination of specific details.

In conclusion, we highlight the preference for a chatbox interface over a voice
interface, the importance of a point-of-interest system, the negative effect of
intrusive agents, the need to avoid obscuring visual interface features, and the
significance of emphasizing 3D visualization techniques.
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