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Foreword

INTERACT 2023 is the 19th International Conference of Technical Committee 13
(Human-Computer Interaction) of IFIP (International Federation for Information Pro-
cessing). IFIP was created in 1960 under the auspices of UNESCO. The IFIP Technical
Committee 13 (TC13) aims at developing the science and technologyof human-computer
interaction (HCI). TC13 started the series of INTERACT conferences in 1984. These
conferences have been an important showcase for researchers and practitioners in the
field of HCI. Situated under the open, inclusive umbrella of IFIP, INTERACT has been
truly international in its spirit and has attracted researchers from several countries and
cultures. The venues of the INTERACT conferences over the years bear testimony to
this inclusiveness.

INTERACT2023was held fromAugust 28th to September 1st 2023 at theUniversity
of York, York, United Kingdom. The INTERACT Conference is held every two years,
and is one of the longest-running conferences on Human-Computer Interaction. The
INTERACT 2023 Conference was held both in-person and online. It was collocated
with the British Computer Society HCI 2023 Conference.

The themeof the 19th conferencewas “Design for Equality and Justice”. Increasingly
computer science as a discipline is becoming concerned about issues of justice and
equality – from fake news to rights for robots, from the ethics of driverless vehicles
to the Gamergate controversy. The HCI community is surely well placed to be at the
leading edge of such discussions within the wider computer science community and in
the dialogue between computer science and the broader society. Justice and equality
are particularly important concepts both for the City of York and for the University of
York. The City of York has a long history of working for justice and equality, from the
Quakers and their philanthropic chocolate companies, to current initiatives. The City
of York is the UK’s first Human Rights City, encouraging organizations and citizens to
“increasingly think about human rights, talk about human rights issues and stand up for
rights whether that’s at work, school or home”. The City of York has also launched “One
Planet York”, a network of organizations working towards a more sustainable, resilient
and collaborative “one planet” future. York is now working to become the first “Zero
emissions” city centre, with much of the medieval centre already car free.

Finally, great research is the heart of a good conference. Like its predecessors,
INTERACT 2023 aimed to bring together high-quality research. As a multidisciplinary
field, HCI requires interaction and discussion among diverse people with different inter-
ests and background. We thank all the authors who chose INTERACT 2023 as the venue
to publish their research.

We received a total of 375 submissions distributed in 2 peer-reviewed tracks, 4
curated tracks, and 3 juried tracks. Of these, the following contributions were accepted:

• 71 Full Papers (peer reviewed)
• 58 Short Papers (peer reviewed)
• 6 Courses (curated)
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• 2 Industrial Experience papers (curated)
• 10 Interactive Demonstrations (curated)
• 44 Interactive Posters (juried)
• 2 Panels (curated)
• 16 Workshops (juried)
• 15 Doctoral Consortium (juried)

The acceptance rate for contributions received in the peer-reviewed tracks was 32%
for full papers and 31% for short papers. In addition to full papers and short papers, the
present proceedings feature contributions accepted in the form of industrial experiences,
courses, interactive demonstrations, interactive posters, panels, invited keynote papers,
and descriptions of acceptedworkshops. The contributions submitted toworkshops were
published as an independent post-proceedings volume.

The reviewing process was primary carried out by a panel of international experts
organized in subcommittees. Each subcommittee had a chair and a set of associated
chairs, who were in charge of coordinating a double-blind reviewing process. Each
paper received at least 2 reviews of associated chairs and two reviews from external
experts in the HCI field. Hereafter we list the twelve subcommittees of INTERACT
2023:

• Accessibility and assistive technologies
• Design for business and safety/critical interactive systems
• Design of interactive entertainment systems
• HCI Education and Curriculum
• HCI for Justice and Equality
• Human-AI interaction
• Information visualization
• Interaction design for culture and development
• Interactive systems technologies and engineering
• Methodologies for HCI
• Social and ubiquitous Interaction
• Understanding users and human behaviour

The final decision on acceptance or rejection of full papers was taken in a Programme
Committee meeting held in London, United Kingdom in March 2023. The full papers
chairs, the subcommittee chairs, and the associate chairs participated in this meeting.
The meeting discussed a consistent set of criteria to deal with inevitable differences
among the large number of reviewers. The final decisions on other tracks were made
by the corresponding track chairs and reviewers, often after electronic meetings and
discussions.

INTERACT 2023 was made possible by the persistent efforts across several months
by 12 subcommittee chairs, 86 associated chairs, 28 track chairs, and 407 reviewers. We
thank them all.

September 2023 José Abdelnour Nocera
Helen Petrie

Marco Winckler
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Established in 1989, the International Federation for Information Processing Technical
Committee on Human–Computer Interaction (IFIP TC13) is an international committee
of 37 IFIP Member national societies and 10 Working Groups, representing specialists
of the various disciplines contributing to the field of human-computer interaction (HCI).
This field includes, among others, human factors, ergonomics, cognitive science, com-
puter science and design. INTERACT is the flagship conference of IFIP TC13, staged
biennially in different countries in the world. The first INTERACT conference was held
in 1984, at first running triennially and becoming a biennial event in 1993.

IFIP TC13 aims to develop the science, technology and societal aspects of HCI by
encouraging empirical research promoting the use of knowledge and methods from the
human sciences in design and evaluation of computing technology systems; promoting
better understanding of the relation between formal designmethods and system usability
and acceptability; developing guidelines, models and methods by which designers may
provide better human-oriented computing technology systems; and, cooperating with
other groups, inside and outside IFIP, to promote user-orientation and humanization in
system design. Thus, TC13 seeks to improve interactions between people and computing
technology, to encourage the growth of HCI research and its practice in industry and to
disseminate these benefits worldwide.

The main orientation is to place the users at the centre of the development pro-
cess. Areas of study include: the problems people face when interacting with computing
technology; the impact of technology deployment on people in individual and organisa-
tional contexts; the determinants of utility, usability, acceptability and user experience;
the appropriate allocation of tasks between computing technology and users, especially
in the case of autonomous and closed-loop systems; modelling the user, their tasks
and the interactive system to aid better system design; and harmonizing the computing
technology to user characteristics and needs.

While the scope is thus set wide, with a tendency toward general principles rather
than particular systems, it is recognised that progress will only be achieved through
both general studies to advance theoretical understanding and specific studies on prac-
tical issues (e.g., interface design standards, software system resilience, documentation,
training material, appropriateness of alternative interaction technologies, guidelines, the
problems of integrating multimedia systems to match system needs and organisational
practices, etc.).

IFIP TC13 also stimulates working events and activities through itsWorking Groups
(WGs). The WGs consist of HCI experts from around the world, who seek to expand
knowledge and find solutions to HCI issues and concerns within their domains. The list
of current TC13 WGs and their area of interest is given below:

• WG 13.1 (Education in HCI and HCI Curricula) aims to improve HCI education at
all levels of higher education, coordinate and unite efforts to develop HCI curricula
and promote HCI teaching.

http://ifip-tc13.org/
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• WG 13.2 (Methodology for User-Centred System Design) aims to foster research,
dissemination of information and good practice in the methodical application of HCI
to software engineering.

• WG 13.3 (Human Computer Interaction, Disability and Aging) aims to make HCI
designers aware of the needs of people with disabilities and older people and encour-
age development of information systems and tools permitting adaptation of interfaces
to specific users.

• WG 13.4/WG2.7 (User Interface Engineering) investigates the nature, concepts and
construction of user interfaces for software systems, using a framework for reasoning
about interactive systems and an engineering model for developing user interfaces.

• WG 13.5 (Resilience, Reliability, Safety and Human Error in System Development)
seeks a framework for studying human factors relating to systems failure, develops
leading-edge techniques in hazard analysis and safety engineering of computer-based
systems, and guides international accreditation activities for safety-critical systems.

• WG 13.6 (Human-Work Interaction Design) aims at establishing relationships
between extensive empirical work-domain studies and HCI design. It will promote
the use of knowledge, concepts, methods and techniques that enable user studies to
procure a better apprehension of the complex interplay between individual, social and
organisational contexts and thereby a better understanding of how and why people
work in the ways that they do.

• WG 13.7 (Human–Computer Interaction and Visualization) aims to establish a study
and research program that will combine both scientific work and practical applica-
tions in the fields of Human–Computer Interaction and Visualization. It will integrate
several additional aspects of further research areas, such as scientific visualization,
data mining, information design, computer graphics, cognition sciences, perception
theory, or psychology into this approach.

• WG 13.8 (Interaction Design and International Development) aims to support and
develop the research, practice and education capabilities of HCI in institutions and
organisations based around the world taking into account their diverse local needs
and cultural perspectives.

• WG 13.9 (Interaction Design and Children) aims to support practitioners, regula-
tors and researchers to develop the study of interaction design and children across
international contexts.

• WG13.10 (Human-Centred Technology for Sustainability) aims to promote research,
design, development, evaluation, and deployment of human-centred technology to
encourage sustainable use of resources in various domains.

IFIP TC13 recognises contributions to HCI through both its Pioneer in HCI Award
and various paper awards associated with each INTERACT conference. Since the pro-
cesses to decide the various awards take place after papers are sent to the publisher for
publication, the recipients of the awards are not identified in the proceedings.

The IFIP TC13 Pioneer in Human-Computer Interaction Award recognises the con-
tributions and achievements of pioneers in HCI. An IFIP TC13 Pioneer is one who,
through active participation in IFIP Technical Committees or related IFIP groups, has
made outstanding contributions to the educational, theoretical, technical, commercial, or
professional aspects of analysis, design, construction, evaluation, and use of interactive

http://ifip-tc13.org/
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systems. The IFIP TC13 Pioneer Awards are presented during an awards ceremony at
each INTERACT conference.

In 1999, TC13 initiated a special IFIP Award, the Brian Shackel Award, for the most
outstanding contribution in the form of a refereed paper submitted to and delivered at
each INTERACT Conference, which draws attention to the need for a comprehensive
human-centred approach in the design and use of information technology in which
the human and social implications have been considered. The IFIP TC13 Accessibility
Award, launched in 2007 by IFIPWG13.3, recognises themost outstanding contribution
with international impact in the field of ageing, disability, and inclusive design in the
form of a refereed paper submitted to and delivered at the INTERACT Conference. The
IFIP TC13 Interaction Design for International Development Award, launched in 2013
by IFIP WG 13.8, recognises the most outstanding contribution to the application of
interactive systems for social and economic development of people around the world
taking into account their diverse local needs and cultural perspectives. The IFIP TC13
Pioneers’ Award for Best Doctoral Student Paper at INTERACT, first awarded in 2019,
is selected by the past recipients of the IFIP TC13 Pioneer title. The award is made to
the best research paper accepted to the INTERACT Conference which is based on the
doctoral research of the student and authored and presented by the student.

In 2015, TC13 approved the creation of a steering committee for the INTERACT
conference. The Steering Committee (SC) is currently chaired by Marco Winckler and
is responsible for:

• Promoting and maintaining the INTERACT conference as the premiere venue for
researchers and practitioners interested in the topics of the conference (this requires
a refinement of the topics above).

• Ensuring the highest quality for the contents of the event.
• Setting up the bidding process to handle future INTERACT conferences. Decision is

made up at TC13 level.
• Providing advice to the current and future chairs and organizers of the INTERACT

conference.
• Providing data, tools, and documents about previous conferences to future conference

organizers.
• Selecting the reviewing system to be used throughout the conference (as this impacts

the entire set of reviewers).
• Resolving general issues involved with the INTERACT conference.
• Capitalizing on history (good and bad practices).

Further information is available at the IFIP TC13 website: http://ifip-tc13.org/.

http://ifip-tc13.org/
http://ifip-tc13.org/
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Abstract. In this paper, we investigate pedestrian interaction with a
large autonomous robot that clears snow from the sidewalk. Through a
virtual reality (VR) based user study, simulating different robot behav-
iors, we report on perceptions of encountering a potentially dangerous
robot on the sidewalk. Overall, participants considered their actions in
VR to be representative of their real-world actions. However, we note
that VR headsets are not able to reproduce the high dynamic range
required to realistically reproduce the high-intensity warning lights and
sounds associated with close proximity to a large industrial machine.
Participants expressed concern about interrupting the robot’s work, and
that the robot’s safety-driven behavior should not delay passing by it on
the sidewalk.

Keywords: robots · virtual reality · user experience · user studies ·
digital twin

1 Introduction

Autonomous vehicles and robots are becoming an increasingly frequent sight in
everyday life contexts, as they can operate in various conditions, and complete
tasks that are repetitive or dull for humans to conduct. Domestic robots per-
forming household maintenance tasks such as vacuum cleaning and lawn mowing
[3] are already commonplace, and a variety of robots and unmanned vehicles are
increasingly being used in public service functions in outdoor settings [9].

Recently Starship1 food delivery robots have become visible in many cities
and university campuses around the globe. These robots are generally perceived

1 https://www.starship.xyz/.
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as cute by passers-by, who express affection towards them and care for them,
e.g. helping them when they get stuck [16]. Conversely, there have been reports
of violence towards robots in public spaces, e.g. kicking a robot dog in the head
[28].

In our work, we are interested to explore public perceptions, not towards
small cute robots, but toward relatively large, noisy robots with rotating blades
that autonomously clean snow from the sidewalks of cities (Fig. 1. Such robots)
clearly have the potential to injure those accidentally wandering into their path
when passing them on the sidewalk. The use case of encountering a snow cleaning
robot is a common occasion in northern winter use context, and the related safety
issues a relevant concern.

As a contribution, we extend prior works on human-robot interaction, which
has so far primarily focused on factory floor and autonomous vehicle (AV) con-
texts, to a more uncontrolled environment where dangerous machines operate in
close proximity to the general public. Through a virtual reality (VR) simulation-
based user study, we report on perceptions of different robot behavior patterns.
Our research is focused on the user experience and overall perception of a large
maintenance robot in a realistic setting. not measured reaction times, quantified
user tasks, or similar.

Fig. 1. The snow cleaning robot model used in the study.

2 Related Work

To position our work, we review prior works focusing on autonomous robots’
interaction with humans, particularly searching for work in public, outdoor set-
tings or with potentially dangerous robots. Our primary focus is on robots that
move location, rather than static arm-type robots. Additionally, to validate our
VR-based user study method, we present works that have applied a similar app-
roach.

2.1 Robots Signaling to Humans

Research into the rapidly growing area of autonomous vehicles (AV) has explored
different signaling mechanisms between the AV and the surrounding people
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(mostly pedestrians and other vulnerable road users) to increase safety and trust
[7,13,17]. The works have generally highlighted the importance of vehicle kine-
matics as a communication signal, e.g. a vehicle beginning to slow down is the
most natural and well-understood signal to pedestrians in a street crossing sit-
uation [17,21]. However, whilst the kinematics of cars are well understood by
pedestrians, the same may not be true for the movements of robots that clean
snow from the sidewalk. Thus, in our use case, we expect the need for explicit
signaling to be higher than that for AVs driving on the roads.

Prior works exploring industrial factory floor robots have highlighted that
anticipatory movement, e.g. as emphasized in animated cartoons, can be a useful
indicator of a robot’s movement intent [10]. A large number of works in this
context have proposed the projection of the robot’s movement direction [5] or
intended path [4,11] on the floor as promising solutions. These kinds of solutions
are plausible proposals in an indoors setting, where the space is defined and
lighting conditions are controlled, but harder to extend to outdoors maintenance
contexts.

The use of colored light has also been a commonly explored form of commu-
nication between robots and humans [8,13,23]. Here, different approaches have
been applied. For example, in Holländer et al. [13] green is used to indicate that
it is safe to cross in front of the AV, whilst Pörtner et al. [23] use a green lamp
to indicate that the robot is active.

In the area of social robots [2], robot behavior and signaling to humans has
gained attention as an important part of social context and communications.
In the social robotics domain, robots typically employ a humanoid form factor,
which highlights the function of body movements in communication, such as the
ability to move the head, eyes, and arms. For example, the use of nodding, head
movement, and gaze [18] as well as body posture [27] have an effect on people’s
perception of, and communication with, a robot. In the case of mobile robots,
Hart et al. [12] reported that a gaze direction cue given by a robot head was
more easily interpreted than an equivalent lighting-based signal.

2.2 VR as a User Study Methodology

Using a VR-simulated environment to conduct user studies has become increas-
ingly common, as immersive VR technologies are today readily available. In VR
different usage scenarios can often be more easily constructed and are more con-
trolled than equivalent real-world settings. Covid-19 accelerated the use of VR,
due to limitations on running physical user studies [20,24]. When comparing
conducting a user study on public displays in VR and in the physical world,
Mäkelä et al. report that participants’ behavior was very similar in both studies
[19]. Voit et al. [29] compared different study settings, including VR and in-situ,
for investigating interaction with smart artifacts. They report similar results in
both conditions and highlight the ability to control the study setting and not
needing to construct physical prototypes as the benefits of a VR study. In prior
art, VR settings have been used to study a broad range of user experiences,
ranging from autonomous cars [13] to shoulder surfing [1]. Recently, Kassem
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and Michahelles [14] have investigated people’s perceptions of robot behavior in
a VR simulation-based study, focusing on the effect of multimodal cues.

In our research, we utilize an immersive VR set-up to study the perceptions
of different behaviors of a snow-cleaning robot. This arrangement allowed us to
simulate the use context, i.e. winter outdoors, and come up with a well-controlled
study design.

Fig. 2. Interaction in the VR environment. Left: User navigation is by physical move-
ment within the 3 m× 4 m zone or by teleporting. Right: The user interaction in the
trash collection task.

3 Study

Our study aimed to extract data on the perceptions, actions, and feelings of
people confronted with a snow-clearing robot when walking on the sidewalk. To
address this, we developed a VR simulation environment where a test participant
was required to walk past a moving snow-clearing robot on a narrow sidewalk.
In an additional task, participants were approached by the robot from behind,
whilst engaged in a trash collection task.

3.1 Study Design

The simulation environment was constructed from freely available 3D assets
sourced from Quixel Bridge and Unreal Marketplace. These were used to create
an environment with enough detail to immerse the participant in the scenarios.
In addition, ambient and motor sounds were added to the environment and robot
to increase the level of immersion. The robot model used in the test was loosely
based on the Spyker Kat snow blower2. The developed model was scaled to fit
realistically in the VR environment, with approximate dimensions 2.3 m long,
1.2 m wide, and 1.4 m high (see Fig. 3).

2 https://spykerworkshop.com.

https://spykerworkshop.com
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Fig. 3. Robot size in simulation. One grid square is 10 cm.

Two different maps were used in the study. The first map was designed
to steer the participant to interact with the robot. In this scenario, the robot
moved along the sidewalk toward the participant. The participant was required
to navigate to a position behind the robot, marked with traffic cones. To create
a challenging and informative point of interaction, the sidewalk narrowed in the
area where the participant and robot would meet if the participant progressed
at normal walking speed (see Fig. 4). The second map was designed to explore
participant behavior when they were surprised by an approaching robot while
engaged in a distraction task. As the distraction task, participants were tasked to
collect six pieces of trash from the ground and deposit them into a trashcan. The
trigger which spawned the robot was placed such that the robot would appear
behind the participant and surprise them (Fig. 2: Right)

To move within the VR environment, participants were able to walk around
freely in a 3× 4 m area and to teleport, i.e. to use the hand controllers to target
a position on the floor and immediately move to that position when releasing
the hand controller trigger (Fig. 2: Left). To make the movement realistic, the
teleporting distance was restricted to approximately two meters per step and at
one second intervals. This restriction prevented the test participants from simply
teleporting past the robot.

Fig. 4. User study environment. To complete the task the test participant must pass
by the snow robot to reach the target zone.
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To explore different possibilities for robot-human interaction, the robot had
4 different movement variations, which were each used as a test condition. When
the robot sensed it was near the participant it would:

Condition 1: Continue unchanged
Condition 2: Stop
Condition 3: Reverse
Condition 3: Steer to go around the participant

The robot’s default behavior was to move through a series of set points in the
map, in the direction of the participant with its orange warning light flashing.
An orange flashing warning light is typical for human-controlled machinery in
public domains, e.g. street sweepers. In the first condition, the robot did not
react to the participant at all. It maintained its set path and would drive over the
participant if they were in its way. In the second condition, when the participant
got too close to the robot, it completely stopped and changed the state of its
warning light to show solid green. This lighting protocol is a logical extension
of the default flashing orange warning when the robot is operating (c.f. [13]).
When the participant moved away from the robot, the robot would resume its
movement after 2 s. In the third condition, the robot would reverse by about
2 m when the participant got too close to the front of the robot and then stop.
As in the previous condition, the warning light changed to show solid green. If
the participant approached the robot from the rear, the robot would stop, as in
the second condition. The fourth robot movement variation was only used in the
trash-collecting task. In this variation, the robot would adjust its path to avoid
the participant, but it would never stop.

The simulation was developed in Unreal Engine 5.0.3 and run on a high-
performance Windows 10 computer (Nvidia GTX 1060 6 GB, Intel i7-7700K,
16 GB of ram). The VR setup consisted of a Meta Quest 2 VR headset and a
5G router. The simulation was run wirelessly through the Oculus Air Link from
the computer to the headset.

3.2 Test Process

Participants first completed a consent form and background questionnaire. Par-
ticipants were then fitted with the VR headset and given a few minutes to
familiarize themselves with the VR environment and the movement options, i.e.
walking and teleporting. After participants felt comfortable, the 3 test cases
which required the participant to walk to the traffic cones target zone were pre-
sented. The case presentation order was counterbalanced using a Latin square.
The participants were not informed which behavior the robot would take.

During the test, participants were encouraged to think-aloud, and their com-
ments were recorded by the test moderator. After each test condition, the partic-
ipant gave a rating from 1 to 5 on how easy it was to pass by the robot (1 = very
difficult, 5 = very easy) and described what happened, why they acted as they
did, and what were their feelings. These questions were asked verbally by the
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Fig. 5. User study with Meta Quest 2 VR headset.

test moderator who recorded the answers. After completing the first 3 test cases,
the participants completed the trash collection as a final task.

After all of the cases were completed, the participant removed the VR headset
and completed an end questionnaire. The end questionnaire asked participants’
opinions of the immersiveness of the simulation if they would behave the same
way in real life, and how much they would trust such a street cleaning robot
operating near them. The total test time was approximately 30 min. During this
time participants spent between 10 and 20 min wearing the VR headset, Fig. 5.

3.3 Participants

A total of 12 people (5 female, 7 male) within the age range 21 to 47 (x =
30, s.d. = 7) were recruited from the university’s volunteer pool. There were no
particular recruitment conditions. One (8%) of the participants had previously
encountered an autonomous robot on the street. Half (50%) had some experience
with robot vacuum cleaners or lawnmowers.

The participants reported a wide range of prior experience with VR; one par-
ticipant (8%) reported no experience, 5 (25%) reported being very familiar, and
the remainder of participants were placed between these extremes. Experience
with robots was less common, with 8 (67%) reporting little or no experience,
and the remainder reporting some experience.

4 Findings

We first present the quantitative results from the user study. Following this, we
present the themes emerging from participants’ subjective comments during the
test and from the end questionnaire.

4.1 Passing the Robot on the Sidewalk and Collecting Trash

All participants were able to successfully complete all of the test tasks. Partic-
ipants’ ratings for the 3 test conditions where they were required to walk past
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the robot are shown in Fig. 6. Generally, the ratings were on the positive side,
indicating participants considered it relatively easy to pass by the robot in all
conditions. A Friedman repeated measures test indicated there was no significant
difference between the test conditions, χ̃2(2) = 2.36, p = .307.

Figure 7 illustrates exemplary routes taken by participants (plotted data is
from participant 7). Strategies included stepping into a safe area and waiting for
the robot to pass by (Fig. 7, blue route), stepping into the road (Fig. 7, green
route), and walking directly past the robot (Fig. 7, yellow route). The waiting
strategy was described, “The robot came towards me on the sidewalk and I
dodged out of its way to the side of the house. I waited for the robot to pass
and then continued after that” (Participant 8 condition 1).

Fig. 6. Participants’ rating on ease of walking past the robot in each condition

Fig. 7. The movement tracks of participant 7 in the 3 conditions. Blue = Condition 2,
Green = Condition 3, Yellow = Condition 1 (Color figure online)

4.2 Emerging Themes

Several themes were identified based on the participants’ subjective comments,
being frightened, familiarity with the situation, interaction, social robotics and
trust, and immersion in the simulation. In the following analysis, participants’
subjective feedback from the test cases plus responses to the end questionnaire
are combined.
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Being Frightened and Avoiding the Robot. Many of the participants
expressed a feeling of being frightened by the robot heading towards them, for
example commenting, “I was just standing on the street and the robot wanted
to drive over me. At the last second I jumped out of the way. It was terrifying
to watch the dangerous-looking robot with spinning blades coming towards me”
(P4, condition 1). Another participant commented similarly, “The device was
scary, which made me jump to the side, the point where I met the robot was
narrow, which even created a feeling of tightness and anxiety. I wondered if it
would have run over me if I didn’t jump away!” (P1 condition 1). Maintaining
a comfortable distance from the robot was noted by several participants, e.g. “I
felt like walking on the other side of the road” (P11 condition 3). In the trash
collection task, it was noted by one participant that although the robot itself
was at a comfortable distance, it was throwing snow onto the participant, “The
robot threw snow on me when it was passing by me” (P6, trash collection).

Familiarity and Expectation. The most common expectation for robot
behavior was that it would stop when it became close to the participant. Partic-
ipants commented, e.g. “The robot didn’t recognize me and drove through me
and I died. I thought that the robot will stop moving” (P6, condition 1), and “I
just stayed still and let the robot drive through me because I thought that the
robot would stop” (P7, condition 1). One participant used their familiarity with
the context to guide their strategy, “Every time I took the road instead of the
sidewalk, probably because it had already been plowed and it would be easier to
walk there” (P12, condition 1). Learning effects in the test process were appar-
ent, e.g. “As it was my second time with the robot I was not afraid of it” (P1,
condition 2), and “The robot was already familiar this time, so I knew where it
was going...” (P11 condition 2).

Interaction. Several participants highlighted that they had little idea of the
robot’s intention, e.g. “...it was slow and I didn’t understand its intentions to stop
or continue” (P9, condition). The slow movement speed of the robot appeared
to add to the frustration, e.g. “...it was annoying to wait for it to pass as it was
slow” (P9 condition 2), and “I wasn’t sure if it is going to back up, stop or keep
on going. It stopped at the point I couldn’t pass it, so I gave way to it. It still
didn’t move, so I took a step forward and it started moving. Waiting and not
knowing to which direction it is heading was the most challenging part” (P10
condition 2). Potentially, this lack of understanding could lead to hesitation,
“...I was happy that I didn’t interrupt the robot and I didn’t have to do the
who-goes-first dance with it” (P10 condition 1).

Overall the interaction condition 2, where the robot stopped when it sensed
a human in its proximity was preferred: “It was very nice that the robot noticed
me and waited” (P4 condition2), “...as I passed by the robot it stopped in time,
no issues passing the robot” (P5 condition 2), and “The robot stopped and it was
easy to pass” (P12 condition 2). The reversing interaction (condition 3) was liked
by some participants, e.g. “I liked this robot as it gave me space to walk on the
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narrow sidewalk” (P1 condition 3), and “The robot stopped and started backing
out of my way. The event went smoothly” (P8, condition 3). The negative side
of the reversing interaction was noted in that it potentially slows passing by the
robot, e.g. “It was a bit annoying still to wait for it to go back. But not needing
to step out of its path felt good” (P9 condition 3). The avoidance algorithm used
in the trash collection case was observed as working well by some participants,
e.g. “As I was picking up the trash the robot passed by uneventfully and moved
to the side preemptively, I didn’t need to move myself” (P5, trash collection
task).

Only one participant commented specifically on the robot’s indication lights,
but was confused as to their meaning, “I noticed the light on top of the robot
is indicating if it detects me or not. This was a good feature. But, if I am
not wrong, it was showing green when I am in its way and yellow when it is
moving forward. I somehow was a bit confused about this color mapping...” (P9
condition 3). Generally, it appeared participants wished for some indication of
the robots’ planned route. e.g. “I also wasn’t sure about its path and where it
would go next” (P2, trash collection task).

Social Robotics and Trust. Some participants acted to test the limits of
the robot’s reactions. In some cases this was playful but sometimes became
malevolent, e.g. “I tested again if the robot would stop, and it did!” (P6 condition
2). Other participants were more proactive, e.g. “I wanted to test the limits of the
robot, so I even walked back and towards the sides of the robot” (P8 condition
2), and “I noticed that the robot tried to avoid me at all costs, even when I was
trying actively to get in the way” (P7, trash collection task).

Some participants were concerned that they were disturbing the robot’s work.
This was particularly commented in the reversing interaction (condition 3), e.g.
“I didn’t like it, because I felt I was disturbing its work. But I feel like people
could abuse this system, e.g. children pushing it onto a road” P4 condition 3,
and “I felt a bit rude to interrupt it from its work” P10 condition 3.

Immersion in the Simulation. Participants considered the simulation to be
representative of real life, rating how well the simulation felt like real life as 3.6/5,
on a scale of 1 = not at all, 5 = very like real life. 8/12 (67%) of participants
commented that they would be more cautious in real life than in the simulation,
e.g. keeping a bigger distance between themselves and the robot. One participant
commented that the real-world soundscape would be one factor that could make
them behave differently, e.g. to keep further from a noisy robot.

For some participants the simulation was immersive enough that they applied
real-world knowledge, e.g. “I started from the snow and moved towards the cones
using the road. I decided to use the road because of my real-life experiences with
snow. I don’t like getting my shoes wet and thus the road that is cleaned from
snow is a more appealing alternative than deep snow” P2, condition 1.
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5 Discussion

The areas of interest arising from our study findings relate to 1) the approach
to communicating the robot’s intention to pedestrians, and 2) the realism of the
simulation environments. Additionally, we discuss some methodological issues
related to our study design and approach.

5.1 Communicating the Robot’s Intent

The traffic lights metaphor (flashing orange = warning, green = safe to walk) we
used on the robot’s warning light was either misunderstood or not noticed at
all by participants. One contributing factor to the lack of visibility is the diffi-
culty in rendering realistic bright lights in VR (see section Simulation Realism).
Considering the functionality of the warning light, the choice between signal-
ing instruction to others vs. presenting one’s own intention has been previously
raised in the domain of autonomous vehicles, e.g. by Zhang et al. [30]. We note
also Hollander et al.’s conclusion that, in scenarios where there are multiple
pedestrians, instructional displays on autonomous vehicles should be avoided, as
they risk presenting conflicting or mistargeted instructions [13]. In the sidewalk
snow-clearing context, it is highly likely that there will be multiple passers-by
in the robot’s vicinity. Here, inspiration for future work may be taken from Han
et al.’s projected indoor robot paths [11], and for projection in a street context
from Dancu et al.’s on-road intent projection for cyclists [6].

Prior art has reported, how in collaborative human-robot tasks, combining
audio, visual, and haptic cues about the robot’s intention led to higher collab-
orative task performance than using a single modality [14]. The case however
used a small robot hidden behind a wall in a collaborative indoor task, which is
quite different from a large, noisy, moving outdoor robot. Still, when designing
the snow robot’s signaling mechanics, a combination of different cues would be
worth studying in future research.

5.2 Simulation Realism

Prior work exploring VR simulations of comparable contexts has largely reported
strong correlations between virtual and real-life behaviors, e.g. in the cases of
police training [15], shopping [22] and pedestrian behavior [26]. This suggests
that, in general, there is good transferability between simulation and real-life.
However, users’ prior experience with VR has been reported as increasing per-
ceived pragmatic quality and reducing the hedonic quality [25].

In our study, the participants generally reported that they found the study’s
virtual environment to be immersive. This was supported by the numerous par-
ticipants that reported feeling frightened by the test scenario. However, there
were clearly several points where the simulation did not expose participants’
real-life behavior. Due to the limited tracking space, participants needed to make
teleport jumps to navigate to the goal area. It appears our approach of limiting
teleport to 2 m jumps and once per second was quite effective in maintaining
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the feeling of walking, as there were few participant comments about the tele-
port function. However, for improved realism, future studies should utilize larger
tracking areas or design different study tasks that require less movement.

Only one participant noted the warning light on the top of the robot. We note
that is difficult to recreate such high-intensity lighting in a VR simulation, due
to the limited dynamic range of the headset screen. Similarly, negative comments
related to the soundscape in the game not representing real life. This is likely of
particular importance with such loud sounds (and low frequency vibrations) that
would be made by a snow-clearing robot, which naturally acts as a warning to
keep one’s distance. Such dynamics are challenging to recreate using headphones.

5.3 Methodology Reflections

As our interest was in studying the user experience that would occur in-the-
wild, we did not focus on measuring user reactions or performance. One main
interest was to understand how people react the very first time they encounter a
snow-clearing robot in real life. With our within-subjects study method, it was
clear that there was a very strong novelty effect and after completing the first
test condition participants were already much more comfortable with interacting
with the robot. Hence future studies targeting understanding of first encounters
should adopt a between-subjects method and an accordingly larger sample size.

5.4 Future Work

As future work, we will explore the potential of movement intent path projection
and seek to validate our findings in the virtual environment through real-world
experiments.

6 Conclusion

Through a VR-based user study, perceptions of different behavior patterns for
an autonomous snow-clearing robot were explored. Participants considered their
actions in VR to be representative of their real-world actions and expressed
concern about interrupting the robot’s work and being delayed by the robot’s
safety-driven behavior. We note that the visual and audible dynamic range of
VR headsets is insufficient to realistically reproduce high-intensity warning lights
and close-proximity large machine sounds.
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Abstract. Safety and performance are essential for fruitful teams con-
sisting of a human and an autonomous robot. The collaboration in
such a team requires that both parties are able to anticipate and
understand each others’ behavior. However, as both involved agents act
autonomously, this form of collaboration has many sources of uncertainty,
under which many decisions have to be made by both agents. In the case
of interdependent set of actions, this also makes both agents vulnerable
to each other’s behavior. Depending on how critical the collaboration
is, failing might significantly jeopardize safety and performance of the
team. In interaction forms that contain uncertainty and vulnerability,
trust plays an important role in making decisions, and consequently, in
the outcome of the interaction. This applies for both agents, meaning
that not only human trust is important but also robot trust. Having
an adequate trust level can lead to safer and more natural collabora-
tion. In this paper, we develop a robot trust model that allows the robot
to reason about past interactions and use them to update its current
belief about the human intentions. Using this model, the robot decides
on how much to rely on the models it has and subsequently, trades-off
between safety and performance. For evaluation, we conduct a human-
subject experiment with 22 participants. The results show that including
a sense of robotic trust in the decision-making of the robot enhances the
interaction objectively and subjectively.

1 Introduction

Traditional robotic systems are being enhanced by adding AI-based and
machine-learned components to their decision-making processes allowing them to
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handle more complex and unplanned situations more efficiently. As their intel-
ligence is continually increasing, the new generation of robotic systems is not
physically separated from humans anymore, but rather works autonomously and
safely alongside them in many different domains. Examples include social robots
supporting humans doing their daily activities [10,49], search and rescue robots
[5,11], and in industrial domains where humans and robots work together to
assemble physical objects [8,30]. Consequently, due to the different and comple-
mentary capabilities of humans and robots, the new topic of discussion is about
designing and building hybrid teams [1,18,38] consisting of robots and humans,
which undertake more intricate tasks than either party can do alone.

Interaction in hybrid teams may have different forms depending on the over-
lap of working time and workspace (and other factors) of the involved parties.
For example, there is a clear differentiation between cooperation and collabora-
tion forms of interaction [39,45] in both of which the human and the robot have
a shared goal. In the cooperation form, the tasks are executed in a sequential
way or in parallel where the human and the robot have different tasks to do.
In the collaboration form, on the other hand, the dependency on each others
behavior is the highest, where the human and the robot execute the tasks at the
same time and they work together in the same workspace [39,45].

Cooperation and collaboration in a hybrid team where both agents are act-
ing autonomously toward a shared goal, however, entails many challenges such
as being mutually predictable and the agents should be able to understand and
model each other’s intentions [27]. For the robot to be able to do so, it needs
to address the inherent uncertainty about the behavior and decisions of the
human. This is especially challenging when the robot does not know in advance
on what part of the task it should work. As humans have higher priority than
robots, in such a case, the robot should observe the human behavior and use
these observations up to a certain time point to infer the human intention and
act accordingly. However, inference is always associated with uncertainty. There-
fore, planning problems should take that explicitly into account [6]. In addition
to uncertainty, the inter-dependency of agents’ actions makes both of them vul-
nerable to each other’s behavior. The vulnerability of the robot is due to the
possibility of failing and the potential harm that it might cause especially to the
human partner [2].

Humans deploy an effective mechanism when they face situations in which
they are uncertain about and vulnerable to the behavior of another agent
(another human or a robot), which is trust [33,35]. It contributes strongly to
the level of reliance on others depending on previous experience [32]. It is also
argued that trust is essential for working in teams [16,44,48].

There are many definitions of trust in the literature from different research
fields. In the human-robot interaction literature, the most widely used one is
put forward by Lee and See, who define trust as “the attitude that an agent will
help achieve an individual’s goals in a situation characterized by uncertainty and
vulnerability” [32]. These characteristics, which make trust a relevant factor to
consider in the interaction, are also mentioned by almost all other trust defini-
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tions [28,35,43]. Since the robot is uncertain about and vulnerable to the human
behavior, it may benefit from using the concept of trust as an additional soft
information that helps in making better decisions. It can be used to adjust the
level of reliance on the human or on the models the robot has that describe the
human behavior depending on how well the robot can understand its human
partner behavior. Although trust of humans toward robots and autonomous
machines has been deeply investigated for a couple of decades (see [26] for a
review), researchers did not take the perspective of the robot into considera-
tion as this concept does not exist naturally. Though, it is highly relevant. We
strongly believe that robot trust can enhance the interaction with humans and
other autonomous robots.

As mentioned earlier, predictability is one of the most important factors for
team formation [27]. It is as well a paramount factor for trust formation [3,36,42].
Because the robot has to make predictions about the human behavior in order
to be able to act collaboratively, robot trust should include the reliability of the
prediction models and the accuracy of the inferences as input. To this end, in
this work, we include a predictability-based trust function in the decision-making
process of the robot and show the benefits of that in an objective way, where the
idle and completion times of the designed task are recorded, and in a subjective
way, where we evaluate the human perception of anthropomorphism, likeability,
perceived intelligence, perceived safety, and human trust. Thus, our contribution
is twofold: first, the development of the trust model and its integration with the
decision making process of the robot. Second, a human-subject study that shows
the influence of the proposed approach and the resulted robot behavior on the
human perception of interacting with the robot.

2 Related Work

The human in a hybrid team can take different roles. Such as supervisor, oper-
ator, cooperator, collaborator, and bystander [39]. In the special case when the
human and the robot act autonomously in a team, this reduces to two interaction
forms. They are cooperation and collaboration. As collaborators, the human and
the robot have similar hierarchical levels. They work simultaneously and continu-
ously toward a joint task completion [39] in the same workspace. As cooperators,
the agents work independently and they have strict task allocation [39]. Consid-
ering working time and space, cooperation is the case when the human and the
robot work either sequentially, or separated in space. Collaboration, on the other
hand, is the case when they work simultaneously sharing the same workspace
[1].

In both forms of interaction, teamwork requires mutual understanding
between involved members which is also important for hybrid teams [46]. For
the robot to understand the human, it needs a model that describes the human
behavior. There is much research work that concentrates on developing accurate
human models that allow the robot to predict humans behavior and efficiently
interact with them. For example, the authors in [25] used Hidden Markov models
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(HMMs) in which they encoded the human goals as hidden states. They trained
the HMMs for each human activity in an activity modeling phase in which the
transition probabilities are obtained. In an intention recognition phase, the robot
uses its observation and the trained HMMs to infer the human intended activity
which they considered to be the one with the highest probability.

Using anticipatory temporal conditional random field with object affordance,
the authors in [29] predicted the human intended activities a couple of seconds
in advance given the observations.

The use of maximum entropy inverse reinforcement learning [50] (a.k.a. noisy
rationality) is also popular to make predictions about the human intentions and
activities. For example, in a navigation task, the authors in [31] used this app-
roach to reason about the entire trajectories to generate a probability distribu-
tion over possible human navigational behaviors. In a shared control setting, the
authors in [12,13] used the same concept to predict the human intended goal for
the purpose of assisting the human doing a given task. Using a similar modeling
technique, the authors in [40] inferred a probability distribution over possible
human intended objects, which allows the robot to avoid working on them at
the same time and complete its independent set of tasks.

None of these approaches considers the case when the model fails in describing
the human behavior and what the robot should do in such a case. To handle this
problem, the authors in [15] used the noisy rational model of human behavior in
a navigation setting and inferred the rationality parameter online as an indicator
for the robot confidence in order to produce safer plans. They used the model
to predict the human policy as a probability distribution over set of actions in
a state given a goal and not to predict the human goal itself.

It can be observed that most of the methods used in the literature for pre-
dicting the human intention and behavior return a probability distribution over
a set of possibilities which naturally entails uncertainties. Based on this proba-
bilities the robot makes its own decision. Teaming up with humans adds another
important characteristic to the interaction, which is vulnerability of each agent
to the behavior of the other. These two characteristics (uncertainty and vulner-
ability) make trust an essential factor to consider by definition [28,32] from the
perspective of both agents.

Although there is a huge body of literature about humans trust in teamwork
with each other [22] and with technological artefacts such as robots [17] and
other forms of AI-based systems and autonomous machines [20], trust from the
robot perspective when interacting with humans is not well covered. Recently, a
couple of robot trust models have been proposed. For example, the authors in [47]
put forward a probabilistic model to estimate the human trustworthiness as a
source of information to the robot. They use a training session with participants
to collect the data needed for building a Bayesian network, and an episodic
memory to recall surprising interactions. In this work, no physical collaboration
was involved.

The authors in [4] proposed a capability-based trust model. They used the
tasks requirements and the known agent capabilities as inputs to the trust model
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which then generates the probability of succeeding in the task. However, this is
not enough because although humans might possess the capabilities needed for a
certain task, many factors might influence the way in which the human behaves
for the same task.

The authors in [41] adopted a performance-centric human trust model based
on performance and faults and used it for the purpose of optimal task allocation.

The authors in [2] proposed a trust function based on the transition proba-
bilities of the used interaction model. The model first quantifies the difference in
probabilities between the robot’s expected state and the real one in the last step
of the interaction and used this as an input to a simple trust function. Based on
the current trust level, the robot decides to either follow the optimal policy or
to behave conservatively until it gains more trust in the model.

Unlike the previous work, in this work, we address the uncertainty in the
interaction with the human by integrating a predictability-based robot trust
function in the robot decision-making process and use it to adjust the reliance
on the model the robot has for the human behavior. Thus, it has a similar effect
to human trust (i.e., moderating reliance). The reason for using predictability
as the main factor of trust is that it forms the main issue in such interaction
form. Additionally, it is one of the most important factors that affect trust
in general [3,17,42]. We show that this integration allows the robot to change
the interaction form between cooperation and collaboration, which consequently
trades-off between safety and performance.

3 Formalism

3.1 Collaboration Model

As already stated, dealing with environments that include uncertainty requires
the robot to probabilistically model the environment including the human behav-
ior or intention. For this, the robot maintains a belief about the current system
state and makes decisions based on it. Partially observable Markov decision pro-
cess (POMDP) is a powerful formal framework that allows the robot to make
sequential decisions under uncertainty and partial state observability [24]. It con-
siders both the uncertainty about the current state and the effect of the agent
actions.

In our work, we deploy the POMDP framework to model the interaction
between the human and the robot. It consists of a tuple {S,A, T,R,O,Ω}, where:

– S is the set of all system states.
– A is the set of all possible control actions that the robot can execute.
– T : S × A → Π(S) is the transition function that returns the probability

of reaching a given state s′ from the current state s if action a is executed
(T (s, a, s′) = p(s′|s, a)).

– R is the reward function that gives the robot the immediate reward for taking
action a in state s.

– O is the set of all possible observations the robot can make.
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– Ω : S × A → Π(O) is the observation function that returns the probability
of making observation o if action a is taken in state s (Ω(o, a, s) = p(o|s, a)).

For simplification, we assume that the robot can observe its own states per-
fectly which we denote as x ∈ X. In order for the robot to act collaboratively,
it needs to predict the human intended goal g ∈ G, which is latent and can not
be directly observable. Therefore, similar to [9,21,40], we augment the robot
state with the human intended goal and use it as the system state s = (x, g)
and we maintain a belief about the human intention. Taking a human-centric
perspective, the human is considered the leader of the interaction. Accordingly,
we assume that the human does not adapt to the robot behavior, and the robot
actions cannot influence the human intentions1. As a result, the robot’s actions
only affect the robot state and the observation function becomes independent of
the actions and can be rewritten as Ω(o, s) = p(o|s) = p(o|g).

Using the observations received by the robot sensors up to the current time
step (e.g., the pose of the human hand over time), the robot creates and updates
its belief b about the system state (i.e., b(s) = p(s|o1:k)). Given that the uncer-
tain part of the system state is the human intention (i.e., the human intended
goal), the belief represents a probability distribution over the possible goals.
Accordingly, the belief can be written as b(s) = b(g) = p(g|o1:k) [21,40] which
gets updated with new observations using Bayes’ rule that is shown in (1).

b(s) = b(g) = p(g|o1:k) =
p(o1:k|g)p(g)

∑
g′ p(o1:k|g′)p(g′)

(1)

Inferring the human latent intention (or other latent information in the envi-
ronment) requires a model that links the observations to the possible intended
goals. Due to the general imperfection of models, the robot should be able to
detect and quantify the deviation between its expectations, that are derived from
the models, and the real executions (e.g., the outcome at the end of the task).
Using this information, the robot can adjust its behavior in order to enhance
the team performance or to avoid failures in the future interactions. Considering
these deviations is of special importance when interacting with humans due to
the inconsistent human behavior that differs between individuals and over time.
Even the same human may change the behavior and preferences multiple times
for a certain task. Humans may also be affected by many human factors such as
anxiety, workload, loss of situation awareness, risk cognition, lack of trust, and
many more [19]. At these times, the models might fail in describing and predict-
ing the human actions, which negatively affects both safety and performance of
the team. Robot trust can play an important rule in avoiding the ramifications
associated with the discrepancy between the model and reality due to the lack
of predictability.

Assuming that the robot is already empowered with the sense of trust using a
trust function that evaluates the trustworthiness of the inference model based on
1 This assumption also simplifies the formalization of the problem. Relaxing it does

not affect how trust is modeled. It mainly complicates the prediction model.



Robot Trust in Human-Robot Interaction 23

the history of experience (Tr ∈ [−1, 1] where −1 is fully untrustworthy inference
and 1 is the other end where the inference is fully trustworthy), we intend to
merge this soft and partially subjective source of information with the belief
update process which results in a trust-based belief given in (2)

bTr(g) = p(g|o1:k, T r) = f(b, T r) (2)

where bTr in this case is the new belief that takes the current value of trust into
account, and f is the mapping between the original objective belief to a new one
which is trust dependent.

Before modeling the f function of (2), we need to emphasize the difference
between the hard observations O, and the soft observations Tr that are derived
from the robot trust function. While O’s help in recognizing the current system
states, Tr’s do not provide direct information in this regard, but rather they
primarily assist in determining the appropriate level of model reliance. Accord-
ingly, when robot trust is high, there should be less uncertainty in the belief
distribution and higher uncertainty otherwise (compared to the default where
robot trust is not considered). Since we previously assumed trust to have values
in the interval [−1, 1], we model the mapping function f to be as follows

f(b, T r) = α.b.bTr = α.b1+Tr (3)

with α representing a (re)normalizing factor, and b is the original objective belief
derived from (1).

To show the effect of integrating trust in calculating the belief using the pro-
posed function, we consider the extreme ends of the trust interval. Once the robot
trust reaches its lowest value (Tr = −1), the uncertainty in the belief distribu-
tion will be at its highest value as the belief bTr will be a uniform distribution
and the entropy of the distribution (given in (4)) will be maximized.

H = −
n∑

i=1

pi log(pi) (4)

On the other end, when trust reaches its highest value (Tr = 1), the entropy of
the distribution will be lower than the case when trust is not considered or it
is at its neutral level (Tr = 0), and consequently the uncertainty in the belief
distribution will be lower. Figure 1 depicts the effect of trust on the belief.

At this point, in order for the robot to predict the human intended goals, it
needs a model that relates the human behavior (e.g., human hand motion) to the
possible goals. For this, we follow the approach used in [12,40] and use the max-
imum entropy inverse optimal control (MaxEnt IOC) [50]. In this formulation,
the goals with higher costs given the history of observations will be exponentially
less likely to be the intended ones. Dragan and Srinivasa [12], show that using
Laplace’s method, the likelihood function of (1) can be approximated by the
following (interested readers are referred to [12] for details about the derivation)

p(o1:k|g) ∝ exp(−Cg(o1:k) − Cg(o∗
k:n))

exp(−Cg(o∗
1:n))

(5)
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Fig. 1. Robot trust effect on the belief distribution. When trust is high (low), the robot
is more (less) certain about its predictions.

where o∗
k:n is the optimal observations (i.e., optimal trajectory) from the current

time step k until the end of the task (i.e., reaching the goal), and o∗
1:n is the

hypothetical optimal observations from the beginning until the end.

3.2 Modeling Robot Trust

As mentioned earlier, predictability is a paramount factor for human trust [3,14,
36,42]. It is also essential for hybrid team formation [27]. Therefore, we extend
the work by Alhaji et al. [2] and use a trust model based on predictability of
the interactions. In order to quantify predictability, the authors define a new
term called events magnitude denoted as Em ∈ [0, 1] based on the transition
probability of a fully observable Markov decision process (MDP). It measures
the difference in probability between an expected and a real world transitions.
Since we formally model the interaction as POMDP, in which the decisions are
made based on a belief about the state (particularity the human goal which is
not fully observable), we redefine this term to suit our formulation.

At each time step, the robot belief about the human goal can be visualized
as Fig. 2 shows. During the execution of a given task, the robot derives its expec-
tations about the task outcome and starts working toward its part of the task.
At this time point, the robot clones the belief distribution. At the end of the
execution, the robot measures the difference between the expected and the real
outcome based on the cloned belief. Accordingly, the events magnitude can be
calculated as in (6)

Em = pexpect − pactual (6)

where pexpect is the probability of the expected goal at the time when the robot
starts working on its part of the task (i.e., initiates motion), which is simply
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Fig. 2. Belief probability distribution.

the maximum of the belief distribution, and pactual is the probability of the real
human goal based on the cloned belief, which cannot be deterministically known
until the end of the task.

Predictability is then defined as the complement of the events magnitude and
can be derived as in (7).

Pr = 1 − Em (7)

The robot trust function then takes the predictability as an input and evolves
over tasks. It starts from an initial value (Trinit) and gets updated after each
interaction (i.e., after each sub-task). The proposed trust function is shown in
(8), which is similar to the one presented in [2].

Tr0 = Trinit
Tri = Tri−1 + (Pr − Prth) i > 0
Trmin ≤ Tri ≤ Trmax

(8)

where Prth is a predefined threshold over which the interaction is considered
predictable and trust increases (as Pr − Prth > 0). Otherwise trust decreases
(as Pr−Prth < 0). Trmin = −1 and Trmax = 1 are the minimum and maximum
allowed trust values, respectively.

Prthr controls how fast trust accumulates and dissipates. Setting it to a high
value (e.g., 90%) makes the dissipation of trust faster than its accumulation,
which emulates human trust dynamics [3,23].

3.3 Decision Process

After formalizing the trust function, the robot can now use the trust-based belief
bTr to make decisions. Figure 3 shows the full process of decision making with
robot trust integrated.

The robot starts with an initial trust value and using its observations it infers
the human intended goal and creates its objective belief (using (1)). The robot
then selects an action based on this belief but does not execute it. It uses it to
check whether the information received so far is enough to start working on the
task (e.g., initiate motion action) based on the original default model to trigger
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Fig. 3. Decision making process with robot trust integrated. The block in red contains
the default decision making process. (Color figure online)

the cloning of the belief and derive the expectation. From the objective belief b,
it derives the trust-based one bTr (using (2)) and makes a decision and executes
the action based on this one. Once the current sub-task is finished (e.g., the goal
is reached), the robot does not have uncertainty about the human intended goal
any more but rather knows it deterministically. At this point the robot compares
the probability of this goal based on the cloned belief with the probability of
the expected one to quantify the predictability (using (6) and (7)). Depending
on the predictability value, the robot updates its trust (using (8)), which then
changes the initial trust value for the next sub-task. If the task is finished, the
robot saves the current value of trust to be used as initial value when interacting
later with the same user.

4 Human-Subject Experiment

In this section, we describe the human subject experiment we ran to evaluate
the outcome of our approach objectively and subjectively.

4.1 Apparatus

We implemented our approach on the collaborative robotic arm (aka. cobot)
Panda from Franka Emika2, which we programmed using Python within the
2 http://www.franka.de/.

http://www.franka.de/
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Robot Operating System (ROS) framework. For environment perception, we
used the Microsoft HoloLens3 2 which we programmed using Unity4 game engine
and C#. The use of the HoloLens allows us to create virtual sensors that facilitate
the implementation to a great extent. By overlaying virtual objects on the real
ones, we kept track of the relative position of the human hand with respect to
the setup. Additionally, they helped in detecting which object has been grasp
after each step.

The communication between the HoloLens and the robot was established
using ROS-Sharp5 from the HoloLens side and ROSbridge6 from the robot side.

4.2 Design and Implementation

We considered a packaging scenario for our experiment where a human and a
robot work together on collecting objects located on a table in the accessible
workspace of the robot and pack them into a cardboard box. Figure 4 shows the
collaboration setting in our experiment.

Fig. 4. Experiment setup.

There are multiple types of objects (four in this experiment) of different
colors that need to be packed in the box in a given sequence. The objects are
3 https://www.microsoft.com/en-us/hololens/.
4 http://unity.com/.
5 http://github.com/siemens/ros-sharp.
6 http://wiki.ros.org/rosbridge suite.

https://www.microsoft.com/en-us/hololens/
http://unity.com/
http://github.com/siemens/ros-sharp
http://wiki.ros.org/rosbridge_suite
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arranged in four stacks. Two of them are marked with green, and the other two
are black. As described before, the robot does not know in advance which object
it should grasp and pack. It only knows the roles, which say: pick an object of
similar color as the human from the corresponding related stack. Thus, if the
human grasps an object from the right green stack, the correct robot action is
to grasp another green object from the stack in the middle, and similarly for
the black objects (see Fig. 4). Grasping any other object is considered a failure.
Each agent should manipulate a single object at a time.

According to this setup, the human possible intended goals are G =
{obji, i∈{1,2,3,4}}, and the robot can be in five different states X =
{Grasping(obji, i∈{1,2,3,4}),Waiting}. Therefore, the total number of dif-
ferent system states is |S| = 20, which is a mix of possible human goals
and robot states. The robot available set of actions is A = {Keep,Abort,
InitiateGrasping(obji, i∈{1,2,3,4})}. To solve the POMDP and choose the
appropriate robot actions, we use QMDP approach [34].

For the trust function, we noticed, based on a pre-test, that the early reaction
of the robot is barely recognizable when trust is maximized (Tr = 1) compared
to the default. Therefore, in the implementation we mapped the positive trust
interval [0, 1] to [0, 10], which made the difference in reactions clearer. The neg-
ative interval was kept as is.

The task used in this experiment allows for two interaction forms. They
are cooperation (in which the robot waits until the human finishes packing an
object), and collaboration (in which the robot moves at the same time as the
human toward its related object) (see Sect. 2).

4.3 Participants and Procedure

We recruited 24 participants from our university and excluded two due to tech-
nical issues. Therefore, the sample size for this study is n = 22 (12 identify
as men and 10 as women aged between 18 and 33), and we conducted it in a
within-subjects study design. All participants were students with little (< 2 h)
to no experience with cobots. The experiment lasted between 30 and 45 min
and all participants were compensated with 10 Euro for their time. First, the
participants signed an informed consent, and then the researcher explained the
task and the setup. Afterwards, the participants did a practicing session with
the robot in order to get familiar with task and the technical equipment.

We introduced the participants to two kinds of possible behaviors. They are
Normal and Abnormal. For the Normal behavior, the participants were asked
to grasp their intended objects in a direct way from a starting point (a virtual
object shown through the HoloLens). In the Abnormal behavior, the participants
were asked to try to trick the robot by pretending that they are going to grasp
a given object but in the middle of the way they change their intention and
grasp another object. The reason for using this Normal and Abnormal conditions
instead of free interaction style is that we want to test the effectiveness of the
proposed approach in both correct and faulty cases. It might take a very long
time until the model deviates from reality. There were no restrictions on the order
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of object selection. This behavior emulates the case when the human changes
the behavior/preferences or makes mistakes during the interaction.

To evaluate the effect of our approach, we designed four conditions. They
are Default-Normal, Default-Abnormal, in which robot trust was not considered,
and Trust-Normal, Trust-Abnormal in which the robot uses the trust function
to adjust its belief. All participants went through the conditions in the pre-
sented order and each condition was repeated twice and the participants filled a
questionnaire (see Tables 4 and 5 in the Appendix) directly after each condition.

4.4 Dependent Variables

We evaluate our approach in a subjective and an objective senses. The objective
dependent variables are Human idle time, Task completion time, which represent
the metrics of team performance in this study, and Failure rate represents the
metric for safety. Human idle time is measured as the sum of times the human
has to wait until the robot finishes its part of the sub-task. Task completion time
was measured as the sum of times between the human initial motion and the
robot final motion (returning back to the initial configuration).

The subjective dependent variables used in this study are the key HRI con-
cepts proposed by Bartneck et al., [7], which are: Anthropomorphism, Likeabil-
ity, Perceived intelligence, Perceived safety, and Human trust. Human trust was
measured by Muir questionnaire [37], whereas the other variables were measured
by the Godspeed questionnaire [7] on 7-points Likert scales.

4.5 Results

Objective Results. We first calculate the number of failures occurred during
each condition. The total number of steps for all participants is 264 as each par-
ticipant (n = 22) repeated the grasping action 12 times. In the Default-Normal
condition, the total number of failures for all participants was only 2 out of 264
steps. This is because the participants in this condition did the grasping actions
in a way that is understandable and predictable by the robot’s model. However,
in the Default-Abnormal condition, the number of failures was very high (104) as
the model fails to describe the human intention correctly. There were no failures
when the trust function was used in both Normal and Abnormal behaviors. The
reason for the absence of failure is the use of the virtual sensors (see Sect. 4.1).
They checked which object has been touched by the human hand based on the
collision with the virtual objects. This is necessary to deterministically determine
the outcome of the interaction. The data are given in Table 1.

The idle and completion times for the Default-Abnormal condition are not
given due to the high number of failures. Although there were 160 successful steps
in this condition, their mean and standard deviation of the idle and completion
times are the same as the Default-Normal since the same default model was used
(without trust integration).

The data of the variables idle and completion times are normally distributed
in all conditions according to Shapiro-Wilk test. Therefore, for a comparison of
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Table 1. Objective variables descriptive data. M is the mean, and SD is the standard
deviation. N stands for Normal, and A stands for Abnormal behaviors.

No. of failures Idle time
M (SD)

Completion time
M (SD)

N A N A N A

Default 2/264 104/264 181 (10) – 230 (7) –

Trust 0/264 0/264 173 (9) 189 (8) 220 (8) 248 (10)

the variables between the Default-Normal and Trust-Normal/Abnormal condi-
tions, we use the dependent T-test.

The comparison between the conditions Default-Normal and Trust-Normal
shows that the idle time is statistically significantly lower (t(42) = 4.45, p =
0.000∗∗∗) in the Trust-Normal condition (M = 173, SD = 9) compared to the
Default-Normal one (M = 181, SD = 10). On the other hand, it is significantly
higher (t(42) = −3.29, p = 0.003∗∗) in the Trust-Abnormal condition (M =
189, SD = 8) compared to the Default-Normal. Figure 5 depicts these results.

Fig. 5. Human idle time in the conditions: Default-Normal, Trust-Normal, and Trust-
Abnormal. When robot trust is considered, the idle time is lower in case of normal
behavior and higher otherwise with statistical significance (p < 0.05).

By extension, the task completion time is statistically significantly lower
(t(42) = 5.02, p = 0.000∗∗∗) in the Trust-Normal condition (M = 220, SD = 8)
compared to the Default-Normal (M = 230, SD = 7), whereas it is statistically
significantly higher (t(42) = −6.74, p = 0.000∗∗∗) in the Trust-Abnormal condi-
tion (M = 248, SD = 10) compared to the Default-Normal one. The results can
be seen in Fig. 6. Accordingly, considering the robot trust decreases the Human
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Fig. 6. Task completion time in the conditions: Default-Normal, Trust-Normal, and
Trust-Abnormal. When robot trust is considered, the completion time is lower in case
of normal behavior and higher otherwise with statistical significance (p < 0.05).

idle time and the Task completion time in the case of normal behavior (adhering
to the model), and increases them when the behavior is abnormal (deviation
from the assumed behavior).

Subjective Results. We compare our participants subjective reporting in the
default behavior with the trust-based one with regard to all our dependent vari-
ables (see Sect. 4.4). Since our subjective data are ordinal in nature, we use
the non-parametric Wilcoxon signed rank test for evaluation due to the within-
subjects design.

Normal Behavior. No statistically significant difference between the Default-
Normal and Trust-Normal conditions has been found for all subjectively mea-
sured variables except for anthropomorphism which shows a statistically signif-
icant difference (W = 28, p = 0.004∗∗) between the two conditions as shown in
Fig. 7 (top). Table 2 summarizes the statistical results of these tests.

Abnormal Behavior. Unlike the normal behavior, in the case of abnormal behav-
ior, all subjective dependent variables show a statistically significant difference
between the Default-Abnormal and Trust-Abnormal conditions as shown in
Fig. 7 (bottom). The results of the statistical tests are presented in Table 3.
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Fig. 7. Comparisons between the subjectively measured variables with and without
trust in the normal and abnormal behavior.

Table 2. Results of Wilcoxon signed rank test for all subjective variables in the normal
execution phase. M is the mean, and SD is the standard deviation.

Default
M (SD)

Trust
M (SD)

Statistics
W

p

Anthropomorphism 4.14 (1.43) 4.81 (1.60) 28.0 0.004∗∗

Likeability 5.47 (1.26) 5.56 (1.19) 78.0 0.743

Perceived intelligence 5.57 (1.17) 5.67 (0.97) 80.0 0.544

Perceived safety 5.48 (0.91) 5.67 (0.95) 69.0 0.467

Human trust 5.56 (1.0) 5.64 (1.16) 81.5 0.580

Table 3. Results of Wilcoxon signed rank test for all subjective variables in the abnor-
mal execution phase. M is the mean, and SD is the standard deviation.

Default
M (SD)

Trust
M (SD)

Statistics
W

p

Anthropomorphism 3.45 (1.40) 4.99 (1.39) 11.5 0.000∗∗∗

Likeability 4.74 (1.46) 5.70 (1.25) 9.0 0.000∗∗∗

Perceived intelligence 3.99 (1.45) 5.89 (1.09) 8.0 0.000∗∗∗

Perceived safety 4.77 (1.40) 5.47 (1.01) 34.0 0.004∗∗

Human trust 3.56 (1.45) 5.89 (1.02) 1.0 0.000∗∗∗
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5 Discussion

The results of our study show improvement in the interaction with collaborative
robots subjectively and objectively. Regarding the latter, in the periods of time
when the model succeeds in predicting and understanding the human actions,
our approach allows the robot to gradually enhance the team performance by
initiating early motions toward its goals, which consequently reduces the human
idle time and the task completion time (see Figs. 5 and 6). The robot does this
by increasing its reliance on the model and weighing its belief about the human
intention with the value of trust it has based on the history of interactions it had
with this particular user. Because the robot succeeds multiple times, it starts to
believe that the interaction is safe and it can work toward enhancing the perfor-
mance of the team by increasing the simultaneous motion with the human. On
the other hand, when the model frequently fails in describing the observations
(in the case of abnormal behavior), our approach allows the robot to reduce its
reliance on the model and gradually sacrifice the team performance for safety by
forcing the robot to wait longer until it gains more confidence in its predictions,
and in the extreme case (Tr = −1) until the human finishes his/her part of the
task. Although this behavior negatively affects the performance of the team by
increasing the human idle time and task completion time (see Fig. 5 and Fig. 6),
it significantly reduces the number of failures the robot commits over the whole
interaction period (see Table 1). Thus, the main effect of our approach is the
trade-off between performance and safety. In addition to that, our approach
enables the robot to change the interaction form back and forth between coop-
eration (sequential execution) and collaboration (simultaneous execution) (see
Sect. 2), and the continuum in between, depending on its trust in the models it
has. This can be very effective in situations where any model is very likely to
fail, which is the case for humans inconsistent behavior.

Regarding the subjective variables measured in this study, the results show
a higher anthropomorphic attribution when trust is used with normal behavior
compared to default. Hence, the participants perceived the robot behavior as
more human-like when it uses trust and act earlier. However, this behavior does
not seem to have a clear influence on the other measured variables (see Fig. 7
(top)). Conversely, including trust seems to have a positive effect on all mea-
sured variables in the case of abnormal behavior (see Fig. 7 (bottom)). This is
probably due to the fact that the robot did not make any failure when trust is
implemented, while most participants expected it to fail when they trick it.

The trust model used in this work can be designed in different ways depending
on the goal of adding it. In this work, it was used to address the uncertainty
associated with interacting with humans. Therefore, it has a similar effect on
robot’s behavior as humans’ trust on theirs. This differentiates this work from
previous works (see Sect. 2). The model can also be integrated in different ways.
This is the reason why we referred to it before as partially subjective information.
It should also be mentioned, that integrating trust in the way we proposed makes
it independent of the model used for human intention prediction. It can be used
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with any model that returns a probability distribution over the possible intended
goals.

6 Limitations and Future Work

Our work has some limitations. First, in our implementation, the robot trust
keeps constant within the execution of a sub-task and only changes at the end
of it when the human goal is already known. It would be very interesting to
influence the robot behavior within a sub-task execution. Nevertheless, this is
very challenging as the robot will not know the human goal until the end of an
execution. Therefore, the robot cannot accurately judge the correctness of the
model. Second, integrating trust in the proposed way should be done carefully
as this will make the robot overly confident about its inference although the
evidence for that is missing. In spite of the fact that our usage of robot trust
imitates the way humans use their trust, it could raise some concerns to use it
this way due to safety issues and other constraints. Finally, we evaluated the
approach with a relatively small sample of university students as participants
in a lab environment and fully structured experiment, which might not reflect a
real industrial collaboration setting.

Our future work involves bidirectional flow of information as the robot can
also share its intentions and understandings with the human virtually through
the HoloLens. Additionally, we would like to include both a human and a robot
trust models so that we can study the influence of each one on the other.

7 Conclusion

This research aims at developing and integrating a robot sense of trust with the
decision-making process of robots due to its relevance. We modeled the inter-
action between the human and the robot as a POMDP which allows the robot
to maintain a belief about the human intentions, from which the robot derives
its expectations in this regard. The robot then derives a new trust-based belief
and makes decision based on it. At the end of each sub-task, the robot quanti-
fies the predictability of the last step and feeds this information forward into a
time-series trust function, which generates a new trust value that can be used
for the next sub-task execution. Using our approach, the robot sacrifices per-
formance for safety when the model’s ability to correctly describe the human
behavior degrades, and gradually boosts performance with successful task exe-
cutions. On the interaction level, the robot dynamically moves the interaction
between cooperation and collaboration using its trust function. We evaluated
our approach in a human-subject experiment and showed that considering trust
actually enhances the interaction in a subjective and objective ways.
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Appendix

Table 4. Godspeed Questionnaire

Question 1 2 3 4 5 6 7

please rate your impression of

the robot on these scales

(Anthropomorphism)

Fake O O O O O O O Natural

Machinelike O O O O O O O Humanlike

Unconscious O O O O O O O Conscious

Artificial O O O O O O O Lifelike

Moving rigidly O O O O O O O Moving elegantly

please rate your impression of

the robot on these scales

(Likeability)

Dislike O O O O O O O Like

Unfriendly O O O O O O O Friendly

Unkind O O O O O O O Kind

Unpleasant O O O O O O O Pleasant

Awful O O O O O O O Nice

please rate your impression of

the robot on these scales

(Perceived intelligence)

Incompetent O O O O O O O Competent

Ignorant O O O O O O O Knowledgeable

Irresponsible O O O O O O O Responsible

Unintelligent O O O O O O O Intelligent

Foolish O O O O O O O Sensible

please rate your emotional

state on these scales

(Perceived safety)

Anxious O O O O O O O Relaxed

Agitated O O O O O O O Calm

Quiescent O O O O O O O Surprised

Table 5. Trust Questionnaire

To what extent can the robot’s behavior be predicted?

1 2 3 4 5 6 7

Not at all O O O O O O O To a great extent

To what extent can you count on panda to do its job?

1 2 3 4 5 6 7

Not at all O O O O O O O To a great extent

To what extent do you believe that the robot will be able to cope

with all situations in the future?

1 2 3 4 5 6 7

Not at all O O O O O O O To a great extent

Overall, how much do you trust the robot?

1 2 3 4 5 6 7

Not at all O O O O O O O To a great extent
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Abstract. User experience integration within software companies has
been studied extensively, but studies on organizations that develop
robots are scant. The physical and socially situated presence of robots
poses unique design and development challenges, which companies should
be able to address. This case study examines how mechanical and soft-
ware teams involved in a large-scale robot development project embed
UX in robot design. The case offers new perspectives on HCI research,
which traditionally explores UX integration in companies from the point
of views of UX specialists and software developers, with little consider-
ation of how mechanical and software design interact. During our 12+
months collaboration with the company, we conducted non-participant
observations of 30 project SCRUM meetings. Based on this data, we
identify four themes concerning the role of UX in robot development,
workarounds in design evaluation, requirements handling, and coordina-
tion mechanisms.

Keywords: UX of robots · UX in development · Robot development ·
Case study · Mechanical development · Software development

1 Introduction

Integrating user experience (UX) in software development has proven difficult
and based on an industry report by McKinsey & Company [35], above 40% of 300
companies followed over 5 years did not speak to end-users during development.
Lack of user involvement in product development has damaging implications on
return on investment. To illustrate this, McKinsey & Company [35] found compa-
nies with strong design (i.e., UX, user-centered design, and design management)
capabilities outperformed industry-benchmark growth by two to one. Despite
of this, UX seems more elusive in SCRUM and agile [10,40], which makes UX
integration challenging. For example, handover of UX outcomes to developers
proves problematic [10] partly because UX outcomes are accumulated in reports
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[11], which does not go well with agile principles of reducing documentation.
Contrarily, communicating UX outcomes verbally makes it difficult for develop-
ers to revisit and remember [46]. Furthermore, UX specialists struggle to impact
product development, because they often work in silos away from development
teams [10]. These challenges can result in developers deciding on implementa-
tions they find interesting without involving the team and stakeholders as well as
lead to favoritism of own expert knowledge over users’ lived experiences [12,42].
Despite tremendous research interest in UX integration in software development,
there are companies in industries with traditions and legacies distinct from soft-
ware companies, but who also design products for people. Examples of such
industries are car manufacturing and facility management who in early days
did not have a single line of code running in their products. Over time, such
industries went through digital transformation; maturing products from purely
mechanical to now being inherently controlled by software. Some companies now,
additionally, combine their mechanical expertise with software to develop robots.
However, developing robots is complicated as it relies on successful collaboration
and design management within highly multidisciplinary teams [3]. Mechanical,
hardware, electrical, and industrial design as well as supply chain management
are examples of competencies additionally needed in robot development. Fur-
thermore, the physical dimension and embodiment of robots adds an extra layer
of complexity compared to software development [43]. Consequently, we have
companies with substantially different legacies, organizational structures, and
in-house competencies compared to purely software-driven companies, and we
have only to a lesser extent systematically explored UX in such contexts.

In this paper, we investigate how a non-software-founded company who
develop robots embed UX in robot development and discuss whether legacy plays
an enabling or impeding role in how practitioners work with UX. We investigate
this through a case study of mechanical and software teams involved in a large-
scale robot development project. The following section presents related work on
the need for UX in robot development followed by barriers and enablers of UX
in industry development contexts. Then we introduce our method and empirical
setting. Next, findings are presented and subsequently discussed in relation to
existing research on UX integration in industry. Finally, we conclude our study.

2 Related Work

There is a growing need to ensure robots are designed to enter social contexts
as they are increasingly deployed in our daily lives. This section presents related
work on the need for UX in robot development and how robots pose unique
challenges compared to other technologies. Next, we provide a brief overview of
extant research on barriers and enablers of UX in industry development contexts.

2.1 UX in Robot Development

Integrating UX in design and development of robots has been advocated by sev-
eral researchers [11,24,27,38], who also recognize current means may not account
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for robots’ unique qualities. Physical embodiment combined with autonomous
abilities are two prominent ways robots differ substantially from other technolo-
gies [37]. Autonomous abilities enable robots to influence social structures and
evoke a sense of agency through robots’ dynamic, socially situated, and multi-
faceted presence in real-world settings [45]. Additionally, people tend to treat
robots differently from other technologies by ascribing robots life-like qualities
(e.g., names, gender, and personalities) even to robots not specifically designed
to evoke such social responses [13,19]. Tonkin et al. [38] argue designing robots’
interactive behavior may be the most complicated part of robot development, as
it relies on multimodal behavioral patterns accounting for both non-verbal (e.g.,
gestures, gaze, body rotation and orientation, lights, and sounds) and verbal
(e.g., speech recognition and synthetic voice capabilities [9]) behaviors. These
behaviors must be complementary to create coherent and fluent experiences at
every point of interaction [38]. This critical stage of robot development–as we
see it–relies on contributions from mechanical and industrial design, UX and UI
design, and software and hardware and these domains must be able to collabo-
rate and coordinate. According to Alenljung et al. [1], we need to better support
developers by enabling them to design robots that are accepted and experienced
in desirable ways. Particularly since developers seem inclined to “cook up” their
own UX assessment tools, methods, and user studies with limited knowledge of
established practices [6]. Tonkin et al.’s [38] UX of robots methodology includes
phases deliberately oriented towards designing robot behavior, personality, and
choosing the robot’s identity principles which ideally align with company values
and branding. This is not–to our knowledge–considered in software development
but it is crucial for robots deployed in social contexts because people tend to
assign agency, social qualities, and attribute personality to robots.

In spite of researchers’ justification of UX in robot development, there does
not yet exist an extensive research-knowledge base of how robotics companies
develop robots designed to interact with specific people [33], while sharing the
space with people referred to as Incidentally Co-present Persons (InCoPs) [29].
This case study therefore contributes an empirical investigation of how technical
teams involved in robot development embed UX in the development process.

2.2 Barriers and Enablers of UX in Industry Development Contexts

Existing research on UX integration in industry primarily focus on barriers faced
by UX specialists and how UX can become more influential, e.g. by teaming up
with software developers and teach them UX (see e.g., [4,8]), and less so on how
technical practitioners manage and embed UX in development, when UX spe-
cialists are not involved. In these cases, delegating responsibility of UX becomes
more critical [8]. Frequently mentioned barriers relate to practitioners having dif-
ferent and sometimes conflicting understanding of what constitutes UX [14,30],
seeing UX as mainly consisting of usability aspects [4], as well as developers being
skeptical about importance and value of UX [8,40] or consider UX a “black-box”
before development [28]. Organizational factors, such as corporate culture, also
influence UX integration. That is, senior and executive managers (i.e., C-suite)
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may verbally endorse UX and expect development teams to work with UX, but
developers do not view UX as something they can just do without support and
practice [4]. Developers may also encourage UX but it tends to remain at an
intentional level rather than being practiced during development cycles [40].

Various strategies have been proposed to overcome these barriers. Training
and educating developers seem to be the first go to strategy despite researchers
acknowledging perhaps this should merely be treated as a way to get started with
the UX integration process [4,8]. Successful UX integration does not rely entirely
on UX specialists but should be treated as a team effort. This means, practition-
ers must be prepared to compromise [40], for example, by delegating and scaling
UX activities to match colleagues’ skills, resources, and needs. Prior research
moreover demonstrates practitioners have different opinions regarding when to
include UX in development. Bang et al. [4] observed practitioners were inclined to
consider UX late in the process, rather than in initial phases. Contrarily, Persson
et al. [28], amongst others, found a lot of UX work was carried out before devel-
opment. This is referred to as upfront design, i.e., activities taking place before
development begins which focus on user and context understanding, defining pre-
liminary user requirements, and producing initial sketches and wireframes of a
potential solution [40]. Upfront design enabled developers to “be proactive about
changes in the system’s architectural design by anticipating development risks”
[28]. A common artifact produced in upfront design is user stories. Practitioners
likely define numerous user stories which, according to Kuusinen [23], have to
be prioritized, and this prioritization typically does not favor authentic users.
Instead, user stories are prioritized according to business value which is often
informed by the most important customer’s interests, followed by an assessment
of required development efforts (i.e., cost of implementation) [23]. Ananjeva et
al. [2] found that the way practitioners’ use user stories indicate how well UX
is integrated in agile development. That is, concise user stories are indicators
of good integration, while verbose user stories are manifestations of underlying
collaboration and communication issues within the team. Furthermore, practi-
tioners occasionally invalidate user stories and undermine user needs because
they fall in love with the product, rather than the problem [2]. Upfront design
can also take place during development. This can be achieved by introducing a
sprint 0 for UX work to be carried out ahead of or in parallel to development
sprints [28,40]. However, this might be complicated in practice, since unfore-
seen things may happen during sprints, which can lead to loss of overview of UX
activities down to smaller aspects (e.g., designing wireframes) [28]. These studies
share focus on software development within agile teams somewhat accustomed
to UX. This case study thus builds on extant research by concentrating on UX
integration within technical teams with distinct development traditions.

3 Method

In order to understand how a non-software-founded company embed UX in robot
development, the case study methodology was deemed most appropriate [44]. We
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find the case study approach particularly fitting because it allows us to study a
contemporary phenomenon in its real-world context [18,44] to develop insights
into our how question [44]. Case studies have previously been used to study,
e.g., software developers’ experiences of being involved in usability engineering
[8] and UX in agile software development [28]. Additionally, we view this case
as an extreme case [18], as it seeks to understand the deeper causes and con-
sequences of how software and mechanical teams embed UX in a shared robot
development project. Thus, this case provides new perspectives in HCI research,
which traditionally explores UX integration predominantly from the perspec-
tive of UX specialists and software developers. In this section, we introduce the
case company, robots, and stakeholders in as much detail as we can given the
company’s request for anonymity and describe the data collection and analysis.

3.1 Case Company

The company was founded in the early 1900s s and in 2015, the company started
building their own professional service robots. According to the project manager:
“This firmware development has traditionally taken place within the Electrical
Team, and the developers have always had an electrical engineering background as
opposed to a software development background (i.e. electrical engineers became
software developers, not the other way around)”. This case study focuses on
teams responsible for developing these mobile robots meant for facility manage-
ment tasks in airports, malls, grocery stores, and hotels. The robots differ in size
to optimize operational efficiency depending on context of use. Operators can
operate the robots in manual mode using steering wheel and throttle knob or
initiate autonomous mode. The robots’ touchscreen and physical buttons allow
operators to define basic settings (e.g., language), select pre-defined settings,
initiate new or existing operational routines, and access machine history (e.g.,
errors). Robots are equipped with sensors and safety systems and use light and
sound signals to alert people in the environment that it is operating.

Team Constellation. The project has 40+ domain experts, who span project,
product, and supply chain management as well as mechanical, electrical, soft-
ware, hardware, and test engineers along with autonomous teams and systems
designers. Several external partners are responsible for delivering technological
components, UI, and software management (same partner as for UI). According
to the project manager: “[...] the current project is the first time an explicit soft-
ware development team was implemented in a cross-functional machine develop-
ment project”. Figure 1 offers a simplified overview of the internal practitioners.
The mechanical team is responsible for robots’ mechanical and aesthetic design,
and integrating modules and parts such as touchscreen, physical interactive ele-
ments, and sensing capabilities, whereas the software team is responsible for
developing UI displayed on the touchscreen and integrating it with the robots’
other systems. Practitioners in supporting functions assist both teams.

UX/UI consultants have senior level UX and UI expertise working primar-
ily with software solutions; however, they are tasked exclusively with UI design
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Mechanical Team Lead
Product Manager
Mechanical Engineers x 4
Mechanical Designer
Electrical Engineers x 4
Manufacturing
Test Engineers x 2
Autonomy

MECHANICAL TEAM
Lead Software Architect
Software Managers x 2*
Product Manager
Software Developers x 4
System Engineer

SOFTWARE TEAM
Project Manager
Supply Chain Manager
R&D Director
Senior Manager R&D
Software Engineers x 4

SUPPORTING FUNCTIONS

Fig. 1. Practitioners in the mechanical and software teams as well as practitioners
supporting the teams. *One of the software managers is the lead software architect.

based on pre-defined requirements. None of the internal team members has any
formal UX expertise and no one has experience working with UX of robots. The
mechanical team’s product manager is responsible for robots’ physical appear-
ance and interactions users (i.e., operators, supervisors, and service technicians)
can have with robots, which are not screen-based. The product manager from
the software team is responsible for UX and UI design of screen-based interac-
tions. The two product managers are both in charge of UX and thus responsible
for gathering, communicating, and evaluating requirements, defining use cases
and user stories, evaluating designs, and creating sketches of the solution.

Project Management. The project manager organizes 2–3 weekly SCRUM
meetings for the whole project team, while teams run separate SCRUM meetings
and sprint planning, review, and retrospectives. The mechanical team did this
from the beginning, while the software team gradually implemented it as the
project progressed. This project adopts a stage-gate approach to New Product
Development which comprises idea, preliminary assessment, concept, develop-
ment, testing, trial, and launch [16], and practitioners experimented with adopt-
ing agile. The project is managed through the commercial platform: Jira, where
teams plan, assign, and track tasks. It lets teams create backlogs with tasks they
can assign to different sprints. If a task has not been completed in a sprint, Jira
asks whether to move the task to the next sprint. Tasks are created as ”tickets”
which are assigned to developers as part of a sprint. Sprints lasted two workweeks
unless, e.g., supply chain issues forced an extension of an ongoing sprint.

3.2 Data Collection and Analysis

The objective of this case study is to examine how technical teams embed UX
in the underexplored intersection of physical product and software development.
We do not attempt intervention through, e.g., action research [25], but extend
previous research by studying how practitioners from an established robotics
company work with UX. During the 12+ months collaboration with the com-
pany, the first author was first onboarded to the project by the software team’s
product manager, which enabled a preliminary inquiry of how both teams worked

https://www.atlassian.com/software/jira
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with UX. We learned that there was no plan and only limited budget for UX.
Prior UX happened rarely, haphazardly, and with no established documentation
process, thus user insights were often anecdotal rather than based on findings
from user research. The product manager thus worried that the teams overlooked
important user behavior and needs. The first author then carried out exten-
sive non-participant observations (i.e., the researcher passively observes, rather
than actively participates in meetings [44]) of 30 shared SCRUM meetings from
May to October 2021. Meetings were not recorded to ensure anonymity. The
researcher therefore took meticulous notes capturing as accurately as possible
practitioners’ behavior, what they said, and how they said it (e.g., jokingly).
Additionally, date, duration, who participated, and central topics brought up by
practitioners were captured. We followed up with product managers to clarify
cases of doubt, e.g., how teams were affected by immediate problems such as
material availability. We applied an open observation protocol to stay open to
the possibility that issues raised by practitioners, which initially appeared not
to affect UX, could evolve and impact UX over time. We treat our observations
as our primary data. Supplementary data comprise of presentation slides, doc-
uments (e.g., user stories), practitioners’ email correspondence, and access to
Jira, which provided insights into coordination of, e.g., implementation tasks.
This data was collected throughout the entire collaboration.

Our data analysis is inspired by Simoneÿ et al. [36] who base their analytical
approach on Riceoeur-thinking where “the lived experiences and recognition of
being in the world are expressed through language” [36]. Practically, this mean
we take both the experiences of practitioners (what is said) and of the researcher
(what is observed) into account. Researchers from HCI participated in the anal-
ysis, which followed a three-level structure. First, näıve reading of data as a
whole meant that the first author read and re-read observational notes and con-
solidated aforementioned supplementary data to gain overview of relevant units
of meaning (i.e., what is said and observed). Second, the first author and two
senior HCI researchers conducted structural analysis alternating between what
was said and observed (i.e., units of meaning) and what practitioners talked
about and what observations were about (i.e., units of significance) to gener-
ate initial themes as well as developed and refined themes. Third, together we
critically interpreted and discussed themes in relation to existing research.

4 Findings

We carried out an extreme case study to explore how mechanical and software
teams involved in a shared, large-scale robot development project embed UX in
the development of robots. We found that UX was not a shared responsibility
within the project and because of this separated coordination of UX, we further
examined how teams accounted for UX in development. This section presents
our identified themes: 1) the role of UX in robot development; 2) workarounds in
design evaluation; 3) listening to authentic users when dealing with requirements;
and 4) coordination through ceremonies and artifacts.
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4.1 The Role of UX in Robot Development

This theme illustrates how practitioners (who come from distinct disciplines with
different traditions for managing development) fused technical development with
UX. The theme additionally incorporates the extent to which UX was allowed
impact on development and depicts individual teams’ UX processes.

Practitioners frequently asked what the process was for implementing UI, fac-
toring in user insights, evaluating, and analyzing whether a design satisfied user
stories. Thus, the UX process and progress seemed unclear to nearly everyone.
The software team spent months working on building consensus and establish-
ing UX processes, and a software manager commented that they had not solved
coordination of UX between–who the software manager referred to as–“UX/UI
people” and software developers. Some in the software team saw UX was some-
thing that should be rushed and not get in the way of developers. In effort
to have UX inform development, product managers sought to coordinate user
involved activities ahead of software developers’ implementation. The software
team’s product manager and lead software architect explained the intention was
to have wireframes ready at least two sprints before execution ensuring what gets
implemented had been vetted by customers and users. Moreover, the product
manager tried to increase impact of UX by “mak[ing] a proposal for a maturity-
road map that will be highly user-driven based on what I think is most important,
what is technically feasible to implement, and what is more risky such that we
can track how far we are deviating from user needs” (product manager, ST).
Although the team encouraged user testing and claimed that it could help find
surprises early and inform design decisions, this sentiment did not translate in
actual practice. We also did not observe a UX sprint with follow-up user evalua-
tions of software implementations during this study. Instead, the software team
went from the product manager’s rough ideas and PowerPoint sketches, to Figma
wireframes, to internal reviews, to simulation, and finally implementation.

The mechanical team had a more iterative and experimental process. They
organized brainstorming sessions to generate viable ideas that would improve
the design and consolidated earlier designs and ideas for inspiration. Whenever
a new design was pursued, it was reviewed by mechanical engineers, prototyped,
subjected to experimentation, and presented in major reviews before committing
to a design that would progress to implementation (where the design was tested
and refined). Although the mechanical team did not have UX competences, they
accounted for 1) how users and InCoPs deliberately or accidentally could mis-
use and damage the robots; 2) how to prevent unauthorized usages; and 3) how
operating, maintaining, and servicing the robots could be easier and more user
friendly for operators and service technicians in their design process. Further-
more, the new robot design required a lot of customization, which the mechanical
team managed by running parallel design tracks and creating roadmaps which
visualized how far along they were with respect to experimenting and iterating.
Managing the design process in this way was, according to mechanical engi-
neers, necessary to avoid deploying robots just to call them back for fixing bugs.
It additionally allowed the team to discover and resolve design weaknesses.
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4.2 Workarounds in Design Evaluation

Observations showed authentic users were not involved in design evaluations. The
software team dealt with UX in parallel to internal reviews, but user insights were
often considered less relevant and less valuable. While the mechanical team ran
experiments to uncover design weaknesses, neither of these experiments involved
authentic users. This theme focuses on teams’ workarounds, i.e., what teams did
to compensate for lack of user involvement in design evaluations. Evaluations
based on internal reviews are included in the third theme.

To compensate for not involving authentic users in design evaluations, the
mechanical team acted as proxies, i.e., pretending to be actual operators. They
were able to utilize this approach as they had extensive personal experience
operating the robots and in training supervisors and operators to operate the
robots. Also, the autonomy team tried to evaluate their design based on the
user stories, whereas test engineers experimented with misuse of robots caused
deliberately or accidentally by users and InCoPs. To include some UX-related
aspects, the mechanical team took inspiration from the software team’s UX
work and created drawings based on wireframes. The mechanical team saw this
as a way to get closer to a “real-life” experience. However, a majority of this
team’s experiments were conducted in simulated environments and laborato-
ries and focused on: reliability, durability, robustness (e.g., from slamming the
hood), vibrations (e.g., shock loading from normal operation), and (mis)use over
time. These experiments were conducted using various prototypes mentioned by
mechanical engineers, ranging from 3D models to full-size robots made of spare
and scraped parts from old machines and cardboard boxes. The team addition-
ally experimented with membranes, springs, molding techniques, materials (e.g.,
silicone), 3D printing, and screen materials (e.g., glass with different properties).
Limited access to robots was arguably the main reason why only few experiments
were carried out in the field. Mechanical engineers explained that external part-
ners were responsible for several experiments and therefore had more experience
with the robots compared to the mechanical team. However, “testing shouldn’t
rely on others [i.e., external partners] doing it, but we should be able to do it
ourselves” (mechanical team lead) and they worried experimental results would
be less trustworthy, which was why the team wanted access to robots. Lack of
access to robots additionally meant user testing could not be conducted with
robots neither in controlled settings nor in the field. Consequently, user studies
carried out by the software team were conducted in meeting rooms on laptops.

Both the autonomy team and test engineers collaborated with mechanical
engineers to define the scope and set up experiments which provided necessary
knowledge to iterate and improve designs. This was not the case in the software
team, where it was the sole responsibility of the product manager. The two prod-
uct managers teamed up with colleagues known to have direct customer contact
and access to authentic users, which resulted in some user tests being carried out
by these colleagues. Even so, the product managers, project manager, and soft-
ware team kept raising issues of not having processes in place for systematically
involving users, evaluating designs with users, or implementing changes based
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on user insights. Consequently, design evaluations were made chiefly by inter-
nal stakeholders or based on external UX/UI consultants’ personal expertise.
At some point, the software team’s product manager asked what the plan was
for validating what developers had made, because the product manager wanted
authentic users to evaluate implemented designs. A software manager replied:
“demos”. When the product manager pressed the issue and asked questions such
as “now that we finally have developed something what should then be the criteria
for evaluating this?” (product manager, ST), the software manager explained
this was something they should deal with internally in the software team. To the
best of our knowledge, this was not handled within the software team.

4.3 Listening to Authentic Users When Dealing with Requirements

Our observations revealed that teams had different sensitivity towards listening
to authentic users and dealing with customer and user requirements. This theme
therefore zooms in on how requirements were dealt with and how this reflected
teams’ sensitivity towards listening to authentic users.

The mechanical team had an established process for handling requirements.
They relied on upfront requirements defined in customer meetings and specified
in preliminary technical drawings, where customers outlined demands for the
mechanical design and specific components. The team proactively managed risks
through regular check-ins with their product manager and customers. Accord-
ing to mechanical engineers, check-ins served two purposes: 1) being informed of
changing customer requirements and 2) evaluating whether requirements were
meet satisfactorily. In some cases, the mechanical team effectively blocked devel-
opment until they had the necessary information regarding customer require-
ments. Mechanical engineers explained that changes affecting robots’ operational
reliability and robustness were subject to experimentation, as previously out-
lined, whereas changes influencing aesthetics or adding to product price were
discussed with product managers and C-suite. Implemented changes were doc-
umented in technical drawings, which were returned to customers for approval.
Based on our observations, the mechanical team was vocal about not committing
to a design before it had been fully vetted from technical-mechanical and usages
perspectives, as well as from a customer requirement perspective. They opted
for knowing customer requirements immediately and up front and if anything
changed, the team prototyped and conducted experiments to ensure that the
change did not negatively impact robots’ operational capabilities. By continu-
ously adjusting to changing requirements, the mechanical team reduced waste
of materials (some of which are expensive, difficult to manufacture, and difficult
to get) and development time. However, requirements tied directly to the user
experience neither came from nor were evaluated with authentic users.

The software team also relied on upfront requirements. Their requirements
were captured in use cases and user stories based on historic interviews, infor-
mal conversations with sales and customer support, in-house knowledge, and gut
feeling, while some came from customer meetings. In contrast to the mechanical
team, the software team had an ad-hoc approach to changing requirements. We
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observed that users were given less priority compared to upfront requirements,
use cases, user stories, and others’ opinions. The lead software architect declared
changes could not be too big and only be about reducing scope, not extending
scope by adding features users wanted if it had been decided such feature should
not be part of the UI. Furthermore, the lead software architect advocated for
“locking” and “freezing”–i.e., having clearly defined screen designs from visual
and interactive perspectives which developers could implement–screens such that
software developers would not be interrupted or required to deal with incoming
changes unless minimal (e.g., changing size, color, and labels). The mechanical
team’s product manager and a mechanical engineer objected to this approach
and stressed the importance of not “locking” or “freezing” anything until it had
been user tested and that authentic users should be the ones making final deci-
sions, not developers. The two product managers called attention to the risk that
the final product would deviate from delivering a design which satisfies users’
needs. They reasoned that this was due to the lack of a clear UX process. What
seemed to amplify this risk was that the software team based user requirements
on potentially outdated and questionable data (i.e., when it is not possible to
separate authentic user insights from colleagues’ personal interpretations and
agendas) without proactively assessing the legitimacy of requirements, seeking
to continuously adjusting requirements, or evaluating designs with authentic
users. Substantial changes were, however, allowed if product managers insisted
and had it approved by software managers and a Change Committee, but there
was no mention of such decisions having to be based on user insights.

4.4 Coordination Through Ceremonies and Artifacts

Our findings have revealed the two teams’ distinct processes regarding develop-
ment, design evaluation, and handling requirements as well as ways of dealing
with UX. This theme therefore uncovers how teams managed coordination and
collaboration concentrating on how practitioners shared design progress, imme-
diate design problems, and user insights within and across project teams.

We focus on two coordination mechanisms, which we observed that teams
relied on: 1) ceremonies and 2) artifacts capturing implementation tasks. Teams
organized ceremonies to share design progress, immediate challenges, and user
insights. These ceremonies served as a formal venue for brainstorming, gaining
internal feedback, and handling stakeholders’ opinions. Some ceremonies were
included in the project plan from the beginning, while others were planned ad-hoc
within teams or with stakeholders outside the project. According to practitioners,
ad-hoc reviews did not follow standardized structures. We, therefore, concentrate
on Design Reviews, which the mechanical team organized for the entire project
team presenting concepts or prototypes. Design reviews lasted from 1h 30m to 3h
(no breaks) and were facilitated according to an established structure presented
at the beginning of each ceremony. As a minimum, design reviews addressed the
purpose and scope of the design review and the intended outcomes, which refer
to feedback (e.g., on design direction) and reaching alignment between design,
requirements, and goals. These two items furthermore concerned:
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– Purpose: Weighing pros and cons, benefits and compromises of concepts,
components, assemblies, and systems in order to identify high risk areas of
the design and potential alternatives.

– Outcomes: Action list capturing subsequent decisions made by the team on
solutions: act on feedback, reject feedback, or initiate alternative directions.

Knowledge sharing from software to project teams regarding UX was considered
inadequate by the project manager, who recommended that the software team
organized UX/UI reviews in the same way other design reviews were run. This
started a discussion amongst practitioners, as it was unclear whose responsibility
it was to organize UX/UI design reviews and who would be responsible for
creating, assigning, monitoring, and evaluating tickets generated from the review.
We observed one UX/UI design review. The lead software architect explained
the plan was to rush through the UI and have external consultants facilitate
the design review. Afterwards, the lead software architect would collect inputs
from colleagues and prioritize them with the software team’s product manager
before coordinating with external consultants. Organizing design reviews in this
way imposed extra coordination steps and did not provide the same opportunity
for internal stakeholders to share concerns and ideas compared to design reviews
organized by the mechanical team, where attendees shared feedback immediately.

The most used and discussed artifact capturing implementation tasks and
user insights was Jira tickets. The content of tickets could come from feedback
obtained in design reviews, which practitioners had translated into implemen-
tation tasks. Given that the feedback was provided by developers who knew it
had to go into Jira and there was a chance they would be in charge of imple-
mentation; it is likely they formulated feedback to simplify translation. Both
teams used tickets and while it seemed uncomplicated for practitioners to work
with tickets consisting of technical implementation tasks, UX/UI tickets posed
problems. Throughout the project, the software team struggled to communicate
use cases, user stories, and user insights through tickets. Different suggestions
were made, and initiatives were tried to improve coordination and collaboration.
An early suggestion, for example, made by the lead software architect was to
include all tickets related to UX/UI in Jira, followed by an internal evaluation
of value to the user, risks, and development efforts. Trying to start this process
and find a way that would work for developers where they would both under-
stand UX/UI tickets and be able to proceed with implementation, the product
manager asked: “If you, [lead software architect], approve of the format, then I’ll
do the same for the other flows [i.e., flows in the UI]. For me it is not important
how that format would look like, so whatever works for you” (product manager,
ST). Having experienced that communicating use cases, user stories, and user
insights in excel files and PowerPoints shared via email or shared folders was
inefficient and that “Jira tickets are the golden book [for developers]” (product
manager, ST), the product manager frequently brought up this topic in SCRUM
meetings. Likewise, the lead software architect several times stressed the impor-
tance of quickly establishing this process and that it had the potential to become
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a company-wide standard. However, neither the lead software architect nor the
team provided feedback on the product manager’s proposed formats.

We also identified artifacts that influenced coordination of mechanical devel-
opment and collaboration between the mechanical team and partners. The
mechanical team expressed how deeply reliant they were on physical samples
as well as inbound (i.e., from external stakeholders such as customers, technical
partners, and suppliers to the mechanical team) and outbound (i.e., from the
mechanical team to external stakeholders, including manufacturing and produc-
tion) documentation. These artifacts were essential for integrating new parts and
modules with robots’ existing ones as well as for manufacturing and assembling
robots. Timely delivery and access to artifacts were considered imperative by
the mechanical team but prone to risks. Based on observed coordination issues,
we identified two risks: 1) delays effectively blocking the mechanical team from
completing tasks due to missing documentation or supply chain issues, con-
sequently affecting the team’s ability to meet deadlines, and 2) forced design
modifications imposed by unavailable artifacts, as physical design decisions, to
some extent, relied on documentation and physical samples. Forced design mod-
ifications affected the mechanical team, external partners, suppliers, production,
project planning, as well as the final robot design, which ultimately affects UX.

5 Discussion

We discuss central aspects from our findings in relation to extant literature. We
additionally present recommendations and discuss limitations.

5.1 Coordination and Collaboration in Robot Development Teams

We found that the lack of a collective strategy for dealing with UX in this
robot development project was a combination of at least two factors. First, this
was the first time the case company involved a dedicated software development
team in a cross-functional development project of a physical robot. Second, the
case company is unaccustomed to managing robot development projects where
authentic users and UX are prioritized and allowed to influence design decisions.
We discuss implications of these two factors on coordination and collaboration.

Developing robots require competencies not necessarily present in ordinary
software teams. This increases complexity in robot development, because dif-
ferent professions have their own theories, methods, tools, and terminology [39]
as well as design representations (e.g., artifacts) [17]. For example, we found
evidence of New Product Development fused with agile worked well for the
mechanical team who continuously adjusted to changing customer requirements,
ran parallel design tracks, experimented, and iterated while remaining vigilant to
the New Product Development process, which they are accustomed to. Adopt-
ing agile at team level thus reduced project complexity, and this might have
contributed to successful integration of agile in New Product Development as
seen in, e.g., [15]. Contrarily, the software team struggled with fusing agile with
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New Product Development, which manifested in several coordination and col-
laboration issues within the project. Examples of these issues are lack of stan-
dardized ceremonies, progress documentation, and agreement on deliverables.
The mechanical team is accustomed to coordinating through standardization of
outputs, which is something the software team aspires to do. Although teams
aimed to streamline coordination, it seemed like each team wanted coordination
to be based on individual domain preferences. For example, the software team
used user stories, which the mechanical team seemed unaccustomed to. Even so,
teams achieved some integration through coordination by mutual adjustment,
which, according to Persson et al. [28], preserves teams’ different practices yet
make them mutually complementary. This was achieved with design reviews.

It is not uncommon issues occur for teams trying to integrate UX at the same
time they initiate agile transformation. Past research found developers refused to
make changes because they saw it as “wasteful work” and seemed to distrust the
team responsible for UX [2]. In this case, it manifested in software developers push-
ing and rushing UX activities, and increased protectiveness of developers and their
time. Despite some UX being carried out in parallel to development, UX did not
inform development, nor was it used to evaluate implementations. We observed
that software developers overly focused on the outcomes of upfront design activi-
ties and perceived outcomes (i.e., preliminary wireframes and user stories) as “set
in stone”, resulting in developers being less open and willing to adjust to changing
user requirements. This is different from previous findings, where software devel-
opers, managers, and UX designers saw these wireframes as preliminary and likely
to change, which led Persson et al. [28] to conclude “upfront design helps software
developers be proactive about changes in the system’s architectural design by antici-
pating development risks”. Being proactive about changing requirements and not
committing to development before prototypes have been thoroughly tested and
vetted by customers and from a user perspective is exactly what we observed the
mechanical team did. Such approach is crucial for mechanical teams because they
rely on access to material and depend on suppliers to deliver, which ultimately
influence mechanical design. This has practical issues, because doing something
“wrong” is costly and mechanical engineers cannot as easily as software developers
remedy mistakes or make major design changes through subsequent launches. To
mitigate these risks, we saw the mechanical team adopted experimental and itera-
tive design approaches with parallel design tracks, which resembles several main-
stream UX approaches and Lean methodologies [31]. Our findings further showed
that UX was compartmentalized across teams and assigned specifically to prod-
uct managers, rather than being a shared responsibility across teams as is often
the case in software development [21]. Product managers repeatedly called atten-
tion to the lack of established processes for communicating user stories, track-
ing progress, and evaluating implemented designs against user stories, and asked
developers to get involved in finding a solution, which would be meaningful to
them. Thus, product managers saw it as a shared responsibility to find solutions
for embedding UX, yet developers did not make it their priority. Consequently,
preventing UX from being a shared responsibility where developers participate in
UX activities, rather than being passive consumers of information, as was also the
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case in [46]. Because of this apparent lack of involvement, coordination and com-
munication remained a challenge which reduced attention to UX as well as user
needs and values.

Integrating UX in robot development is, however, not only about overcoming
collaboration and coordination issues related to processes and mindsets which
are not conducive to UX, there are practical barriers too. For example, access
to robots, which in this case was split between external partners and mechanical
engineers. Not having access to robots had considerable implications for product
managers’ ability to involve authentic users in the design process as it resulted
in UX activities not being carried out in the actual context of use with robots.

5.2 Treating “Robot UX” as “Software UX”

Wallström and Lindblom [41] argue that integrating UX in robot development
“would require substantial changes in the existing robot development processes,
which also poses changes in existing mindsets”. Our findings showed that teams
dealt with UX in their own ways and only focused on specific parts of the robots’
design, rather than treating it as a cross-team effort. The software team, for
example, did not work with UX in a substantially different way compared to
what we see in existing literature studying companies who embed UX in software
development. However, designing for positive, coherent experiences of users and
InCoPs requires companies to consider that robots pose unique design challenges
due to their physical embodiment, autonomous abilities, and socially situated
presence [13,19,37,45]. These are qualities that digital solutions and products
typically do not possess, and which are generally not considered in mainstream
UX practices. Neither the mechanical nor the software team accounted for these
qualities in the robot design except from the robots’ autonomous abilities, which
were only considered from technical and safety perspectives. It is because of these
unique robot characteristics that Young et al. [45] stress UX should not be com-
partmentalized in robot development as it leads to shallow and potentially wrong
understanding of how the robot affects people. Instead, UX should be treated
holistically and without detaching it from the situated, social context encoun-
ters and interactions are bound to take place in. While there might be reasons
for this compartmentalization of UX–a consequence of legacy with respect to
the company’s habitual practices and low UX maturity—it poses major risks to
the holistic experience of authentic users interacting with robots [1] and InCoPs
being within robots’ vicinity [32]. For example, sound signals robots could pro-
duce were only briefly talked about in connection to designing robot interactions,
whereas lights and robots’ expressive behavior were overlooked. It is well demon-
strated that robots’ non-verbal behavior and factors like appearance influence
how people perceive, experience, and ascribe agency to robots, which help people
make sense of and interact with robots [6,9,22,45]. If UX is not appropriately
considered in robot development, it can result in reluctance towards accepting
and using robots as well as erroneous handling of robots [1]. We fully agree
with these authors and the importance of designing robots from a holistic UX
perspective. Even so, these studies do not seem to consider autonomous robots
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operating in human populated environments are heavily regulated which influ-
ence what companies are actually allowed to do. For example, with respect to
light and sound design of robots as well as robots’ movements. Therefore, even
if companies increasingly integrate UX in robot development, we might not see
holistically designed robots in these contexts until regulations allow companies
more freedom to design for good UX.

5.3 Practical Recommendations for Robot Development Teams

Based on our findings, we propose five practical recommendations for closer
integration of UX in robot development:

1. Apply frameworks, such as the one proposed in [28], to identify main coordi-
nation mechanism for each team to improve UX in robot development.

2. Align coordination mechanism when developing physical, mechanical prod-
ucts as design decisions are difficult to change post hoc.

3. Align stage-gate transition outputs critical for mechanical development fol-
lowing New Product Development:

– Establish software and UX design reviews similar to concept and proto-
type design reviews currently organized by the mechanical team and seen
as gate deliverables.

– Define software and UX outputs to be designed for each gate transition.
4. Ensure easy and equal access to physical, robot prototypes for mechanical

and software teams to support UX evaluation practices with authentic users.
5. Establish up front UX goals and metrics using, e.g., robot design canvases

[3,26] and metrics developed specifically to assess UX of robots [41].

We found no shared coordination mechanism between teams (Theme 1, 3, and
4). For example, the mechanical team expects coordination based on standard-
ization of outputs; the software team expects mutual adjustment. The stakes
and risks are higher for mechanical teams, because doing something “wrong”
is costly, while software developers can push updates in subsequent releases
making them less vulnerable to changing requirements. To circumvent issues
arising from this, we recommend that project managers, product managers, and
team leaders consider implementing our recommendations 1 to 3. The quality of
teams’ UX work suffered considerably due to the lack of user involvement and
because practitioners had limited or no access to physical robots, which necessi-
tated workarounds (Theme 2). We therefore recommend that project managers,
product managers, team leaders, and external partners strive to enforce recom-
mendation 4. We see an opportunity for UX specialists to create impact beyond
screen-based interactions–which was how UX was predominantly considered in
this project–by engaging with mechanical teams. That is, screen-based UX and
UI might be the way in, but it should not stop there. In robot development, we
need a more holistic view on UX design [1,38] since screen-based interaction is
not the only way nor necessarily the dominant way authentic users and InCoPs
interact and engage with robots. Development teams may overlook this impor-
tant aspect and instead compartmentalize UX. We acknowledge that in large
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cross-disciplinary robot development projects it may be necessary to split the
workload across multiple teams, who would then work on separate parts of the
robots’ UX. Recommendation 5 therefore encourage project and product man-
agers, as well as UX specialists and design teams (if such exists in the project)
to establish UX goals and metrics specifically for the robot(s) they develop.
HCI researchers can support the transition towards more holistically designed
robots by collaborating with practitioners on creating, implementing, and eval-
uating (new) design tools and guidelines specifically for integrating UX in robot
development, which several researchers [5,7,20] argue is needed.

5.4 Limitations

Changing work practices and mindsets requires long-term engagement and
investment of researchers and practitioners [2,4,8]. In prior cases, researchers
appeared to be the main drivers behind integrating UX in both software devel-
opment [2,4] and robot development [3,38]. However, researchers recognize that
intervention research concerning UX integration struggle with establishing long-
term or permanent impact [2,4] as well as ensuring interventions are reinforced
in practice [2] and that acquired skills are maintained [8]. Because robot devel-
opment is an underexplored area, we did not pursue intervention. Instead, our
objective was to examine and gain a contextualized understanding of how a
non-software-founded company embeds UX in robot development. We achieved
this through a case study of a single extreme case of mechanical and soft-
ware teams involved in a shared large-scale robot development within a well-
established company. Our case study’s trustworthiness is ensured through cred-
ibility, transferability, dependability, and confirmability [34]. Credibility of our
study was accomplished through extended engagement with practitioners [18],
which enabled us to obtain tacit knowledge as well as observe transformation
and practitioners’ own integration of UX over time. Member-checking and con-
versations with practitioners also contributed to credibility. We do not claim
our findings are generalizable; even so, they might be transferable because the
case study reflects real practices in natural surroundings, but this requires addi-
tional research, e.g., in other robotics companies. Dependability was established
by ensuring confidentiality of practitioners and through regular meetings with
independent researchers ensuring inquiry audit during data collection and anal-
ysis. Lastly, the researcher involved with the company kept meticulous order of
the detailed observations from every interaction with practitioners as well as of
shared documents and artifacts to ensure confirmability.

6 Conclusion and Future Work

We conducted an extreme case study of mechanical and software teams involved
in a shared large-scale robot development project within a non-software-founded
company. We extend the work in, e.g., [2,4,8,28] by emphasizing particularities
of UX in physical robot development by hybrid mechanical/software teams over
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companies that deal exclusively with software products. We carried out exten-
sive non-participant observations of 30 project SCRUM meetings from where four
themes were identified: 1) the role of UX in robot development; 2) workarounds
in design evaluations; 3) listening to authentic users when dealing with require-
ments; and 4) coordination through ceremonies and artifacts. Our findings reveal
that although practitioners aspire to let UX impact robot development, UX
played an inferior role. Practitioners did not account for robots’ unique qualities
in designing for coherent and positive experiences authentic users and InCoPs
can have with their robots. The project also suffered from lack of common coor-
dination and collaboration mechanisms between teams coming from distinct dis-
ciplines and development traditions. Based on these findings, we propose five
practical recommendations encouraging robot development teams to 1) iden-
tify coordination mechanisms to improve UX in robot development; 2) align
coordination mechanisms to avoid changing design decisions post hoc; 3) align,
establish, and define stage-gate transition outputs critical for UX, mechanical,
and software development; 4) ensure easy and equal access to physical, robot
prototypes to support UX evaluation with authentic users; and 5) establish UX
goals and metrics using robot design canvases [3,26] and metrics developed to
assess UX of robots [41]. We recommend the research community to further
engage with practitioners and support their transition towards long-lasting UX
integration in robot development. Furthermore, we believe legacy could play an
enabling role in integrating UX in robot development. Our observations revealed
that the mechanical team’s established practices and orientation towards experi-
mentation, proactively adjusting to customer (and user) requirements, iteration,
and parallel design tracks did not transfer to the software team. Considering
the dominant role of mechanical design in the company’s history, we did expect
those practices to transfer to the software team. Further studies are therefore
needed to examine mechanisms enabling and impeding transfer of practices from
mechanical to software teams involved in shared robot development projects.
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Abstract. Recent advances in information visualization have shown that build-
ing proper structures to allow efficient lookup in the data can reduce significantly
the time to build graphical representation of very large data sets, when compared
to the linear scanning of the data. We present BiVis, a visualization technique
that shows how such techniques can be further improved to reach a rendering
time compatible with continuous interaction. To do so, we turn the lookup into
an anytime algorithm compatible with a progressive visualization: a visualiza-
tion presenting an approximation of the data and an estimation of the error can
be displayed almost instantaneously and refined in successive frames until the
error converges to zero. We also leverage the spatial coherency of the navigation:
during the interaction, the state of the (possibly partial) lookup for the previ-
ous frames is reused to bootstrap the lookup for the next frame despite the view
change. We show that those techniques allow the interactive exploration of out-
of-core time series consisting of billions of events on commodity computers.

Keywords: Anytime visualization · progressive visualization

1 Introduction

Interactive visualization of large data sets has always been a challenge. The advances in
hardware and software technologies keep on redefining what scale should be considered
large. Twenty years ago, a million items was a large data set and its mere visualization
was a challenge [13]. Five years later, such a data set could easily fit in RAM, and
be explored with continuous interaction, i.e., rendered at interactive frame rates [4]. In
the era of cheap SDRAM and solid-state drives, the size of the data sets are no longer
capped by the technology: the most common USB stick can hold 8GiB of data, i.e., a
billion of numerical values encoded using 8bytes (e.g., double precision floats, or 64bit
integers). However, allowing the exploration at interactive frame rates of such a data set
is still a challenge despite recent advances, and BiVis shows a way to reach this goal.

Conceptually, the way tools that produce visualizations work is to iterate through the
data, and to project each data point onto the screen, encoding some of its attributes with
visual variables [7]. This makes sense as long as the number of data points is not larger
than the number of pixels on screen. At some point though, the size of the data and the
size of the screens become comparable, and the idea of pixel-oriented techniques, that

Supplementary Information The online version contains supplementary material available at
https://doi.org/10.1007/978-3-031-42283-6_4.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
J. Abdelnour Nocera et al. (Eds.): INTERACT 2023, LNCS 14143, pp. 65–85, 2023.
https://doi.org/10.1007/978-3-031-42283-6_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42283-6_4&domain=pdf
https://doi.org/10.1007/978-3-031-42283-6_4
https://doi.org/10.1007/978-3-031-42283-6_4


66 R. Blanch

assigns a single pixel per data point comes-up [30]. Now that the size of the data is much
larger than the number of pixels on screen, people realized it is more efficient to switch
to a model that does not scan the data to produce the visualization, but rather scans
the pixels of the view and lookup the corresponding data to produce a visualization.
This path, dubbed pixel-based or image order rendering, has been followed for some
time in the Scientific Visualization domain for volumetric data: that is the main idea
behind volume ray casting [31]; and some recent techniques in the field of Information
Visualization drew inspiration from there (e.g., [33,35,39]).

During the same period, the idea of presenting aggregations computed over partial
data, proposed more than twenty-five years ago in the field of databases [23], was tested
in visualizations. Various terms have been coined to denote visualization techniques
that first present a coarse view of the data, and then make subsequent refinements so
that the user can start to make judgements without waiting for the information to be
complete. Initially dubbed incremental visualization [42], such techniques have later
been included as a key part of the progressive visual analytics field [2] because of the
impact they have on the whole analysis process; and with an even broader view, they
are considered as a stone to build a progressive data science [47].

In this paper we present BiVis, a visualization technique that shows a way to make
interactive exploration of very large data sets possible by turning a pixel-based tech-
nique into an progressive visualization. The key here is to turn the lookup into the
data, which is performed for each pixel of the visualization, into an anytime algo-
rithm [11]: the lookup is interruptible and resumable at will, and the information present
in a partially-completed lookup allows to build a visualization that makes sense.

To demonstrate how this is possible, we use a simple pixel-based technique for
which the lookup is easy to describe. We consider a time series of events, i.e., a sequence
of timestamps at which the event occurred, sorted in chronological order. Since they
are sorted, looking up a particular time can be done using a binary search. The size
considered is billions of events, i.e., several orders of magnitude larger than the size of
screens, and also larger than the RAM of a typical desktop computer.

After reviewing related works, we present in Sect. 3 the details of the BiVis tech-
nique. In Sect. 4, we show that the technique can be extended, first to handle more
general time series, and then to 2D data sets. We also show that BiVis is compatible
with many existing visualization and interaction techniques: it makes them scale up
to very large data sets. Section 5 gives details about the implementation of BiVis and
some optimizations, and also provides an evaluation of the performance of the tech-
nique. Finally, we conclude in Sect. 6 by discussing how this approach could be applied
to other lookup-based techniques and by giving some potential extensions of this work.

2 Previous Work

Pixel-Based Binning. Handling large data sets has always been a relevant challenge for
the information visualization community. The definition of large has yet to be updated
regularly: in this paper, we consider as large a data set that does not fit into the RAM of a
commodity computer at the time of writing. As this limit has grown quickly through the
time, the size available on screen did not follow the same exponential growth. When the
size of data sets became comparable with those of screens, this discrepancy led to the
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Fig. 1. BiVis showing a tweets data set (abscissa encodes time; ordinate the tweet rate, hue
encodes approximation error, see Sect. 3.2).

proposition of pixel-oriented techniques by Keim et al. [29,30]. Relying on the advance
in graphical processors, exploring interactively million items data sets (the number of
pixels found on a typical screen at that time) became possible more than ten years
ago [4,13].

However, now that data sets are commonly several orders of magnitude larger than
the size of the screen, each pixel can only present an aggregation of the underlying
data. When visualizing a billion items time series on a visualization about 1000 pixels
wide as shown on Fig. 1, each pixel is, on average, the aggregation of a million data
points. In the field of databases, this problem of approximating accurate histograms
has been studied for a long time as the distribution of the values present in the tables
can be decisive to choose an execution plan [26,27,40]. The strategies that have been
proposed to perform this binning, like those aimed at commodity computers (e.g., the
Bin-summarise-smooth framework provided for the R language [49]) are not interac-
tive. Being able to provide interactive visualization of data sets at this scale requires
dedicated infrastructure, e.g., to prefetch the data in the case of the ATLAS system [8],
or to use Big Data infrastructures that are able to handle the volume and the velocity of
the data at this scale [5,20,25].

Scalability. The scalability that we aim for is a combination of visual and software
scalability, as defined by Thomas and Cook in their Visual Analytics agenda [45]. More
recently, Liu et al. proposed two kinds of scalability that refine the previous ones: per-
ceptual scalability (the fact that there are far more data than pixels) and interactive scal-
ability (the fact that visualizations should be updated interactively) [35]. They come to
the conclusion that building a histogram of the data using the pixels as bins is the way
to address perceptual scalability. This path was proved effective in the past, e.g., by
Munzner and Slack et al. in their TreeJuxtaposer tool and PRISAD system [38,43] for
trees and sequences. As for addressing the interactive scalability, Liu et al.’s imMens
system relies on precomputed levels of detail (LoDs) in the data space as are doing
Ferreira et al. in their different works [14,15]. Other systems, especially the *cubes
family [33,39,48], address this scalability by precomputing data structures allowing
efficient aggregations. Here, we use a simpler alternative that does not require heavy
pre-computations nor fixed arbitrary LoDs (for the 1D case of time series). This app-
roach is also proved valid by the Falcon system [36] that builds on similar ideas to get
interactive brushing across linked histogram visualizations. While less sophisticated
and probably less efficient, its simplicity allows us to show how to turn lookup-based
technique into progressive visualization, and this result can probably be generalized to
more complex lookup schemes such as the ones used in the *cubes family techniques.

This approach to interactive scalability is backed up by studies that show that
latency is detrimental to analysts [34], but that they are able to make judgments using
progressive visualizations [16], and that exploration is as efficient with a progressive
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tool as it would be with an ideal instantaneous one [50]. In the field of databases, work-
ing on incomplete results with bounded errors returned in bounded time is also shown to
be efficient [1]. The use of progressive visualizations in conjunction with precomputed
LoDs has also been experimented with success for web-based systems or distributed
infrastructure, where the network can introduce a bottleneck not present on desktop
applications [21,25]. The idea of using anytime algorithms to build progressive visual-
izations (i.e., visualizations that refine during interaction) is also at the heart of a visu-
alization toolkit [12]. Ultimately, the BiVis technique could be included in such toolkit
as a binning algorithm that scales with the logarithm of the data set size rather than
linearly, so that systems that support progressive visual analytics (like InsightsFeed [3])
could be build more easily.

Finally, BiVis borrows ideas widely used by the Scientific Visualization commu-
nity. The pixel-based nature of our technique is a variation on ray casting [31]. This
technique is known to reduce the complexity to the size of the screen rather than to
the size of the data set, and has been extensively used for efficient volume rendering
(e.g., [17] or [9]). We also benefit from their experience of handling data sets larger
than the computer RAM to work out-of-core, and thus to rely on efficient I/O [18].

3 BiVis Technique

BiVis operates on time series of events: each event is characterized by the time of its
occurrence. The data sets are then just a list of timestamps (e.g., the number of seconds
elapsed since a given origin) sorted in increasing order. This ordering is inherent to most
data sets: time series are acquired as the values are produced, thus their timestamps
naturally increase. The fact that the data set is ordered is crucial: it will enable lookups
in the data without performing linear scans.

At its heart, BiVis mainly computes a histogram of the data: for the time period dis-
played by the visualization, the events occurring during the span covered by each pixel
are counted, and then shown as a smoothed line chart. This rendering is performed at
interactive frame rate: an approximation of the exact counts is computed using the time
budget fixed by the program. This approximation is then refined in subsequent frames.
Finally, during interactive exploration, BiVis is able to reuse as much information as
possible from the previous view to bootstrap the rendering of the new visualization
with a good approximation. Those steps are detailed below.

3.1 Image-Based Rendering

The first principle that makes BiVis able to visualize a data set consisting of billions of
events is that it never scans the data set linearly as traditional visualization tools usually
do. The classical approach in visualization is to project the data onto the screen. BiVis
takes the opposite approach: it looks up the pixels into the data set. The difference is
the same as the one found for 3D rendering between rasterization (where geometry is
projected on screen) vs. raytracing (where pixels are projected in the geometry). This
difference matters because the size of the visualization (its width because time is 1D) is
bounded by the size of the screen (a few thousand pixels for the width of current largest
screens) which is 5 or 6 orders of magnitude smaller than a billion events data set.
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To display the time interval [tmin, tmax] of a time series consisting of the N time-
stamps of the events {ts0, . . . , tsi, . . . , tsN−1} with i ∈ [0, N−1] on a W pixels wide
visualization, BiVis first computes the W +1 borders of the pixels (Fig. 2):

t0 = tmin, . . . , tk = tmin+ k×dt, . . . , tW = tmax (1)

where dt = (tmax − tmin)/W is the time span of a pixel and k ∈ [0, W ] is the position
of the pixel border. Those borders are then looked up in the data set. This lookup can
be performed efficiently (e.g., with a binary search) since the timestamps are sorted. It
returns the indices of the events that occurred just before each pixel border, i.e.:

ik ∈ [0, N−1] such that tsik ≤ tk < tsik+1 , k ∈ [0, W ]. (2)

The density of events is then computed, giving the histogram:

hk =
ik+1 − ik
tk+1 − tk

, k ∈ [0, W −1] (3)

where, given Eq. 2, ik+1 − ik is the number of events that occurred in the [tk, tk+1[ time
frame, i.e., that are located under the kth pixel. Dividing this count by the duration of
the time frame tk+1 − tk turns the units of the histogram into event per second rather
than event per pixel. With this technique, we can count the events without the need of
processing them individually: the differences between the ranks ik+1 and ik provides a
direct access to an aggregation of the events.

The computation needed to build this histogram scales linearly with the width of the
visualization since each step is performed for each pixel. The most demanding computa-
tion is the lookup in the time series: the time needed depends on the size of the data set.
Since the lookup is performed using a binary search, the time needed scales with log2N
on average. Thus the time needed for the construction of the histogram roughly grows
like W × log2N. With N ≈ 109 and W ≈ 103, this gives about 3.2×104 lookups in the
data. Those lookups are not cheap: for data sets that can not fit in the computer’s RAM,
they involve accessing the permanent storage at random offsets. For a given machine
(see the more thorough discussion in Sect. 5), and a 4.3 billion timestamps (i.e., 32GiB)
data set that does not fit in its RAM, the linear scan of the data takes about 50s. With
this view-based rendering, the computation of a 5120pixel wide histogram takes less
than 4s. This time is still too long to explore such a data set interactively.

time

0 W

tmin tmax

k k+1 pixels

tsik tsik+1

i k
+

1 
k

tk tk+1

Fig. 2. Histogram: the borders tk and tk+1 of the kth pixel are looked up, leading to timestamps
tsik and tsik+1 ; the number of events is then the difference between their ranks: ik+1 − ik.
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3.2 Anytime Rendering

To improve the user experience while computing the rendering, BiVis turns the lookup
into an anytime algorithm. This allows the visualization to become progressive: an
approximate presentation is proposed to the user, and it is refined at interactive frame
rates. To do so, each iteration of the binary search is applied on every pixel before step-
ping to the next bisection. This outside loop is interrupted as soon as the computation
exceeds a given time budget compatible with an interactive rendering, i.e., typically
15ms (≈ 60fps). In practice, two arrays, lo and hi, keep the lower and higher bounds
of the interval in which the indices i defined by Eq. 2 are known to be, i.e.:

lok ≤ ik ≤ hik ⇐⇒ tslok ≤ tsik ≤ tshik , k ∈ [0, W ]. (4)

Algorithm 1 shows the BISECT function that refines those bounds as much as pos-
sible in the given time budget max_time. It uses a classical bisection, but with aa addi-
tional halting condition based on a measure of the elapsed time.

Instead of returning the exact indices i which may not have been reached yet, the
midpoints mid of last known bounds lo and hi are returned as their best approximations
for now. The widths of the intervals in which the indices are known to be, width, are
also returned. DISPLAY_HISTOGRAM can then be called to compute an approximated
histogram using mid (instead of the exacts i as in Eq. 3) with:

histogramk =
midk+1 −midk

tk+1 − tk
, k ∈ [0, W −1];

and width to compute an estimate of the error per pixel by averaging the errors on the
pixel borders with:

errork = (widthk+1 +widthk)/2, k ∈ [0, W −1].

Algorithm 1. Anytime bisection
function BISECT(t, lo, hi, max_time) � t, lo, hi are arrays indexed by k ∈ [0, W ]

start_time ← NOW � anytime stop
while NOW − start_time ≤ max_time and ANY(lo < hi) do

mid ← (lo+hi)÷2 � integer division
for all k ∈ [0, W ] do � bisection for each pixel border

if tk < tsmidk then
hik ← midk

else
lok ← midk +1

mid ← (lo+hi)÷2
width ← hi− lo
return mid, width

procedure DISPLAY_HISTOGRAM(t, mid, width)
histogram ← (midk+1 −midk)/(tk+1 − tk), k ∈ [0, W −1]
error ← (widthk+1 +widthk)/2, k ∈ [0, W −1]
DRAW_FRAME(histogram, error)
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Fig. 3. Anytime rendering: some steps of the binary search refinement (hue encode the error, see
below for the mapping used).

Algorithm 2 shows how this bisection is used. First, the BOOTSTRAP_BOUNDS

function computes t according to the current period of time and to the width of the
visualization using Eq. 1. It also initializes lo and hi with the indices of the first and last
events, the most pessimistic estimates for the bounds of any timestamp. After this boot-
strapping, the DISPLAY_LOOP procedure passes those values to the anytime BISECT

function. The result of the anytime binary search is then passed for display to DIS-
PLAY_HISTOGRAM. Finally, mid and width are used to update the lo and hi bounds
before looping back to the bisection.

Figure 3 shows successive frames of a progressive refinement. In practice, only few
frames are rendered: the time budget is often large enough to perform many steps of
the bisection. Here, the DRAW_FRAME procedure encodes the distance to the exact
histogram using the hue. The reciprocal of the number of steps needed to reach the
result, 1/ log2(error+2), is used: it varies from 0 (encoded using red) when the number
of steps is large, to 1 (encoded using green) when it reaches 0, i.e., when the histogram
is exact. Of course, other visual encodings of this error could be used, e.g., any of the
existing techniques aimed at representing uncertainty in data.

At the beginning of the bisection, many pixels share their midpoints and thus the
events are accumulated at the borders where midpoints are not shared, leading to the
spikes observed on the first frames. When the bisection proceeds further, those accu-
mulation are distributed more and more precisely over their actual positions.

Algorithm 2. Anytime histogram
function COMPUTE_BORDERS(tmin, tmax) � Compute pixel borders for a given screen width

return tmin+ k× (tmax − tmin)/W, k ∈ [0, W ]

function BOOTSTRAP_BOUNDS(tmin, tmax) � Compute pixel borders and initial search bounds
t ← COMPUTE_BORDERS(tmin, tmax)
lo, hi ← 0, N−1, k ∈ [0, W ]
return t, lo, hi

procedure DISPLAY_LOOP

t, lo, hi ← BOOTSTRAP_BOUNDS(tmin, tmax)
while True do

mid, width ← BISECT(t, lo, hi, 15ms)
DISPLAY_HISTOGRAM(t, mid, width)
lo ← mid−width÷2
hi ← lo+width
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3.3 Interactive Rendering

The goal is now to make the visualization interactive, and a first stage for the interaction
is to allow the user to change the view, e.g., by panning and zooming. The other stages
would be to allow the manipulation of higher steps of the visualization pipeline (e.g.,
brushing or filtering the data), but allowing the exploration of the data by navigating
inside the data set is a first challenge to tackle with such large datasets.

To do so, any interaction technique can be used, as they all boil down to update tmin
and tmax between two frames. This update invalidates the pixel borders t, and thus also
lo and hi. BOOTSTRAP could be used to recompute those arrays, but then the bisection
would start again to scan the whole data set for the pixel borders. Instead of this naive
solution, BiVis exploits the spatial coherence of the continuous interaction: the new
pixel borders may not be too far from the previous ones, so the information from the
previous bounds may be reused to compute the new bounds.

Algorithm 3 shows how this can be done. The general idea implemented by
UPDATE_BOUNDS is to lookup the new pixel borders tn into the previous ones t p, and
then to reuse the knowledge about the previous bounds lop and hip to compute good
candidates for the new bounds lon and hin.

Algorithm 3. Reusing previous pixel border approximation
function UPDATE_BOUNDS(tn, t p, lop, hip)

if tn0 < t p0 then � ensure previous interval includes new one
lop0 ← EXPSEARCH_LO(ts, tn0 , lop0)
t p0 ← tslop0

if t p−1 < tn−1 then
hip−1 ← EXPSEARCH_HI(ts, tn−1, hi

p
−1)

t p−1 ← tship−1

l, h ← 0, 0 � new bounds for each pixel border
for all k ∈ [0, Wn] do

while h <Wp and t ph < tnk do
h ← h+1

while l <Wp and t pl ≤ tnk do
l ← l+1

lonk , hi
n
k ← lopl−1, hi

p
h

return tn, lon, hin

procedure INTERACTIVE_DISPLAY_LOOP

t, lo, hi ← {ts0, tsN−1}, {0, 0}, {N−1, N−1}
while True do

tn ← COMPUTE_BORDERS(tmin, tmax)
t, lo, hi ← UPDATE_BOUNDS(tn, t, lo, hi)
mid, width ← BISECT(t, lo, hi, 15ms)
DISPLAY_HISTOGRAM(t, mid, width)
lo ← mid−width÷2
hi ← lo+width
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Fig. 4. Interactive rendering: starting from an exact view (top); zooming out while keeping known
information (second line), the center of the histograms is more precise than peripheral regions
which were not present in previous frames; and finally refining the histogram (last line).

So, for each new pixel border tnk , we look into the previous borders t p for the closest
values. Since those borders are sorted, the lookups can be performed efficiently by
iterating over the tn and t p simultaneously, avoiding the need for an extra binary search.
We then find the largest l ∈ [0, Wp] such that t pl−1 ≤ tnk and the smallest h ∈ [0, Wp]
such that tnk ≤ t ph . We then know from Eqs. 2 and 4 that:

tslopl−1
≤ tsil−1 ≤ t pl−1 ≤ tnk and tnk ≤ t ph < tsih ≤ tshiph

.

Those relations give:
tslopl−1

≤ tnk < tshiph

and the two bounds we are looking for: lonk = lopl−1 and hink = hiph .
Before performing those lookups of tn in t p, we have to be sure that they will be

found. To ensure that, if the new lower pixel border tn0 is before the previous one t p0 ,
BiVis updates t p0 and lop0 by looking up a lower bound for tn0 in the whole data set.
Similarly, if the new higher pixel border tn−1 is after the previous one t p−1, t p−1 and hip−1
are updated by looking up an higher bound for tn−1 in the data set1. Those lookups are
performed using exponential searches since we know in which direction to look and
since the bounds we are looking for are likely to be not far from the previous bounds.

By doing so, we keep all the available information present in t p, lop and hip, while
ensuring t p0 ≤ tn0 and tn−1 ≤ t p−1.

Finally, we can plug the UPDATE_BOUNDS function into our DISPLAY_LOOP proce-
dure from Algorithm 2 and get the INTERACTIVE_DISPLAY_LOOP from Algorithm 3.
It should be noted that the bootstrapping of t, lo and hi can be reduced to a simpler form,
since they will be updated to match the actual pixel borders by COMPUTE_BORDERS at
the start of each iteration of the INTERACTIVE_DISPLAY_LOOP.

Figure 4 shows Algorithm 3 at work, step by step, while zooming out from a his-
togram that is exact (top) to a larger view (bottom). We can see that during the zooming
out interaction, the central region, which was present in the previous frames, is quite
close to the exact histogram, while the peripheral regions do not benefit from previous
estimates of their upper and lower bounds, and thus need to be computed from scratch.

1 Because of a resizing of the visualization by the user, W may have changed between the
previous and next steps. UPDATE_BOUNDS use the −1 index to denote the last element in the
t or hi arrays, be it at index Wp or Wn.
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4 Extensions

In the form described in the previous section, BiVis can just visualize time series of
events characterized simply by their time of occurrence. In this section, we show that
the technique can be extended to other types of time series: discrete values, sampled
continuous values, and nominal values. We also show that BiVis can be extended to
data sets beyond the scope of time series, and give the example of large 2D data sets.

4.1 Extensions to Other Types of Time Series

To be able to build the histogram, BiVis needs to have a direct access to an aggregation
of the events for any time span. In the case of event time series, this aggregation is
the count of events associated with each pixel. This count is provided by the difference
between the ranks of the events at their borders (Eq. 3). But the rank of an event is in fact
the count of events between the beginning of the time series and the event considered.
The count below the pixel is then computed using the difference between two counts
running from the beginning.

For other forms of time series, the count of events is not sufficient, we need to access
their value. We can generalize the way the count is computed to other aggregations: we
just need to replace the index of the event by the aggregation of the values since the
beginning of the time series. Thus, provided an aggregate ak of the value from ts0 to tk
is known, the general form of histogram, can be expressed as:

histogramk =
ak+1 −ak
tk+1 − tk

, k ∈ [0, W −1].

In the case of events time series, the aggregate ak is the number of events between
ts0 and tk, i.e., ak = ik (the index such that tsik ≤ tk < tsik+1) and we are back to Eq. 3.
We do not have to store this aggregate since it is exactly the index of the timestamp,
which is given directly by the bisection. For other time series, other aggregates have to
be constructed. The general idea is to store alongside with the timestamps a sequence of
partial sums of the values instead of the values themselves, as it is done with summed-
area tables [10]. We show below which aggregate makes sense depending on the type
of values considered.

Discrete Values. Discrete values are an extension of events time series: the events
are characterized by their time tsi but also by a value vi. This kind of data is com-
monly found for event data aggregated at specific time granularities, e.g., the number
of requests handled by a server every second (or minute, etc.) In this case, if we store
the partial sums si:

si = ∑
j≤i

v j, i ∈ [0, N−1]

with the timestamps tsi, we will be able to reconstruct any partial sum by accessing
only the data at the borders of the pixels. The aggregate ak needed at each pixel border
to construct the histogram is then:

ak = sik , k ∈ [0, W −1]

with the ik defined as in Eq. 2.
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Continuous Values. Continuous values can also be represented using BiVis: the data
is then characterized by its value vi sampled at various timestamps tsi. To construct
the graph of such a series, the meaningful aggregation for the value over a given time
period is its mean, i.e., its integral divided by the duration of the interval. To be able
to construct such aggregation for any time period, we will store the sequence of partial
integrals si of the value at each timestamp. For values that are constant during intervals
between two timestamps (e.g., stock prices), an exact sum can be used:

si = ∑
j≤i

v j ×
(
ts j+1 − ts j

)
, i ∈ [0, N−1], (5)

whereas for values that are really continuous, a trapeze approximation may be more
suited:

si = ∑
j≤i

v j+ v j+1

2
× (

ts j+1 − ts j
)
, i ∈ [0, N−1]. (6)

To rebuild the aggregation at pixel borders, we have to interpolate between those
known partial integrals. So for the aggregate ak at tk, we can do a linear interpolation
between sik+1 and sik :

ak = sik +
(
sik+1 − sik

)× tk − tsik
tsik+1 − tsik

, k ∈ [0, W −1].

Nominal Values. The previous extensions all involve quantitative values. But some
time series consist of nominal values (e.g., the state of a process switching over the
time between waiting, running, and blocked). Since it is not possible to aggregates such
values using arithmetic mean, we can not simply assign different quantitative values to
each state and use one of the previous aggregation (spending half of the time waiting
and the other half blocked is not the same as spending all the time running).

Thus, the way we handle nominal values is to store a time series for each state.
Each time series encodes the fact of being in the given state with the value 1 and of
not being in this state with the value 0. By doing so, aggregation has a meaning: if the
aggregated value is .5 over a specific time span, it means that this state was active half
of the time during this period. The time series are then handled as continuous values as
seen previously using the partial sum si from Eq. 5.

4.2 Extension to Spatial Data

The BiVis technique can be applied to data sets other than time series. The only assump-
tion on which it relies is that the data is sorted, so that a bisection algorithm can be used
to efficiently find pixel borders. To show how versatile BiVis is, we have applied the
technique to 2D spatial data. Since there is no natural order in 2D, we first have to
encode the 2D positions into 1D coordinates that can be used to sort and search the
points. Once done, the data can be searched for pixel borders, assuming those borders
are also expressed in the 1D coordinate system.
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Fig. 5. OpenStreetMap planet data set (2863152191 nodes) rasterized as a 1280 × 800 bitmap,
1px ≈ (left) 32km, (center) 256m, and (right) 2m (Scales are given along the equator).

1D Geospatial Data Hashing. To encode spatial data along a single dimension, we use
a hashing: the two spatial coordinates are combined into a single coordinate. Various
schemes exist to do such a hashing, the most popular one being the Lebesgue curve

In our case we have a strong requirement on continuity: two points that are close
in the 1D space should also be close in the 2D space. This property is needed because
BiVis computes aggregations along this 1D axis, and for geospatial information, aggre-
gation is likely to make sense only for nearby areas. A better hashing scheme is then the
curvilinear abscissa along the space-filling Hilbert curve [24] since it has good locality
properties [22] (close points in 2D can be distant on this 1D axis, but they will still end
up aggregated in nearby pixels), while being easy to compute.

2D data sets are thus preprocessed so that BiVis can apply. The coordinates of the
points are normalized with respect to a bounding box. Then they are hashed with a
precision of 64bit (32bit per coordinate, which gives for example a precision of 2.4m
along the 40000km of the equator) using their 1D Hilbert hash. Those hashes are then
sorted so that the bisection method can be applied. Those preprocessing steps took
several days to complete for the OSM planet data set used below.

2D Bitmap Rasterization. To produce a 2D bitmap from the hashed data, the coordi-
nates of the center of the pixels are projected into the coordinate system defined by the
bounding box used to normalize the data. The centers are then hashed using the Hilbert
hash. The pixels are then sorted according to their hashes, and the midpoints separating
them are used as pixel borders. The BiVis algorithm can then be applied without modi-
fication to compute the anytime aggregation of the data. To produce the final image, the
histogram has to be permuted back to invert the sorting performed on the pixels centers
so that each bucket finds its place in the final image.

Figure 5 shows the result of this process for the 2863152191 nodes (2D points) used
to define all the geometries (buildings, roads, coasts, borders, etc.) present in the OSM
planet data set. The coordinates are normalized to fit the latitude and longitude into [0,1]
intervals, and rasterized at various scales in a 1280×800 bitmap. The density of nodes
is encoded by the luminance channel using a non-linear mapping: first it is normalized,
and then raised to an adjustable exponent (here .5) to allow for some interactive contrast
adjustment. The error is encoded per pixel using a superimposed red layer whose pixel’s
opacity grows with the distance to the exact image.

http://planet.openstreetmap.org/
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4.3 Compatibility with Existing Techniques

A nice property of BiVis is that it introduces no incompatibility with other visualiza-
tion or interaction techniques common for time series. The fact that the visualization is
generated at the pixel level is even an interesting properties for some of them.

Fig. 6. Multiple series: 148571 tweets sent during the State of The Union 2014 speech of the
president of the USA classified by topics, shown as (top) stacked graphs, and (bottom) braided
graphs(data from <twitter.github.io/interactive/sotu2014>).

Fig. 7. Non-linear projection: a 2D fisheye lens magnifying 4 times its circular focus region cen-
tered on Manhattan island.

Multiple Series. Many variants of time series visualization can be used as is with
BiVis: generally it is just a matter of applying them per pixel once the histograms of
each time series have been computed. There is a choice that still has to be made by the
developer when working with multiple time series: the timestamps can be shared by
all the time series, and then a single bisection is needed to compute the pixels borders.
But in this case, the column storing the cumulative sums of the values may contain
redundant values. The alternative is to store a timestamps column per series which in
return gets shorter, but this solution leads to multiple bisections. Depending on the size
of the data, and on the distributions of the timestamps, one of the approaches may
perform better and/or need more storage than the other.

Figure 6 shows 10 time series representing the 10 main topics of tweets sent dur-
ing State of The Union 2014 speech of the president of the USA. At the top, they are

http://twitter.github.io/interactive/sotu2014
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combined using the well known stacked graph technique [6]. Each time series is pro-
cessed by the bisection algorithm, and the values are stacked for each pixel without
needing further computation. At the bottom of Fig. 6, the same data set is shown using
the braided graph visualization technique [28], the braiding being computed per pixel.

Non-Linear Projections. Non-linear projections are often used in information visu-
alization: they are widespread in focus+context techniques. They have been used for a
long time, both in 1D and 2D (e.g., [19,41]). A recent example of non-linear projection
applied to the visualization of time series is the ChronoLenses system where multiple
scales can coexist on a same timeline [51]. To implement such system with BiVis, the
COMPUTE_BORDERS procedure from Algorithm 2 has just to be specialized so that
pixel borders are distributed along the time axis according to the desired distribution.

Figure 7 shows a non-linear 2D transformation: a fisheye lens that magnifies 4 times
its central circular focus region and compress 2.5 times its outer ring to connect to the
context region. The fact that the pixels are looked-up into the data makes any part of the
visualization pixel-precise, whatever the deformation is.

5 Implementation and Performance Evaluation

In this section we give some details about the performance of the BiVis algorithms. This
performance is measured on a specific implementation that relies on many technolo-
gies that, despite being advanced, are widely available. The implementation specifics,
especially how out-of-core data is managed, are described below for reference. The
prototype implementation evaluated is released for anyone to experiment2.

5.1 Implementation

The 1D and 2D prototypes are written in the interpreted Python language. They rely
on the NumPy package, which provides compiled extensions to Python for handling
raw arrays of data with the performance of native compiled code. The graphical display
and the interaction are managed using the OpenGL library and the GLUT toolkit, and
their standard Python bindings: PyOpenGL (the BiVis algorithms do not depend on the
graphical stack, any graphical backend would do).

Using Static Typing for Efficiency. Both 1D and 2D prototypes rely on our bivis mod-
ule, which implements the critical parts of the BiVis algorithms: the BISECT (Algo-
rithm 1) and UPDATE_BOUNDS (Algorithm 3) functions. This module is written in
Python, but the code is annotated with type information, which makes it suitable for
translation in C using the Cython static compiler.

2 BiVis, <iihm.imag.fr/blanch/projects/bivis/>.

http://iihm.imag.fr/blanch/projects/bivis/
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Handling of Out-of-Core Data Sets. The data sets are seen by the program as normal
arrays, but they are in fact memory-mapped files, using the NumPy memmap function
(which in turns typically relies on the standard mmap system call). It means that the data
sets are kept on-disk, but when they are randomly accessed, a page of the file is loaded
into the RAM, and is subsequently available if another random access needs it. This
whole caching mechanism is handled efficiently by the operating system, provided the
access pattern exhibits some regularity and some coherency. The advent of solid state
drive (SSD) makes this mechanism even more efficient, since they exhibit negligible
latency, even for random access. And indeed the bivis functions do not access the time
series ts sequentially, they only need to perform random access to compute their results,
and the access pattern is very coherent.

5.2 Parallelizations

The overall performance of BiVis relies also on taking advantage of the multi-core
processors that are ubiquitous nowadays to parallelize some workloads. The obvious
candidate for parallelization is the inner loop of the BISECT function (Algorithm 1)
that refines the border bounds for each pixel. This loop is easy to distribute among
multiple CPU cores since there is no dependency between the pixels: the iterations of
the loop can be computed in any order. To parallelize this loop, we rely on the OpenMP
API which provides a standardized interface to parallelize loops with threads by simply
annotating their code with pragma directives handled through compiler support. In the
best case, i.e., when all the needed data is present in RAM, the workload is CPU-bound,
and the speedup is exactly the number of cores (typically 4 or 8 on current computers).
In the worst case, i.e., when none of the data is present in RAM, the workload would
become I/O-bound, but in practice it is rarely the case: the coherency of the access
pattern makes it very unlikely that successive iterations of the loop hit totally different
pages. And even in this case, a speedup is observed, which may be due to the fact that
SSDs support some concurrency.

Another level of parallelism is implemented by the prototypes: multiple instances
can be launched on the same or different machines. They are synchronized by sharing
their interaction state through broadcasting over the network. This capability is espe-
cially useful for large screens composed of multiple monitors. One process per monitor
can be used, and they can be distributed amongst any number of computers.

Other parallelizations mentioned earlier are specific to the 2D prototype: first, the
Hilbert hash is parallelized using the OpenCL API and its PyOpenCL Python binding to
leverage the computing power of GPUs. The sorting step performed on the pixel hashes
is parallelized on the CPU using a parallel merge sort.

5.3 Performance

The first performance of BiVis is to be able to handle data sets containing several billion
of items. The only systems that can handle such data sets are those from the *cubes
family, but we do not aim at overpassing their performances, but rather at showing that
such systems could benefit from this progressive approach.
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The overall performance of BiVis is the result of the combination of the techniques
described above, which are focussed on the main bottlenecks present between the data
and the visualization shown on screen. It is also impacted by mechanisms beyond the
control of a program operating in user space, e.g., the policy used by the operating
system to manage the memory-mapped files and to keep pages in cache. When the
BISECT function performs a lookup in the data set to refine its estimates of a border, the
value could be stored anywhere from the various CPU cache levels, to the RAM, to the
cache of the SSD, to the actual SSD.

Computers. We have run our tests on two computers: desktop is a 27-inch iMac
with Retina 5K display from 2015 with a 4.0GHz quad-core i7 processor, 32GB of
1600MHz DDR3 SDRAM, a 1TB SSD, and an AMD Radeon R9 M295X graphics
card with 4096Mbit of memory; while laptop is a 13-inch MacBook Pro Retina from
2015 with a 2.9GHz dual-core i5 processor, 16GB of 1867MHz DDR3 SDRAM, a
500GB SSD, and an Intel Iris Graphics 6100 graphics card with 1536Mbit of memory.

Data Sets. We have used two kinds of data sets to measure the performance of BiVis.
First, we have synthesized events time series of various lengths. The events are gen-
erated using a Poisson process model: the delays between successive events follow an
exponential distribution. Each of those data sets has a number of event that is a power
of two. We have explored sizes from 224 ≈ 16.8 million events for the poisson-24 data
set up to 232 ≈ 4.3 billion events for the poisson-32 data set. Since each timestamp is
stored using a double precision float that needs 8 bytes of storage, the largest data set is
32GiB, i.e., ≈ 34.36GB, which is big enough to overflow the RAM available on both
computers used for the tests.

We have also used real data sets, which present distributions that are less uniform.
The first, tweet, is a collection of 3193047170 (≈ 231.5) timestamps from tweets col-
lected over one year. It needs 25.55GB to be stored. The second, planet, is the OSM
planet data set, i.e., 2863152191 (≈ 231.4) nodes, hashed and sorted in 1D along the
Hilbert curve. Each node is stored using a double precision float, and thus the data set
needs 22.91GB to be stored.

As mentioned earlier, the linear scanning of the data is often not possible. Table 1
shows the time needed to read the data sets without performing any operation on it (i.e.,
the time needed for the execution of the command cat poisson-XX > /dev/null). For
each computer and data set, two times are given: cold is the time for the first run of
the command, with the cache emptied, and hot is the time for the subsequent runs of
the same command, with the cache used by the operating system. Beyond the billion of
items (i.e., 230), the time is on the order of 10s for a cold scanning. When the size of the
file exceeds the size of the RAM (with poisson-32 here), there is no cache effect. The
laptop, which has less powerful components than the desktop, benefits from a faster
SSD.

Timing of First Exact Histogram. Figure 8 (left) shows the time needed to build his-
tograms of width 640, 1280, 2560 and 5120px (each width is the double of the previous
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one, 2560 and 5120 being the actual width of the laptop and desktop screens) for the
Poisson data sets when they are not present in cache. As we can see, those timings are
far from interactive time, but they behave nicely with respect to the size of the data: they
do not quadruple from one data set to the next as the size does. Figure 8 (right) shows
the effect of cache: the timings fall below 100ms which is the limit to build interactive
visualization.

Table 1. Time (s) to read sequentially the poisson data sets. Ranges give the variability of the
timings amongst repeated runs.

cold / hot cache 224 226 228 230 232

laptop 0 / 0 0 / 0 2 / 0–1 8 / 1–2 29–30 / 29–30

desktop 0 / 0 0 / 0 1 / 0 13 / 1 51–52 / 51–52

Fig. 8. Time (ms) to build exact histograms, for each Poisson data set, starting with cold cache
(left) and hot cache (right, areas showing the variability of the timings introduced by the cache).

Table 2. Time (ms) to achieve exact histograms of various width, on beyond billion events time
series, while taking advantage of the spatial coherency of interaction.

time (ms) 640px 1280px 2560px 5120px

laptop 6.3 ± 13 7.4 ± 10.5 8.5 ± 11.9

desktop 0.8 ± 1.1 1.9 ± 1.4 2.0 ± 1.6 2.5 ± 2.2

Timing During Exploration. The timings above do not exploit the spatial coherency
of the interactions upon which UPDATE_BOUNDS is built. To show its effect, we
scripted an interaction aimed at reproducing a typical drill-down: 100 zooming steps
scaling the visualization by 5% towards the center are interleaved with 100 panning
step translating the visualization by 5px towards the right. This scenario is repeated
with the poisson-32, the tweet and the planet data sets which are of comparable sizes.
Table 2 reports the timings by giving the average time and its standard deviation in ms
for those 200 × 3 steps for each histogram width. Timings are now below 10ms on
average, even when the data sets are out-of-core. This leaves more than 20ms to do the
actual rendering while being able to keep a frame rate above 30fps. To do the measure-
ments reported here, the bisection is allowed to run until it reaches the exact histogram.
By fixing the time budget at 15ms, we can guarantee this frame rate, at the expense of
an approximated histogram on some frames.
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6 Future Work and Conclusion

Even if the BiVis technique has not been tested as a part of a complete system dedi-
cated to visual analytics, its properties can be considered from the angle of the various
requirements for progressive visual analytics gathered by Angelini et al. [2] from vari-
ous sources, esp. from Stolper et al. [44], Mühlbacher et al. [37] and Turkay et al. [46].
The main requirements that BiVis may help address are the consequence of its ability
to quickly provide meaningful results that improve over the time. In that way BiVis
follows the first recommendation of Angelini et al.: “provide early partial results, first
processing results should be delivered promptly, while maintaining their significance
and interactivity”. The fact that BiVis provides an estimation of the error for each pixel
at each step of the interaction also makes it compliant with the second and third recom-
mendations: the uncertainty of the results and the state of the process can be observed
(provided a good visual encoding is chosen to display this information). However in the
BiVis technique, there is no steering involved from the user, and the distribution dis-
played can fluctuate a lot during the converging phase, so the other recommendations
are either not relevant or not fulfilled, which gives directions for future works.

Future Work. An interesting direction to explore is how to adapt the progressive tech-
nique proposed by BiVis to the indexing of massive data sets through multiple dimen-
sions, e.g., mixing spatial and temporal exploration of a single data set as performed by
the *cubes family or the Falcon techniques to further improve them. While those data
structures are superior than the one used in BiVis, they do not provide yet an anytime
lookup, which is key to building progressive visualisations.

The key to this adaptation is to externalize the state of the lookup (the lo and hi
indices in the case of the simple bisection) from the lookup algorithm itself. Once the
lookup algorithm is stateless, it can be interrupted and resumed at will, becoming an
anytime algorithm. The techniques from the *cubes family use lookups based on trees
which are very similar in essence to a bisection, thus their states are mostly the current
node of the index tree. The second step to build a progressive visualization is to compute
an approximation of the data (and ideally of the error made) from this lookup state. The
nodes of the index should contain enough information to build this approximation, but
this remains to be investigated.

In the future, we also would like to explore the idea of computing the histogram
with buckets of adaptative widths when the interactive frame rate requirement can not
be met, especially in the 2D case or to use knowledge of the data distribution to drive
locally the refinements like Li et al. do [32]. We will also investigate the adaptation of
BiVis to distributed architectures. Running the binning on a server, and managing the
rendering and the interaction state in a web browser is easy to achieve: the size of the
data to exchange (e.g., on a web socket) and the complexity of the rendering is limited
to the number of pixels. And since the inner loop of BiVis is parallelized, the main
challenge to distributing the technique on a computer cluster is the handling of the data,
which is a well studied problem.
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Conclusion. We have presented BiVis, a technique that allow the interactive explo-
ration of very large time series. It can be generalized to several types of data (at the
expense of some complex preprocessing step when not in 1D). BiVis leverages several
technologies and algorithms to allow the progressive computation of a histogram with
a complexity that scales linearly with the size of the view and logarithmically with the
size of the data. This pixel-based approach, together with the anytime nature of the core
algorithm, makes it suitable to explore out-of-core data sets at interactive frame rates
with a progressive visualization. We have shown that BiVis is compatible with many
visualization and interaction techniques already existing.

Acknowledgements. Figure 5 contains information from OpenStreetMap, which is made avail-
able under the Open Database License (ODbL).
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Abstract. When users interact with large data through a visualization
system, its response time is crucial in keeping engagement and efficacy as
high as possible, and latencies as low as 500ms can be detrimental to the
correct execution of the analysis. This can be due to several causes: (i) for
large data or high query rates, database management systems (DBMS)
may fail to meet the performance needs; (ii) modeling all the interactions
with a visualization system is challenging due to their exploratory nature,
where not all of them are equally demanding in terms of computation
time; (iii) there is a lack of models for integrating optimizations in a holis-
tic way, hampering consistent evaluation across systems. In response to
these problems, we propose a conceptual interaction-driven framework
that enhances the visualization pipeline by adding a new Translation
layer between the Data-, Visualization- and Interaction- layers, leverag-
ing the modeling of interactions with augmented statecharts. This new
layer aims to collect information about queries and rendering compu-
tations, linking such values to interactions in the statechart. To make
the Translation layer actionable, we contribute a software component to
automatically model the user interactions for a generic web-based visual-
ization system through augmented statecharts, in which each interaction
is labeled with its latency threshold. We first demonstrate its general-
ity on ten state-of-the-art visualization systems. Then we perform a user
study (n= 50), collecting traces by asking users to perform already estab-
lished exploratory tasks on the well-known Crossfilter interface. Finally,
we replay those traces over its generated statechart, assessing the capa-
bility to model the user interactions correctly and describing violations
in the latency thresholds.

Keywords: Visualization Systems · Visualization Pipeline · User
Interaction Modeling.

1 Introduction

Big Data analysis and exploration is in today’s world a common activity in
many domains. Due to the characteristics of Exploratory Data Analysis, data
visualization became a good solution for supporting this type of analysis. At the
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same time, designing an effective visualization system can be difficult, and must
take into account the continuous involvement of the stakeholders. For this rea-
son, among several design methodologies emerging over the years, User Centred
Design (UCD) [56] became more and more adopted. During the UCD process of
a visualization system, there are two main types of users involved: (VSD) the
visualization system designer, aiming at developing the system itself and (EU)
the end user for whom the system is designed, and who are meant to provide
accurate feedback on its development and intermediate artifacts. A key aspect
of this process is the capability of VSDs, during the continuous evaluation and
optimization activities that they must conduct with the end users, to correctly
capture their feedback. This activity usually requires multiple interactions and
the design of user studies to assess the quality of the produced artifacts. Three
problems arise from this scenario: (i) the designer would like to minimize pos-
sible confounding factors in those evaluation activities, to have them as much
effective as possible. Latency is the worst factor, being not dependent on the
specific application domain of the system under design, and capable of pro-
ducing negative effects (e.g., incorrect evaluation of proposed design choices,
disruption of mental model, drop-out from the system); (ii) the end users pro-
vide “general feedback”, not being able to identify the specific interactions or
elements hindering their experience or being capable of identify specific latency
problems. (iii) Those activities are time-consuming, require a lot of effort during
their design, and cannot easily be repeated multiple times without lowering their
effect (e.g., memory effects, etc.). Additionally, VSDs may struggle to manually
build a complete model of the user interaction space and to accurately interpret
the feedback obtained from EUs to understand which portion of that interaction
space is generating issues and what is causing them. For EUs, even latencies as
low as 500 ms can be detrimental [36,57], potentially leading to drop-outs from
the system usage, or acting as a confounding factor during the evaluation phase
of the UCD process, causing them to give biased feedback.

Looking at the problem from the system perspective, this can be due to sev-
eral causes: (i) for large data or high query rates database management systems
(DBMS) may fail to meet the performance required to maintain response times
below the desired threshold, as demonstrated by Battle et al. [12]; (ii) model-
ing all the interactions with a visualization system is challenging due to their
exploratory nature, where not all of them are equally demanding in terms of
computation time; (iii) while there exists a variety of optimization techniques
to handle this issue in specific scenarios, there is a lack of models for inte-
grating them in a holistic way, hampering consistent evaluation across systems.
Furthermore, although effective models exist for optimizing the data and ren-
dering computations (e.g., BIRCH [62], DEVise [37]), to the best of the authors’
knowledge no formal approach exists to connect known performance models in
the visualization and HCI communities with optimization strategies at the data
management level. To support VSDs in mitigating these problems, being more
efficient during the evaluation phase of the UCD process, and overall being able
to design better visualization systems, we contribute a conceptual interaction-



88 D. Benvenuti et al.

driven framework that enhances the basic visualization pipeline [41] by introduc-
ing a new layer, the Translation layer, and by automatically modeling interac-
tions using augmented statecharts [31]. This layer allows the automatic collection
of user traces, the translation from low-level events into high-level user interac-
tions, and from them to database queries and rendering information annotated
in the statechart. The augmented statechart can be automatically computed and
explored by VSDs to identify which interactions suffer from excessive latency and
hypothesize how to fix them. By exploiting the proposed conceptual framework,
it becomes possible for the VSDs to (i) automatically get a complete model of
how EUs interact with the visualization system. It can be annotated with helpful
information for optimization (e.g., latency thresholds); (ii) know in advance the
SQL queries that could be triggered from the current interaction state and (iii)
derive through them the optimized computations needed to render the results.
This information can be used to optimize the system at the required layer and
in the specific portion of the interaction space during the evaluation phase of
UCD. The optimization leads to a reduced response time that cascades into a
better user experience for EUs. Moreover, by removing the confounding factor
caused by excessive latency during the interaction, EUs will be able to provide
more accurate feedback on the system, thus improving the overall outcome of
subsequent iterations of the UCD process.

To make the framework actionable, our second contribution is a software
component for the Translation layer, the Statechart Generator, that automati-
cally models the user interaction for a generic web-based visualization system.
We first demonstrate its generality on ten state-of-the-art visualization systems.
Then, we perform a user study (n = 50) with the goal of collecting user traces by
asking users to perform already established exploratory tasks on the well-known
Crossfilter interface. Finally, we replay those traces over the generated statechart,
assessing its capability to model the user interactions completely (capturing all
user interactions) and identifying violations in the latency thresholds.

2 Motivating Scenario

We use in our motivating scenario the Crossfilter interface (see Fig. 1) for explor-
ing airline data (similar to Falcon [42]) using the Flights dataset, containing
nearly 120 million tuples. Changing the selection of the flight distance, by brush-
ing the histogram in the upper row, causes all other histograms to update in
real-time. Battle et al. proposed a benchmark [12] for evaluating how DBMSs
support real-time interactive querying of large data. They report that interac-
tions with a Crossfilter interface can generate hundreds of queries per second,
with high latencies introduced while users expect near-immediate results. This
makes it a fitting example to motivate our proposal.

Jessie, the VSD working on the design of this system following the UCD
approach, lets EUs explore data about flights during the first evaluation phase.
To evaluate and optimize the first version of the system and prepare it for the
next iteration, she needs to collect feedback about its usage from EUs. To do
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Fig. 1. An end user exploring flight performance data via a Crossfilter interface. Brush-
ing on one bar chart filters the others in real-time.

so, she chooses to use an exploratory task retrieved from the benchmark, which
requires EUs to explore all columns to respond to the following question: “Which
factors appear to have the greatest impact on departure delays?”. Sammie, an
EU performing such a task, brushes several times on each histogram of the
interface, to observe the effect on the departure delays, using the well-known
brushing and linking technique [11]. Furthermore, Sammie needs more than one
iteration to explore the data and verify which data feature (e.g., Arrival Delay in
Minutes) has the greatest impact, generating a huge number of queries. Because
of this, while Sammie interacts with the interface exploring the data, the system
fails to maintain a fast response time, beginning to lag heavily. Experiencing
such a high level of latency from the system, Sammie rapidly loses interest in
the task and drops out from the system usage due to frustration (problem 1).
She reports on the generic lag experienced and the impossibility of fulfilling the
task. Jessie ends up with inaccurate feedback about the system, more focused
on its latency problems than on the visual design choices or its efficacy. This is
due to Sammie’s poor experience because latency exceeds the threshold levels
(problem 2). Furthermore, Jessie is interested in analyzing the actual sequence
of analysis steps triggered by Sammie through interactors, since the effectiveness
of an action on the system can vary depending on what happened before it. To
do so, she would need to model the entire user interaction space of the system
and collect logs from its usage at the same granularity level (problem 3). In the
end, Jessie does not get any insight on where to focus the optimization activities,
nor does the generic feedback received help her. She spent time and resources
designing a test that proved not to be effective in informing her for the second
iteration.

Our conceptual framework is then aimed at assisting Jessie by automatically
modeling the entire user interaction space and then by capturing the specific
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latency problems (mitigating problem 3) and implementing optimizations for
them. In this way latency is reduced below a reasonable threshold (mitigating
problem 1), reflecting this in a seamless interaction for Sammie, capable of pro-
viding more accurate feedback (mitigating problem 2).

3 Related Work

As our proposal deals with modeling and assessing user interaction in big data
visualization systems, we organized the related work into three main areas: exist-
ing models for big data visualization systems, models for user interaction collec-
tion and analysis, and latency thresholds for effective data exploration.

3.1 Modeling Big Data Visualization

An interactive visualization system is designed following state-of-the-art guide-
lines for information visualization [18,53,60] and Visual Analytics [34,50]. It can
be modeled with three main blocks: a data management block, a visualization
(visual rendering) block, and an interaction block. Visualization systems man-
aging small data implement each part in an ad-hoc way, storing everything in
memory without worrying about optimizations. For big data visualization sys-
tems, data cannot be assumed to fit in memory instead. Several works have
analyzed the literature at different stages to provide an overview of Big Data
Visualization [1,35,40,49], but only a few coped with proposing frameworks for
its modeling and management. Conner et al. [20] provide an analysis of how
the visualization aspects of Big Data Visualization have been coped with from
the born of the Information Visualization discipline to the present day and how
this term and related solutions evolved. Qin et al. [48] propose DeepEye, an
automatic big data visualization framework for recommending the best suitable
visualizations for the data at hand, a set of automatic analyses on these data cou-
pled with preservation of interactivity through database optimization techniques.
While sharing with our proposal the goal of modeling the entire pipeline, they do
not have a specific focus on the user interaction as we propose, and they do not
consider exploiting user interaction for optimizations. Similar considerations are
valid for Erraissi et al. [24] and Golfarelli and Rizzi [29]. Both works try to model
Big Data Visualization, with the former focused on proposing a meta-modeling
for the visualization block and the latter augmenting it with automated visu-
alization recommendations. Galletta et al. [28] cope with requirements coming
from users in modeling Big Data Visualization. However, they target a specific
domain, telemedicine, and focus on the interpretability and ease of use of the
visualizations by physicians, not on capturing and modeling user interactions to
support the identification of latency problems. Finally, a new branch of Visual
Analytics, named Progressive Visual Analytics [10] or Progressive Data Analysis
and Visualization [25], proposed models for managing latency through the con-
tinuous visualization of intermediate partial results computed on data samples or
approximated versions of highly costly algorithms, capable of keeping the visual
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rendering and user interaction below latency constraints. Although providing
sound solutions, none of the contributions in this field considers user interaction
modeling as a driving factor to produce the intermediate partial results, limit-
ing their intervention on the data, the algorithms, or the visualization rendering
separately.

3.2 Modeling Interaction

Interactions are used for various tasks in visualization systems, modeled in a
range that covers from low-level description [2] to high-level user intent [22,55].
High-level tasks are abstract, and their concrete implementation can take radi-
cally different forms. For example, selection can be done by mouse-clicking, using
a lasso, or typing in a search box. A popular method for modeling interactions
consists in using widgets that encapsulate a visual representation and interac-
tive behavior (e.g., [5]). These widgets are connected to the main application
through callbacks or other communication mechanisms. A significant issue with
widgets is that they encapsulate both a graphical representation and a behavior,
making it hard to modify one aspect independently of the other [15,23,32,46].
To address this limitation and provide more structure to interactions, Meyers
introduces Interactors [43], using state machines to specify and implement the
interactions. While using Interactors allows for separating the visual appearance
of interaction components from their behavior, the actions performed during
interactions are open-ended and cannot be fully modeled in general. However,
in visualization, the roles of interactions are more specific, so modeling them is
possible in most cases. In addition to the work of Meyers [43], other works mod-
eled interactions as state machines [26,27,33,47]. For our framework, we rely
on statecharts [31], allowing us to run interactions while reasoning about them
simultaneously. Statecharts are high-level specifications translated into a simple
state machine through standardized semantics. Furthermore, they are mature,
standardized, well-documented, and implemented by several libraries in multiple
languages. Also, since their syntax is declarative, it can be easily extended.

A statechart is (conceptually) a simple state machine, equivalent to a directed
graph with nodes denoting states, directed edges labeled with a triggering event
and pointing to a target state. Running the state machine consists in navigating
its directed graph. It starts from a specified state A. When an event Y occurs
in that state, it searches for an edge labeled with event Y having a guarding
condition that is true. When it finds one, it then runs its transition action and
moves to target state B which becomes the current state. Statecharts can also
manage a data model, that can be tested and updated during transitions. We
use this feature to manage the data model and internal states of interactions’
statecharts.

3.3 Latency Thresholds

Big data exploration makes it hard to guarantee that latency will remain under
well-specified thresholds. The latency threshold is the maximum system response
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time before the user’s cognition starts degrading. Latency thresholds are defined
by studying threshold values of response time in various contexts. During the
interaction, if the system does not show any result before the latency threshold,
users could lose attention, be surprised, and feel that the system is unresponsive.
While many latency thresholds have been proposed, it is still unclear which val-
ues should be considered for specific interactions, making it difficult to determine
how and when to optimize interactions for big data exploration. The initial works
of Miller [39], Shneiderman [52], and Nielsen [45] are not directly supported by
empirical studies. Dabrowski and Munson [21] conducted an experiment with
the aim of discovering new latency thresholds supported by empirical results
but tied these thresholds to entire widgets (e.g., button, menu, dialog). Nah [44]
conducted a State-of-The-Art analysis by gathering information from Miller [39],
Nielsen [45], and Shneiderman [52], concluding that delay of 2 s for type 1 latency
is not acceptable. Shneiderman et al. [54] introduce an additional threshold of
3 s for “common tasks” that is useful to determine the effect that waiting has
on end users. After 3 s, end users feel like the system is slow, and start losing
focus on their task. Waloszek and Kreichgauer [57] revisited Nielsen’s thresholds
by relaxing them into ranges, introducing the 3 s category from Shneiderman et
al. [54] and extending the upper threshold to 15 s. We will refer to the categories
from this work as four latency levels, which can be seen in Table 1, of which
we will mainly use ”level 0: 0.2s” and ”level 1: 1s”. Liu and Heer [36] show the
impact that the 800 ms gap between level 0 and level 1 latency has on the end
user by providing an empirical study on macro interaction types, which they
call operations: brush & link, select, pan & zoom. Zgraggen et al. [61] show the
same impact but on the gap between level 1 and level 2 latency types through an
empirical study that contained two exploratory interfaces, exploiting progressive
data computation and visualization, with a simulated delay of 6 s and 12 s.

Table 1. Revised version of latency levels.

Level Latency Threshold Description

Level 0 0.1 (0–0.2) seconds Perceptual Level: feedback after UI input
involving direct manipulation/hand-eye
coordination (e.g., mouse click, mouse movement,
keypress).

Level 1 1.0 (0.2–2) seconds Dialog Level: finishing simple tasks (e.g., opening
a window or dialog box, closing a window,
completing a simple search).

Level 2 3.0 (2–5) seconds Cognitive Level: finishing common tasks, such as
logging in to a system.

Level 3 10 (5–15) seconds Cognitive Level: completing complex tasks, or a
complex search or calculation.

Level 4 >15 seconds
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Fig. 2. High-level description of how the conceptual interaction-driven framework
enhances the classical visualization pipeline by introducing the Translation layer.

4 Conceptual Interaction-Driven Framework

The proposed conceptual framework, visible in Fig. 2, is targeted at Big Data
exploration. The main user task it supports is the exploratory task [17], where
the user explores the visualized data through interactive means looking to formu-
late a new hypothesis that will then be tested. This task is the most demanding
in terms of latency constraints, as well expressed by Liu and Heer [36]. The
conceptual framework is built on the basic visualization pipeline described by
Moreland [41], modeled into three different layers: (i) a data layer, which collects
the relevant data through selection and applies optional binning and aggregation
operations (source); (ii) a rendering layer that uses the binned and aggregated
data (filter) to generate visualization components and computes the extent of
each rendered column to produce axes and scales (sink) (Fig. 2.a). Due to its
interactive nature, the basic visualization pipeline is generally extended with an
(iii) interaction layer, in charge of issuing queries either from dynamic query
widgets or direct manipulation of the visualization components (Fig. 2.b). Big
data exploration is made possible through the cooperation of these layers. At
the same time, each of these layers, taken in isolation, can introduce problems.
Concerning the data layer, for large data or high query rates DBMSs may fail
to meet the performance needs required to maintain response times below the
desired threshold, introducing latency and violating near real-time or real-time
interaction (technical issue 1). Looking at the interaction layer, it usually sim-
ply captures the user interactions at a low level (e.g., events of a browser) and
directly passes them to the data layer, creating high query rates even for simple
interactions (e.g., brushing operation) (technical issue 2). Additionally, mod-
eling all the interactions with a visualization system is challenging due to their
exploratory nature, where not all of them are equally demanding in terms of
computation time and latency (technical issue 3). Finally, while there exists a
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variety of optimization techniques to handle latency thresholds in specific scenar-
ios, there is a lack of models for holistically integrating them, making it possible
to identify causes of latency thresholds violations and intervene in a coordinated
way at different stages of the visualization pipeline (technical issue 4). At
the rendering layer, fully optimized query results that must be visualized by an
aggregate visualization (e.g., a heatmap) could produce a new rendering that
does not differ from the previous visualized state, wasting precious computation
resources without providing any advantage to the user (technical issue 5).
Without a connecting framework through the layers (normally organized as a
stack, see the blue blocks in Fig. 2), mitigating these issues and better supporting
VSDs and EUs becomes difficult.

4.1 Translation Layer

One of the key ideas behind the proposed framework is the addition of a fourth
layer, Translation layer, to integrate critical information coming from the other
three and effectively connect them. In this section, we provide a general overview
of its high-level functions and interplay with the layers of the basic visualiza-
tion pipeline. The Translation layer is managed during the visualization system
design, providing benefits that the other system layers cannot offer in isolation.
It is formed by three components: (i) an augmented statechart (AS), (ii) an
SQL translator (ST), and (iii) a rendering translator (RT).

Through AS, the interaction between users and the system is modeled with a
statechart in which nodes represent the set of possible contexts (i.e., the state of
the visual component during the interaction, like the cursor position or HTML
focus) and edges represent transitions between states caused by events triggered
on the visual components by the EU. Furthermore, AS labels the edges of the
statechart with desired latency thresholds. Then, ST communicates with the
data layer to translate user interactions into the corresponding queries to be
performed on the DBMS and adds this information to the labels in the statechart,
allowing it to describe the relation between user interactions and DBMS queries
furtherly. Finally, RT translates those queries into rendering computations by
communicating with the visualization layer.

As can be seen in Fig. 2, once the augmented statechart is built, the Trans-
lation layer can receive in input a high-level query fragment generated by the
interaction layer, representing a user interaction on the visualization system (e.g.,
the selection of a set of points in a scatterplot) (Fig. 2.c). Then, the fragment is
used to fetch from AS an SQL-prepared statement, representing a parametrized
query that should be instantiated and then performed on the DBMS when such
an activity is performed. The statement is then sent to the data layer to execute
the actual SQL queries (Fig. 2.d, 2.e). Knowing those queries, the Translation
layer can finally apply the rendering optimizations for the visualization layer
through RT (Fig. 2.f). In this way, our conceptual framework enables more ver-
satile management of query load driven by user actions. It provides a centralized
layer that leverages and orchestrates, rather than modify, the existing data,
visualization, and interaction layers. This property makes it adaptable to any
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existing visualization system designed using the basic visualization pipeline and
its derivatives. Additionally, it can be used to design a new system (effectively
providing optimization capabilities) or put on top of an existing one (working
only as a descriptor/detector of what happens in the implemented system).

4.2 Benefits

A key aspect of the Translation layer is its modular nature. The process carried
out is strictly bound only to the presence of AS, making its implementation
mandatory to exploit the framework’s benefits. While ST and RT can be used
to build additional layers of exploitable information on the edges of the statechart
for implementing query or rendering optimization, AS can be used in isolation
to model the interaction between the user and the system and link it to latency
thresholds. Overall, AS is central in supporting the evaluation phase of UCD. We
refer to this configuration as the evaluation configuration, capable of describing
the user interaction space and identifying violations of latency thresholds, both
locally (i.e., subparts of the statechart) or globally (i.e., global efficacy score).
This configuration provides mitigations for technical issues 3 and 4. It also allows
a VSD to exploit AS during the UCD process to automatically get the augmented
statechart modeling the entire user interaction space, solving problem 3. Then,
AS can be exploited during the evaluation phase to (i) fix the level of granularity
to be used while collecting logs from the activity of users and (ii) use such logs to
get measures related to the user experience with the system (e.g., the frequency
with which each path in the statechart is visited or the specific interactions that
effectively suffered from excessive latency), not biased by the impressions of EUs
potentially affected by latency, mitigating problem 2. More details about how
AS mitigates this issue are given in Sect. 6.

Moving a step forward, ST can be used for translating user interactions into
queries and applying optimization on the DBMS based on the SQL-prepared
statements. It is possible, for example, to count the frequency of similar or equal
statements and prioritize them in the DBMS or cache their answers, or use
them as inputs for classic DBMS optimization techniques. This step allows an
interaction-driven optimization on the data layer. We refer to this configuration
as the data optimization configuration. This configuration additionally mitigates
technical issues 1 and 2, inheriting the previous mitigations for technical issues 3
and 4. Finally, the data optimization configuration would not consider the ineffi-
ciency that even an optimized query could produce on the visualization layer. To
mitigate this problem, RT provides optimizations considering the query result
from ST and the information from AS. In this way, it could exploit the first to
manage the rendering efficiently and the second to prioritize rendering in specific
areas more used by the EUs or prone to stronger latency violations in cases in
which multiple areas of the visualization must be updated. We refer to this con-
figuration as the full optimization configuration. This is the best configuration
possible, in which also technical issue 5 got mitigated, providing solutions for all
the reported issues. The data optimization and full optimization configurations
can be exploited by VSDs during the evaluation phase of UCD to improve the
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experience of EUs with the system drastically, solving problem 1. By reducing
excessive latency during system usage, EUs can better focus and understand
their interaction with it and provide more accurate feedback. The conceptual
framework then improves the efficacy of the evaluation phase of UCD and the
quality of the corrective actions leading to the next iteration of the design phase.

Having introduced the main concepts, working, configurations, and benefits
of the whole conceptual framework, from this point on we will consider as the
reference configuration of this paper the evaluation configuration, leaving to
future works the optimization configurations.

5 The Statechart Generator

The first step to make the Translation layer actionable is building a component
to automatically model the interaction space of a visualization system, so gener-
ating AS. Such a component must be applicable to a generic visualization system
to be useful for VSDs without limiting their designs or requiring complex proce-
dures to be used. At the same time, it must be trustable by the VSD, effectively
modeling the entire interaction space that the visualization system allows. AS
was implemented through a software component, namely the Statechart Gen-
erator, which is described in the following. We refer to interaction path as the
sequence of transitions in the statechart starting and ending in the rest state, and
with user trace as the collection of interaction paths performed by the same EU.
After a thorough investigation of the possible implementation solutions and deep
state-of-the-art analysis, we ended up targeting visualization systems with the
following characteristics: (i) designed for desktop devices; (ii) working properly
on web browsers with Chromium command line interface (CLI), thus including
all the major browsers except Mozilla Firefox; (iii) implemented through event-
based techniques (the best results can be achieved with the JQuery or D3.js
libraries). Those characteristics are very common for web-based visualization
systems, making the Statechart Generator component general.

The final design of the Statechart Generator, visible in Fig. 3, revolves around
capturing the interaction events, avoiding the case in which some of them could
be masked by high-level frameworks or libraries used by the visualization sys-
tem. This goal has been achieved by instrumenting a module that, through the
Chromium CLI, retrieves all non-masked interaction information for a specified
document object model (DOM) object from the running visualization system.
Given an object of the DOM as input, it will output a list of the event listeners
registered on it, alongside their description and properties (e.g., event functions).
Thus, it can be exploited by calling it on each object of the starting DOM to
get the contextless Root Statechart, modeling all the states reachable from the
root, which we call Rest State (e.g., when the visualization system has just been
started). Then, exploiting the Puppeteer Node.js library (for the automatic sim-
ulation of human actions with a web application), a modified depth-first-search
(DFS) exploration of the visualization system interactions is started by auto-
matically triggering each detected event on the web browser and checking which
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Fig. 3. (a) Architecture of the Statechart Generator. (b) During execution, the Root
Statechart is expanded by triggering events and looking for new states in a DFS fashion.

events can be triggered from the new context (e.g., cursor position), to recon-
struct all the possible interaction paths in the application. To avoid infinite loops
(e.g., selecting the same bar of a histogram over and over) the getEventListeners
function can be invoked after triggering each event, and by comparing the new
result with the last one it is possible to understand if new information has been
discovered (e.g., if there are different numbers of listeners) or if the exploration
reached a leaf and should backtrack to a new branch. Furthermore, to avoid
the explosion of states that can be caused by specific implementations of some
visualization components (e.g., a scatterplot with thousands of selectable dots),
a mechanism to cluster together objects sharing the same interaction behavior
and parents, which we call Siblings, has been implemented. The inner working of
the Statechart Generator is resumed in Fig. 3: (i) the URL of the visualization
system is given in input to a Node.js module; (ii) the Root Statechart is built
exploiting Puppeteer and a siblings detection mechanism; (iii) the Root State-
chart is used to perform a customized DFS that outputs the Complete Statechart
exploiting both the siblings detection and a loop avoidance mechanisms. Lever-
aging on the literature analysis (see Sect. 3.3) on latency thresholds, we propose
a mapping between each atomic interaction and a latency threshold, which can
be seen in Table 2. In this way, whenever a new transition is added to the stat-
echart, it is automatically labeled with its mapped latency level. This design
of the Statechart Generator allows for drastically reducing the time required
to build a complete representation of the interaction space. It presents on this
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Table 2. Latency thresholds assigned to each interaction.

Interaction Transition Latency Threshold Source

*Zoom *in/*out Level 1 [57]

*in/*out 74-106 ms [30]

*Hover *leave Level 1 [57]

*leave/*over 74-106 ms [30]

*over Level 0 [57]

*Drag/Pan/Brush *start Level 0 [57]

*end Level 1 [57]

*end/*start/mousemove 74-106 ms [30]

mousemove Level 0 [57]

*Click onclick 197.56 ms [21]

onclick Level 0 [57]

onclick 74-106 ms [30]

comprehensive map the latency thresholds for seamless interaction. Finally, it
represents the statechart in an easier-to-read form with respect to classic inter-
action logs, by showing only semantically different states. In this way, the VSD
can obtain a comprehensible map of the interaction space of the designed visu-
alization system. At the same time, this inner complexity is masked to the VSD,
who needs to pass to the component only the URL of the visualization system
to make it work.

The source code and documentation of AS, alongside a detailed description
of validation activities and instructions on how to replicate the experiments, are
available in an OSF project1.

6 Validation

In this section, we validate the effectiveness of the proposed conceptual frame-
work in its evaluation configuration. We remember that the framework is com-
posed only of the Statechart Generator component in this configuration. We first
resume its characteristics as follows:
Claim C1 - Generality: The Statechart Generator can be executed on a
generic web-based visualization system.
Claim C2 - Completeness: The output of the Statechart Generator models
the entire interaction space of the visualization system in input.
Claim C3 - Efficacy: The statechart obtained through the Statechart Gen-
erator can be exploited to detect latency violations during the user interaction
with a visualization system, with a fine grain down to single user interactions.

1 https://osf.io/79hsw/?view only=be4e5107a18145e6b86a7eaf6109cb60

https://osf.io/79hsw/?view_only=be4e5107a18145e6b86a7eaf6109cb60
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In the following, we validate C1 by applying the Statechart Generator to ten
web-based visualization systems from the Information Visualization and Visual
Analytics literature. Then, we show how we performed a user study to collect 50
interaction traces directly from EUs with the most challenging system, Crossfil-
ter, to validate C2 and C3.

6.1 Generality

To validate the capability of the Statechart Generator to be executed on a generic
web-based visualization system, a set of ten systems was collected from the
Information Visualization and Visual Analytics literature to be used as input to
the software component. These ten systems were subjected to formal scrutiny
from four experts (two among the authors of this paper, two external), which
took both intrinsic and extrinsic information to estimate the level of complexity
of the candidate visualization system. This information was then used to ensure
the systems were chosen to spread equally across the complexity spectrum and
cover the range of existing visualization systems. An additional constraint was
for the chosen systems to be publicly available. Overall, the experts considered
the richness of the visual encodings used (number of visualizations and number
of visual elements per visualization) and the richness of interactions available (in
terms of single interactions and interaction paths). The detailed list of considered
factors to assign a level of complexity to a visualization system can be seen in
Table 4. The software ran on a virtual machine on the cloud with an eight-core
i7 CPU, 32 Gb of RAM, an HDD, and Ubuntu 22.04 (Jammy Jellyfish). The ten
chosen visualization systems with the associated level of complexity and time
required to execute the Statechart Generator can be seen in Table 3. Finally, to
assess a potential correlation between the time required to build the Complete
Statechart and the factors that we used to assess their complexity level, we
computed the Pearson correlation coefficient. From the result of this process,
visible in Table 4, we highlight a strong correlation between computation time
and (i) the number of states in the Complete Statechart and (ii) the number of
events in the visualization system.

To summarize, having not encountered any major problems in the generation
of the statecharts for the ten representative visualization systems, we conclude
that claim C1 is verified.
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Table 3. List of the ten visualization systems selected to validate the Statechart Gen-
erator, with details about their level of complexity and the execution time required to
obtain the Complete Statechart.

Visualization System Complexity Time (minutes)

DataVis [58] 568 30

Crumbs [9] 889 65

CrossWidget [5] 2532 100

Ivan [8] 2649 420

Nemesis [3] 5052 90

IDMVis [63] 5168 705

W4sp [7] 5918 1140

Radviz [4] 6458 1860

InfluenceMap [51] 8581 420

Summit [19] 16427 30

Table 4. Factors making up the complexity level of the ten candidate visualization
systems alongside their Pearson correlation coefficient with respect to execution time.

Intrinsic Extrinsic

Factor Pearson Factor Pearson

#Elements -0.205 #Siblings -0.045

#Events 0.858 Execution Time -

#Attributes and Data Fields 0.439 #Generated States 0.892

#Peculiar Events -0.281 #Generated Edges 0.645

#Peculiar Contexts 0.636

6.2 User Study

To validate claims C2 and C3, we performed a user study to collect real user
traces from the end users of a target visualization system and replay them over
the generated statechart to find potential discrepancies (e.g., missing states or
transitions, illegal paths) highlighting, in the process, response times exceeding
the thresholds. In the following, we discuss how we designed the user study.

Participants. We recruited a pool of 50 participants. 27 were in the age range
18-24, 17 between 25-34, 3 in the range 35-44, and 3 ranging from 45 to 54.
The majority of the pool consisted of males, with 34 participants, while 14 were
females, 1 answered “Prefer not to say”, and 1 answered “Other”. With respect
to education, three had a PhD, 23 had a master degree, 14 had a Bachelor degree,
and 10 had a high-school degree. Knowledge about the IT field was distributed
with 11 having advanced knowledge, 14 participants having good knowledge, 8
having intermediate one, 9 with low knowledge, and 8 with no knowledge at all
in the field.
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Procedure. The study was designed to be completed within a 1-hour session.
The users were first presented with an informative page on the study and its
goals. After providing informed consent, the users were first asked to answer
demographic questions, then they were asked to perform a simple tutorial on
an example task, to familiarize themselves with the Crossfilter interface and the
modality to submit a response. Finally, they were asked to solve four exploratory
tasks on the system. The chosen visualization system is the Crossfilter interface
shown in Sect. 2, since it is the most challenging scenario for latency and comes
with exploratory tasks. We instrumented it with the flight dataset sized at 7M
entries. The rationale behind this choice is to make sure that the system con-
figuration is managing a high quantity of data in real-time while taking into
account the remote nature of the experiment, which did not give us control over
the computer capabilities used by the participants.

Experimental Setup. Since the main goal of the study was to collect user
traces, we opted for a remote setup, requiring the user to just use a web browser.
To implement the study we exploited Stein [6], a framework that makes it possi-
ble to execute task-based evaluations on visualization systems with users, collect-
ing their interaction logs. To host the experiment online and collect the results,
we used PythonAnywhere. At the end of the experiment, the user traces were
automatically uploaded to a remote repository.

Tasks. The following four exploratory tasks were retrieved by the work of Battle
et al. [12]: (T1 ): ”How many flights were longer than four and less than six
hours?”; (T2 ): ”Which two-hour window (during time of day) contains more
flights with longer arrival delays?”; (T3 ): ”Which factors appear to have the
greatest effect on the length of departure delays?” and (T4 ): ”How do distance,
departure delays, and both distance and departure delays together appear to
affect arrival delays?”. They were chosen for their complexity and exploratory
nature, which required the user to explore all the dimensions of the dataset under
analysis and the relations that could potentially exist among them in order to
fulfill each task.

Objectives. The objectives of this user study were to collect user traces to
validate claims C2 and C3. To validate C2, we (i) compute the statechart of
a candidate web-based visualization system through the Statechart Generator;
(ii) collect the traces of the user interaction with the chosen system and (iii)
replay the collected traces over the statechart to check their compliance [13,38]
(e.g., missing states, illegal paths). To validate C3, we (i) collect the system
response time for each interaction while replaying user traces; (ii) compare such
measures with the latency thresholds labeled on the statechart and (iii) identify
and quantify violations. Concerning the replay of the collected traces, this step
has been conducted to eliminate potential latency introduced by the internet
connection of each participant. We have automatically replayed traces on the
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statechart using Selenium, that: (i) counted how many times each edge of the
statechart has been traversed; (ii) recorded how much time was required to
reproduce each interaction; (iii) labeled latency violations. Finally, the violations
have been counted and classified, both in total and split for each exploratory
task. In particular, we assigned to each violation a severity, Level Distance (LD),
defined as follows: LD = measured latency level - latency threshold.

Fig. 4. Stacked bar chart showing how many violations were highlighted by the user
study, divided by task and by Level Distance.

Results. Concerning claim C2 , we evaluated it with the following formula:
completeness = (# replayed interactions included in the statechart)/(# total
replayed interactions). Results show that no missing states/transitions or ille-
gal paths were encountered while replaying the 8481 collected user interactions
contained in the user traces on the statechart (completeness = 1).

This result validates claim C2 . Joining it with the result for claim C1 allows
us to conclude that the contributed Statechart Generator can model the user
interaction space of a generic web-based visualization system completely. Con-
cerning claim C3 , we evaluated it with the following formula:
efficacy = 1 - [(# recorded violations)/(# total interactions)].

The rationale of this formula is to quantify the saving in the number of inter-
actions to analyze for the VSD with respect to the entire user trace from an
EU. We report the results averaged for all the participants. A participant on
average executed 169.62 interactions and evidenced in the worst case as many as
5 latency violations. Applying the formula results in an efficacy equal to 97.05%.
The VSDs experience a strong reduction in the number of interactions to analyze
(violations, and) to provide optimization for, with respect to the full user traces.
Preliminary results on perceived latency show similar efficacy: for example, par-
ticipant P49 declared a perceived high level of latency for all the tasks while
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executing a total of 199 interactions. Without using our framework, the VSD
should have looked at all of them. By using our framework, the VSD must focus
only on the 5 identified violations resulting in a saving of 97.49% in interactions
to analyze. In this case, the EU feedback was too broad and not accurate, while
the proposed framework helped in identifying correctly only the true latency
violations. Focusing on the Level Distance, Fig. 4 shows the violations in latency
thresholds found while replaying the user traces, split by task. We highlight that
task T4 introduced the majority of violations, while the tutorial introduced the
most critical ones. This was expected, since it was the most difficult task, making
users explore data deeper than in the others, while in the tutorial not having
a clear goal made the users freely interact with the system in a highly variable
way (e.g., rapidly brushing back and forth). All the recorded violations were only
caused by two types of interaction: mousemove and brush mousemove. This is
easily explainable by the nature of the Crossfilter interface, which exploits brush
for selections and mouseover for inspection of precise values. As can be seen in
Table 5, the Departure Time and Airtime in Minutes visual components were
the ones that introduced the most violations, with six each. In contrast, the
Flights Selected visual component did not present any violation, as it is the only
non-brushable visual component of the entire system. Finally, Fig. 5 highlights
which paths in the statechart produced more violations while replaying the user
traces (a), and how many times each interaction was performed (b). Interest-
ingly, the grey portion of the statechart identifies paths never taken by any user.
We explained this result as a consequence of the task formulation, which asked
to focus on visual components outside the grey area. This information can be
helpful to a VSD to better comprehend how EUs interact with the system and
for optimization strategies that can prioritize the other areas of the statechart.
In particular, three cases can be identified: (case 1) in which latency violations
with medium LD were discovered in an interaction path not frequently taken by
participants; (case 2) in which violations were discovered in a path frequently
taken and (case 3) in which no violations were discovered in a path frequently
taken. Paths belonging to (case 2) should be prioritized for the VSD inspection,
followed by paths belonging to (case 1). Paths belonging to (case 3) allow quan-
tifying a visualization system’s effectiveness in supporting the intended EUs.
Quantitative measures computed on these path sets can prove helpful for the
VSD in comprehending the results of the evaluation phase of UCD.

This thorough analysis of latency violations clearly shows that by labeling
the statechart with latency thresholds, it is possible to easily highlight violations
when replaying user traces, thus supporting claim C3 .



104 D. Benvenuti et al.

Table 5. The violations found while replaying the user traces over the Complete Stat-
echart, divided by triggering event and visual component.

Visual component mousemove brush mousemove

Departure Time 4 2

Distance in Miles 1 1

Arrival Time 0 2

Airtime in Minutes 1 5

Arrival/Departure Delay 2 3

Flights Selected 0 0

Fig. 5. The Complete Statechart (rectangles are edge labels) of the Crossfilter interface
mapped with: (a) discovered latency violations; (b) paths frequency. Three scenarios
are highlighted: SC1, in which there are medium violations in a path not so frequently
taken; SC2, in which violations were discovered in a path frequently taken; SC3, in
which there are no violations in a path frequently taken.

7 Discussion and Conclusions

In this paper, we presented a novel conceptual interaction-driven framework
enhancing the basic visualization pipeline through the addition of the Trans-
lation Layer. This layer allows for modeling the user interaction space of a
generic visualization, collects data about experienced latencies, and identifies
latency violations for future optimization. We made the conceptual framework
actionable, in its evaluation configuration, through the implementation of the
Statechart Generator component. It was initially tested for generality on a set
of ten representative visualization systems. A user study (n = 50) demonstrated
the capability to automatically model the entire user interaction space of a visu-
alization system (mitigating problem 3) and to correctly identify and describe
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violations in latency thresholds when a user trace is replayed on top of it (miti-
gating problem 2). Applying optimizations for these specific violations, the VSD
obtains a more responsive visualization system, improving the experience of the
EU (mitigating problem 1). By using the proposed conceptual framework, we
identify as the first benefit for the VSD the easy automatic modeling of the
interaction space, which does not depend on low-level implementation details,
through the statechart description. The VSD can comprehend the interaction
paths present and their characteristics. The generated statechart can be used
for statistical analysis of post-hoc event-based traces to understand which parts
of the visualization system are the most traversed and for which tasks so to opti-
mize the design accordingly. By exploiting the annotated latency thresholds, it
is also possible to distinguish between latency-sensitive and latency-insensitive
interactions automatically. In this way, the VSD can focus on applying optimiza-
tions only for the interactions that truly need it. The EUs inherit benefits from
the reduced latency by experiencing a responsive system. In this way, they are
supported in expressing more focused feedback on the effective support of the
visualization system to the intended exploratory task.

Looking at the limitations, while the Statechart Generator showed general
support for any web-based visualization design that can be specified using exist-
ing visualization languages such as D3.js [16] , we experienced from our test-
ing activities some minor incompatibilities with HTML Canvas, moving objects
(e.g., Origraph [14]), the native Javascript apparatus alert and Vega, that will
be further investigated in future activities. Some interesting insights come from
a recent work on this matter [59]. Additionally, in the current state the identifi-
cation of violations can happen only during the usage of a system by EUs. We
are working on an automatic violations detector to allow the simulation of user
behavior, trained by the traces collected during the user study, to relax this lim-
itation. We also plan to conduct dedicated evaluation activities with VSDs, to
collect quantitative feedback on the benefits this conceptual framework enables
for them, and with EUs, to measure gain in usability and perceived smoothness
during the usage of visualization systems. Finally, we intend to continue work-
ing on the remaining components, ST and RT, to include optimizations that will
allow the conceptual framework to express its full potential, providing support
to the VSD even for optimization.
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Abstract. The use of different locomotion techniques such as walking
or teleportation affects the way people explore and build an understand-
ing of complex data in immersive visualizations. We report results from a
quantitative user study (14 participants) comparing the effect of room-
scale real walking versus teleportation on information search and task
performance in a word-cloud immersive visualization. Participants per-
formed an ordering task and we measured performance, post-task recall,
workload and flow. Results suggest that room-scale real walking favors
interaction and short-term recall but could imply higher workload.

Keywords: locomotion · data visualization · virtual reality ·
information search · information foraging

1 Introduction

The way we move in the world plays an important role on how we process
information and generate knowledge [14]. Likewise, the use of different locomo-
tion mechanisms to explore immersive data visualizations [22] affects people’s
ability to access, interact and make sense of complex information spaces [1].
While many locomotion techniques have been proposed for moving in immersive
environments [9], only a few have been studied in the context of Immersive Ana-
lytics (IA henceforth) [12,18], i.e., the use of MR technology to aid data-powered
understanding and decision making [22].

Teleportation is the most widespread locomotion scheme in Virtual Reality
(VR) applications [4] due to its simplicity and the flexibility it offers to virtual
environment designers. However, previous work has shown multiple benefits of
embodied VR locomotion mechanisms such as real walking (e.g., spatial orienta-
tion [8], search tasks performance [27] and mental map building [28]). Advances
in HMDs and tracking technologies have enabled the creation of room-scale
immersive experiences in which walking can be used without imposing hard
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Fig. 1. Summary of the experiment. a) The word-cloud visualization and the virtual
environment. In the bottom left corner a sphere accompanied by a floating UI represents
a word in the word-cloud. Relevance is encoded through node radius, font size and a
numeric value that increases linearly with relevance. b) Task: find the four most relevant
words and order them in decreasing order using the slots. c) Participants moved using
either point-and-teleport or real walking within the boundaries of a floor tracked area.

design constraints for the virtual environment [28], and many solutions to sup-
port space-constrained real walking have been proposed [6].

Being IA an incipient research area [10,29], it is still unclear to what extent
the benefits of more embodied locomotion mechanisms can be leveraged for the
design of effective immersive exploration of data visualizations that adapt to
the (different) bodily and cognitive abilities of the users [29]. To this end, we
conducted a user study comparing the effect of two common locomotion tech-
niques in VR (room-scale real walking and teleportation) in relation to informa-
tion search and task performance. The study required participants to perform
a searching and ordering task while immersed in a word-cloud visualization.
Results suggest that room-scale walking can foster immediate recall and engage
users in exploration and interaction. Task workload was higher for unconstrained
room-scale walking, even thought it was the preferred modality.

2 Related Work

In IA systems, users seek to derive conclusions from a dataset presented as an
immersive visualization. The process starts by determining relevant data for the
task at hand (information foraging), and then a more holistic understanding is
gained analysing such data in what is known as the sensemaking loop [24].

Most of the empirical studies in IA have addressed the sensemaking loop [11],
including research to enhance the clarity of data representations [19], explore the
impact on insights generation [25], and identify sensemaking strategies [21]. Our
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work focuses on the previous phase, which involves exploring the data space,
and filtering and selecting the items of interest. Kwon et al. [19] investigated the
benefits provided by different data representation layouts letting aside cognitive
aspects. Reski and Alissandrakis [25] evaluated the information foraging process
in terms of flow and workload. We followed a similar approach in our study,
exploring how the different locomotion mechanisms may impact this process.

Locomotion is a basic task to allow the exploration of virtual environments
and requires the implementation of mechanisms to move the user viewport on
demand [30]. While many locomotion techniques have been proposed for moving
in VR (e.g., [4]), their application to the exploration of immersive data visu-
alizations is still underinvestigated, especially when comparing joystick-based
interfaces and physical room-scale walking.

Many studies show that real walking can result on better performance on
tasks such as navigation and wayfinding [23], visual search [27] problem solving
and evaluation of information [31]. There exist comparative studies regarding
locomotion techniques applied to various kinds of immersive visualizations, some
of which involve physical locomotion (e.g., 3d biological structures [20], scatter-
plots [31]) or teleportation (graphs [10]), but these two widespread locomotion
techniques have not been compared directly in a room-scale IA task.

Our study is the first comparing real walking and teleportation in room-scale
virtual environments for an Immersive Analytics task. Additionally, while pre-
vious work on locomotion techniques in IA has focused on assessing the task
performance in the data analysis process [21], we explore the impact of locomo-
tion on information lookup search factors such as recall, flow or workload.

3 User Study

We designed an experiment to compare room-scale real walking (W ) and point-
and-teleport teleportation (TP) [5] for an immersive lookup and ordering task.
The main goal was to explore the effects of embodied versus non-embodied loco-
motion techniques in a room-scale word-cloud visualization in terms of both task
performance and reportedly sensemaking-related metrics.

3.1 Research Questions

We designed the study to address the following research questions:

RQ1 Does the use of a specific locomotion technique in VR (walk-
ing/teleportation) yield benefits in terms of recall, flow or workload?

H1 Scores for the Flow subscale of the FSS Questionnaire are significantly higher
for the real walking experimental condition: TPflow < Wflow (see [15]).

H2 Participants remember a significantly higher number of words of the word
cloud when they are exposed to the real walking experimental condition:
TPrecall < Wrecall (see [3]).
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H3 The NASA-TLX score for participants is significantly lower in the telepor-
tation experimental condition: TPwkload < Wwkload (see [20]).

RQ2 Does the use of different locomotion techniques lead to significant
differences in task performance (e.g., accuracy, completion time) for
a immersive analytics lookup and ordering task?

H4 Task performance differs across conditions: TPtskP �= WtskP (see [23]).

3.2 Virtual Environment and Immersive Visualization

We developed an immersive word-cloud visualization, designed to mimic 2D
word-clouds [17]. Instead of relying on 3D text rendering, we combined 2D text
and a 3D spherical element to represent datapoints (words) as well as their
features in the visualization. Figure 1a shows an overview of the visualization,
where a set of spherical nodes (each of which is accompanied by a floating UI),
display a word and a numeric value. The visualization is composed of 110 words
or concepts, where each concept is represented in space by a sphere placed in
a given position within a virtual room, accompanied by a panel displaying its
associated label. The visualization was built on top of a dataset about the 2017
Catalonia conflict [7]. The word-cloud was designed ad-hoc (no clustering, no
displayed semantic relationships) and words were scattered around the environ-
ment in order to provide participants with an egocentric view of the raw data
space that required its exploration. We carried out a pilot study to calibrate the
difficulty of the task, control the distance between the most important words
to prevent them influencing performance, and determine whether participants
could both read the words comfortably and manipulate them without jumping
or crouching heavily. Distinct words within the system differ from one another
in terms of: (1) the radius of its linked sphere, (2) the size of their label and (3)
the number accompanying the word label. All of these visual features encode
the relevance of a word within the dataset, where larger means more relevant.
Relevance matches the number of occurrences of each word in the corpus of
documents.

3.3 Experimental Task Description

Participants were asked to locate the top 4 words (in terms of relevance criteria)
and order them in decreasing order by placing them within a set of reserved
hollow boxes we refer to as ordering slots, located in a wall of the virtual envi-
ronment (see Fig. 1b). The pilot study allowed us to choose the number of words
to order so that the task was not too time consuming yet not trivial.

The study comprises two experimental conditions: real walking versus tele-
port. In the walking condition, participants could physically move around using
real walking. In the teleport condition, a raycast-based teleporting mechanism
[5] allowed participants to move around the environment while staying station-
ary in the real world. Each participant was exposed to a single experimental
condition (between-subjects design).
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Participants were introduced to the visualization before carrying out the task.
They were informed about the theme of the dataset (“politics”), as well as the
fact that words differed in terms of an objective relevance metric. Participants
were explicitly told to perform the task as accurately as possible (no hard time
constraints were imposed). All participants were immersed in the same exact
word visualization and started the experiment at a fixed position in the scene.

3.4 Apparatus and Materials

The experiment took place in a laboratory equipped with an Antilatency
floor tracking area (3 m × 4.8 m) within whose boundaries participants were
instructed to carry out the task (see Fig. 1c). A Meta Quest 2 headset was used
to present the virtual environment to participants.

3.5 Participants

A total of 14 participants successfully carried out the experiment (3 female) age
range 24–55 years (M = 31.4, SD = 9.76). Most of the participants (11) had
technical backgrounds (e.g., engineering). Only 5 participants had a moderate
to high level of experience with VR. Half of the participants wore prescription
lenses during the experiment. Recruitment was made by means of social network
advertising and physical notice advertising in our university campus. After com-
pletion, each participant was awarded a 10 euro gift card. The experiment was
approved by the university’s research ethics board.

3.6 Procedure

Each full session took around 30min to complete and comprised 4 phases.
Informed consent and pre-experiment questions: a researcher explained
the purpose of the experiment and asked the participant to fill an informed
consent form and a short demographic questionnaire along with information
regarding possible confounding variables.
Training: The researcher presented the VR headset and controller devices to
be used during the session. The participant was also informed about the safe
boundaries. The researcher helped the participant to put the headset on and
enter the virtual environment. The participant went through a tutorial in the
virtual environment, which showed how to perform the basic interactions enabled
(namely grabbing nodes, inserting them in slots, moving around, and toggling
contextual information) according to the experimental condition (W or TP).
Task execution: Once feeling confident with the controls in VR, the participant
was introduced to the lookup and ordering task: finding the 4 most relevant words
in an immersive word-cloud representation and placing them in decreasing order
in the ordering slots. The participant explored the virtual space and wandered
around, interacting with nodes to generate the final ordering, while articulating
what she was doing. The experiment ended once the participant was satisfied
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with the ordering (see avg. completion times in Table 1).
Post-experiment questionnaires: After the task, three questionnaires were
handed over to the participant in order to extract information about words
recalled, task load and flow.

3.7 Interaction Methods

All interactions in the immersive application were performed using the Meta
Touch controllers. Holding down the LH joystick allowed teleportation via point-
ing towards a destination and releasing the joystick. Participants could also grab
words and toggle extra information about an element in the virtual world. Both
could be achieved by pressing both triggers on the controllers (i.e., closing the
fist) on a virtual element.

3.8 Data Collection and Measures

We collected quantitative and qualitative data before, during and after the task
execution phase. Gathered data includes the English level of participants, their
academic level, their business area and their experience with VR. We collected
the following metrics during task execution: travelled distance, number of inter-
actions performed (manipulations and toggles), task completion time, ordering
errors, and number of slots left empty. In the post-task phase, participants were
asked to fill out three questionnaires: (1) a custom short-term recall question-
naire (we asked for most relevant and also any recalled word), (2) the NASA
TLX [16] (workload) and (3) the Flow Short Scale that aims to measure the
cognitive flow of the participants [26].

Table 1. Summary of results. Avg. values and standard deviations are listed for all
measured variables and experimental conditions. Statistically significant differences for
a variable are marked with an asterisk (*) p ≤ 0.05 with α = 0.05.
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4 Results

To tackle RQ1, we performed hypothesis testing to analyze the differences in
questionnaire scores across experimental conditions. To address RQ2 we ana-
lyzed the performance metrics captured during the task execution phase of the
experiment. The Shapiro-Wilk method was used to assess the normality of values
for each set of measures. We performed a two sample t-test (dof = 12) for data
that satisfied the assumption of normality or a Wilcoxon rank-sum test other-
wise. Spearman’s correlation was used to support relationships among measured
variables. Table 1 depicts the results of all quantitative analyses performed.

Information Search and Locomotion Technique: Regarding the FSS ques-
tionnaire metrics, we found that Reported Challenge level was significantly
higher in the W condition using a Wilcoxon Rank-sum test (t = 2.324, p =
0.01). No significant differences were found for any other subscale.

Regarding short-term word recall, we found statistically significant differ-
ences in the number of recalled words out of the whole word-cloud, with results
of a t-test supporting our hypothesis of higher recall in the W condition (t =
2.368, p = 0.0186). No significant differences were found across experimental
conditions for words recalled in the top 4, neither ordered nor unordered.

With regard to task workload, we found statistically significant differences
across experimental conditions, with teleportation showing lower workload after
a Wilcoxon Rank-sum test (t = 1.81, p = 0.035). Moreover, we found a statisti-
cally significant difference in Performance using a t-test (t = 2.091, p = 0.029).
No other NASA-TLX subscale score difference was found to be statistically sig-
nificant.

Locomotion Technique and Task Performance: The number of manip-
ulation gestures performed by participants in the W condition was found to
be notably larger than the number of interactions in the TP condition (t =
2.066, p = 0.019). No significant differences were found regarding number of
toggle interactions. We found no statistically significant differences regarding
task completion time across conditions. Eleven participants were able to com-
plete without errors, while the remaining 3 made a single error (when deciding
the word in fourth place). Additionally, users of the W condition were found to
travel a longer virtual distance according to the results of a t-test (t = 1.966, p
= 0.037).

5 Discussion

Contrary to what we expected, no statistically significant differences were found
in terms of flow between the experimental conditions, therefore, there is no
evidence to support H1. Participants were reported to feel significantly more
challenged in the W condition, however this did not seem to lead to increased
flow. We argue that, while the challenge level contribute to flow [15], our lookup
task might not provide a sufficient challenge-skill balance that could have lead
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to observe significant differences. Anxiety levels were very similar in both exper-
imental conditions and correlated positively to errors in the task (C = 0.604),
which aligns with previous work regarding attention [13].

Results support H2 and suggest that the use of physical locomotion (i.e., real
walking) is a better fit for activities involving immediate recall. We argue that
these differences in terms of recall might be due to teleportation inducing disori-
entation in users, often associated to a lack of optical flow [2]. On the contrary,
participants performance dropped when asked to recall the top 4 words (order
and unordered). We argue this is due to the fact that most word acquisition
happened during the initial exploration of the environment. To further quantify
the benefits of real walking, future designs shall focus on comparing navigation
schemes for tasks whose main goal involves recall.

The W condition led to higher workload, which supports H3, consistently
with previous work [20]. It may be explained by the fact that participants
performed more interactions with data in the walking condition. Results on
self-reported performance scores suggest that participants were more confident
about their actions in the W condition. We found a positive correlation between
the number manipulations gestures participants performed and reported perfor-
mance (C = 0.656), all of which suggests that walking seems to foster interaction
which seems to influence recall at the expense of a higher workload.

We found two significant differences on task performance (H4): travelled
virtual distance and manipulation count. Travelled distance was higher in the
W condition, which aligns with previous work [32]. Distance positively correlate
to the self-reported performance (C = 0.615), so participants seem to feel more
accomplished in the walking condition because (1) they exploit free navigation
and cover a larger data space in a similar amount of time and (2) they leverage
manipulation more. This is analogous to the results reported in [31].

The results come with limitations. We handed over the NASA TLX question-
naire right after the recall questionnaire, which may have introduced noise in the
workload scores, even though we reminded participants to reflect only about the
ordering task performance. Participants had mostly an engineering background,
which limits generalisation.

6 Conclusions and Future Work

We compared room-scale real walking and teleportation with respect to infor-
mation search in an immersive word-cloud visualization. Results suggest that
walking affords users to recall more words immediately after the task. Partic-
ipants seemed more willing to interact with data when they walk around and
workload was found to be lower whenever they made use of teleportation. Our
study constitutes a step towards the development of benchmarks to evaluate IA
interfaces not only in terms of performance but also regarding aspects such as
information search and exploration.
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Abstract. Industrial process tomography (IPT) is a specialized imaging
technique widely used in industrial scenarios for process supervision and
control. Today, augmented/mixed reality (AR/MR) is increasingly being
adopted in many industrial occasions, even though there is still an obvi-
ous gap when it comes to IPT. To bridge this gap, we propose the first
systematic AR approach using optical see-through (OST) head mounted
displays (HMDs) with comparative evaluation for domain users towards
IPT visualization analysis. The proof-of-concept was demonstrated by
a within-subject user study (n = 20) with counterbalancing design.
Both qualitative and quantitative measurements were investigated. The
results showed that our AR approach outperformed conventional settings
for IPT data visualization analysis in bringing higher understandabil-
ity, reduced task completion time, lower error rates for domain tasks,
increased usability with enhanced user experience, and a better recom-
mendation level. We summarize the findings and suggest future research
directions for benefiting IPT users with AR/MR.

Keywords: Augmented Reality · Industrial Process Tomography ·
Optical See-through Head Mounted Display · User Study

1 Introduction

Industrial process tomography (IPT) (Fig. 1.a) is a dedicated and non-invasive
imaging technique which is pervasively used in manufacturing scenarios for pro-
cess monitoring or integrated control [23,35,42–44,52,56,57]. It is an effective
mechanism to extract complex data, visualize it and interpret it for domain
users [5,20,44,54,58]. Due to the speciality and professionality of IPT, some ris-
ing technologies are therefore harnessed for both experts and laymen to perform
complex tomographic data analysis to improve their productivity and efficiency.
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Fig. 1. Conceptualization of our proposed AR approach for IPT visualization analysis.
a): The specialized IPT controlled industrial process is implemented in a confined
environment. b): The IPT data visualizations originated from different processes are
imported and displayed in OST HMD AR. c): Users engage with relevant data analysis.
d): User equipped with the proposed AR environment by an OST HMD interacting
with the visualizations for further analysis.

Through augmented reality/mixed reality (AR/MR) [49], a now highly popular
technique which superposes virtual objected into the real world [29,30,51,60],
it is possible to provide the digital information extracted from intricate tomo-
graphic data to the front view of users. As a representative human computer
interaction technology, AR consolidates the interplay between digital objects
and human subjects with immersion based on a powerful and interactive AR
visualization modality [26,41,53]. Such usage has still not become mainstream
in most industries but a moderate number of research projects have successfully
demonstrated its value [48]. Yet, wide adoption of AR within IPT is scarce due
to the lack of technology fusion, and challenges such as hardware limitation and
ease of use [59].

AR features an exceptional characteristic that establishes immersive expe-
riences where users intimately interact with the virtual object floating in front
of their field of view [3,7,61]. With the rapid development of hardware tech-
nology, Wearable head-mounted display (HMD) AR has become widespread in
many contexts since it enables interaction between physical objects coupled with
digital information using human hands [25]. Under this circumstance, manipu-
lation tasks that require interaction with the virtual objects can be achieved
more accurately and quickly than when using conventional tangible interfaces
[6,28]. Optical see-through (OST) HMDs occupy the majority of contemporary
AR contexts due to their ability to use optical elements to superimpose the real
world with virtual augmentation [40]. This differs from video see-though AR
where the camera calibrating is realized by handling the captured image: in an
OST AR system, the final camera is the human eye, and thus there is no cap-
tured camera imagery to process [27]. With the ability of displaying manifold
data in a more perceivable and interactive way [14,21], applying AR to generate
interactive visualizations for user-oriented tasks is often the preferred choice, and
not only for industrial applications [1,19,33,34,39]. More specifically, it has been
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proven that OST AR can insert virtual information into the physical environ-
ment with visual enhancement for human observers to control, thus improving
the performance of information-dense domain tasks and further adding to its
appeal to industrial practitioners [15,22].

While industrial AR has attracted considerable attention among researchers
and engineers, the gap between this emerging technique and actual IPT sce-
narios still remains [59,63]. Recently, some practitioners have acknowledged the
high value and potential of AR to be adopted in a variety of IPT-related sit-
uations. The combination of IPT and AR is seen as a thriving methodology
since AR has the capacity to handle sophisticated 2D/3D data in an immer-
sive, interactive manner, under the premise that IPT is used for monitoring
and controlling confined processes. When combined, AR and IPT have a strong
potential for visualization and interpretation of complex raw data [12,36,37].
The visualization supportablity and interactivity of AR is well justified in some
IPT-controlled processes, including visualizing fluid mixture for stirred chemi-
cal reactors [32] and providing in-situ collaborative analysis in remote locations
regarding numerical data [36]. Nonetheless, even though plenty of mobility has
been brought about, there is no research into the essential interaction between
IPT data visualizations and domain related users with the aid of OST AR.

In this paper, we offer a novel AR approach which concentrates on the
interaction between data visualization from IPT (Fig. 1.b) and pertinent users
(Fig. 1.c) to allow them to easily observe and manipulate the visualizations with
high immersion. The target domain users are those who are in need of getting
involved with IPT to any extent. We propose deploying AR/MR applications
to tackle the practical problems stemming from the specific area (interactive
IPT visualization analysis). The main advantage of the proposed methodology
is that it initiates, to our knowledge, the first mechanism for furnishing IPT
users with OST HMD AR with comparative evaluation to communicate with
informative visualizations for better comprehension of industrial processes. The
AR system employs Microsoft HoloLens 2; one of the representative OST HMDs
(Fig. 1.d), as the fundamental supplying equipment to create the AR/MR envi-
ronments. The source data derived from the IPT supported industrial processes
is always formidable to understand, so needs straightforward and precise patterns
to be visualized and interpreted. Our proposed approach provides a systematic
framework which adopts accurate 2D/3D IPT data visualizations and supplies
interactive analysis that is comprehensible to domain users regardless of their
IPT experience. We carried out a comparative study to demonstrate the superi-
ority of our AR approach on bringing interactive visualization surroundings as
well as eliciting better contextual awareness. We envision our AR approach to
benefit any areas where users deal with IPT visualization analysis. The main
contributions of this paper are as follows:

– Proposing a novel AR approach for domain users to perform contextual IPT
data visualization analysis using OST HMDs, with better understandability,
task performance and user experience.
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– Designing and implementing a comparative study with user testing to prove
the effectiveness of our proposed AR approach compared to the conventional
method and acquiring early-stage feedback.

The structure of this paper is as follows: The background and motivation
are narrated Sect. 1. Section 2 presents state-of-the-art related works of using
AR with IPT for interactive visualization in related contexts. Section 3 com-
prehensively presents of the proposed AR approach, including system overview,
contextual stimulus, and the apparatuses. Section 4 offers experimental design
and implementation for evaluation. Section 5 discusses insights and limitations.
Finally, Sect. 6 draws concluding remarks and future work.

2 Related Work

AR/MR and derivative techniques are gradually appearing in more industrial
contexts [8,45] due to AR offering computer-generated virtual and context/task
related information in-situ for users [24]. The interactivity derived from AR tech-
nology regarding virtual visualizations in various industrial application scenes
has particularly been advocated by researchers over the past few years.

2.1 Augmented Reality Visualizations for Industry

Over a decade ago, Bruno et al. [10] developed an AR application named
VTK4AR, featuring that functionality which uses AR to scientifically visualize
industrial engineering data for potential manipulation of the dataset. The many
requirements of applying AR within industrial applications have been summa-
rized by Lorenz et al. [31] as they enumerate the user, technical, and environmen-
tal requirements. Mourtzis et al. [34] proposed a methodology to visualize and
display the industrial production scheduling and monitoring data by using AR,
empowering people to supervise and interact with the incorporated components.
In industrial manufacturing, a comparative study conducted by Alves et al. [1],
demonstrated that users who replied on AR based visualizations obtained better
results in physical and mental demand in production assembly procedures. Even
more specifically, Büttner et al. [11] identified that using in-situ projection based
spatial AR resulted in a significantly shorter task completion time in industrial
manual assembly. They designed two assisting systems and proved that the pro-
jection based AR outperformed HMD based AR in ease of use and helpfulness in
their context. Avalle et al. [2] proposed an adaptive AR system to visualize the
industrial robotic faults through the HMD devices. They developed an adaptive
modality where virtual metaphors were used for evoking robot faults, obtaining
high effectiveness in empowering users to recognize contextual faults in less time.
Satkowski et al. [46] investigated the influence of the physical environments on
the 2D visualizations in AR, suggesting that the real world has no noticeable
impact on the perception of AR visualizations.
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Fig. 2. The block diagram of our proposed AR approach. The user starts the procedure
by wearing the OST HMD. The immersive experience is then created, which accom-
modates the multiple IPT data visualizations for supporting interactive analysis. The
user feedback is then obtained.

2.2 Augmented Reality for Industrial Process Tomography

Even though the volume of intersection research between AR and IPT is not sub-
stantial, other researchers have been investigating diverse pipelines of applying
AR to generate interactive and effective visualizations for complex tomographic
process data. Dating back to 2001, Mann et al. [32] exploited an AR application
to visualize the solid-fluid mixture in a 5D way in stirred chemical reactors oper-
ated by one breed of IPT–electrical resistivity tomography (ERT). A few years
later, Stanley et al. [50] directed the first study of applying ERT to a precipi-
tation reaction process by using AR visualization to display images shown in a
suitable format. Zhang et al. [59] conducted a need-finding study investigating
the current status and prospective challenges of AR in IPT. They pointed out
that there is a great potential of deploying cutting-edge AR technique among
IPT practitioners. A new solution to visualize IPT data, leading to collaborative
analysis in remote locations, was proposed by Nowak et al. [36]. More specifically,
their team also explored a more in-depth AR system with a more advanced but
still preliminary prototype which created an entire 3D environment for users to
interact with the information visualizations characterizing the workflow of IPT
with better immersion [37]. The OST HMD AR was satisfactorily adopted in the
experiment they conducted but there were no specific interaction and evaluation
included. Later, Zhang et al. [62] formulated a novel system to generalize IPT
within the context of mobile AR, and directed a proof-of-concept implementa-
tion where an AR framework was developed to support volumetric visualization
of IPT, especially to yield high mobility for users but without involving any
practical user testing. Sobiech et al. [47] conducted an exploratory study on user
gestural interactions with general IPT 3D data by involving HMD AR, affirming
the initial adoption of AR in interacting with IPT data, however, no compari-
son to conventional tools and no structured user study were engaged either. At
present, there is to our knowledge no systematic research into framing the use
of OST HMD AR for IPT data visualization analysis and comparing it with the
conventional tools through constructive user studies.
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3 Methodology

3.1 System Overview

Our AR system is designed as an interactive approach to accommodate users
with immersion to interact with different visualizations originated from IPT
monitored contexts. A schematic diagram of the system is shown in Fig. 2. The
practical embodiment of our approach is an AR application with switchable
options for different modalities of visualizations being placed accurately in front
of human eyes for desired immersion [17]. Users launch the AR app after putting
on the OST HMD. This enables them to manipulate visualizations, generated
from IPT supervised processes, with their hands. As displayed in Fig. 3, the IPT
visualization is cast as a floating object in our AR context, while users are sup-
ported to intimately drag (grabbing the visualization to force the motion as it
deviates from the original position), rotate (grabbing the edges of the visual-
ization to turn or spin it around its central point), zoom in/out (grabbing the
edges of the visualization to adjust it’s level of magnification), and execute other
physical manipulations (moving, flipping, aligning, etc.) in order to get deeper
understanding of the data and perform further analysis. The virtual objects in
front of the users’ eyes are at a proper distance and completely visible within the
field of view of the OST HMD, so they can view all the content shown. The pro-
vided AR interaction formulated for users towards these intricate tomographic
data visualizations is deemed to be the most striking attribute, and has not been
indicated in any previous IPT scenarios. Furthermore, a user feedback compo-
nent is involved in this approach to appropriately appraise this AR system. We
designed and implemented a comparative user study to evaluate our proposed
methodology and gain early-stage feedback, which is presented in Sect. 4.

3.2 Stimulus

The contextual data used in this study was acquired from a microwave drying
process for polymer materials monitored by a specific genre of IPT – microwave
tomography (MWT). This imaging modality was applied to detect the mois-
ture levels and distribution of the polymer material through specific tomogra-
phy imaging algorithms [38]. Three different visualizations were employed in this
study, obtained from three dissimilar MWT drying processes including two in 3D
and one in 2D, as 3D figures incorporate more information regarding the polymer
materials used in the process. The three visualizations were positioned individ-
ually in three interchangeable interfaces with three virtual buttons arranged on
the right-hand side to switch to another. An example including one 3D visu-
alization and the buttons are shown in Fig. 3. As displayed, different moisture
levels are rendered with distinct colors and marked A, B, C and D, denoting
low moisture area, moderate moisture, the dry part, and the high moisture area
respectively. The annotations were created based on the physical understanding
by the domain expert tightly correlated to the process. Nevertheless, it is critical



Playing with Data 129

Fig. 3. An example scene of the user interacting with one of the three visualizations
derived from IPT in AR environment. Different colors and the annotations represent
different moisture levels of the polymer material after the microwave drying process.
Virtual buttons 6 for switching to alternative visualizations are located on the right
side. (6 The darker background and white grid lines were only visible during the app
activation and the screenshot capture process, but not visible during the experiment.)

for users who intend to deal with IPT related analysis, regardless of their exper-
tise, to fully understand the contextual information for in-depth visualization
analysis.

3.3 Apparatus

For the environmental configuration of our AR system, we used Microsoft
HoloLens 2 glasses; the specialized OST HMD with one dedicated application
developed on it. This HMD weighs 566 grams with a built-in battery, and
has see-through holographic lenses, a SoC Qualcomm Snapdragon 850, and a
second-generation custom-built holographic processing unit. All of these char-
acteristics enable the user to wear it freely and comfortably. The AR appli-
cation was developed with Unity3D 2020.3.20f1 and Mixed Reality Toolkit 2.7
(MRTK). MRTK is an open-source development kit for creating MR applications
for Microsoft HoloLens and Windows MR devices. It provides a number of fun-
damental components to build user interfaces and interactions in mixed reality
settings. The MRTK components “NearInteractionTouchable” and “NearInterac-
tionGrabbable” were combined in this application to provide hand tracking and
touch input on the visualization figures. Additionally, the offered “ObjectMa-
nipulator” component was utilized to allow users to grab and move the figures
with their hands, with gestures like translation, rotation, and scale enabled. Fur-
thermore, three virtual buttons were created for switching between visualization
figures using the “PressableRoundButton” component. For the conventional visu-
alization analysis settings, a 16-in. MacBook Pro (3072 * 1920) with the operat-
ing system macOS Monterey version 12.3.1 was used to conduct the comparison
study. The actual tool used for users to observe and manipulate the data visu-
alizations in the conventional setting was Matlab_R2021_a (the common tool
used in IPT related visualization and analysis [38]) with visualization window.
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4 Experiment Design

A user study was conducted to find out whether our proposed AR approach,
offering interactive and immersive experience for communicating with IPT visu-
alizations, was superior to customary in-situ data analysis pertaining to support-
ing users’ understandability and user experience. The main realization of this
study was two different scenarios where the engaged participants encountered
two different environments; our proposed AR approach to interact with the data
representations with the aid of OST HMD; and the conventional setting using
an ordinary computer with 2D screen and Matlab (only the visualization win-
dow was utilized for the experiment). Three tasks were designed towards IPT
contextual visualization analysis for the participants to implement. We selected
the within-subjects principle and examined all the participants in both scenar-
ios, and their performance when dealing with the data visualizations by means
of several specific domain tasks. To precisely investigate the feedback as well
as mitigate the order effect from the displacement of the two environmental
settings, we followed the counterbalancing design principle [9]. We divided the
participants into two groups (AR-first group equipped with the AR approach
and baseline-first group equipped with conventional computer involving a 2D
screen at the beginning) with ten people in each. The AR-first group was first
equipped with our AR system to complete the tasks, then they were shifted to the
conventional computer with 2D screen for the same tasks while the baseline-first
group was treated in the reverse order. After task completion, each participant
was directed to fill in a post-study questionnaire followed by a short interview
session. The total study duration was 12–18min. As aforementioned, the ulti-
mate goal of the designed system was to assist domain users for better in-depth
comprehension of the IPT data, allowing better visualization analysis through
the AR technique. Therefore, the following hypotheses were made in our study
regarding IPT contextual data visualization and task performing:

– H1: Our proposed AR approach can obtain better understandability for users
compared to using the conventional setting.

– H2: Our proposed AR approach can contribute to a lower task completion
time and fewer task errors.

– H3: Our proposed AR approach has better usability for users to interact with
IPT data visualizations.

– H4: Our proposed AR approach has a greater recommendation level than the
conventional setting.

4.1 Participants

Twenty participants (n = 20, 12 self-identified male and 8 self-identified female)
aged between 24 and 41 (M = 30.1, SD = 4.78) were recruited by either e-mail
or personal invitations at a local university. All the participants were proficient
in dealing with most of the computer operations within the MacOS system. They
were first asked about their familiarity and prior experience with AR in general



Playing with Data 131

as well as any previous exposure to IPT. Only two reported occasional expe-
rience with AR while four had previous experience with IPT. The proficiency
of Matlab was not considered since the participants were merely required to
conduct the tasks within the Matlab visualization window through simple oper-
ations without any coding procedures or data creation. Participants were then
evenly and randomly divided into the AR-first group (n = 10) and baseline-first
group (n = 10). None reported any kind of discomfort when wearing the HMD
while each completely finished the whole study procedure, and none reported
circumstances of mis-seeing any virtual objects through HoloLens 2. The study
was conducted in a bright and spacious function room without any other dis-
tractors. We acted in strict accordance with the Covid-19 rules in each step of
the study. Each participant was rewarded with a small gift for helping with the
study. All the data collection conformed with the ethical guidelines of the local
university where the study was carried out.

4.2 Procedure

All participants signed an informed consent at the beginning of each session,
which stated that there would be no personal information collected and that
they could quit the study at any time. They were also told that the sessions
would be audio-recorded, but all recordings would be treated confidentially, and
references would only be made in a purely anonymized form for scientific analysis.
All participants had sufficient time to read the consent form and ask questions
before signing it. Due to the high professionality and complexity of IPT, the
data generated is usually difficult to interpret by outsiders, even some experts.
Hence, we started our study with a concise but detailed introduction about the
study background, including the fundamental schematic of IPT, the source of
the data visualizations, and the basic information about the visualizations used
in this study. Before we began with the actual study sessions, we calibrated
the Microsoft HoloLens glasses for each participant by helping them follow the
instructions from the built-in calibration functional module. A short pre-training
session was implemented to get the participants familiarized and adapted to the
HMD and the AR application used.

The entire study procedure is displayed in Fig. 4. Participants were required
to complete three micro tasks regarding three selected figures to become famil-
iarized with the IPT data visualizations as well as interacting with them in-situ.
Each person had the identical opportunity to use both our AR system and the
conventional tools to complete the tasks. Figure 5 shows an example scene of a
participant being equipped with the two different environmental settings. They
were also told they could convey real-time feedback in any form during the task
implementation. The first task was called Observation, in which the participants
were required to inspect the three visualizations (one 2D and two 3D figures),
reading the introduction for five minutes but free to move to the next task of
they felt ready. This was to familiarize them with IPT and also consolidate the
information. After that they went onto the second task – Manipulation. This
required them to interact with the visualizations by dragging, rotating, and
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Fig. 4. Flowchart of our user study with counterbalancing design.

zooming in/out with either the AR context in the OST HMD or Matlab visu-
alization window in the conventional computer. When manipulating with the
AR glasses, they were free to walk around the visualizations to carry out the
designated interactions. The last task was Understand-n-Select, where they were
required to select four from a number of annotated pre-marked areas represent-
ing different moisture levels of the polymer materials on the three figures. The
“Understand” component referred to that the participants had to understand the
questions given related to IPT and annotations marked on the visualizations. The
“Select” component implied that participants commenced doing practical tasks
after understanding. All figures (2D and 3D) were shown identically in each
environmental setting but the participants had to select four different areas by
switching from one environment setting to another (they informed the authors
the answers after the selection). The questions presented to the two settings are
listed below.

AR Approach:

– For Visualization 1, select the one area of moderate moisture level.
– For Visualization 2, the two areas of high and low moisture levels.
– For Visualization 3, select the one area of low moisture level.

Conventional Setting:

– For Visualization 1, select the two areas of high moisture level and dry area.
– For Visualization 2, select the one area of moderate moisture level.
– For Visualization 3, select the one area of dry area.

Participants were not allowed to refer to previous information when doing the
tasks. We measured the task completion time (TCT) and the error rate of
Understand-n-Select merely, since we believed it sufficient that it represented
the hands-on task performance of the IPT visualization analysis. After task
completion in both of the settings, a post-study questionnaire containing a few
questions with quantitative scales to rate was completed. Finally, everyone was
asked to attend a short interview session.
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Fig. 5. User study example scene of the two environmental settings. a: AR approach–
the participant equipped with the OST HMD is interacting with the three IPT visu-
alizations studied in this paper for data analysis. Note: the three visualizations are
not placed together in one scene as the figure shows; they are placed individually in
three different switchable interfaces in the AR app. b: Conventional computer with
2D screen–the IPT visualization is placed in a Matlab visualization window for par-
ticipants to interact with. The 2D figure represents the surface information while 3D
figures represent the volumetric information of the polymer materials used in the study.

4.3 Qualitative Results

We compiled the results collected from the post interview sessions and real-time
feedback of the participants during the study. The qualitative measurements
generalized by a thematic analysis are presented in this section. The real-time
feedback was conveyed spontaneously by the participants and recorded by the
authors. For the post study interview, we asked the participants several subjec-
tive questions regarding what they liked and disliked about the tasks regarding
our AR approach as well as the comparison between the two tested environmen-
tal settings. Concerning privacy and anonymity, we denoted the participants
as P1 to P20 when recording the real-time feedback and encoding the interview
answers. Based on the codes, we derived three themes: in-task understandability,
interaction-based usability, and user experience.

Theme One: In-Task Understandability. It became apparent that the AR
approach contributed to the understandability of the tasks’ complex IPT data.
Nearly half of the participants reported that the AR approach assisted in their
understanding of the tasks, as it enabled convenient observation and offered
useful information. For instance, when doing the tasks in the AR setting, P7
commented: “Now I understand the introduction better when playing with these
[the figures] in AR” and P15 remarked: “It’s really helpful for me to understand
the IPT by observing the visualizations in a 3D space”. For similar reasons, P8
reported: “It was convenient to manipulate the visualizations near me, which was
good for tasks”. Furthermore, some owed their preference for the AR approach
over conventional computers by articulating “3D objects present more informa-
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tion in the glasses” (P5) and “I think I can see more content by rotating the
figures with my hands by AR” (P18). In contrast, none of the participants men-
tioned the understandability when using the conventional computer. This indi-
cates that, as compared to traditional computers, the AR approach excels at
making IPT data tasks more understandable, which supports our H1. Further-
more, a certain degree of evidence for our H2 is shown by the fact that when
the participants had a better knowledge of the IPT data, they were less likely
to commit errors in task completion.

Theme Two: Interaction-Based Usability. Usability of high interactivity is
the most frequently mentioned aspect of the AR approach. Almost all the partic-
ipants commented that the approach presented high usability in an immersive,
interactive manner, whereas they deemed the interactivity of the conventional
interface undesirable: e.g., “it was difficult to rotate and amplify them [the figures]
in Matlab window especially when I wanted deeper observation, but it was very
convenient to observe them [the figures] in AR” (P3), and “It was nearly impos-
sible to manipulate the figures in the computer. It felt nice to interact with an
object in 3D” (P5). Such remarks pointed out the manipulation of quality enabled
by the AR approach. In essence, they helped confirm H3 by acknowledging the
approach’s better usability for user interaction with the data visualizations than
conventional computers. Moreover, the participants provided further explana-
tions for the high usability perceived, as they gave credit to intuitive hand ges-
tures and immersive 3D space distance. As for hand gestures, for example, P4
reported: “To use my hands to manipulate the figures in 3D is preferable”. P9
reported: “It felt very intuitive to move the objects [the figures], and zoom in
becomes easier”. In addition, some who had visualization-related experience in
Matlab discovered: “It was easy to switch to another figure in AR by my hands.
There is no need to generate different codes as I usually did in Matlab” (P10).
When it comes to space distance, some found that the close distance from the
3D objects to them contributed to the interaction and usability, and remarked
that “In AR, it was amazing to see the figures can be manipulated in desired
way. I could make them [the figures] closer to me and see them more clearly”
(P4), and that “The interaction is really nice. It was cool to closely interact with
the figures” (P8). Comparatively, P14 affirmed: “It’s super hard to zoom in the
figures and it’s impossible to move them in Matlab visualization window since
the positions are fixed”. To summarize, the AR approach achieved its satisfying
usability mainly by allowing for immersive interaction, which enabled partici-
pants to manipulate the data visualizations in the 3D space using their hands.

Theme Three: User Experience. Finally comes the theme of user experience
offered by the AR approach, which most participants found to be favorable. Some
described their use experience as pleasant: e.g., “The interaction with the figures
in AR was adorable. It made me feel pleasant” (P2), “It felt nice to interact with
them [the figures] in 3D” (P8), and “It was amazing to see AR with interaction”
(P9). Some discovered that “The immersion was really nice” (P7), and that “The
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3D visualizations made me feel real” (P3). In addition, some deemed the task
completion process enjoyable, because they “had fun exploring 3D space” (P1),
“The interaction in AR was interesting” (P5), and “The interactive method in AR
was easy to use. I enjoyed exploring the objects [the figures] there.” (P9). It can be
seen that most participants gained good user experience when interacting with
and explore the data visualizations immersively. Conversely, most participants
expressed negative attitudes towards performing the tasks in the conventional
computer. For example, P1 reported that “I could not do it properly in Matlab,
but AR gave me gunny experience”, P4 reported that “It was nearly impossible to
manipulate the figures in the computer”, and P8 reported that “It was horrible to
interact with the figures in the computer”. In other words, the AR approach has
the potential to provide more enjoyable experiences than those frustrating ones
experienced with conventional computers, which addresses H3 to some extent.

4.4 Quantitative Results

We present our quantitative measurements here. The independent variables were
identified as the two different environmental settings. From the study process
and post-study questionnaire, five metrics – TCT, understandability, error rate,
usability, and recommendation level employed as dependent variables were inves-
tigated. The TCT was merely measured from Understand-n-Select since this task
is representative for practical IPT visualization analysis. To test the understand-
ability, a 7-point Likert scale was adopted for participants to rate the level of
the two environmental settings helping with understanding complex IPT data.
The error was also exclusively collected from the third task when users were
supposed to select the designated areas. The largest number of errors was four
in each environmental setting. Every error, if one occurred, was noted during
the study and the error rate was thereby calculated by the authors. The system
usability scale (SUS) [4] was harnessed to quantify the usability. We uniquely
investigated the recommendation level by asking the participants the extent (the
7-point Likert scale) of recommending the two environmental settings. We sta-
tistically analyzed the collected results to identify any significance among the
four metrics evaluated. Normality was checked as a prerequisite.

Understandability. This metric was targeted to justify H1 which states that
the proposed AR approach has a better impact in facilitating IPT visualization
analysis. Since the requirement of normality of the collected data did not suffice, a
Wilcoxon signed-rank test (non-parametric dependent t-test, confidence interval
(CI) 95%) was then implemented to verify the statistical significance. The result
showed that the understandability of the AR approach (M = 5.75; SD = 1.36)
elicits a statistically significant lead over the conventional setting (M = 3.00,
SD = 1.41) in IPT contextual understanding (Z = −2.290, p = 0.022). Actually,
the median understandability levels were rated as 6 and 3 for AR approach and
conventional setting respectively as shown in Fig. 6.a. Also, it shows most of
the participants perceived a much higher understandability level with the aid of
OST HMD AR in contrast to the conventional settings.
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Fig. 6. Statistical results between the AR approach and the conventional setting. a:
The distribution of the understandability levels (1 to 7) rated by participants. b: The
distribution of task completion time (s). c: The distribution of the error rate (0.00 to
1.00). d: The distribution of the SUS scores representing usability (0 to 100). e: The
distribution of the recommendation levels (1 to 7).

Task Completion Time (TCT). The TCTs in the Understand-n-Select task
verified H2. As we elaborated, the reason we only measured the time periods
generated from this micro-task was due to them representing the practical IPT
visualization task solving. Since the normality of the data was confirmed, a
dependent t-test (95% CI) was implemented which determined that the mean
TCT used with the AR approach (M = 17.56, SD = 5.31) possessed a statisti-
cally significant decline compared to that consumed by the conventional setting
(M = 25.66; SD = 9.49), (t(19) = −3.967, p < 0.001), as shown in Fig. 6.b.
The median TCT with the use of AR was 16.47 while that of the conventional
setting (24.05) had a noticeable lead (nearly 8s). In other words, participants
obtained an obvious performance improvement with our proposed AR approach
when conducting IPT related visualization analysis.

Error Rate. The numbers of errors were gathered to investigate H2 as well.
After the error rate was calculated, we conducted the normality test but it did
not show normal distribution on both of the groups. Likewise, we implemented
a Wilcoxon signed-rank test with 95% CI to measure the significance of the two
tested scenarios. The result indicated a significant difference between the error
rate of the AR approach (M= 0.02; SD= 0.07) and that of conventional setting
(M = 0.19; SD = 0.19) with Z = −2.271, p = 0.023. As shown in Fig. 6.c, the
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distribution plot shows that participants with AR equipment tended to generate
much lower error rates when conducting the IPT domain tasks in comparison to
being placed in front of the conventional computers. Noteworthily, most of the
participants committed 0 errors during the task completion in AR.

Usability. H3 was designed for examining the usability of our methodology.
The fiducial SUS questionnaire was engaged to evaluate the practical usability
of the proposed AR approach in helping with IPT visualization analysis. The
individual scale values were collected and then calculated to obtain a final SUS
score for each participant. A pre-requisite normality testing was implemented
and the SUS scores showed normal distribution over the two group conditions.
Here, a dependent t-test (95% CI) determined that the mean usability in the AR
approach (M = 72.71, SD = 13.12) differed statistically from the usability in
the conventional setting (M = 29.38; SD = 11.03), (t(11) = 6.614, p < 0.001).
As illustrated in Fig. 6.d, the median SUS score achieved by the AR approach
had an evident lead to conventional setting, implying that satisfactory usability
of the proposed AR approach is fully disclosed. In fact, the majority of the
participants admitted a substantial exceeding in usability and user experience
of the AR method, compared to the conventional settings when tackling IPT
contextual visualization analysis.

Recommendation Level. This metric was harnessed to demonstrate H4. Dur-
ing the study, each participant was asked to rate how likely they would recom-
mend the two different approaches. As the normality of the collected data was
not exhibited, we used a Wilcoxon signed-rank test to identify the statistical
significance of the recommendation level. The result indicated that the reported
recommendation level from the AR approach (M = 5.70; SD = 1.30) elic-
its a statistically significant superiority to the conventional setting (M = 2.45,
SD = 1.61) in IPT contextual visualization tasks (Z = −3.366, p < 0.001). As
Fig. 6.e shows, the median values of the recommendation level were calculated
as 6 and 2 for the AR approach and conventional computer with 2D screen
respectively as shown in Fig. 6. This shows that most of the participants were
willing to recommend the OST HMD AR in contrast to the conventional setting
regarding IPT related visualization analysis.

5 Discussion

5.1 Findings

Through the qualitative and quantitative measurements, we rephrase our main
findings as follows. When it refers to IPT related visualization and analysis:

– The proposed AR approach with OST HMD can provide better understand-
ability compared to conventional computers with 2D screen.



138 Y. Zhang et al.

– The proposed AR approach helps users obtain a lower task completion time
and fewer domain task errors.

– The proposed AR approach can provide better user experience with higher
usability regarding interactions.

– The proposed AR approach is preferred by users.

5.2 Reflections

In this study we proposed a framed AR approach to benefit users in the context
of IPT visualization analysis. Due the reason that we intended to bring portable
AR devices with virtual IPT data visualizations while having the capacity to
monitor the ongoing industrial processes in reality, we embraced the AR tech-
nique instead of virtual reality (VR). The proof-of-concept of the AR framework
was achieved in HoloLens 2 and the evaluation of a within-subject user study
with counterbalancing design was implemented based on the 20 recruited par-
ticipants to verify the four raised hypotheses. The qualitative and quantitative
resolution demonstrated better understandability for users facing complex IPT
data, a lower error rate in related IPT domain task performing, and advanced
usability for offering exceptional user experience compared to the conventional
setting.

The total duration of the study fluctuated around 15min, which was advis-
able and did not cause tiredness of participants in line with our observation.
Following [18,55], the “Gorilla arm” effect of fatiguing arms might occur if inter-
acting with tangible/virtual displays for too long, especially in XR environments.
We did not consider this as a drawback since our study lasted for an appropri-
ate duration and the effect of the time period on analytical tasks was beyond
the scope. However, this factor should be considered as an inspiration for future
study design.

Generally, the raw data derived from specialized IPT monitored industrial
processes are difficult to interpret [37], requiring more advanced tools and tech-
niques for users to conduct in-depth visualization analysis. Our approach offers
a complete conceptualization with the realization of an immersive AR method
with the aid of OST HMD towards IPT. Our participants were highly favorable
towards its interactive features. In particular, the convenient and immersive
interactions were highlighted by them to facilitate better comprehension on IPT
data, since the conventional settings did not provide the corresponding functions.
While no previous work emphasized this, we structured a systematic AR frame-
work with high interaction capabilities for IPT users. In addition, this attribute
further facilitated our users’ understanding of IPT which resulted in better task
performing. Especially, according to Beheiry et al. [16], the immersive experience
of VR which makes people feel spatially realistic of 3D data can lead to a “wow”
effect by users. We believe that our AR approach brings similar immersion and
“wow” effect to users, contributing to high user satisfaction, which is deemed
to be an advantage of the proposed methodology since few IPT practitioners
have been exposed to AR. Applied to the industrial world, we see the approach
enhancing the user experience of a related tooling environment.
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Another important property to be realized is the ubiquity and knowledge
transferability of the proposed AR approach. It is noteworthy that most of the
participants praised the effect of our AR approach of enabling them to under-
stand the context of IPT which resulted in favorable domain task performance.
As most of the participants had little experience in IPT, we are therefore encour-
aged about the potential for our method to bring outsiders to this specialized
technique for domain supporting. Additionally, although the data used in this
study was generated from a specific IPT – MWT, the diverse genres of IPT have
high transferability since they comply with similar mechanisms and imaging
principles [62]. It is fair to say that the superiority revealed in our AR approach
is highly transferable to different genres of IPT.

5.3 Limitations

Even though we obtained early-stage satisfactory results, we have to acknowl-
edge that there still exist some shortcomings. Foremost, the virtual buttons for
switching different figures in the AR application were reported as not sensitive
enough even if they worked well in this study, particularly due to the limitations
of the AR device’s distance detecting technology. This could require users to press
for longer than they would with physical buttons, causing fatigue and affecting
task performance. Additionally, the buttons were designed to be medium in size
and positioned on the lower right side of the participants’ field of view so that
they did not interfere with their manipulation of 3D figures. This could cause the
buttons to be relatively small, far, and inconvenient for users to touch. Finally,
the lack of haptic feedback may cause confusion when interacting with the vir-
tual buttons, even though visual and aural feedback was provided by the buttons
to show whether users had hovered and pressed the button or not.

To address these issues, future editions of the application could experiment
with other button positions, sizes, and feedback mechanisms, as well as incorpo-
rate advanced hand gesture recognition technologies. Larger buttons, for exam-
ple, might be shifted to users’ top right side while allowing flexibility for move-
ment by users. Incorporating haptic cues would also improve the user experience
when interacting with virtual buttons.

Although hand gestures in AR space are intuitive and highly close to what
people commonly do in physical reality, some participants reported a tiny dif-
ficulty when the app was initiated. There could be a brief tutorial about basic
operation gestures when the participants activate the app, for instance, a short
guided video where a pair of virtual hands show how to seize and rotate the
virtual objects by pinching fingers and moving arms could be instructive.

Nonetheless, even though the obtained results were satisfying as early-stage
feedback, we admit that the experiment itself and the contextual IPT data were
monotonous and small scale. To rectify this, the number of participants engaged
could be enlarged and more types of experimental design for evaluation could
be added. The stimuli in this paper had only three visualizations derived from
different industrial processes supervised by the specific MWT, which lacks diver-
sity. More manifold data from other genres of IPT could be examined to make
the results more robust.
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6 Conclusions and Future Work

In this paper, we proposed a novel AR approach with OST HMD for users
to immersively interact with the specific IPT data visualizations for contex-
tual understanding and task performing. As the first mechanism of furnishing
IPT related users with OST HMD AR, three key findings were explored from
our proposed approach. The early-stage advantageous understandability, reduced
TCT, lower error rate, greater usability, and higher recommendation level of the
methodology were reflected through a within-subject user study. We brought
this technique to traditional industrial surroundings, filling the gap between AR
developers and IPT domain users. We observed its superiority over the current
standard IPT visualization analytical environment, indicating that the immer-
sion in 3D AR outperforms conventional 2D screen computers in enhancing con-
textual understanding and user experience.

In future, we will firstly concentrate on upgrading the AR app by improving
the design of the virtual buttons on the interface, especially focusing on the
size design, the touch sensitivity, and the design of the haptic feedback of the
buttons as aforementioned. Correspondingly, we will give more early guidance
for users to get better adaptation with the app. In addition, another concern
will be increasing the experimental diversity by, for instance, involving a larger
number of participants including both experts and outsiders and adding more
nonidentical experiments with distinct design principles (e.g., between-subject).
Promoting inclusivity and diversity of domain users across all races and genders
(e.g., engaging non-binary participants) will be at the forefront of our endeavors.
Our work benchmarks the intersection between OST HMD AR and IPT to
highlight the future direction of bringing more related and advanced techniques
into different industrial scenarios. We hope it will lead to better strategic design
within this context and bring more interdisciplinary novelty to Industry 4.0 [13].

Acknowledgements. This project has received funding from the European Union’s
Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie
grant agreement No. 764902. This work was also partly supported by the Norges Forskn-
ingsrad (309339, 314578), MediaFutures user partners and Universitetet i Bergen.

References

1. Alves, J.B., Marques, B., Ferreira, C., Dias, P., Santos, B.S.: Comparing augmented
reality visualization methods for assembly procedures. Virtual Reality 26(1), 235–
248 (2022)

2. Avalle, G., De Pace, F., Fornaro, C., Manuri, F., Sanna, A.: An augmented reality
system to support fault visualization in industrial robotic tasks. IEEE Access 7,
132343–132359 (2019)

3. Azuma, R.T.: A survey of augmented reality. Teleop. Virtual Environ. 6(4), 355–
385 (1997)

4. Bangor, A., Kortum, P.T., Miller, J.T.: An empirical evaluation of the system
usability scale. Int. J. Hum.-Comput. Interact. 24(6), 574–594 (2008)



Playing with Data 141

5. Beck, M.S., et al.: Process Tomography: Principles, Techniques and Applications.
Butterworth-Heinemann (2012)

6. Besançon, L., Issartel, P., Ammi, M., Isenberg, T.: Mouse, tactile, and tangible
input for 3D manipulation. In: Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems, pp. 4727–4740 (2017)

7. Billinghurst, M., Clark, A., Lee, G., et al.: A survey of augmented reality. Found.
Trends R© Hum.–Comput. Interact. 8(2–3), 73–272 (2015)

8. Bottani, E., Vignali, G.: Augmented reality technology in the manufacturing indus-
try: a review of the last decade. IISE Trans. 51(3), 284–310 (2019)

9. Bradley, J.V.: Complete counterbalancing of immediate sequential effects in a Latin
square design. J. Am. Stat. Assoc. 53(282), 525–528 (1958)

10. Bruno, F., Caruso, F., De Napoli, L., Muzzupappa, M.: Visualization of industrial
engineering data visualization of industrial engineering data in augmented reality.
J. Visual. 9(3), 319–329 (2006)

11. Büttner, S., Funk, M., Sand, O., Röcker, C.: Using head-mounted displays and in-
situ projection for assistive systems: a comparison. In: Proceedings of the 9th ACM
International Conference on Pervasive Technologies Related to Assistive Environ-
ments, pp. 1–8 (2016)

12. Chen, C., et al.: Using crowdsourcing for scientific analysis of industrial tomo-
graphic images. ACM Trans. Intell. Syst. Technol. (TIST) 7(4), 1–25 (2016)

13. De Pace, F., Manuri, F., Sanna, A.: Augmented reality in industry 4.0. Am. J.
ComptSci. Inform. Technol. 6(1), 17 (2018)

14. Dubois, E., Nigay, L., Troccaz, J.: Consistency in augmented reality systems. In:
Little, M.R., Nigay, L. (eds.) EHCI 2001. LNCS, vol. 2254, pp. 111–122. Springer,
Heidelberg (2001). https://doi.org/10.1007/3-540-45348-2_13

15. Dunn, D., Tursun, O., Yu, H., Didyk, P., Myszkowski, K., Fuchs, H.: Stimulating
the human visual system beyond real world performance in future augmented real-
ity displays. In: 2020 IEEE International Symposium on Mixed and Augmented
Reality (ISMAR), pp. 90–100. IEEE (2020)

16. El Beheiry, M., Doutreligne, S., Caporal, C., Ostertag, C., Dahan, M., Masson,
J.B.: Virtual reality: beyond visualization. J. Mol. Biol. 431(7), 1315–1321 (2019)

17. Ens, B., et al.: Grand challenges in immersive analytics. In: Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems, pp. 1–17 (2021)

18. Feuchtner, T., Müller, J.: Ownershift: facilitating overhead interaction in virtual
reality with an ownership-preserving hand space shift. In: Proceedings of the 31st
Annual ACM Symposium on User Interface Software and Technology, pp. 31–43
(2018)

19. Fite-Georgel, P.: Is there a reality in industrial augmented reality? In: 2011 10th
IEEE International Symposium on Mixed and Augmented Reality, pp. 201–210.
IEEE (2011)

20. Hampel, U., et al.: A review on fast tomographic imaging techniques and their
potential application in industrial process control. Sensors 22(6), 2309 (2022)

21. Heemsbergen, L., Bowtell, G., Vincent, J.: Conceptualising augmented reality: from
virtual divides to mediated dynamics. Convergence 27(3), 830–846 (2021)

22. Henderson, S.J., Feiner, S.K.: Augmented reality in the psychomotor phase of
a procedural task. In: 2011 10th IEEE International Symposium on Mixed and
Augmented Reality, pp. 191–200. IEEE (2011)

23. Ismail, I., Gamio, J., Bukhari, S.A., Yang, W.: Tomography for multi-phase flow
measurement in the oil industry. Flow Meas. Instrum. 16(2–3), 145–155 (2005)

https://doi.org/10.1007/3-540-45348-2_13


142 Y. Zhang et al.

24. Jasche, F., Hoffmann, S., Ludwig, T., Wulf, V.: Comparison of different types of
augmented reality visualizations for instructions. In: Proceedings of the 2021 CHI
Conference on Human Factors in Computing Systems, pp. 1–13 (2021)

25. Kahl, D., Ruble, M., Krüger, A.: Investigation of size variations in optical see-
through tangible augmented reality. In: 2021 IEEE International Symposium on
Mixed and Augmented Reality (ISMAR), pp. 147–155. IEEE (2021)

26. Kalkofen, D., Mendez, E., Schmalstieg, D.: Comprehensible visualization for aug-
mented reality. IEEE Trans. Visual Comput. Graph. 15(2), 193–204 (2008)

27. Khan, F.A., et al.: Measuring the perceived three-dimensional location of virtual
objects in optical see-through augmented reality. In: 2021 IEEE International Sym-
posium on Mixed and Augmented Reality (ISMAR), pp. 109–117. IEEE (2021)

28. Kress, B., Saeedi, E., Brac-de-la Perriere, V.: The segmentation of the HMD mar-
ket: optics for smart glasses, smart eyewear, AR and VR headsets. Photon. Appl.
Aviat. Aerosp. Commercial Harsh Environ. V 9202, 107–120 (2014)

29. Leebmann, J.: An augmented reality system for earthquake disaster response. Int.
Arch. Photogram. Remote Sens. Spatial Inf. Sci. 34(Part XXX) (2004)

30. Liu11, X., Sohn, Y.H., Park, D.W.: Application development with augmented real-
ity technique using unity 3D and Vuforia. Int. J. Appl. Eng. Res. 13(21), 15068–
15071 (2018)

31. Lorenz, M., Knopp, S., Klimant, P.: Industrial augmented reality: requirements for
an augmented reality maintenance worker support system. In: 2018 IEEE Interna-
tional Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct),
pp. 151–153. IEEE (2018)

32. Mann, R., Stanley, S., Vlaev, D., Wabo, E., Primrose, K.: Augmented-reality visu-
alization of fluid mixing in stirred chemical reactors using electrical resistance
tomography. J. Electron. Imaging 10(3), 620–630 (2001)

33. Masood, T., Egger, J.: Adopting augmented reality in the age of industrial digital-
isation. Comput. Ind. 115, 103112 (2020)

34. Mourtzis, D., Siatras, V., Zogopoulos, V.: Augmented reality visualization of pro-
duction scheduling and monitoring. Procedia CIRP 88, 151–156 (2020)

35. Nolet, G.: Seismic tomography: with Applications in Global Seismology and Explo-
ration Geophysics, vol. 5. Springer, Heidelberg (2012). https://doi.org/10.1007/
978-94-009-3899-1

36. Nowak, A., Woźniak, M., Rowińska, Z., Grudzień, K., Romanowski, A.: Towards
in-situ process tomography data processing using augmented reality technology.
In: Adjunct Proceedings of the 2019 ACM International Joint Conference on Per-
vasive and Ubiquitous Computing and Proceedings of the 2019 ACM International
Symposium on Wearable Computers, pp. 168–171 (2019)

37. Nowak, A., Zhang, Y., Romanowski, A., Fjeld, M.: Augmented reality with indus-
trial process tomography: to support complex data analysis in 3D space. In:
Adjunct Proceedings of the 2021 ACM International Joint Conference on Per-
vasive and Ubiquitous Computing and Proceedings of the 2021 ACM International
Symposium on Wearable Computers, pp. 56–58 (2021)

38. Omrani, A., Yadav, R., Link, G., Jelonnek, J.: A multistatic uniform diffraction
tomography algorithm for microwave imaging in multilayered media for microwave
drying. IEEE Trans. Antennas Propag. (2022)

39. Ong, S.K., Nee, A.Y.C.: Virtual and Augmented Reality Applications in Manu-
facturing. Springer, Dordrecht (2013). https://doi.org/10.1007/978-94-009-3899-
1

https://doi.org/10.1007/978-94-009-3899-1
https://doi.org/10.1007/978-94-009-3899-1
https://doi.org/10.1007/978-94-009-3899-1
https://doi.org/10.1007/978-94-009-3899-1


Playing with Data 143

40. Peillard, E., Itoh, Y., Moreau, G., Normand, J.M., Lécuyer, A., Argelaguet, F.: Can
retinal projection displays improve spatial perception in augmented reality? In:
2020 IEEE International Symposium on Mixed and Augmented Reality (ISMAR),
pp. 80–89. IEEE (2020)

41. Pierdicca, R., Frontoni, E., Zingaretti, P., Malinverni, E.S., Colosi, F., Orazi, R.:
Making visible the invisible. Augmented reality visualization for 3D reconstructions
of archaeological sites. In: De Paolis, L.T., Mongelli, A. (eds.) AVR 2015. LNCS,
vol. 9254, pp. 25–37. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
22888-4_3

42. Plaskowski, A., Beck, M., Thorn, R., Dyakowski, T.: Imaging Industrial Flows:
Applications of Electrical Process Tomography. CRC Press, Boca Raton (1995)

43. Primrose, K.: Application of process tomography in nuclear waste processing. In:
Industrial Tomography, pp. 713–725. Elsevier, Amsterdam (2015)

44. Rao, G., Aghajanian, S., Zhang, Y., Strumillo, L.J., Koiranen, T., Fjeld, M.:
Monitoring and visualization of crystallization processes using electrical resistance
tomography: Caco3 and sucrose crystallization case studies (2022)

45. Regenbrecht, H., Baratoff, G., Wilke, W.: Augmented reality projects in the auto-
motive and aerospace industries. IEEE Comput. Graph. Appl. 25(6), 48–56 (2005)

46. Satkowski, M., Dachselt, R.: Investigating the impact of real-world environments
on the perception of 2D visualizations in augmented reality. In: Proceedings of the
2021 CHI Conference on Human Factors in Computing Systems, pp. 1–15 (2021)

47. Sobiech, F., et al.: Exploratory analysis of users’ interactions with AR data visu-
alisation in industrial and neutral environments (2022)

48. de Souza Cardoso, L.F., Mariano, F.C.M.Q., Zorzal, E.R.: A survey of industrial
augmented reality. Comput. Ind. Eng. 139, 106159 (2020)

49. Speicher, M., Hall, B.D., Nebeling, M.: What is mixed reality? In: Proceedings
of the 2019 CHI Conference on Human Factors in Computing Systems, pp. 1–15
(2019)

50. Stanley, S., Mann, R., Primrose, K.: Interrogation of a precipitation reaction by
electrical resistance tomography (ERT). AIChE J. 51(2), 607–614 (2005)

51. Tainaka, K., et al.: Guideline and tool for designing an assembly task support
system using augmented reality. In: 2020 IEEE International Symposium on Mixed
and Augmented Reality (ISMAR), pp. 486–497. IEEE (2020)

52. Tapp, H., Peyton, A., Kemsley, E., Wilson, R.: Chemical engineering applications
of electrical process tomography. Sens. Actuators, B Chem. 92(1–2), 17–24 (2003)

53. Tonnis, M., Sandor, C., Klinker, G., Lange, C., Bubb, H.: Experimental evalua-
tion of an augmented reality visualization for directing a car driver’s attention.
In: Fourth IEEE and ACM International Symposium on Mixed and Augmented
Reality (ISMAR’05), pp. 56–59. IEEE (2005)

54. Yao, J., Takei, M.: Application of process tomography to multiphase flow measure-
ment in industrial and biomedical fields: a review. IEEE Sens. J. 17(24), 8196–8205
(2017)

55. Zenner, A., Krüger, A.: Estimating detection thresholds for desktop-scale hand
redirection in virtual reality. In: 2019 IEEE Conference on Virtual Reality and 3D
User Interfaces (VR), pp. 47–55. IEEE (2019)

56. Zhang, Y., Ma, Y., Omrani, A., et al.: Automated microwave tomography (MWT)
image segmentation: state-of-the-art implementation and evaluation. J. WSCG
2020, 126–136 (2020)

57. Zhang, Y., Fjeld, M.: Condition monitoring for confined industrial process based
on infrared images by using deep neural network and variants. In: Proceedings of

https://doi.org/10.1007/978-3-319-22888-4_3
https://doi.org/10.1007/978-3-319-22888-4_3


144 Y. Zhang et al.

the 2020 2nd International Conference on Image, Video and Signal Processing, pp.
99–106 (2020)

58. Zhang, Y., Fjeld, M., Fratarcangeli, M., Said, A., Zhao, S.: Affective colormap
design for accurate visual comprehension in industrial tomography. Sensors 21(14),
4766 (2021)

59. Zhang, Y., Nowak, A., Rao, G., Romanowski, A., Fjeld, M.: Is industrial tomog-
raphy ready for augmented reality? In: Chen, J.Y.C., Fragomeni, G. (eds.) HCII
2023. LNCS, vol. 14027, pp. 523–535. Springer, Cham (2023). https://doi.org/10.
1007/978-3-031-35634-6_37

60. Zhang, Y., Nowak, A., Romanowski, A., Fjeld, M.: An initial exploration of visual
cues in head-mounted display augmented reality for book searching. In: Proceed-
ings of the 21st International Conference on Mobile and Ubiquitous Multimedia,
p p. 273–275 (2022)

61. Zhang, Y., Nowak, A., Romanowski, A., Fjeld, M.: On-site or remote working?:
An initial solution on how COVID-19 pandemic may impact augmented reality
users. In: Proceedings of the 2022 International Conference on Advanced Visual
Interfaces, pp. 1–3 (2022)

62. Zhang, Y., Omrani, A., Yadav, R., Fjeld, M.: Supporting visualization analysis
in industrial process tomography by using augmented reality—a case study of an
industrial microwave drying system. Sensors 21(19), 6515 (2021)

63. Zhang, Y., Yadav, R., Omrani, A., Fjeld, M.: A novel augmented reality system to
support volumetric visualization in industrial process tomography. In: Proceedings
of the 2021 Conference on Interfaces and Human Computer Interaction, pp. 3–9
(2021)

https://doi.org/10.1007/978-3-031-35634-6_37
https://doi.org/10.1007/978-3-031-35634-6_37


Supporting Construction
and Architectural Visualization Through

BIM and AR/VR: A Systematic
Literature Review

Enes Yigitbas(B), Alexander Nowosad, and Gregor Engels

Paderborn University, Zukunftsmeile 2, 33102 Paderborn, Germany
{enes.yigitbas,alexander.nowosad,gregor.engels}@upb.de

Abstract. The Architecture, Engineering, Construction, and Facility
Management (AEC/FM) industry deals with the design, construction,
and operation of complex buildings. Today, Building Information Mod-
eling (BIM) is used to represent information about a building in a single,
non-redundant representation. Here, Augmented Reality (AR) and Vir-
tual Reality (VR) can improve the visualization and interaction with the
resulting model by augmenting the real world with information from the
BIM model or allowing a user to immerse in a virtual world generated
from the BIM model. This can improve the design, construction, and
operation of buildings. While an increasing number of studies in HCI,
construction, or engineering have shown the potential of using AR and
VR technology together with BIM, often research remains focused on
individual explorations and key design strategies. In addition to that, a
systematic overview and discussion of recent works combining AR/VR
with BIM are not yet fully covered. Therefore, this paper systemati-
cally reviews recent approaches combining AR/VR with BIM and catego-
rizes the literature by the building’s lifecycle phase while systematically
describing relevant use cases. In total, 32 out of 447 papers between
2017 and 2022 were categorized. The categorization shows that most
approaches focus on the construction phase and the use case of review
and quality assurance. In the design phase, most approaches use VR,
while in the construction and operation phases, AR is prevalent.

Keywords: Design · Construction · Operation · BIM · AR · VR

1 Introduction

The Architecture, Engineering, and Construction (AEC) industry is essential for
a country’s economy [40]. For example, in Germany in 2021, the investments into
construction were 416.700 billion euros, 11:6% of the Gross Domestic Product
(GDP) [50]. Construction projects are complex, especially in organizational and
technological aspects [34]. Thus, stakeholders in the industry need to be sup-
ported with tools to increase their performance. In the past, information about
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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the project has been separated into different paper documents, CAD models,
and other tools, leading to inconsistencies and inefficient communication [18].

Here, Building Information Modeling (BIM) is a technology that avoids this
fragmentation and prevents inconsistencies by combining the information into a
non-redundant representation that can be viewed from different views [18]. This
supports the entire lifecycle of a building, from the design phase over the con-
struction up to the operation and maintenance leading to improvements for the
Architecture, Engineering, Construction, and Facility Management (AEC/FM)
industry [18]. The advantages of BIM are, for example, precise visualization of
a building in the design phase and simulation of the construction process by
adding time as a fourth dimension to the model [18]. Currently, printed 2D
plans, computers, and tablets are used to show 2D or 3D models of a build-
ing. This brings many disadvantages and challenges. For example, a customer
cannot see the real sizes of geometries on a computer screen, leading to wrong
design decisions. Furthermore, a project manager has to manually map aspects
displayed on a computer to structures in the real world to check the progress of
a building, which is time-consuming. A facility manager has to orient via a 2D
plan of a building and use a 2D plan of assets to repair them.

Virtual Reality (VR) and Augmented Reality (AR) have been a topic of
intense research in the last decades [9,15]. In the past few years, massive advances
in affordable consumer hardware and accessible software frameworks are now
bringing these technologies to the masses. While VR is a technology that allows
a user to immerse in a virtual world, AR adds virtual objects to the real world
[37]. These technologies can overcome the visualization issues of BIM models
in different phases of the building’s lifecycle. For example, a customer could
experience different designs of a building through VR in an immersive way [3,41],
a project manager can use AR to check the progress of a building and the
building structures are augmented with information about their progress [36,43].
A facility manager can leverage AR to find failed assets in a building and get
step-by-step guides on how to repair the assets [12,57].

While an increasing number of such approaches and studies in HCI, construc-
tion, or engineering have shown the potential of using AR and VR technology
together with BIM, often research remains focused on individual explorations
and key design strategies. In addition to that, a systematic overview and dis-
cussion of recent works combining AR/VR with BIM are not yet fully covered.
Therefore, this paper investigates recent developments in the field of using AR
and VR as visualization tools for BIM models in all phases of a building’s life-
cycle with a focus on use cases and answers the following research questions
(RQs):

RQ1: What are the current use cases for using AR and VR together with
BIM in the AEC/FM industry?

RQ2: For which use cases is AR and for which use cases is VR used and
why?

To answer the research questions, we have conducted a systematic literature
review where we review recent approaches combining AR/VR with BIM. The
main goal of this literature review is to categorize the literature by the building’s
lifecycle phase while systematically describing relevant use cases.
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The remainder of this paper is as follows. Section 2 gives background infor-
mation about important aspects of the research topic. Section 3 shows other
surveys that have already dealt with the topic. Section 4 describes the method-
ology used to gather literature. Section 5 presents the results from the literature
review. Section 6 sketches gaps in the literature that have the potential for further
research. Section 7 shows the limitations of this work. Finally, Sect. 8 summarizes
this paper and shows potential for future work.

2 Background

In this section, we briefly describe essential concepts from the AEC/FM industry
focusing on the lifecycle phases of a building and the BIM.

2.1 Lifecycle Phases of a Building

The lifecycle phases of a building are essential to categorize applications based on
the building’s lifecycle phase in which they are used. The lifecycle of a building
can be broken down into different phases. Multiple options exist, e.g., Eadie
et al. [17] split the field into feasibility, design, preconstruction, construction,
and operation and management, while Arditi and Gunaydin [4] use the three
phases of planning and design, construction, and maintenance and operation.
This paper uses the phases of Design, Construction, and Operation.

Here, the Design phase includes the feasibility and actual design of a building.
Feasibility is the initial planning of a building by defining the main goals, a
broad schedule, and a budget [16]. Then, the actual design of a building is done
by creating detailed construction documents that define the building [16].

The Construction phase includes all tasks necessary for the construction,
which are pre-construction and actual construction. Pre-construction is the orga-
nization of the construction works [16]. This includes detailed planning of the
construction works and planning of the construction site layout, e.g., where
machines and materials are placed [16]. After pre-construction, the actual con-
struction works start where construction workers are constructing the build-
ing [16].

The Operation phase includes all maintenance and operation tasks after the
building is finished. Here, this is taking care of the repairing of parts of the
building to retain the expected functionality [2]. This can also include monitoring
the building via sensor values [57].

2.2 BIM

Building Information Modeling (BIM) technology allows the precise construction
of a digital virtual model of a building [18]. Here, this model can be viewed in
different views, for example, as a 2D plan or 3D model, that are all consistent
with each other [18]. Furthermore, BIM is not only the model but also has
linked processes to create, communicate, and evaluate this model [18]. These
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processes are supported by the model, which itself is not only 3D geometric
data but consists of so-called parametric objects that contain the geometry and
are associated with additional data and rules [18]. Additionally, it is possible
to add behavioral data to objects to allow evaluations and simulations [18].
Here, consistency plays an important role and is achieved by the non-redundant
representation of geometries in the BIM model [18]. Moreover, if a parametric
object in a BIM model is changed, all related objects are updated, too [18].

Through this, BIM technology can enhance the whole lifecycle of a building
[18]. In the design phase, there is always one consistent representation of the
building [18]. This representation allows for early visualizations in 3D, and the
exports, e.g., for 2D plans, in any stage are always consistent [18]. Additionally,
design changes are automatically reflected in all building parts [18]. The BIM
model can also be used for early automatic evaluations, for example, to check
energy efficiency [18].

In the construction phase, BIM allows for the simulation of the construction
process by associating a construction plan with the parametric objects in the
BIM model [18]. This simulation can reveal on-site conflicts and safety issues
[18]. Additionally, it supports scheduling material orders and deliveries [6]. Fur-
thermore, design changes in this phase are automatically updated in the BIM
model, and all consequences of the change are visible [18]. Finally, the opera-
tion phase is supported by the precise and up-to-date BIM model through the
knowledge of all spaces and systems in the building [18].

3 Related Work

Augmented Reality (AR) and Virtual Reality (VR) have been a topic of intense
research in the last decades. While VR interfaces support the interaction in an
immersive computer-generated 3D world and have been used in different appli-
cation domains such as training [61], education [64], modeling [58], prototyping
[62], or evaluation [29], AR enables the augmentation of real-world physical
objects with virtual elements and has been also applied in various application
domains such as product configuration (e.g., [21,22]), prototyping [27], planning
and measurements [63], robot programming (e.g., [32,59]), or for realizing smart
interfaces (e.g., [31,60]).

In the following, we especially focus on and present other surveys that deal
with the combination of BIM and AR or VR. Additionally, we describe what
makes this paper different from the related work and why a novel and updated
literature review is required on this topic.

Calderon-Hernandez and Brioso [8] survey papers that use AR and BIM
together in the design and construction phases. Here, they focus on the last five
years from 2018 backward and main journals in the field of construction planning
neglecting HCI, especially AR/VR relevant venues.

Wu et al. [55] conduct an application-focused literature review. They show
gaps, challenges, and future work in the field. Furthermore, they classify the
papers by their application category. The application categories, which they
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defined, are task guidance and information retrieval, design and refinement, pro-
cess planning and control, and upskilling of the AEC workforce.

Sidani et al. [49] perform a survey of BIM-based VR. They classify the
approaches by the research field, the BIM dimensions, construction stages, and
target groups. Here, the research field can be collaboration, construction design,
construction management, construction safety, education, or facility manage-
ment.

Salem et al. [46] show different use cases for AR and VR. They state that
VR is used for visualization and AR in broader applications. However, they do
not provide a classification and also do not have a concrete methodology.

Wang et al. [54] develop a classification framework for AR in the built envi-
ronment. Their classification framework consists of multiple parts. One of them
categorizes the application area. They come up with the following areas: archi-
tecture and design, landscape and urban planning, engineering-related, construc-
tion, facility management, life cycle integration, and training and education. The
literature that is reviewed is from 2005 to 2011.

Compared to the above-mentioned works, this paper considers both, AR and
VR approaches combined with BIM. Additionally, all building’s lifecycle phases
are considered, and the surveyed literature is categorized by the building’s life-
cycle phase and the use case category. With this regard, our work contributes a
systematic and holistic overview of recent approaches where AR and VR tech-
nologies are combined with BIM.

4 Methodology

In this section, we describe the methodology of the research.
To answer the research questions, which are defined in Sect. 1, we conducted

a systematic literature review based on [56] focusing on concrete use cases in
the AEC/FM industry that combine AR/VR with BIM. An overview of the
review methodology is shown in Fig. 1. To find literature, we used Scopus1.
Here, we used the following search terms: bim AND ar (87 results), bim AND vr
(101 results), bim AND “augmented reality” (99 results), and bim AND “virtual
reality” (160 results). For all search terms, the search fields were set to article
title, abstract, and keywords. Additionally, the search was limited to open-access
articles. Furthermore, only articles between 2017 and 2022 were considered, the
language was set to English, and the document type was restricted to article or
conference paper.

After exporting the results from Scopus, duplicates were removed, resulting
in 251 unique results. Then, papers that were less than ten times cited according
to Scopus were removed to only consider established and impactful papers with a
certain relevance, resulting in 64 remaining papers. After that, irrelevant papers
were removed. Here, five were removed because they are not part of the AEC/FM
industry, and nine were removed because they use neither AR nor VR. Ten were

1 www.scopus.com.

www.scopus.com
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Fig. 1. Methodology of the conducted systematic literature review

removed because they focused on heritage and not on the design, construction,
or operation of current buildings. Eight of the remaining 40 papers were removed
because they are surveys or trend analyses and do not present a concrete use
case that could be analyzed. After these filtering steps, 32 papers remain.

The remaining papers were categorized by whether they use AR or VR or
both, which device they use, in which building’s lifecycle phase the approach
they present is used, and whether they present a prototype or only sketch the
solution. Additionally, the use case they present was categorized.

5 Results

In this section, we present the results of the literature review. An overview of
the categorization of the 32 papers is shown in Table 1.

The approaches are categorized by whether they use AR or VR. For AR, the
definition of Azuma [7] is used. Here, already the navigation in the AR environ-
ment is counted as real-time interactivity. For VR, fully and partly immersive
solutions are considered. This means it is enough for a solution to use a 3D
screen. If an approach uses AR and VR, both cells are marked. It is also possible
that an approach uses AR and VR for different use cases. These cases are not
visible in the table but in the detailed descriptions below.

The devices are classified into different groups. The group HMD contains
all consumer Head-Mounted Displays (HMDs) developed for AR or VR, e.g., a
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Table 1. Categorization of identified approaches related to AR/VR and BIM
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Afzal, M. et al. [1] 2021 • HMD • • • •
Azhar, S. [5] 2017 • HMD • • • •
Chalhoub, J. and Ayer, S. K. [10] 2018 • HMD • • •
Chalhoub, J. et al. [11] 2021 • HMD • • •
Chew, M. Y. L. et al. [12] 2020 • • – • • •
Dallasega, P. et al. [13] 2020 • • HMD • • • •
Diao, P.-H. and Shih, N.-J. [14] 2019 • Mobile • • • •
Garbett, J. et al. [19] 2021 • Mobile • • • •
Gomez-Jauregui, V. et al. [20] 2019 • Mobile • • •
Hasan, S. M. et al. [23] 2022 • Mobile • • •
Herbers, P. and König, M. [24] 2019 • HMD • • • •
Hernández, J. L. et al. [25] 2018 • Mobile • • •
Hübner, P. et al. [26] 2018 • HMD • • •
Kamari, A. et al. [28] 2021 • M.-HMD • • •
Khalek, I. A. et al. [30] 2019 • HMD • • •
Lou, J. et al. [33] 2017 • - • •
Mahmood, B. et al. [35] 2020 • HMD • • •
Mirshokraei, M. et al. [38] 2019 • Mobile • • •
Natephra, W. et al. [39] 2017 • HMD • • •
Pour Rahimian, F. et al. [41] 2019 • HMD • • •
Pour Rahimian, F. et al. [42] 2020 • HMD • • •
Ratajczak, J. et al. [43] 2019 • Mobile • • •
Riexinger, G. et al. [44] 2018 • Mobile&HMD • • • •
Saar, C. C. et al. [45] 2019 • Mobile • • • • • •
Schranz, C. et al. [47] 2021 • Mobile&HMD • •
Schweigkofler, A. et al. [48] 2018 • Mobile • • • •
Vasilevski, N. and Birt, J. [51] 2020 • M.-HMD • • •
Ventura, S. M. et al. [52] 2020 • Other • • •
Vincke, S. et al. [53] 2019 • HMD • • •
Xie, X. et al. [57] 2020 • HMD • • •
Zaher, M. et al. [65] 2018 • Mobile • • •
Zaker, R. and Coloma, E. [66] 2018 • HMD • • •

Microsoft HoloLens2 for AR or a Valve Index3 for VR. Further, M.-HMD stands
for mobile HMD and contains low-cost devices where a smartphone is mounted

2 https://www.microsoft.com/en-us/hololens.
3 https://store.steampowered.com/valveindex.

https://www.microsoft.com/en-us/hololens
https://store.steampowered.com/valveindex
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as an HMD, e.g., Google Cardboard4. Mobile contains all handheld devices,
like smartphones or tablets, and Other contains all devices that do not fit into
this classification. Additionally, if an approach uses multiple devices, they are
connected by an and (&), and if they are using different devices for AR and VR,
the device for AR is separated from the device for VR via a slash (/).

The building’s lifecycle phases used for the categorization are Design, Con-
struction, and Operation, as described in Sect. 2.1. If an approach is used in
multiple phases, both are marked.

If a paper also presents a prototype to show the approach, the mark in the
Prototype column is set. Otherwise, the approach is only described in the paper.
If an approach is only described and does not present a prototype, the device
column might be empty if a concrete device type is not mentioned.

The use cases are grouped into Planning, Review & Quality Assurance, Task
guidance, Safety, and Education. A detailed description of these use case cate-
gories is given in Sect. 5.1. If an approach supports multiple use cases, all cate-
gories that can be applied are marked. Here, the table does not show which use
cases are used in which building’s lifecycle phases if multiple use case categories
are marked. This interrelation is only visible in the detailed description below.
Additionally, there is the category Localization & Tracking for approaches that
do not focus on concrete use cases but on localization and tracking improvements
on-site.

General statistics about the reviewed approaches show that AR is used by
most approaches with 69%, and VR is only used by 31% of the approaches. Over
half of the approaches use an HMD as a device to achieve VR or AR, followed
by mobile devices with 38%. Only two approaches use a mobile HMD, and only
one approach uses another device, in this case, a special 3D screen [52].

The prevalent phase in which AR or VR are used with BIM is the Construc-
tion phase, with 56% of the approaches. Only 28% of the approaches are used
in the Design phase and 16% in the Operation phase. Almost all papers present
a prototype of their approach.

The remainder of this section is as follows. Section 5.1 focuses on the first
research question by defining a classification for the use cases and describing
them. Section 5.2 deals with the second research question by showing when AR
is preferred and when VR is preferred and giving reasons for this. Section 5.3
sums up the results to answer the research questions.

5.1 Use Cases for Combining BIM with AR/VR

Based on the elicited literature, five use case categories for combining AR or VR
with BIM are defined. The use case categories are independent of the building’s
lifecycle phase in which they are used.

The first category is Planning. It is given whenever the BIM model is used for
planning purposes, e.g., to plan the design of a building, to plan the construc-
tion, or to plan maintenance tasks. The second category is Review & Quality

4 https://arvr.google.com/cardboard/.

https://arvr.google.com/cardboard/
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Assurance. It includes all use cases where the BIM model is used for review-
ing tasks, e.g., to review the design represented as a BIM model, to review the
construction works based on the planning in a BIM model, or to review main-
tenance tasks. Task guidance groups use cases that help a user to complete a
task, e.g., by giving them information about the task, concrete steps to complete
it, or visualizing the task or asset to work on. The Safety use case is given if
an approach increases the safety of workers or facility managers on-site. The
last use case, Education, includes all approaches that can be used to educate
stakeholders prior to the actual design, on-site work, or maintenance.

Additionally, there is the category Localization & Tracking, which is not
directly a use case, but groups approaches that focus on the technical aspects
of AR on-site. These approaches do not present concrete use cases but based on
their findings, multiple other use cases on-site become feasible. They make them
feasible by allowing the localization of the user on-site and the improvement of
the tracking of the device to allow precise positioning of virtual objects in an
AR environment.

In the following, the different use cases in the different building’s lifecycle
phases are described.

Design. Nine approaches reside in the design phase [19,28,30,39,41,47,51,52,
66]. Most of them either focus on the Planning or the Review & Quality Assur-
ance use case.

For the Planning use case category in the design phase [19,39,41], the user
is provided with tools to edit the BIM model of a building in an AR/VR envi-
ronment. The simplest realization of this is a system where the users can col-
laboratively add annotations to the BIM model [19]. The two other approaches
focus on interior design. Here, one approach [41] shows the possibility of design-
ing the painting of the walls and allows the customization of the furniture. This
approach is shown in Fig. 2a. Here, the user has the possibility to change the
material and color of a sofa [41]. The second approach [39] deals with the more
specialized topic of indoor lighting design. It allows the user to add different
light bulbs to the room and simulate the resulting lighting situation.

The Review & Quality Assurance use case category in the design phase [28,
30,47,52,66] allows the user to view a BIM model in an AR/VR environment
to review the design. Here, the focus can be on general architecture review [66]
and can also be structured through a concrete protocol [52]. One approach [47]
describes the potential of this architecture review to be used for the regulatory
process of checking a building for compliance with legal rules. Here, instead of
submitting printed plans, the BIM model is submitted and can be viewed in an
AR environment by the building authority to check the model for compliance.
This is shown in Fig. 2b. Here, a user can see the building next to the surrounding
buildings to check whether it fits into the environment [47].

It is also possible to focus on more specialized topics. Here, one approach [28]
deals with the sustainability of a building’s façade design by showing the user
different design alternatives in a VR environment and letting them choose one
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Fig. 2. Design-related approaches in the area of AR/VR and BIM

based on the costs and sustainability. In this approach, the virtual environment is
only used to show the design to the user. The costs and sustainability are shown
in an analog form. The BIM model is used to generate the VR environment and
also to calculate the costs and sustainability. Two other approaches [30,66] use
an AR respectively a VR environment to let the user test a design for main-
tainability. This testing is done by doing the maintenance steps in the AR/VR
environment and thus finding flaws in the design that hinder maintenance.

Only one approach [51] resides in the Education use case category in the
design phase. Here, a BIM model is explored in a VR environment to teach stu-
dents. The approach allows the user to change the time in the simulation to see
the model at different daytimes. Additionally, the approach supports collabora-
tion with other students to explore the model collaboratively.

The use case categories Task guidance and Safety are not used in the Design
phase.

Construction. There are 21 approaches that reside in the construction phase
[1,5,10,11,13,19,20,23–26,33,35,38,42–45,48,53,65]. Over half of them focus on
the Review & Quality Assurance use case category.

In the construction phase, the Planning use case category deals with the
actual planning of the construction works [13,19]. Here, this can be viewing the
BIM model in VR prior to construction to get an overview of the necessary con-
struction steps [13] or the possibility of annotating the BIM model off-site [19].

The Review & Quality Assurance use case category in the construction phase
[11,25,33,38,42–45,48,53,65] allows the user to check the construction progress
and identify potential flaws. Lou et al. [33] describe different potentials for using
AR for on-site quality management. The potentials presented by them are the
coordination through the information provided by the new applications, the
possibility to adapt the BIM model on-site to collect data and to account for
rapid changes, and construction quality inspection.
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One approach to support quality management is an information management
system [48]. Here, users can select different objects on-site via an AR interface
and retrieve information, e.g., quality checklists [48]. Additionally, they can add
information to the objects [48]. It is also possible to build a specialized system
for quality assurance that allows users to use an AR app on-site to go through
the checklists and upload the inspection results to the BIM model [38].

Fig. 3. AR-related approaches that amend the real world with BIM information

Additionally, such a system can be extended to show the progress information
by adding colored virtual elements to the real world and amending them with
progress, costs, time, and quality information [43]. In this approach, site man-
agers do not have to study 2D plans and other artifacts in their offices but can
directly walk through the building under construction and check the progress,
quality, and next steps [43]. The approach is shown in Fig. 3a. Here, different
progress information about the highlighted wall structure is visualized [43].

Another approach is to give this possibility directly to the workers to allow
them to self-inspect their work [25,44,45]. In these approaches, the real world is
compared with the as-planned BIM model in AR. This comparison allows users
to find deviations [11]. Figure 3b shows an example of how a missing element in
the real world could be visualized via an AR virtual object. Furthermore, there
is the possibility to do this remotely via VR solutions to monitor the current
construction progress or to show the current progress to clients [42,53]. For this,
there is the need for measurements on-site either by combining different sensors
[53] or by using depth images [42].

Another approach [65] focuses on monitoring the time and costs. It shows
them in an AR environment, where the user sees the building visualized, e.g.,
on a table as a miniature model.

Applications of the Task guidance use case category in the construction phase
[10,13,44,48] help construction workers complete their construction tasks. This
guidance can be done by simply showing the planned model to the worker, so
the worker can start replicating it in the real world [10,13]. An extension to such
approaches is adding an information system to also show the workers the tasks
that need to be done by amending the task information to the object via AR [48].
A more enhanced method is visualizing each task step-by-step with animations
and information to guide the worker [44].
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Approaches of the Safety use case category in the construction phase [1,5,
23] assure the safety of stakeholders at the construction site. This is done by
simulating the construction works in a VR environment prior to on-site work [1,
5]. Based on this, safety plans can be created and refined, and potential hazards
can be detected and mitigated [1,5]. In addition, in case of an accident, these
simulations can later be used to recreate and investigate it [5].

Another approach [23] is used on-site. Here, a digital twin of a construc-
tion crane is created and can be controlled in AR to increase the safety of the
operation of the crane. The approach is only tested with a model of a crane in
a laboratory setup. The authors state that the usage of digital twins could be
extended to other construction machinery too.

The last use case category is Education in the construction phase [1,5,45]. It
is mainly used by approaches that are also part of the Safety use case category
to train construction workers to avoid safety hazards [1,5]. Another approach
argues for using archived BIM models to train novices [45].

Some approaches [20,24,26,35] focus on Localization & Tracking. These
approaches do not focus on concrete use cases but make certain use cases on-site
possible by increasing the precision of localization and tracking on-site. Here,
it is possible to use GPS and device sensors [20], to use one-time marker-based
localization and then to rely on the device sensors [26], or to match the observed
data from the device sensors with the BIM model to localize the user [24,35].

Operation. Five approaches have been identified in the operation phase [12,
14,24,45,57]. In this phase, most of the approaches focus on Task guidance.

Here, Task guidance in the maintenance phase [12,14,45,57] helps facility
managers or other maintenance staff to complete maintenance tasks. This assis-
tance can start with a system that automatically detects anomalies via sensors
and uses the BIM model to find the failed asset [57]. Then, AR can be used to
highlight the failed asset that might be hidden behind a wall [14,45,57]. It is also
possible to extend this by showing maintenance workers a path in AR that guides
them to the failed asset [14]. This navigation is shown in Fig. 4a, where the red
arrows show the maintenance worker a safe path [14]. Some approaches [12,14]
also support maintenance workers by showing them information and animations
for a step-by-step guide on how to do their tasks. This guidance is shown in
Fig. 4b, where red arrows are used to indicate the direction in which the valve
needs to be turned [14].

Fig. 4. Operation-related approaches in the area of AR/VR and BIM
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One approach [14] is also part of the Safety use case category as it guides the
maintenance workers via a safe path to a failed asset in a dark environment, thus
increasing safety. Another approach is part of the Education use case category by
using the step-by-step guide for training novice maintenance workers [12]. This
approach is also used to introduce maintenance workers to facility management
basics [12]. Finally, one of the Localization & Tracking approaches [24] also states
that it can be used in the Operation phase to localize a maintenance worker in
the building.

5.2 Comparison of AR and VR for Different Use Cases

In this section, an analysis is done based on whether a use case can be realized
with AR or VR and the reasons for using AR or VR for a specific use case. To
achieve this, the reasons for selecting AR or VR are elicited from the surveyed
approaches.

Design. In the Design phase, three approaches use AR [19,30,47], and six use
VR [28,39,41,51,52,66]. Thus, VR is prevalent in this phase.

For the Planning use case category, one approach uses AR [19], and two
use VR [39,41]. The AR approach combines AR with a touch table at which
users collaborate [19]. Here, AR allows more intuitive collaboration between the
users and allows to combine 3D models in AR with 2D models shown on the
touch table or 2D printed plans, as the users can still see the real world when
using AR [19]. The first VR approach needs to use VR because the user should
design the indoor lighting situation [39]. This design task is only possible with
VR because the user needs to immerse in the virtual world to experience the
different possibilities for lighting in the room [39].

The second VR approach [41] claims to use AR and VR with a mobile device
for AR and an HMD for VR. Here, it is crucial to notice that the real world is
not visible on the mobile device, and only an entirely virtual world is shown.
This AR usage is contrary to the definition used in this paper, and thus it is
not counted as an AR approach in this paper. The advantage of using VR for
interior design is that it allows the users to immerse in the environment, and
thus make better design decisions [41]. The main disadvantage of VR is that it
is prone to motion sickness, which needs to be avoided [41].

For the Review & Quality Assurance use case category, two approaches use
AR [30,47], and three use VR [28,52,66]. The first AR approach selects AR to
check a building for building regulations because it allows showing the planned
building on the plot of land on which it is to be built [47]. This visualization
allows the users to check whether it fits the neighboring buildings [47]. Addition-
ally, when multiple people discuss the planned building, an AR approach allows
for better collaboration [47]. Here, AR allows showing the planned house as a
model on a table together with the neighboring buildings, and the discussants
sit around the table all equipped with an AR device [47].
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Another approach, which allows a user to compare different façade designs,
selects VR as a medium because a user is more immersed in it [28]. The immer-
sion is also mentioned by Zaker and Coloma [66], who highlight the advantage
that VR allows users to see the actual dimensions of the building. All of these
approaches [28,47,66] emphasize that novices that do not understand compli-
cated 2D plans, like clients and owners, profit from the usage of AR/VR in the
review process. Also, in this use case, the disadvantage of the VR approaches is
the potential for motion sickness [52,66]. Here, Ventura et al. [52] mention that
novice users should not be trained before the actual review in VR to avoid prior
motion sickness. Additionally, they add breaks to their design review protocol
to allow users to recover from potential motion sickness.

One of the two approaches that review the design’s maintainability uses AR
[30], and the other one uses VR [66]. The VR approach reports that joysticks,
which are used by many VR devices today, are not that easy to use for the
simulation of the maintenance task, and participants needed some training [66].
In this context, the authors report that they selected AR because users can see
their own bodies and can do the same tasks a facility manager would need to do
[30]. This also enables novices to find design flaws that lead to poor maintain-
ability [30].

For the Education use case category, only a VR approach is used [51]. Here,
a significant aspect is an ability to change the time of day to see the design in
different lighting situations, which is only possible to experience in VR. Still, also
in this approach, motion sickness is reported by a few of the participants [51].

Construction. In the construction phase, 17 approaches use AR [8,10,11,13,
19,20,23,24,26,33,35,38,43–45,48,65], and five approaches use VR [1,5,13,42,
53]. Thus, AR is prevalent in this building’s lifecycle phase.

In the Planning use case category, one approach uses AR [19], and one uses
VR [13]. The participants in the VR approach reported that the VR environment
is too complicated without prior training [13]. The AR approach [19] is the same
approach used for planning in the design phase. Thus, the same reasons for the
selection of AR apply, which are intuitive collaboration, combination with other
2D screens, and the possibility to include analog artifacts [19].

Nine approaches [8,11,33,38,43–45,48,65] use AR, and two use VR [42,53]
in the Review & Quality Assurance use case category. Thus, AR is prevalent in
this use case category in the construction phase. Here, all AR approaches can be
used on-site, which is not possible with immersive VR as users must see the real
world on-site. One approach also mentions the advantage for site managers to
be able to walk through the building and see the physical construction objects
amended with the necessary information [43]. Additionally, it is only possible
with AR to compare the as-planned and as-built state on-site by amending the
real world with the as-planned objects to see deviations [11]. Still, the issue is
that only large deviations or missing parts are easily detectable via AR [11].

Additionally, the tracking of AR is imperfect, and thus, the model can have
an offset or starts to drift [11,38,43]. This imperfection even leads to the fact
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that measurements are imprecise if done in AR [38]. Furthermore, there is the
issue of occlusions, that some objects are displayed in front of real-world objects
although they should be displayed behind [38]. This occlusion is even safety
critical for on-site usage as the user’s vision could be hindered [38].

Another possibility is to do the quality assurance and deficit detection
remotely in an office with VR [42,53]. Here, the advantages are the possibil-
ity to easily show the progress to the client without going to the construction
site, and the construction works are not interrupted [42]. Additionally, it does
not rely on the imprecise tracking and localization of AR and can provide more
accurate results [42,53]. These accurate results allow for more fine-grained qual-
ity control [53]. The disadvantages of this approach are that the monitoring
does not happen in real-time, and sensors must be used beforehand to get a
representation of the current on-site status [42,53].

One approach [65] uses AR in another way. Here, instead of overlaying the
real world with the as-planned state, a virtual model of the building is presented
in AR, for example, standing on a table. For this approach, it is also necessary to
acquire the current state on-site beforehand [65]. However, compared to the VR
applications, this approach can also be used on-site, as the user is not immersed
in the model [65]. On the other side, the approach only allows for an overview
of the progress of the construction works and not detailed deficit detection [65].

All approaches [10,13,44,45,48] of the Task guidance use case category use
AR. As already mentioned in the previous sections, the usage of VR on-site is
not possible, and thus, as Task guidance has to be done on-site, the usage of
AR is required. Additionally, AR is felt intuitive by users for Task guidance [13].
Here, already significant performance improvements of workers were shown in
laboratory setups [10,13]. To provide the user with visualized task guidance, a
3D model of the to-be-constructed part of the building must exist, and thus the
BIM model must contain these details [10].

In the Safety use case category, one approach [23] uses AR, and the other two
[1,5] use VR. The AR approach supports the workers on-site to enhance their
safety there [23]. The VR approaches are used off-site to plan and review safety
[1,5]. Here, the communication of safety to the construction workers is increased,
as they can immerse in the on-site situation without being there [1]. Through
this, they are able to get to know the on-site environment and experience safety-
critical situations without danger to their lives [1]. The problems are the need
for precise BIM models that include not only the building but also the different
construction stages with the machines and tools used there [1]. This modeling
task can lead to increased costs [5]. Additionally, users of the system can suffer
from motion sickness [5].

In the Education use case category, one approach uses AR [45], and two use
VR [1,5]. The AR approach [45] only states to use AR. Here, the prototype pre-
sented does not use AR yet but should include the real world in newer versions,
and thus we count the approach as AR. They do not mention specific reasons
why AR should be used instead of VR for education. The two VR approaches
[1,5] are the two mentioned in the Safety use case category. They also use the
VR system to train workers, and thus the same reasons mentioned in the last
paragraph apply.
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Operation. In the operation phase, four approaches use AR [14,24,45,57], and
one uses both AR and VR for different use cases [12]. Thus, AR is prevalent in
this phase.

All approaches [12,14,45,57] of the Task guidance use case category in the
operation phase use AR. Obviously, VR is not possible in this phase, as the
maintenance workers must do their tasks on-site and need to do the tasks in
the real world. AR supports them in finding the failed asset by guiding them
toward it with a path shown in AR [14]. Here, this is also part of the Safety use
case category as it improves the safety of the maintenance workers to find a safe
path in a dark environment [14]. Additionally, AR allows highlighting the asset,
which might be hidden behind a wall [14,57], and can give them instructions
on how to fix the failed asset by highlighting different parts of it and showing
animations of what they need to do [12,14]. Again, the potential model drift of
AR systems is a problem [14].

One approach [12] uses AR and VR for the Education use case category.
Here, the approach uses AR to support novices while doing maintenance work
[12]. Additionally, VR is used to teach them the basics of facility management
in an immersive environment [12]. Here, the advantage is that the participants
do not need to be in the same physical location and can still experience an
interactive 3D world to learn together [12].

5.3 Discussion

In this section, the results are concluded to answer the research questions.
The first research question deals with the use cases in which AR and VR

are used together with BIM. Here, the five use case categories Planning, Review
& Quality Assurance, Task guidance, Safety, and Education are defined. Addi-
tionally, some papers deal with the technical detail of on-site localization and
tracking. The results show that the most supported use case category is Review
& Quality Assurance, especially in the Construction phase, followed by Task
guidance in the Construction and Operation phases. Only a few papers focus on
the other three use case categories.

The second research question deals with the reasons why AR or VR should
be used for a use case. In the Design phase, the results show that AR and
VR support novices that do not understand complicated 2D plans. AR is used
in this phase for rough planning and collaborative tasks, for tasks that involve
visualizing the building in the real world, or for tasks that require the simulation
of physical work. VR is used for detailed planning tasks, where a user benefits
from the immersive environment.

In the Construction phase, the usage of AR and VR depends more on the
use case. Here, for the Planning use case category, the same arguments as for
the Design phase are valid. For all use cases that need to be done on-site, the
usage of AR is mandatory, as it is impossible to use VR on-site. Thus, for Task
guidance, only AR is used. For Review & Quality Assurance, AR is often used
to allow for on-site usage, but it is also possible to use VR, which allows for
more precise results but also needs prior measurements. In the Safety use case
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category, VR is used for planning steps, and AR is used to support the safety
on-site. For Education, AR or VR might be used.

In the Operation phase, for all use case categories, AR is used, because main-
tenance is a task that needs to be done on-site, and thus only AR is possible.
The only exception is the Education use case category. Here, AR is still used if
novices are trained on-site, but VR can be used for off-site education.

6 Further Research

Most approaches focus on the Construction phase, second most on the Design
phase. This fits the findings of earlier surveys that also see the construction and
design phase as the dominant research subject [49,54]. Thus, one open issue is to
have more studies in the Operation phase. Additionally, most of the approaches
in the Operation phase focus on maintenance tasks. Only one uses sensors that
are placed in the building to monitor the building. Here, more research is possible
in the domain of connecting smart Internet of Things (IoT) devices, AR/VR,
and BIM not only for maintenance but also for the operation of a building, like
controlling light and heating systems.

None of the surveyed approaches does a direct comparison between AR and
VR solutions. Especially for use cases where both technologies could be used,
e.g., in the Design phase and Review & Quality Assurance in the Construction
phase, this would be beneficial to get a deeper insight into the usability of such
approaches in direct comparison.

Only a few approaches focus on the Safety use case category. Especially in
the Construction phase, only one approach is used directly on-site to increase
safety. Here, more research in this area would be beneficial to bring the simu-
lation features that BIM provides for the Construction phase directly on-site.
Furthermore, in the Operation phase, only one approach increases safety. Also,
here, more research is possible. Additionally, research is needed on how AR
devices can be used safely on-site.

Many of the surveyed papers focus on the Review & Quality Assurance use
case category. Here, a shift towards allowing workers to use such approaches and
directly supporting them with Task guidance would be beneficial. Through this,
errors could be avoided and found in the early stages and easily resolved.

From the classified literature, only two approaches deal with the Planning
use case category in the Construction phase. Here, more research to leverage
the simulation features of BIM for detailed planning of the on-site environment
is required. Currently, BIM is only used to look at the model or add some
information to objects in the BIM model. Additionally, this planned model of
the on-site environment could then be used on-site to place materials, machines,
and other equipment in the correct position on-site.

7 Limitations

First of all, there are limitations to the literature selection progress. Here, papers
could be missed through the selected literature database and search terms.
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Additionally, only open-access papers and papers with a citation count of ten
or more citations were examined. This could affect the results in three aspects.
First, the given statistics about the lifecycle phases, use cases, used technol-
ogy, devices, and combination of these categories could differ. Second, use case
categories could be missing due to missing papers.

Still, the statement that there is missing research should be valid. If an
approach is not in the surveyed literature, either it is not open-access, or it
is not cited often enough. Thus, if a topic is already researched in detail, it is
unlikely that all papers in that research field are not open access. Additionally,
if there is much research in a field, the papers of the field cite each other leading
to many citations on some papers, which should then be included in this survey.

8 Conclusion

While an increasing number of studies in HCI, construction, or engineering have
shown the potential of using AR and VR technology together with BIM, often
research remains focused on individual explorations and key design strategies. In
addition to that, a systematic overview and discussion of recent approaches are
missing. Therefore, we have systematically reviewed recent approaches combin-
ing AR/VR with BIM and categorized the literature by the building’s lifecycle
phase while systematically describing relevant use cases.

Future work should examine approaches of specific lifecycle phases or use
case categories in more detail. Additionally, it would be helpful to analyze the
surveyed literature based on other categories. Here, especially aspects such as
usability, UX as well as safety, and security could be investigated in more detail
to provide further insights about the applicability of AR/VR and BIM in the
AEC/FM industry.
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Abstract. With data about in-game behavior becoming more easily
accessible, data-driven tools and websites that allow players to review
their performance have emerged. Among the many different visualiza-
tions used as part of these systems, spatio-temporal visualizations which
do not rely on animations have received little attention. In this paper, we
explore if the established space-time cube (STC) visualization is a suit-
able means for simultaneously conveying information about space and
time to players. Towards this end, we have created a STC visualization
for reviewing matches, focusing on Heroes of the Storm as a use case, and
conducted a study among 30 Multiplayer Online Battle Arena (MOBA)
players to establish how successfully various tasks can be performed and
how this kind of 3D representation is received. Our results indicate that
such a visualization, despite its complexity, can be usefully applied for
match analysis if the design and interaction possibilities are well chosen.

Keywords: Gameplay visualization · Space-time cube · Replay
analysis

1 Introduction

Understanding player behaviour in video games through data-driven methods
often requires suitable visualizations to facilitate sense-making of the collected
data. As such, various visual representations of behavioral in-game data have
been proposed to date [53]. Initially, such gameplay visualizations were primar-
ily targeting game developers to assist in games user research activities. How-
ever, over time efforts have also been directed towards creating visualizations for
players to visually review their own gameplay and those of others to foster skill
development [55]. This development has been further spurred by the increased
popularity of competitive gaming and esports. This, in turn, has spawned a range
of community-driven efforts directed towards visualizing in-game data and per-
formance as evidenced by a variety of websites and tools [30] and increased
academic discourse on this subject (e.g., [30,36,55]).
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However, expressive gameplay visualizations are not straightforward to
design as play is complex, regularly resulting in spatio-temporal datasets (e.g.,
movement over time) that are difficult to visualize. Consequently, visualizations
of in-game data often resort to presenting a temporal (e.g., [2,43]) or spatial
slice (e.g., [14,54]) of the data to reduce visual complexity which, however, can
be insufficient for analyzing spatio-temporal patterns (cf. [18]). Current spatio-
temporal gameplay visualizations that show both dimensions simultaneously
(e.g., [1,36]; see Sect. 2) primarily rely on multiple views using different visu-
alization types or on animations. As such they may impose additional cognitive
load, e.g., for context switching and drawing comparisons between the views or
frames (cf. [23,26]) or require extra time to run through the animation.

In this paper, we propose and explore the usefulness of a space-time cube
(STC) representation of player movement and event data to avoid using ani-
mations to communicate temporal information. In a STC two axis form the
spatial space and the third axis represents the time. Originally proposed by
Hägerstrand [22] in 1970, the concept has since then been applied in a vari-
ety of domains as it enables a clear observation of various features in time and
space [17]. In addition, various studies have confirmed analytic benefits of the
STC compared to other representations (e.g., [5,35,37]). As such we consider a
STC to also be an appropriate visualization of in-game data to observe spatio-
temporal gameplay patterns. As use case we employ a STC to help players review
the course of multiplayer online battle arena (MOBA) matches, specifically from
Heroes of the Storm [8] (HotS ). Towards this end, an interactive online tool that
presents match data extracted from replay files has been developed.

However, while having several benefits, STCs have also shown to be poten-
tially difficult to interpret [20] and to be affected by visual clutter [17,37]. As such
the effectiveness of STCs may vary across different target groups which makes it
essential to assess its value based on domain and target audience. Therefore, we
evaluated our STC implementation through an online user study involving 30
MOBA players to establish a) how correctly the data in the STC can be inter-
preted and b) how this kind of visualization is perceived by the community. For
this purpose, the study followed a predominantly task-based approach – follow-
ing established practices in visualization research to ascertain its effectiveness –
but also included a lightweight insight-based evaluation to probe into how the
visualization promotes insights [19] as well as qualitative feedback questions.

Our results indicate that players can, by and large, successfully deduct facts
from the STC and take a positive stance towards such kind of representation.
Yet, visual clutter and interactions have to be carefully considered to counteract
misreadings of the data. Based on our results, we discuss potential implications
to help spark further research on 3D visualizations in the games analytics field.
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2 Related Work

In the following we briefly review works concerned with the visualization of in-
game data in general, visualizations particularly targeting players for reviewing
gameplay, and previous work on spatio-temporal visualization, with particular
attention towards STC visualizations.

Gameplay Visualization: Heatmaps that show the density of observations (e.g.,
kills) across space through color coding are one of the most frequently used visu-
alizations in game analytics but they usually do not work well if more than one
variable needs to be analyzed (cf. [34]). To address this issue other distribution
maps such as hexbin maps in combination with glyphs [54] have been proposed
to show multiple in-game metrics simultaneously. Like heatmaps, these are, how-
ever, two-dimensional and do not consider the temporal dimension. They also
do not lend themselves well to displaying player trajectories which are often,
as in our case, of key interest. Trajectories are frequently visualized using con-
nected line segments, either within the games environment itself (e.g., [15]) or
projected onto a two-dimensional map of it (e.g., [51]) but without considera-
tion of timings. Such approaches are useful for studying overall navigation pat-
terns or unexpected paths but they do not allow for temporal analysis. Hoobler
et al. [24], for instance, therefore addressed this by encoding the passing of
time in the width of the lines while Dixit and Youngblood [13] used color cod-
ing. Others have used animation to show how movement unfolds over time.
For instance, ECHO [40] allows to playback positional information through a
time slider. Goncalves et al. [21] animated player icons over a 2D map. Wallner
and Kriglstein [52] took a different spatio-temporal approach, abstracting game
states into nodes and showing temporal progression through animating transi-
tions between the nodes. While animation over time seems a natural choice to
convey temporal information, literature is not conclusive about its effectiveness
(e.g., [23]). Tversky et al. [50], for instance, surveying literature on animation
found that in many cases animation did not have benefits over static represen-
tations. In contrast, a STC allows to observe space-time paths without the need
to rely on animations.

Purely temporal approaches, except basic charts, to visualize sequences of
actions are less common in game analytics. Some, such as Li et al. [38], have pro-
posed visualizations of sequences of actions without taking the timings between
them into account which, however, can sometimes be of interest as well. Agar-
wal et al. [2] proposed a timeline-based visualization to help explore depen-
dencies between interactions of multiple players. Interactions of a player are
shown along individual rows and interactions between entities through vertical
lines. Stratmapper [3], in contrast, juxtaposes a map visualization and a timeline
showing in-game events to achieve a spatio-temporal perspective on gameplay.
The timeline can be used to filter the information visible on the map. As such
time and space are represented through two different visualizations which need
to be related to match the spatial with the temporal information and may thus
require additional cognitive demand. In contrast, a STC displays both space and
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time within a single representation. Multiple views provide different perspectives
on the STC, thus showing the same visualization rather than different ones.

Player-Facing Analytics: While visualizations of in-game data have historically
emerged from a need to facilitate sense-making of collected player data, play-
ers too have developed an increased interest in reviewing play data to improve
their gaming skills. However, as Kleinman and Seif El-Nasr [30] argue, research
currently lacks an understanding of how players use their data to gain exper-
tise. Wallner et al. [55] studied the information needs of players particularly with
respect to post-play visualizations, focusing on three popular competitive genres.
Among others, information about movement and positioning of units has shown
to be highly relevant for players. Kleinman et al. [31] started to develop a tax-
onomy of user interactions with spatio-temporal gameplay visualizations using
Defense of the Ancients 2 (DotA 2 ) as a use case. Being able to study movement
and positioning and consequently form hypothesis of context and behavior that
evolves over time [31] have shown to be critical user activities. A STC visual-
ization (see below) can facilitate these goals. As such we contribute to current
research on player-centric visualizations. Previous systems in this space mostly
relied on 2D map-based solutions such as VisuaLeague [1] which depicts player
trajectories using animated maps or the system by Kuan et al. [36] which com-
bines a global view, showing summarized troop movements, and a local view of
individual unit movements using animations. In contrast, our proposed approach
is 3D-based, integrating space and time without a need to resort to animations.

Spatio-temporal Visualization and Space-Time Cubes: Spatio-temporal visual-
ization is a rich and active research field with numerous techniques having been
published over the years. An extensive review goes beyond the scope of this
paper but commonly used techniques in this space include animations and mul-
tiple views but also single view approaches (see also [6]). Animations may require
higher cognitive load and time and complicate comparisons as discussed above.
As such multiple views, each showing different aspects of the data, are frequently
employed. These are then usually linked together to provide a coherent picture of
the data [6], e.g., often through linking a map and a timeline view. For instance,
Ferreira et al. [16] used such a combination to represent taxi trips, while Slingsby
and van Loon [47] employed it for the analysis of animal movement.

In contrast, the STC attempts to convey the data within a single three-
dimensional view. The STC was initially described by Hägerstrand [22] in 1970.
With computer technology making 3D visualizations much easier to produce,
interest in the approach has revived [18]. Consequently, the STC visualization
technique has been used in many different settings. For example as a narra-
tive tool to revisit a historical event [42], in the context of geospatial visualiza-
tion [18,27,33], to visualize eye movement [39] or the movement of animals [32],
in sports [45], and recently for conveying spatio-temporal patterns of COVID-
19 [44]. In addition, the STC visualization technique has also been applied in
mixed [49] and virtual reality [17] settings. STCs usually use lines to display
the individual trajectories but for the sake of completeness it should also be
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mentioned that variants of it exists. For instance, Demšar and Virrantaus [12]
used a kernel density technique to visualize the density of movement rather than
the individual trajectories to address the issue of clutter. We were, however,
interested in showing the details of the individual trajectories.

Various studies have compared the STC to different 2D representations.
Among them, Kristensson et al. [35] have shown that a STC visualization
resulted in faster response times when users had to solve complex spatio-
temporal questions compared to a 2D map. Likewise, Amini et al. [5] found
that the STC is beneficial in instances where users have to inspect sequences
of events in order to identify complex behaviour in movement data. Kveladze
et al. [37], studying a geo-visualization environment with multiple coordinated
views using three different graphical representations (including a STC), observed
that domain as well as non-domain experts mostly used the STC for all involved
tasks. However, STCs also have drawbacks such as being prone to visual clut-
ter [17,37], being potentially difficult to interpret [20], and having a steep learn-
ing curve [37].

Nevertheless, given the many benefits, it is surprising that the STC rep-
resentation has not been studied more extensively in the context of gameplay
visualization where spatio-temporal movement data is also ubiquitous. In fact,
we are only aware of a single paper which utilized a STC for visualizing player
behaviour, namely the work of Coultan et al. [10] who used a STC to visualize
movement of players in a location-based game. However, in their paper the STC
was used to facilitate their own analysis of the data. In contrast, we report on a
user study assessing the effectiveness of the STC for analyzing play by players.

3 Use Case: Heroes of the Storm

Heroes of the Storm (HotS ) [8] is a MOBA game in which two teams of five play-
ers each compete against each other. The team who first destroys the opponent’s
main building, the so-called ‘King’s Core’, wins. In contrast to other MOBA’s,
HotS offers a wide range of maps which have different secondary objectives,
which when achieved provide an advantage to the respective team. Each map
has multiple so-called lanes, i.e. direct pathways connecting the bases of the
teams and in which typically the majority of combat takes place. Controlling
them gives an advantage to the team and they thus form important geographic
features of the maps. In addition, defensive structures such as towers and forts
are placed across the maps which attack enemies within their range. Destroy-
ing these structures can also bring additional benefits to the team. Players can
choose from a variety of heroes, each one having unique abilities and talents.
These heroes are divided into different categories, e.g., tank, healer, assassin.

HotS allows players to record replays of matches that contain all events and
actions necessary to reconstruct a match. These replays were parsed using the
Heroes.ReplayParser library [7] to extract information about player movement
and events. In particular, we extracted the players’ positions on a per-second
interval. In case no position data was available for a specific time interval, the
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Fig. 1. Interface of the visualization, consisting of perspective, side, and top view (A-
C), controls and filters (D), legend (E), menu bar (F), and auxiliary time axis (G). The
legends and controls can be collapsed.

position was linearly interpolated. Apart from the positions of the players each
second, we also extracted match specific data (map, game length), player deaths,
team levels, map objectives, destroyed structures, and major camp captures. This
data is stored in a JSON file that serves as input to the visualization.

4 Visualization Approach

The visualization was developed as a web-based application using the Three.js
library [48]. It uses WebGL to enable 3D GPU-accelerated graphics and is
broadly supported by web browsers. Some GUI elements were implemented using
the lil-gui library [9]. The visualization is shown in Fig. 1. The landing page of
the visualization lists the supported and tested web browsers and gives a brief
introduction to the visualization approach and the navigation controls. At the
top of the visualization itself, a menu (Fig. 1, F) allows to access a number of pre-
uploaded matches but also to upload one own’s replays that have been processed
with our parser beforehand.

Space-Time Cube: The extracted data from the replay file is displayed in the
form of a STC [22]. A STC is a visual representation that shows how spatial
data changes over time. Two-dimensions of the cube form the geographical space
and the third axis the temporal dimension. Spatio-temporal data (in our case
player movement and events) can then be visualized within the coordinate system
defined by the cube. Traditionally, the height of the cube represents the time
axis. However, in our implementation time progresses along the depth axis as
traditional time diagrams usually depict time along the x-axis, which is better
resembled using this configuration.

Movements of players are visualized as lines connecting the recorded posi-
tions. The paths of the players are color coded to distinguish between the 10
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players. Since HotS uses the colors blue and red for the two teams we used cold
colors, shades of blue and green, for one team and warm colors, i.e. shades of red
and yellow for the other. In this way players of different teams should be more
easily distinguishable from each other.

In addition two major types of events are depicted through icons: player
deaths and the destruction of structures. Player deaths are shown using color-
coded skull icons (using the same colors as the paths). Likewise, the destruction
of buildings (towers and forts) is indicated with icons. Since structures belong to
a team, the icons are either colored in blue or red. Blue icons represent a structure
destroyed by the blue team, red icons structures destroyed by the red team. As
the icons are two-dimensional objects, billboarding (cf. [29]) is used to ensure
that they always face the camera. To avoid icons being heavily occluded by the
players’ paths they are always rendered on top of them. These events are also
projected onto the ground and back plane (indicated with dashed lines) to help
identify patterns more easily than in 3D where the depth could be misleading.
However, we refrained from projecting them onto the basemap since a) the map
can be moved and b) the dashed lines would have followed the principal direction
of the trajectories which would have increased clutter. Circles indicate deaths
and use the same color coding as used for the players’ paths. Squares denote
destroyed structures colored according to the team who destroyed them.

The ground plane is further divided into two halves which are colored based
on the teams to convey in which team’s territory the game events have happened.
The time axis (z-axis) is divided into one minute intervals represented by dashed
lines. Every fifth minute is accentuated by using a thicker line and is additionally
labelled. Level milestones, achieved map objectives, and major camp captures
are not shown within the STC itself to reduce visual clutter. Instead these are
visualized along an auxiliary time axis to the right of the STC and placed on
the ground plane (Fig. 1, G). Level milestones are depicted as lines with talent-
unlocking milestones (i.e. levels 4, 7, 10, 13, 16, and 20) also having a label.
Map objectives are visualized as team-colored exclamation marks connected to
the time axis using dashed lines. In the same manner but using different icons,
major boss camps and achieved map objectives are indicated.

Three panels provide a perspective, side, and top view of the STC (see Fig. 1,
A-C). The perspective can be freely rotated (left mouse button), translated (right
mouse button), and zoomed in and out (mouse wheel). The top and side view
can be zoomed in and out as well as translated along one axis.

Legend & Control Panel. A legend located in the bottom left corner (Fig. 1,
E) contains the name of the map, the match duration, and an explanation of
the icons. In addition, it shows the heroes of each team surrounded by a circle
matching the color used to encode the hero in the STC. The winning team is
also marked. The legend can be expanded or collapsed by the user.

The control panel (Fig. 1, D) provides means to filter the data shown in the
STC and to adjust the appearance and the view navigation. In particular, the
paths of the players can be toggled on or off on a per-team basis or for individual
players. Lines can either be displayed using the raw coordinates extracted from
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Fig. 2. Comparison of player trajectories using the raw position data (left) and path
interpolation (right).

the replay or can be interpolated (default setting). Interpolation was added to
help reduce visual noise and clutter and to abstract from fine-grained movement
details as the goal of the visualization is to provide an overview of movement
rather than showing its intricacies (see Fig. 2 for a comparison). In addition,
the transparency of the lines of filtered players can be changed which allows to
display them semi-transparently to enable comparisons. Icons representing hero
deaths and destroyed structures can also be toggled on and off. The position of
the map can be moved along the time axis which eases contextualization of the
data at later time points within the map. Lastly, the views can be synchronized
to link them. If enabled, translations performed in one view are automatically
performed in the others as well. As the legend, the controls can be collapsed.

5 User Study

To evaluate the visualization, we conducted an online survey to

a) assess how correctly the visualization is interpreted by players, and
b) understand how this kind of visualization is perceived by the players.

For the former we followed a task-based methodology using tasks which inquiry
about different aspects of the data. For the latter we included qualitative feed-
back questions as well as an open-task asking about gained insights.

Participants were sourced via Reddit, Discord, and Facebook communities
associated with HotS and other MOBAs as well as through the first author’s
network. Participants had to have some previous experience with MOBAs, either
by actively playing or passively watching matches. We recruited players of HotS
as well as players of other MOBA games to see if the visualization is also under-
standable for players who prefer related games within the same genre.

5.1 Survey Design

The first part of the survey provided a short introduction to the purpose of
the study and consent information. Next, the survey gathered demographic data
about age and gender (female, male, non-binary, prefer not to disclose, other)
and inquired into participants interest and experience with post-match game
analysis as well as experience with gameplay visualizations. Both interest and
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Table 1. Task types used in the evaluation.

Type Description Tasks

Events Analyzing which events happened during a
specified time interval

T-1, T-2, T-3, T-19

Counts Analyzing how many events of a certain
kind happened within a specified time
interval

T-10, T-11, T-12, T-13

Location Analyzing the locations at which certain
events happened

T-6, T-7, T-8, T-14

Time Identifying when specific events happened T-18, T-21, T-22

Comparison Comparing which team achieved more T-9, T-15, T-16

Basic Reading basic variables T-5, T-17, T-20, T-23

experience were measured on a 7-point scale anchored by 1 = not at all inter-
ested/experienced and 7 = very interested/experienced. In addition, participants
were asked about their preferred MOBA game (League of Legends, DotA 2, HotS ,
Other). This was included because we hypothesized that – despite MOBAs shar-
ing the basic gameplay rules – players preferring other MOBAs than HotS might
not be as knowledgeable about the used maps which might impact the ability
to solve the tasks, especially when they referred to locations (e.g., lanes) on the
maps. Lastly, we inquired about their experience with their preferred MOBA
game, e.g., rank, average hours spent playing per week. The answer options for
the latter varied based on the selected game.

Next, the participants were instructed to open the visualization, read the
overview provided on the webpage, and familiarize themselves with the user
interface and controls. When ready the participant had to click the ’Next’ but-
ton of the survey to proceed to the main part. This part consisted of 23 tasks
(see Table 2). For the tasks (T), we took into account existing task taxonomies,
specifically the triad framework by Peuquet [46] which distinguishes between
three components of spatio-temporal data: what, where, and when. Several of
the tasks related directly to these individual elements as their proper identifica-
tion is essential for more complex tasks. Some, such as T-6 or T-14, however also
required the simultaneous consideration of two components. The triad framework
also formed the foundation for the task typology of Andrienko et al. [6] which
extended it in various ways, amongst others, by distinguishing between identi-
fication and comparison tasks with respect to the three components, an aspect
which we also took into account in our tasks. In addition, our tasks should
also relate to the different types of game-related information shown and vary in
difficulty. These tasks were categorized into six task types (see Table 1).

In addition, to probe into which insights about gameplay participants can
gain from the visualization, we included an open task (T-4) asking Which are the
three main insights you can get when analyzing this match with the visualization?

The tasks were posed with respect to four predefined matches taking place on
four different maps (Blackheart’s Bay, Battlefield of Eternity, Towers of Doom,
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and Cursed Hollow). This was done to reduce potential bias caused by using
only one specific replay or map. Table 2 shows which tasks were performed on
which map. T-4 was conducted on Blackheart’s Bay. The upload of personal
replays was turned off for the study. Once all tasks were completed, the survey
asked participants to rate the usefulness of the three different views (perspective,
top, side), the legend, and of the control panel on a 7-point scale anchored by
1 = not useful at all and 7 = very useful. Open-text questions further asked for
three aspects participants liked about the visualization, three weaknesses of it,
suggestions for improvements, and additional features which would be desirable.
Participants could also share additional feedback. In total, the survey took about
20 to 30 min and fulfilled Masaryk University’s ethical guidelines.

5.2 Participants

In total, 30 participants took part in the study. The age ranged from 18 to 40
years (M = 27, SD = 4.9). The gender ratio was skewed towards males, with
26 participants indicating to be male and 4 to be female, reflecting the overall
general gender split observed in MOBA games [56]. The sample consisted of
three players whose preferred MOBA game is DotA 2, 13 who preferred League of
Legends, and 14 who preferred HotS . Participants expressed rather high interest
in post-match game analysis (All: M = 5.6, SD = 1.1; HotS : M = 6.1, SD = 0.9;
Other MOBAs: M = 5.1, SD = 1.1) while experience with post-match game
analysis (All: M = 4.5, SD = 1.7; HotS : M = 4.4, SD = 1.7; Other MOBAs:
M = 4.6, SD = 1.8) and gameplay visualization (All: M = 4.1, SD = 1.9; HotS :
M = 3.9, SD = 2.0; Other MOBAs: M = 4.4, SD = 1.9) where both slightly
above the scale’s midpoint. In terms of experience with their selected MOBA
game, participants indicated to spend 8.4 h on average per week (SD = 5.1)
playing them. HotS players mainly had ranks of Gold (2), Platinum (5), and
Diamond (4) and can thus be considered as highly skilled in the game. One
player was at Masters rank and hence extremely skilled while the other two
indicated a rank of Bronze and no rank (but having more than 12,000 games of
quick match). In case of League of Legends ranks were a bit more distributed
but the majority as well had a rank of Gold (2), Platinum (3), and Diamond
(1). Three had a rank below Gold and three reported no rank. The three DotA
2 players indicated ranks of Guardian, Crusader, and Archon, which can be
considered low to middle ranks.

6 Results

Open-ended questions (e.g., insights reported during T-4, feedback questions)
were analyzed individually using an inductive qualitative content analysis app-
roach (cf. [41]). First, responses were coded by two of the authors individually to
derive a set of keywords which were then grouped into categories. Participants’
statements (or parts of them) were then assigned to these categories. Discrepan-
cies in the assignment to the categories were resolved in discussion with a third
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researcher and the naming of the categories was adjusted. Below we only report
categories that have been mentioned by at least 10% (N=3) of the participants.

Correctness of the tasks was established as follows. Tasks with a single answer
(e.g., T-6, T-10) counted as correct if exactly this answer was provided. Tasks
with multiple answers (e.g., T-1, T-2) only counted as correct if all correct
answers (and only these) were given. Times of events had to be reported in min-
utes and were counted as correct if they referred to one of the 1-minute-bounds
within the event took place. For instance, if an event took place at 7:30 min,
both 7 and 8 min counted as correct.

6.1 Task Correctness

To asses if there are differences in terms of the number of correctly solved tasks
between HotS players and players of other MOBA games (DotA 2 and League of
Legends) in our sample, we conducted – after confirming normality of the data
using Shapiro-Wilk – an independent samples t-test. No statistically significant
differences were observed (t(28) = −.378, p = .708). Additionally, we conducted
Fisher exact tests (due to sparse contingency tables in the majority of cases, i.e.
tables with expected cell frequencies less than five) to compare the correctness
of the individual tasks. For all tasks, no significant differences were found with
p > .05. As such we will not differentiate between them in the following.

Table 2 gives an overview of how many participants correctly solved the dif-
ferent tasks. Across all tasks, average correctness is 74.1%. Next, we discuss the
results based on the task types specified in Table 1.

With respect to analyzing Events that occurred during a certain time span,
the two tasks (T-2, T-3) asking about which champions died within a certain
interval were more successfully solved than tasks requiring to check different
types of events (T-1, T-19). As these were only counted as correct if all correct
answer options were checked, we more closely inspected these. Correct answer
options for T-1 where selected with 70.0% to 93.33% correctness and those for
task T-19 with 76.67% to 93.33%, suggesting that participants either missed a
correct answer or selected an additional false one.

Counts related questions showed quite some variation in correctness. T-13,
asking about the number of deaths about a certain champion, was solved cor-
rectly most frequently, likely because the task only involves counting the number
of death icons of a particular color. Only about two-thirds could, however, solve
T-11 correctly. This is likely caused by the fact that the user has to either rotate
the perspective view or additionally refer to the side and top views to check if
the paths are really adjacent (Fig. 3a,b). Likewise, T-12 was only solved correctly
by slightly more than half of the participants. While the asked for information
can also be extracted from the projected circles in addition to the 3D view,
these circles may overlap too, causing participants to miss a certain death. How-
ever, T-10 was the least correct answered one in this group. As we could see
from the feedback, participants thought that respawns were less obvious than
other events (see Sect. 6.3). This is likely because respawns were only indirectly
depicted through lines restarting at the location of the team’s base (Fig. 3c).
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Table 2. Tasks and percentage of participants correctly solving them. Tasks within
each task type are sorted in ascending order according to correctness. (BB = Black-
heart’s Bay, BE = Battlefield of Eternity, CH = Cursed Hollow, TD = Towers of Doom)

ID Map Question Correctness

E
v
e
n
ts

19 CH Check everything that also happened in the given
time frame, you entered above. (→ T-18)

13.33%

1 BB Check all correct statements that describe what
happened between 6 - 7 minutes of the match.

46.67%

3 BB Check member(s) of the RED team that died
between 6 - 7 minutes of the match.

73.33%

2 BB Check member(s) of the BLUE team that died
between 6 - 7 minutes of the match.

80.00%

C
o
u
n
ts

10 BE How many RED team players respawned between 9
- 11 minutes?

46.67%

12 BE At 15 minute a team fight happened. How many
players were involved?

56.67%

11 BE Analyze the gameplay between 14 - 15 minutes. How
many players moved together in the biggest group?

63.33%

13 TD How many times the player, who played CASSIA,
died?

83.33%

L
o
c
a
ti
o
n

8 BE In which lane did the final push happen? 73.33%
6 BE In which lane did the first death happen? 90.00%
7 BE In which lane was the first structure destroyed? 90.00%

14 TD In which lane did the last death of the player, who
played CASSIA, happen?

90.00%

T
im

e

18 CH Identify the time frame when the large number (3+)
of structures was destroyed by the BLUE team.

80.00%

22 CH Time (in minutes) when the first structure was
destroyed.

80.00%

21 CH Time (in minutes) when both teams reached level
10.

96.67%

C
o
m
p
.

9 BE How many RED team members were dead when
BLUE team destroyed the first structure?

6.67%

16 TD Which team finished the game with more levels? 80.00%
15 TD Which team managed to reach more objectives? 100.00%

B
a
si
c

5 BE Check the correct statement about the map. 93.33%
17 TD Was the boss captured in this match? 93.33%
20 CH Identify the game length in minutes. 93.33%
23 CH First destroyed structure type? 100.00%
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Fig. 3. Examples of visual representation issues causing difficulties with interpretation.
(a & b) Estimating distances and visual depths can be difficult in a 3D perspective
and thus may cause uncertainties when judging the proximity of heroes as required by
T-11. (a) suggests that all except one player moved together between 14 and 15 min.
Rotating the view (b) or observing other views is required to resolve this ambiguity.
(c) Respawns were not explicitly marked in the visualization. Rather they had to be
inferred from the paths originating at the base, potentially impacting T-9 and T-10.

Tasks requiring to infer the rough Location of specific events where gener-
ally answered with very high correctness of 90%, except T-8 which has shown to
be a bit more difficult. While the other tasks focused on events represented by
icons, this task required to check the paths of the players and relate them to the
map. Tasks dealing with when (Time) certain events were happening were also
answered with overall high correctness, independent of whether the information
had be read from the STC itself or the auxiliary time axis.

However, Comparison tasks appear to have been considerable more diffi-
cult if they had to be solved using the STC itself (T-9) compared to when the
information was depicted along the auxiliary time axis (T-15, T-16). However, it
should be mentioned that T-9 was rather complex because it involved observing
the death icons as well as the respawns within the proximity of the destruction
event. If we neglect the respawn shortly before the event, 40% provided the cor-
rect answer. This again, indicates that respawns are not clearly visualized. In
addition, participants also found the color coding of the structures unclear (see
Sect. 6.3). The Basic tasks were, as expected, solved without major issues.

6.2 Insights

In addition to the specific tasks above, we also included an open task (T-4)
asking participants about the insights they can extract from the visualization.
The derived categories of insights are summarized in Table 3. As we can see from
the table, a bit less than half of the participants (N = 13) gained insights related
to time such as when somebody died or a structure was destroyed.

The focus on time confirms the value of the STC for depicting temporal in-
game data. Related to the spatio-temporal nature of the STC, participants also
commented on spatial aspects (N = 7), notably on the positioning of players
(e.g., closeness of players, positioning over time) and the spatial distribution of
events.
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Table 3. Categories of insights participants gained when asked about the main insights
they could extract from the visualization (T-4, # = number of participants).

Category # Category #

Tactics and strategies 16 Team Advantage 7

Number of deaths 14 Levels 6

Time-related information 13 Number of objectives 6

Positions 7 Win/Loss 3

Slightly more than half of the participants (N = 16) also reflected upon the
different general tactics and strategies which might have been used by the teams.
P12 was particularly detailed in this respect as the following quote illustrates:

Blue was more consistent about objective, but Red primarily turned in
after kills. Probably blue was hanging back farming camps more aggres-
sively, but would push in to Red’s territory too far and lose their stockpiled
coins to a team fight. In a more general sense, Red team didn’t throw the
game, but capitalized on their advantage when they had it. Blue team
played consistently well, but did not have enough of an advantage late
game to avoid a decisive, opportunistic blow from Red. I’d say ’the come-
back is real’, but while that may have been the interpretation of the play-
ers in the match, Red never slipped too far behind on XP [experience
points] despite losing significantly more structures and having fewer turn
ins. Essentially, Blue team’s lead was an illusion. They were doing more
but not pulling far enough head in the process. [P12]

Related to this, participants discussed instances of how teams compared to each
other (N = 7), particularly which team had an advantage over the other, often
also related to time aspects. Apart from higher-level inferences regarding strate-
gies, participants also commented on the visualizations ability to gain insights
about particular aspects such as the number of deaths (N = 14), level gains (N
= 6), number of objectives (N = 6), and who ultimately won or lost the match
(N=3).

6.3 Feedback

In terms of usefulness of the different parts of the visualization, the perspective
view (M = 5.31, SD = 2.00), the legend (M = 5.31, SD = 1.99), as well as the
control panel (M = 6.00, SD = 1.69) were rated to be similarly useful with all
scoring at the higher end of the scale. The top (M = 3.79, SD 1.72) and side
view (M = 4.07, SD = 1.73) scored lower around the midpoint of the scale.

The categories developed with respect to the benefits and weaknesses of the
visualization as well as regarding suggestions for improvements and additional
data to include are summarized in Table 4 and will be further discussed next.
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Table 4. Categories of participants’ feedback regarding benefits, drawbacks, and poten-
tial improvements (# = number of participants).

Category #

Benefits

Filters and controls 10

Design and usability (e.g., color coding, icons, lines) 9

Overall approach 8

Overview 8

Timeline 6

Navigation 4

Visualization of movement 3

Weaknesses

Color coding of players can be hard to distinguish 13

Lack of interaction possibilities (e.g., filter options) 6

Visual clutter 5

Respawns of the players are poorly visualized 4

Movement is sometimes not clear 3

Suggestions for improvement

Graphical representation (e.g., display of respawns, colors) 14

Interactions (e.g., more filter options, highlighting of players) 12

Strictly orthogonal top and side view 5

Suggestions for additional data to include

Additional statistics (e.g., gold, damage, precision, healing) 14

Information about camps 4

Talent choices 3

Benefits: The filter possibilities and the control options received the most posi-
tive comments (N = 10). Related to this, four participants highlighted the intu-
itive navigation in the views themselves. Participants also made general com-
ments about the design and usability of the system (N = 9), e.g., mentioning
the well-chosen color coding, the descriptive icons, and the interpolation of lines.

The approach in general was also received positively, with eight participants
commenting about the novelty of the visualization in this particular application
domain. Three also specifically mentioned the 3D aspect. For instance, P22 who
was initially not convinced commented: While I initially thought the 3D view
wasn’t that interesting, I think it can bring a very interesting insight at a short
glance. Eight participants also appreciated the overview of the data (i.e. of the
different aspects of a match) which comes with the STC approach. Three par-
ticipants specifically lauded the visualization of movement. For example, P22
thought that it provides a very clear view of the match, with movement of
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players across the map. It is easy to track the main events. Lastly, the temporal
perspective the visualization provides was also appreciated by six participants.

Weaknesses: While some people mentioned the color coding as benefit, it was
also the most mentioned drawback of the visualization (N = 13). While par-
ticipants thought that the players of the red and blue team could be well-
distinguished, players within a team were less differentiable due to the color
hues sometimes being too similar. Three of them also found the color coding
of the destroyed buildings confusing since it was not exactly clear if the color
indicates the team who destroyed it or the team the building belonged to.

Participants also commented about a lack of interaction possibilities (N = 6)
such as missing options to filter the data and to be able to turn off the grid. Five
participants considered the visualization to be crowded which, in turn, caused
the displayed information to overlap, especially in places with high activity. This
sometimes made it difficult to infer information, as P3 commented: Deaths can
overlap, making it hard to be sure who exactly died.

As reported by four participants, respawns were not well recognizable in the
visualization which made it difficult to find them. As discussed previously in
Sect. 6.1 this is likely due to them not being explicitly encoded (see Fig. 3c).
Indeed, one participant suggested to use icons to make them more obvious.

Lastly, while three participants liked the visualization of movement, an equal
number of participants found it unclear. We assume that the clutter mentioned
by other participants could be a reason for this.

Suggestions for Improvements and Additional Data: Made suggestions for
improving the visualization are partly in line with the identified drawbacks and
include changes to the graphical representation (N=14), particularly with respect
to the encoding of respawns and adjusting the colors within the teams. Likewise,
participants proposed additional interactions (N=12) such as more filter options
and ways to navigate the views and customize their arrangement. Lastly, par-
ticipants suggested to use a strictly 2D orthographic top and side view instead
of having a perspective camera viewpoint from the top and side as in our case.
We conclude that this is due to the slight perspective effect which was caused
by this choice and which causes small displacements of the viewed data based
on the position of the camera.

When asked about additional features, participants only reflected which addi-
tional data would be useful for their analyses. Primarily, participants (N = 14)
suggested to include further statistics such as about gold, damage dealt, pre-
cision in team fights, healing done, and more. Four participants suggested to
add information about camps which were currently not considered at all. Lastly,
talent choices were also thought worthwhile to include by three participants.

7 Discussion

While various visualization types have been employed for visually representing
in-game data, a substantial number uses 2D representations. If three dimensions
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have been used for depicting behavioral in-game data these are mostly concerned
with visualizing trajectories in the actual 3D game environment (e.g., [11,15,28]).
In this work, we thus adapted the established STC representation to explore its
value in the context of spatio-temporal match review and if the added complexity
poses difficulties for players. With respect to our two study goals we can conclude
that a) facts about the data can on overall be well retrieved from the STC and
b) that it was generally well received.

With respect to the correct interpretation of the data, we can summarize that
across all tasks overall correctness was rather high with participants on average
solving 74% of the tasks correctly (regardless of the preferred game). However,
correctness also varied between the tasks from about 7% (T-9) to 100% (T-15 and
T-23). This is, however, in line with findings from other studies in other domains.
For instance, Filho et al. [17] reported task success rates in a similar range.
Lower performance on certain tasks can usually be attributed to visual clutter
(i.e. occlusions) or to a lack of depth cues which made it difficult to estimate
the proximity of graphical elements (e.g., lines, icons) inside the STC. Both are
well-known drawbacks of the STC representation as reported in the literature
(cf. [12,17]). For icons we attempted to address this, by projecting them onto the
bottom and back plane of the STC which, however, could only solve this issue
partially as occlusions may still occur. The issue with the proximity of lines could
potentially be addressed by automatically detecting co-located champions and
visually encoding them (e.g., through the transparency of the lines).

The 3D representation and the complexity arising through it can be a disad-
vantage (e.g., [5]) but this did not appear to cause issues in our study. On the
contrary, participants appreciated this approach (see Table 4, Benefits), taking
a positive stance towards the 3D representation. We assume that this is because
players are in general familiar with navigating 3D environments and adjusting
camera perspectives. Previous work such as [5,18] has highlighted the importance
of interactions to manipulate the STC. Although we supported already various
ways for navigating the camera and filtering the data – and this was appreciated
by the participants – they also called for further interaction possibilities such as
additional filters. As such, if 3D visualizations are used for gameplay analysis
an appropriate set of interactions should be provided to support data inference.
Another opportunity could be to offer a set of pre-defined configurations of the
display that align with commonly performed analysis tasks.

Another issue was mainly caused by a particular design choice we made:
respawns were only visible through the players’ paths. This made them less
obvious to detect in the STC, also because the visibility depends on the per-
spective from which the cube is viewed. This could be resolved by, as proposed,
marking those respawns explicitly with icons. Related to this, participants also
made suggestions for including further game-related information. However, this
will add further visual elements to the STC which, in turn, can contribute to
visual clutter. An interesting observation in this regard is that albeit partici-
pants reported visual clutter as a drawback of the STC they, at the same time,
requested to display further information. As such it is important to carefully
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weight the importance of different gameplay aspects to be shown within the STC.
Another possibility could be to show specific information only on demand, for
instance, when hovering over lines and icons. In conclusion, we can say that the
drawbacks mainly revolved around specific design aspects (e.g., colors, respawns)
and a lack of interaction possibilities but less about the actual 3D representation.

Displaying space and time simultaneously has shown to be valuable to the
players as our participants reported insights related to both spatial and temporal
aspects. At this point it is, however, important to note that our evaluation was
mainly task-based to assess if the data can be correctly inferred from the visu-
alization. This is an important prerequisite to construct higher-level insights [4].
While we probed briefly into the types of insights players can derive, further
studies will be necessary to evaluate the STC for higher-level analytical tasks.
However, even if only touched upon this briefly, we could see that participants
were reflecting about the tactics and strategies used by the different teams.

On the other hand, the STC does not seem an appropriate choice for all
games. As we could see from our results, even when only showing the data of ten
players visual clutter already caused difficulties when interpreting the data in
case of certain tasks (e.g., group movements, overlapping of icons). Results from
the field of geographic information sciences [12] also do not recommend STCs for
a larger number of movers. As such we consider the STC more helpful in games
with a small number of actors. A possible direction forward could also be to
combine individual space-time paths with a density-based approach (e.g., [12])
to aggregate movement, for instance, to allow players compare their own with the
average behaviour of others. It should also be noted that a STC is only suitable
for games where movement can be reasonable described in two dimensions, as
the third axis is used to represent time. As such it may have limited use for
games in which 3D movement patterns are important.

Lastly, we would like to acknowledge some limitations arising from the study
itself. First, our sample was composed of players who indicated to have an above-
average interest in and experience with post-match game analysis. It should also
be kept in mind, that our sample mostly consisted of intermediate to more
highly experienced players. Previous work such as [20] has shown that STCs can
potentially be difficult to interpret. Hence, it would be interesting to expand
the demographics to players with less pre-knowledge and skill to investigate in
more depth if novice players can interpret and benefit from the visualization in
the same way. Secondly, due to the online setup we did refrain from measuring
timings for the individual tasks as those may be unreliable and focused only on
task correctness. Future work should thus further investigate the effectiveness
of the visualization by not only considering correctness but also factors such as
mental effort and time spent on the task (see [25]). Lastly, we used multiple
matches to avoid potential bias caused by using only a single match. While we
visually picked matches of similar complexity, some impact on the results caused
by the different particularities of each match cannot be completely ruled out.

While our results showed that the tasks, with some exceptions, were well per-
formed we need to highlight that many tasks were rather elementary and spatial
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tasks were few. Nevertheless, the findings still provide a promising path forward
as elementary tasks are important for higher-level inferences. Related to this,
future work also needs to look into comparative evaluations to assess whether
the STC is more or less helpful compared to existing gameplay visualization
methods such as animated maps. This was outside the scope of this study.

8 Conclusions

Visualizations of in-game data are an increasingly important asset of data-driven
tools that allow players to review their in-game performance. However, spatio-
temporal visualisations that provide an integrated perspective of both space and
time in a single view found little attention in games-related literature. Such visu-
alizations are often realized in 3D, which adds additional complexity and may
thus not be suitable for all user groups. In this paper, we focused on the estab-
lished STC visualization to study how it is received by players and if they can
observe the displayed data correctly. Our results show that such representations
do have potential for this application scenario with players being able to extract
data with comparatively high overall correctness and responding positively to
this kind of approach. However, it also shows that interaction- and design choices
need to be made with care to provide adequate means to adapt and manipulate
the visualization. Given our findings, we would advocate for further research in
this direction to explore the prospects of 3D visualizations for gameplay analysis.
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Abstract. Despite various playful and educational tools have been
developed to support children’s learning abilities, limited work focuses on
tangible toys designed to improve and maintain children’s hygiene per-
ception, habits and awareness, as well as fostering their collaboration and
social abilities in home education contexts. We developed Awayvirus to
address this research and design gap, aiming to help children gain hygiene
habits knowledge through tangible blocks. Our findings indicate that a
playful tangible interaction method can effectively increase children’s
interest in learning and encourage parents to become actively involved
in their children’s hygiene and health education. Additionally, Awayvirus
seeks to build a collaborative bridge between children and parents, pro-
moting communication strategies while mitigating the adverse effects of
the challenging the post-pandemic period.

Keywords: Playful Learning · Tangible · Children Hygiene Habits

1 Introduction

The COVID-19 pandemic has highlighted the significance of overall health and
well-being, emphasising the necessity of effective hygiene practices within family
units, such as handwashing. This needs for additional measures is particularly
crucial during resettlement periods, given the heightened risk of viral infections.
Moreover, the pandemic has disrupted conventional education and socialisation
methods for children, resulting in elevated levels of stress, and anxiety, reduced
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interest in learning [20], and ineffective communication strategies [3]. Conse-
quently, health literacy assumes a substantial role in shaping health behaviours,
especially among preschool children.

Playfulness has been recognised as an effective approach for children’s edu-
cation [11]. However, parents faced challenges in teaching their children proper
hygiene habits using engaging and playful strategies. To address such challenges,
we aim to investigate the potential of gamified educational tools with tangible
interactions to enhance children’s interest in learning about hygiene protection
and to promote parent-child interaction during the learning process. To guide
our research, we have formulated the following research questions: RQ1: Can
the incorporation of gamified elements increase children’s interest in learning
about hygiene and improve the acceptance of the educational design? RQ2:
How can a gamified design effectively facilitate children’s learning of hand wash-
ing and good hygiene habits? RQ3: In what ways can a gamified design enhance
communication about hygiene between parents and children?

Our findings indicate that children’s interest in learning hygiene knowledge
increased after engaging with Awayvirus. We also observed that parental encour-
agement positively impacted children’s emotions during play. Children demon-
strated enthusiasm and voluntarily assisted their parents in completing collab-
orative educational tasks. Additionally, the power imbalance between child and
parent tended to shift towards a more balanced relationship during interaction
and negotiation processes.

Our main contributions are: 1) exploring how gamified educational tools
with tangible interactions can increase children’s learning about hygiene protec-
tion knowledge and promote parent-child communication; and 2) highlighting
the challenges and findings surrounding tangible interaction in learning about
hygiene protection knowledge and parent-child interaction.

2 Related Work

2.1 Gamification in Health Professions Education

Human-computer interaction (HCI) has shown that gamification holds signif-
icant potential within health and educational research spheres [10,23]. This
potential is largely due to its capacity to enhance learning outcomes and modify
children’s behaviour [5,6]. Examples of such applications can be seen in efforts to
alleviate stress in paediatric patients within healthcare settings [17,27], as well
as to bolster digital health literacy and health awareness among children [28].
Gamification has even been used to encourage physical activity and social inter-
action [19]. However, its use in fostering hygiene habits and promoting hygiene
education among children remains under-explored, presenting an opportunity
for further research in this domain.

2.2 Educational Tangible Interaction

A growing body of research highlights the extensive applicability of tangible user
interfaces (TUI) in diverse environments and fields [22,29]. The transformative
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potential of TUI lies in its capacity to revolutionise traditional teaching methods,
enhance student engagement, and facilitate informal learning experiences [14,
18,25]. Furthermore, the incorporation of tactile interactions in TUI has been
found to support learning [7]. The integration of gamified elements within TUI
represents an engaging design approach, enabling children to develop essential
skills through play [1,9].

2.3 Parent-Child Interactions in Home Learning Activities

The crucial role of parent-child interactions in children’s growth and develop-
ment is well-established, particularly when it comes to enhancing learning inter-
est through positive reinforcement [15]. Recently, researchers have started to
investigate the influence of various media, such as tablets [4] and artificial intel-
ligence [8], on these interactions. They serve as vehicles for conveying family
values and beliefs to children, shaping their perceptions and interpretations of
the world around them [13,24].

Despite these insights, research on tangible interactions specifically designed
to educate early childhood learners about hygiene, with a special emphasis on
parent-child interaction, remains scarce. Our design aims to bridge this gap,
providing parents with a tool that captivates children’s attention during home-
based learning, while simultaneously stimulating their interest and fostering their
communication abilities.

3 Methodology

Our research aims to comprehend children’s perspective of hygiene habits and
investigate how parental support can enhance their learning in this area. To
achieve this, we employed a design thinking process [21] to underscore the sig-
nificance of understanding adoption, usage, preference, and family health educa-
tion strategies. Our multifaceted research methodology included surveys, semi-
structured interviews with parents and professionals, and field trials [2], designed
to gauge collaboration, children’s comprehension, and behaviours. Our study has
received the ethics approval from the university’s ethics committee.

3.1 Survey

We conducted two surveys on wjx.com, we applied social media and snowball
sampling for participant recruitment. The first survey delved into the nature of
parent-child interactions during game-playing, toy preferences, and educational
necessities. The second survey aimed to understand parents’ concerns about fam-
ily education during the pandemic. We obtained 36 responses for the hygiene
education strategy survey and 43 responses for the purchasing preferences sur-
vey. The results indicated a prevalent pattern among parents regarding hygiene
knowledge learning and application. 24.9% of parents expressed apprehension
about their child’s health protection and individual personality development
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within the context of home education. A majority of parents (66%) employed
varied educational tools such as animated videos (63.9%), picture books (55.6%),
mobile games (27.8%), and toys (47.2%) to educate their children about hygiene
and raise awareness. Yet, a significant challenge remained in effectively engag-
ing their children in comprehending hygiene knowledge. These survey findings
offered critical insights for designing educational tools that facilitate more effec-
tive children’s learning about hygiene habits and knowledge.

3.2 Interview

We organised semi-structured interviews with two families, a 35-year-old father
and his 5-year-old son, and a 30-year-old mother and her 6 years old son. We also
conducted a semi-structured interview with a paediatrician from a public hospi-
tal. We inquired about their experiences, focusing on the challenges encountered
in promoting family hygiene education. A shared difficulty was maintaining a
balance of parental involvement across varied contexts. One father highlighted
the struggle of effective communication and education during home quarantine,
pointing to challenges in hygiene learning and managing distractions. Despite
her nursing expertise, one mother confessed to resorting to corporal punishment
due to a lack of effective educational approaches. She recognised the potential
benefits of game-playing and role-playing but was concerned about excessive
screen exposure. The paediatrician underscored the need to captivate preschool
children’s interest and cater to their inclination for hands-on learning, advocat-
ing entertaining learning methods like assembly activities, and emphasising the
essential role of parental support and effective communication strategies.

The interviews revealed common issues faced by parents in promoting home
hygiene education, such as limited parental experience, ineffective pedagogi-
cal approaches, power imbalance, limited child interest, and distractions. The
increased shared time during home quarantine underscored the need for effective
communication strategies. To overcome these challenges, the proposed design
focuses on incorporating tangible and gamified design elements to increase chil-
dren’s engagement with hygiene knowledge, support family education, encourage
parent-child communication, and enhance hygiene learning outcomes.

3.3 Design Process

We brainstormed and developed design concepts based on insights gleaned from
previous investigations. We used a solution chart with four axes: usability, play-
fulness, metaphor comprehension, and prototyping practices. Subsequently, we
amalgamated the four concepts into three novel product solutions and assessed
each for their strengths and weaknesses. From a human-centred design perspec-
tive, we proposed tangible blocks of various geometric shapes that provide dif-
ferent assembly challenges and are made of natural materials [30]. Our design
aims to enhance children’s understanding and promote their auditory and spatial
language abilities [26], as well as foster practical cooperation skills.
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Gamification Elements. We integrated gamification elements based on the
recommendations of Hamari [12] and Lessel [16]. We incorporated principles
including “Establishing objectives”, “Capacity to overcome challenges”, “Offering
feedback on achievements”, “Encouragement & motivation”, “Assessing & track-
ing progress”, “Fostering social connections” and “Fun & playfulness”. However,
to prioritise parent-child interaction and learning effectiveness, we excluded com-
petitive mechanisms and point allocation. The design solution focuses on utilising
gamification elements to encourage parents and children to engage in activities
such as assembling and discussing hygiene knowledge, enhancing interest and
effectiveness in learning within the family context.

Prototype. Our prototype, as depicted in Fig. 1, consists of an assembly block
prototype, an Arduino motion sensor module, and learning cards. The blocks
represent objects susceptible to virus attachment, and assembling them con-
veys the metaphor of virus transmission, such as the assembly of virus stingers
onto a doorknob block. An interactive voice module with a wearable detection
device prompts hand-washing by notifying the child of unhygienic behaviour.
The primary objectives of Awayvirus are to raise awareness of virus attachment,
emphasise timely handwashing, and facilitate learning and practice of proper
handwashing techniques with parental involvement. Learning cards supplement
children’s understanding of basic hygiene knowledge.

Fig. 1. Prototype of Awayvirus, made of different shapes and wooden materials, includ-
ing tap, doorknob, handrail, and hand sanitiser. Stingers on virus blocks can be assem-
bled onto other blocks

Pilot Study and Results. We conducted a pilot test involving a mother and her
6-year-old son in a home context, which lasted approximately 2 h. We obtained
recorded consent from the participants. The overall feedback from the tests indi-
cated positive attitudes towards usability. However, challenges were identified,
including low interest in voice interaction reminders and limited acceptance of
wearable devices. For example, children displayed reluctance to wear the devices
and demonstrated decreased enthusiasm. Parents also expressed concerns about
small parts posing a potential choking hazard. Based on the pilot study results,
we removed the voice model and wearable detection features, while the wooden
building blocks and card learning components were retained.

4 Findings

Our findings are categorised under three main headings: Playful Learning, Learn-
ing Hygiene Habits, and Parent-Child Communication.
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Playful Learning. Tests yielded positive responses, with children showing
strong enthusiasm towards the learning blocks. We observed that children
demonstrated their autonomous engagement for active participation during the
cooperative learning process, such as paper cutting and simulating handwashing
(see Fig. 2). The gamification elements successfully instigated intrinsic motiva-
tion and creativity, as exemplified by children modifying the learning materials
based on their own ideas and activities involving adults in the handwashing
process.

Fig. 2. Pilot Test in Home Context (a): Engagement for paper cutting and cooperative
interaction

Learning Hygiene Habits. Children showed a keen interest in listening and
learning basic hygiene concepts through the educational cards. They also pre-
sented a propensity to imitate their parents’ handwashing movements, which
enhanced their understanding of proper technique. Notably, children show-
cased the ability to identify and articulate errors in their parents’ handwash-
ing behaviour, exemplifying their grasp of hygiene principles. While occasional
difficulties in recalling specific vocabulary were observed, as shown in Fig. 3,
children exhibited a solid comprehension of the association between the build-
ing blocks and real-life hygiene items, showcasing their autonomy and critical
thinking skills.

Parent-Child Communication. Incorporating playful design elements posi-
tively influenced parent-child communication and engagement. Parents observed
increased eagerness and reduced distractions in their children during educational
activities. The interaction during paper cutting and block assembly tasks posi-
tioned parents as guides, motivating their children (Fig. 2) and fostering the
parent-child bond. Children actively participated in collaborative learning, sug-
gesting ideas and rectifying their parents’ mistakes (Fig. 3). These actions con-
tribute to equalising power dynamics in home education. Additionally, children
independently initiated further activities such as simulating handwashing and
reminding parents to use hand sanitiser.

Our findings also pinpoint areas for potential improvement in the proto-
type design, particularly concerning safety and materials. For instance, the lack
of ventilation holes in the extended parts of the virus spikes raised concerns
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Fig. 3. Pilot Test in Home Context (b): The upper part shows children rectifying their
parents’ mistakes, and the lower part illustrates learning outcomes after playing

about accidental swallowing. Adult participants stressed the importance of long-
term safety considerations in selecting materials. Moreover, children exhibited
a greater preference for parental interaction compared to the interactive sound
and showed limited interest in the wearable device.

5 Discussion

In the home context, the gamified learning method stimulates children’s learning
interests, proactive learning attitudes, and imitating behaviours. Parents further
reported that their children has been increased focus and engagement in learning
about hygienic habits (e.g., handwashing), they actively involve their parents and
offer feedback. However, equipping children with wearable devices led to negative
emotional outbursts, which could be alleviated through parental encouragement
and support. We emphasise the importance of addressing children’s emotional
fluctuations during learning and underscore the significant impact of parent-child
relationships on children’s emotional development.

We further demonstrate the efficacy of employing a playful learning approach
to teach children about hygiene habits and facilitate positive parent-child com-
munication. Future research will focus on addressing identified areas of improve-
ment in the prototype design and refining teaching aids to enhance children’s
understanding and engagement. We also highlight the potential of gamification
and interactive learning tools in effectively teaching essential hygiene habits to
young children, fostering autonomy, and critical thinking skills, and strengthen-
ing parent-child relationships.

Our research findings highlight the role of parents in fostering collaboration
with their children during joint learning activities. Awayvirus effectively main-
tains children’s engagement and encourages them to express their ideas, seek
cooperation, and address parents’ improper hygiene behaviours or raise ques-
tions. The gamified design of Awayvirus promotes mutual assistance between
parents and children, creates opportunities for open and equal dialogue, and
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mitigates parental blame and power during the learning and negotiation pro-
cess. It establishes new channels for parent-child communication and enhances
the overall family learning experience.

5.1 Design Implications

We highlight two key design insights: 1) addressing children’s hands-on practice
needs, and 2) fostering parent-child communication with parents as scaffolding.
We also show that tangible interaction is an effective approach for early child-
hood educational tools, promoting interaction and collaboration.

Hands-on Requirements. Tangible interactions facilitate practical knowledge
application and self-expression, aiding young children in understanding content
and minimising distractions. It is essential to integrate features that accommo-
date children’s hands-on learning needs and ensure ease of use.

Communication Requirements. Playful designs should emphasise parental
involvement and cooperative processes, encouraging children’s active participa-
tion and expression. The design needs to enhance parent-child communication
and contributes to stronger emotional bonds and improved learning experiences.

5.2 Limitations

We acknowledge certain limitations in the present study. Firstly, the study was
conducted during the quarantine period in China and involved a limited number
of participants from a specific demographic group. Therefore, the results may
not fully represent the diverse experiences and perspectives of families across
different cultural, social, and economic backgrounds. Secondly, we did not inves-
tigate the long-term impact of the intervention on children’s hygiene habits,
behaviour, or sustainability of the observed positive outcomes. Thirdly, we did
not compare the effectiveness of our prototype with other educational interven-
tions for teaching children about hygiene protection. Future research comparing
the design with other approaches could provide valuable insights into the most
effective strategies for promoting hygiene habits education in early childhood.

6 Conclusion

Our study introduces a playful educational block approach for teaching hygiene
habits to children, with the goal of stimulating their interest in learning, provid-
ing age-appropriate hygiene education, and facilitating communication between
children and parents in a home-based educational context. We demonstrate
the potential of the playful approach in teaching young children about hygiene
habits, balancing the power differential in home-based education contexts, and
promoting positive parent-child communication. Furthermore, we emphasise the
importance of designing educational tools that consider children’s developmental
needs, engage parents, and address the emotional facets of the learning process.
Moving forward, we will continue to refine and enhance our design to create an
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engaging, effective, and emotionally supportive learning environment for chil-
dren and their families. We hope that such interventions will not only promote
better hygiene habits among young children but also contribute to their overall
learning development and the strengthening of familial bonds.
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Abstract. Over 95% of mobile games found on the Android Play Store are free
to download and play which typically means that income for the publishers is
generated through monetization mechanisms included within the gameplay. It is
already established that monetization within mobile games often makes use of
deceptive design (sometimes called ‘dark design’) in relation to aspects such as
advertising and game-related purchasing. The limited spending power of young
people often means that children and teenagers play these ‘free’ games exten-
sively and are therefore regularly experiencing in-game monetization attempts
developed by adults to target adult players. Monetization typically plays a key
role in gameplay and associated gameplay experience in free games. We asked
young people (n = 62) aged 12–13 years how they thought developers should
monetize free mobile games. Findings show that participants were able to suggest
novel mechanisms for monetization, new monetization possibilities developers
could consider, and ways in which the experience of monetization mechanisms
for players could be improved. We hope this work can help prompt discussion
around participatory approaches for monetization and focus attention on the user
experience of monetization techniques within mobile games.

Keywords: Children · Adolescents · Teenagers ·Mobile Games · Deceptive
Design · Dark Design · Deceptive Design Patterns ·Monetization

1 Introduction

Children and teenagers are prolific users of mobile phone and tablet devices along with
the apps and games they provide access to. For example, in the UK, 97% of children aged
12–15 have their own mobile phone and 63% play games on their phones [1]. Due to the
limited spending power of this demographic the games they play are often free-to-play
i.e., with no upfront cost for downloading and installing. Regardless of spending power,
data from the Android play store shows that over 96% of mobile apps (including games)
are in fact free-to-play [2]. Clearly the cost of developing andmarketing mobile games is
substantial and, to generate revenue, monetization mechanisms are built into these ‘free’
games. Monetization within free mobile games appears to be very effective and despite
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the extremely high proportion of free-to-play games revenue from themobile games sec-
tor is forecast to exceed $172 billion in 2023 [3]. Monetization can typically be divided
into two distinct approaches, the first being where a user makes small payments (micro-
transactions) with actual currency (for example, through purchasing a subscription or
purchasing items within the game which may be through an intermediate currency), and
the second being where the attention of the user is engaged in ways which generate
income for the game publisher (referred to as the Attention Economy [4] and usually
involving advertising). Monetization tactics deployed within mobile games are often
categorised as deceptive design pattens in themselves or are enhanced using deceptive
design. Deceptive design (sometimes called ‘dark design’ or referred to as ‘dark pat-
terns’) is typically defined as an attempt to trick a user into action that that user would
not normally choose to engage in [5]. A common tactic is the use of interstitial (full
screen) adverts within the game, the efficacy of which may be ‘enhanced’ by deceptive
design such as having an extremely small dismiss or skip button which, when the player
tries and likely fails to tap it accurately enough, will inadvertently lead the player into
visiting the content associated with the advert.

Whatever monetization strategy is employed by a game publisher, whether it con-
tains deceptive design or not, this is unlikely to be a desirable or positive part of the
gameplay experience for the player. This is because monetization strategies introduce
an ‘annoyance’ [6, 7] which must either interrupt the game to engage the user’s attention
(e.g., with advertising), or be annoying to such an extent that the user would be prepared
to pay to remove it (e.g., subscribe to remove adverts). Crucially the monetization model
and associated tactics are chosen by the developer; if the player wishes to engagewith the
game, they have little or no choice in how they participate in income generation for the
publisher. Outside of mobile games other innovative mechanisms for monetization exist
where contributors are given choices such as Crowdfunding, Pay What you Want (/Pay
What you Can), Membership platforms (such as Patreon), and appeals for donations
(e.g., as used by Wikipedia).

Within this work we sought to gather ideas from young people about how they
thought ‘free’ apps should be paid for by asking directly for their ideas. The ideas
collected were then thematically analysed to give four themes of Status Quo, Novel
Mechanisms, Developer Possibilities, and Improving Experience. The contributions of
this paper are twofold, firstly the findings show the potentially valuable insights young
people can provide in participatory activities related to mobile game monetization, and
secondly findings highlight areas for future work focused on the impact of monetization
techniques within mobile games on the player experience. These issues are important
due to the prevalence of mobile gaming among young people and pervasiveness of
monetization in free-to-play mobile games.

2 Related Literature

While historically, mobile developers faced a choice between free or paid (or multiple)
offerings [8], most mobile games are now free to download and play (termed ‘free-
to-play’ or ‘freemium’) meaning that monetization mechanisms (to earn revenue for
the developer) are built into the game. Commonly, monetization is achieved through
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advertising using Ad (Advertising) Networks which provide APIs for developers to
integrate into products to display adverts to users, for which they receive remuneration
from the Ad Network. The appearance of the advert to the player is largely dependent on
the Ad Network’s and developer’s choices but five basic types exist: Offerwall, Popup,
Notification, Floating and Embedded [9]. Additionally, there are typically five different
ways the remuneration to the developer is calculated which is also dependent on the Ad
Network’s and developer’s choices:

• Cost Per Mile (CPM): Per 1000 views of the advert.
• Cost Per View (CPV): Per view of a video advert.
• Cost Per Click (CPC): Per click on the advert.
• Cost Per Install (CPI): Per download/install of the app/game being advertised.
• Cost Per Action (CPA): Per action a user carries out based on the advert.

As early as 2015, the use of Ad Networks was known to increase data usage, device
energy consumption, and make mobile apps more annoying [10]. There is a growing
body of work on deceptive design within the HCI research community focussing on
adults which includes practitioner perspectives [11], ecommerce web sites [12], mobile
apps [13], cookie consent banners [14, 15, 16], recognition and experience of deceptive
design [17, 18], along with deceptive design within video stream services [19] and
voice interfaces [20]. Very few examples currently exist which focus on monetization
within games or mobile games specifically. Zagal et al. [21] were the first to identify and
classify deceptive design patterns within games: “pattern[s] used intentionally by a game
creator to cause negative experiences for playerswhich are against their best interests and
likely to happen without their consent”. While Zagal et al., do not reference advertising
they do identify grinding (repetitive in-game tasks) as a “way of coercing the player
into needlessly spending time in a game for the sole purpose of extending the game’s
duration” which would expose the player to more advertising and increase revenue.

Zagal et al., also describe “Monetary Dark Patterns” as designs in which “players
[are] being deceived into spending more money than they expected or anticipated”. This
points to the potentially problematic use of microtransactions which is also highlighted
King and Delfabbro’s explanation of predatory monetization: “purchasing systems that
disguise orwithhold the long-term cost of the activity until players are already financially
and psychologically committed” [22]. Fitton and Read [7] explored deceptive design in
free-to-play games with children and identified six separate types ofMonetary deceptive
design patterns specific to mobile games (Pay for Permanent Enhancements, Pay for
Expendable Updates, Pay to Skip/Progress, Pay to Win, Subscriptions, Intermediate
Currencies). In the same paper they also introduced the categories of ‘Disguised Ads’
and ‘Sneaky Ads’ (the example used in the introduction of adverts with extremely small
dismiss or skip button aligns with this latter category). Another example of questionable
monetization practices is the Loot Box [23] which is effectively a form of gambling
which has been incorporated in many popular mobile and desktop games.

The experience of players who come across these designs has been studied with
adult users, for example Zendle and Petrovskaya [24] who surveyed player’s experi-
ences (mobile and desktop platforms) and found participants considered many of their
monetary transactions within games “misleading, aggressive or unfair”. There is overlap
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between the survey findings from [24] and the classifications within [21] and [7] such
as grinding, pay to win and in-game currency.

Regularity bodies (such asOfcom in theUKand FTC in theUSA) alongwith policies
provided to developers by App Stores should mitigate problematic use of monetization
by developers, but existing literaturewould suggest these are not yet sufficiently effective
[7, 23–25]. Presently it seems there are no compelling alternatives to the Free-to-Play
monetization model in the mobile gaming context (unlike the more innovate approaches
used in other popular technologies such as YouTube [26]). To-date only a small number
of studies have focussed on deceptive design within the context of mobile games for
younger users [7, 25], and no work we have found takes a participatory approach to
identifying new or innovative monetization possibilities.

3 The Study

3.1 Method

Thedata analysed in this studywas part of a larger data set collectedwhen twohigh school
in the North-West of the UK visited our university to participate in research studies and
STEM activities as part of a MESS (Mad Evaluation Session with Schoolchildren) Day
session [27].Within aMESSDay session, a group of pupils and teachers visit our univer-
sity and circulate between different activities and research studies, each approximately
20 min in length, in small groups. All pupils participate in all activities and research
studies on the day. Participant information and parental consent sheets were provided to
the participating schools who dealt with distribution and collection of such consent; only
pupils with consent confirmed attended. The participants were aged 12–13 years with
62 participants in total (23 male, 35 female, 4 chose not to disclose a gender). Pupils
worked in small groups (typically pairs) to respond to questions about their experiences
of mobile games by writing answers on Post-it notes and placing them on a large sheet
of paper (1 sheet per group). This approach to collecting data is known to work with
adolescents and has successfully been used previously [7]. In this paper we focus on
answers to the question of “How should developers of free apps/games make money?”.
Figure 1 shows a completed question sheet. A facilitator introduced and explained the
activity and a class teacher was always present. The groups worked independently for
approximately five minutes answering the question, all data was collected anonymously,
and groups were told that they did not have to allow their data to be collected.

3.2 Analysis

Thematic analysis was used to code the data using an inductive and semantic approach
as we were most interested in understanding the raw ideas from the participants. Two
coders familiarised themselves with the data by reading through the answers on the Post-
it notes; the Post-it notes were then removed from the answer sheets and organised into
initial codes whichwere labelled (and re-labelled) during the coding process. The coding
was completed collaboratively, with both coders considering each Post-it note in turn.
There was no disagreement when assigning codes, and only a single code was necessary
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for each idea. In total, 98 Post-it notes/ideas were gathered from the answer sheets; of
these, 14 were unclear/irrelevant and excluded from the analysis. Codes and associated
examples from the data are shown in Table 1. The final stage of analysis involved both
coders considering the codes and organising them into themes, this resulted in four
themes which are discussed in the following section.

Fig. 1. Completed question sheet. Fig. 2. Data from Improving Experience
theme.

3.3 Results

The following subsections describe the four themes which emerged from the analysis
and associated codes (from Table 1) within them.

Status Quo Theme: This theme included monetization techniques which are already
widely used in free-to-play games. These included unspecific references to advertising
(from the In-Game Advertising code), and references to in-game purchasing (from the
In-Game Purchases code) which were either unspecific or mentioned in-game currency
(typically ‘coins’). The third code subsumed into this category was Player Pays; this
code primarily included references to paying for the game ‘up front’, which had three
examples making it clear that the paid for version had no advertising. Also included in
this category were two examples of ‘subscription’ which implied continual cost instead
of initial cost. Interestingly the Player Pays code had the largest number of occurrences
in the data (18) and the Status Quo theme overall accounted for 46% (45/98) of the total
data. This may be because participants were already familiar with these examples and
assume they are effective.

Novel Mechanisms Theme: This theme included funding mechanisms which do not
yet exist and that can provide external sources of funding for developers of games.
The first code in this theme, App stores pay, implies reversing the role of app store,
where the app stores would pay for games to be included (we assume this would mean
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that monetization within games would not be necessary) rather than app stores being
vehicles for developers to distribute and sell their products to consumers. While this is
an interesting idea is not clear how the money to pay the developers would be generated.
The next code, Popularity, appears to be a variation on the previous theme where a
mechanism is proposed to pay developers based on the number of downloads or users
of a game. These two codes highlight the relatively sophisticated understandings of app
stores that participants had, they had likely noticed the metrics (e.g., downloads, ratings
etc.) provided on the user interfaces in the app stores, and realised that app stores are
associated with large, and very financially successful, companies (Google and Apple)
which could potentially renumerate developers somehow. The next code, Philanthropy,
hinted primarily at wealthy ‘others’ who would be able to pay for mobile games so
they would be free to players. In addition to charity events, data in this code also hinted
that only very wealthy people should be developing games who, participants seem to
assume, would not need additional income, and so would not include monetization
(e.g., ‘Be Rich so don’t need to get paid’). The final code, State Funding, included
examples which specified that the Government (or monarchy in the UK context) should
pay the developers of mobile games, again our interpretation is that this would mean that
monetization would not need to be included in games. This reasoning should perhaps
seem logical to participants (children in the UK) as the Government provides them with
free education and healthcare.

Developer Possibilities Theme: This theme contained ideas for possibilities that game
developers could explore to generate income outside of traditional in-gamemonetization
techniques. Thefirst codewithin this theme,ChangeBusinessModel, suggested ideas not
related to themobile games specifically thatwould be potentially relevant to anybusiness.
The theme also included the code Dark Income which included ideas which hinted at
changes to games which, while potentially illegal or unethical, could generate additional
income for the developer. The code that aligned with the most data within this theme
was Other Advertising which included ideas for advertising outside of mobile games
which included ‘posters’, ‘email marketing’, ‘tv adverts’ and ‘celebrity promotions’.
The participants in this case had potentially not fully understood the nuances of how
advertisingwithin games is used formonetization; as the coders took a semantic approach
to analysis, we accepted the implied premise that advertising generates income and
included it within this theme. The next code within this theme, Sponsorship, made
unspecific references to ‘sponsorship’ and ‘get a sponsor’, we interpreted this to imply
arrangements analogous to commercial sponsorship within sport teams, players, events
etc. where the income from the sponsor would change the monetization mechanism
used. Similar to the previous code, the participants perhaps did not fully consider that
a sponsorship arrangement within a mobile game would still likely mean the game
included extensive advertising (as seen previous when a level on Rovio Entertainment
Corporation’s Angry Birds 2 was sponsored by Honey Nut Cheerios). The final code
included in this theme was the WhatsApp Model where the ideas specified that mobile
games could be ‘like WhatsApp’. Participants seemed to be aware that WhatsApp did
not include any kind of advertising or monetization (for them) and implied that would
likemobile games to be similar. There was no evidence that participants fully understood
that the income within WhatsApp is generated through charging business customers.
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Table 1. Codebook from analysis of responses to ‘How should developers make money?’

Code n Description Example

In-Game Advertising 15 Refers to existing examples of
advertising within gameplay
for monetization

‘Have ads within the game’

In-Game Purchases 12 Refers to existing examples of
purchasing possibilities within
gameplay for monetization

‘In game purchases’

Player Pays 18 Refers to the player paying for
the game, so no further
monetization is necessary

‘Pay for the game up front’

App Stores Pay 3 Refers to app stores paying
game developers

‘App store pay to have apps
on their store’

Popularity 2 Refers to income being based
on popularity with players

‘How many people download
it’

Philanthropy 4 Refers to wealthy benefactors
or charitable activities as a
means for monetization

‘Charity Events’

State Funding 3 Refers to income from state
sources

‘Money from the queen’

Change Business Model 3 Refers to the publishers of
games changing their business
model to generate additional
income

‘Get Investors’

Dark income 2 Refers to generating income
via unethical methods

‘Add a gambling aspect to the
game’

Other Advertising 6 Refers to advertising
possibilities outside of the
game

‘Normal TV Adverts’

Sponsorship 5 Refers to the use of
sponsorship as a means for
income

‘Get a sponsor’

WhatsApp model 2 Refers to a business model
like that used by WhatsApp
(i.e., no monetization within
the app)

‘Like WhatsApp don’t make
money but worth money’

Less Annoying 9 Refers to ideas about how to
improve current in-game
monetization mechanisms for
the player

‘Adverts that don’t stop you
playing’
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Improving Experience Theme: Data in this theme was related to altering the experi-
ence of existing in-game advertising primarily to improve the experience for the player
when encountering advertising within a game. This theme was solely built from the Less
Annoying code as the coders considered this data to be the most relevant to the HCI
community as it focusses on the experience of child users. The theme is also novel as,
while monetization strategies are known to be annoying for the user (e.g., [6, 7]), work
to-date has not yet explored how this situation can be addressed. As discussed earlier
in the related work section, the experience of in-game advertising is dictated to a large
extent by the Ad Network API chosen by the developer and (maximising revenue from)
themonetizationmetrics used, so the developer may ultimately have limited control over
player experience. All nine examples for this themewere shown earlier in Fig. 2. Eight of
the ideas specially referenced ‘Ads’ and several included specific and practical ideas for
improvement: ‘British voices for the adverts…’, ‘Bottom of the screen ads’. Other ideas
implied addressing the interstitial nature of advertising within mobile games: ‘Adverts
that DONT stop u playing’, ‘non interrupting ADS’, ‘…more skippable’, and one pro-
posed an alternative way for players to access adverts ‘make a page on the game which
you can look at ads’. These suggestions appear to refer to interstitial adverts (which
typically take up the entire screen and therefore interrupt all possibility for gameplay)
which are presumably used to ensure CPM/CPV returns are maximised, and which may
potentially lead to high returns on other metrics (e.g., CPC). While developers may be
unwilling to make changes that could directly reduce their income, other suggestions,
such as the altering the voice-overs on adverts to be country-specific, could potentially
increase both gameplay experience and effectiveness of the advert [28].

4 Conclusion

The free-to-play businessmodel iswidely used and extremely lucrativewithin themobile
games development industry, however the associated monetization techniques necessary
to generative income for developers are known to be problematic, having been identified
as ‘predatory’ [22], ‘misleading, aggressive or unfair’ [24] and often including deceptive
design [7]. This situation is particularly concerning for younger users who are prolific
users of mobiles games and are likely being exposed to a range of these problematic
monetization techniques on a regular basis. While there is a growing body of work
on deceptive design and monetization with adult users, there are presently far fewer
examples of studies focussing on younger users.

This work sought to explore young peoples’ ideas for how developers should make
money within free-to-play mobile games and gathered 84 usable ideas from 62 par-
ticipants (aged 12–13) which yielded 14 codes organised into four top-level themes
of Status Quo, Novel Mechanisms, Developer Possibilities and Improving Experience.
The theme of Improving Experience of monetization is perhaps the most relevant to the
HCI community and highlights aspects of mobile game monetization which could be
explored in future work. In this theme participants were highlighting the negative impact
of existing monetization techniques and suggesting ideas for improvement. While the
implementation of some of these ideas (such not using interstitial adverts) may have a
negative impact on advertising effectiveness and monetization metrics discussed in the
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related literature section, other ideas may improve the effectiveness of the adverts in
addition to improving the experience of encountering them (such as ‘British voices for
the adverts’). The other themes highlighted interesting ideas around income for devel-
opers which, while not necessarily practical, highlight the potential value in taking a
participatory approach to exploring monetization. For example, it was surprising to the
authors that participants had identified the business model used by WhatsApp as a pos-
itive example that games developers may be able to follow, even though it was clear
they did not fully understand the specifics of that model. We see this dichotomy, partic-
ipants thinking being both sophisticated and unsophisticated, as valuable in providing
new insights.

Within this work the context of the participants should be considered carefully.
We would argue that the wide range of interesting responses within the data implied
that participants understood the importance of income for mobile game developers; for
example, there were no responses stating that monetization should be removed entirely,
only ideas for solutions. Younger participants, less able to empathise with the financial
needs of the developers, may have been less sympathetic, which may have influenced
ideas generated. The context of this study was the UK (where services such as education
and healthcare are free for children) which may have influenced ideas from participants
(especially those aligning with the code ‘State funding’); it would be interesting future
work to conduct similar studies in countries with different approaches to funding of the
key services that young people encounter.

We hope the findings from this paper will help promote discussion around new, and
potentially participatory, approaches formonetizationwithin the technologies that young
people use, and specifically focus attention and further study on the user experience of
monetization techniques used within mainstream mobile games.
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Abstract. Children often experience sleep problems that can negatively
impact their well-being and development. Clinicians ask parents to record
in a journal information about their child’s sleep, but such parental
reports can be biased. Sleep diaries suitable for children can triangulate
parental reports and allow children to be actively involved in their treat-
ment. Earlier attempts at sleep diaries for children rely on written text
input, which is not suitable for younger children. We designed EP-Sleepy,
an interactive console that allows children aged six to eight to report on
their sleep experience. EP-Sleepy was designed in two iterations, which
explored different interaction mechanisms for keeping children engaged
for the required by clinicians period of two weeks. We evaluated the
appliance with parents and children demonstrating the feasibility of self-
reporting for children six to eight, and how storytelling can motivate
children to adhere to a daily self-reporting regime.

Keywords: Sleep diary · Self-tracking · Children

1 Introduction

Lack of sleep is detrimental to the brain and body and negatively impacts chil-
dren, causing behavioural and cognitive problems, and can decrease motivation
for social activities [2,3,13,17,25]. To treat sleeping problems and assess poten-
tial environmental influences, clinicians ask parents to fill out diaries that typi-
cally cover a one- or two-week period to complement what parents and children
can recall during consultations. However, parental reports can be incomplete or
biased [11], so the need arises for methods to provide children with a way to
report on their sleep independently.

Earlier research in child-computer interaction has demonstrated the feasi-
bility of interactive diaries for children, that rely on text in- and output with
a chatbot [1]. However, for younger children who cannot yet read and write
well, different interaction mechanisms are required. Here, we present the design
and evaluation of an interactive diary targeting children six to eight. Follow-
ing a research-through-design approach, we examine how to enable children this
young to keep a sleep diary and how to keep them engaged for a period of two
weeks, which is roughly what is needed by clinicians. In the following sections,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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we report on a participatory design of the children’s diary that proceeded in
two main iterations. First, Sleep o’ Meter, a physical user interface inspired by
advent calendars, was designed and evaluated. We conclude with EP-Sleepy, an
interactive appliance that uses storytelling to enhance children’s engagement
with the self-reporting regime.

2 Related Work/Background

Through monitoring sleep, clinical practitioners can identify maladaptive sleep
practices or disorders [28]. and help determine factors that might be causing or
worsening symptoms [8]. The subjective assessment of sleep is a critical compo-
nent in understanding sleep behaviour [10]. Adults are the main reporters when
their child has sleep problems, monitoring their child’s sleep-wake schedule and
any changes in behaviour or mood over two weeks [8,18,27].

Parental report is valuable for children aged six to twelve, but get increasingly
biased as children grow older and more independent of their parents [11,19]. This
makes it important to find ways for children to self-report their sleep experience
to complement parental reports [21,22,26]. Meltzer et al. [18] showed that chil-
dren aged eight to twelve can provide more reliable and richer information than
their parents when reporting on their sleep. Younger children, six to eight years
old, have more difficulty providing such information, as they are not old enough
to fully grasp the concept of time or sleep, and therefore cannot estimate times
or duration of sleep [14,24,29]. However, their additional insights are valuable to
clinicians and has been found to be reliable, as their subjective sleep experience
is correlated with objective sleep measures, such as sleep quality [7].

Few methods have been developed for children under twelve years to track
their sleep independently [18]. The Consensus Sleep Diary is frequently used for
adults; it’s a standardized sleep diary in English, written at a level to be under-
standable for most of the English-speaking population [5]. If used for children,
it is via parental report. The same applies to the Child Sleep Habit Question-
naire (CSHQ) [20] which is for parents of children aged four to ten. The only
questionnaire designed specifically for children is the Children’s Report of Sleep
Patterns (CRSP) [18], a self-report measure for children aged eight to twelve for
recording sleep patterns, sleep hygiene, and sleep disturbances.

These latter questionnaires can support clinical interviews but may suffer
from recall bias, for which we look at developing diary methods for triangula-
tion, to capture experiences day by day, and allow contextual influences and
fluctuations over different days to be captured.

Pina et al. [23], created Dreamcatcher, a probe to test the tracking of sleep in
a family. The interactive shared display uses data from wrist-worn sleep sensors
and self-reported mood. They found that children can be active contributors
and that tracking sleep together as a family encourages collaboration. However,
there were moments when members felt uncomfortable sharing things.

Aarts et al. followed a participatory approach to design an experience sam-
pling chatbot [1] to allow children aged eight to twelve years to report on sleep-



216 H. C. van Iterson et al.

related experiences. The chatbot presented an engaging dialogue with fun ele-
ments, providing children a non-invasive way to share information with their doc-
tor. The user experience with the diary was positively evaluated, and a one-week
field test confirmed the feasibility of the approach. Their research encouraged
further development of tools and investigation of interaction design patterns to
collect subjective sleep reports from children to complement parental reports.

3 Initial Design Concept: The Sleep o’ Meter

To involve children in the design of the sleep diary, we collaborated with 14
children aged six to eight, who were in the same class at a school in Italy. For
ethical reasons, we did not seek to directly involve children with sleep problems,
as this could interfere with their treatment and because health professionals
require that patients should be exposed to prototypes and discussions cautiously
and when a device is unlikely to interfere with their sleep health. Ethical approval
was granted by the Eindhoven University of Technology for all interventions in
this article. Co-design activities, suitable for this age group, were conducted in
the classroom twice a week for six weeks. Parents provided informed consent
and the children assented at the start, while it was made clear to them that
they could stop at any time they wanted. All activities were designed with the
children’s teachers to ensure they would be fun and educational, so the burden
of participation could be justified. The children’s role evolved through the design
process, initially as testers of simple mock-ups, then as informants. Eventually,
we concluded with children again as testers to test the designed prototype.

In the first meeting, children tested three low-fidelity paper prototypes of
sleep diaries, that were modelled after familiar artefacts: the snakes and lad-
der game, a card game with questions and answers relating to sleep (the set of
questions was developed with a child psychologist we consulted), an emotion-
wheel inspired by the Pixar [6] animation studios motion picture “Inside Out”
for reporting their mood when going to sleep and when waking up, and a stuffed
animal that would ask questions to their children about their sleep and record
spoken answers. These mock-ups were adapted between meetings based on sug-
gestions by the children and aspects we found were creating difficulties for them.

The children experienced interaction with low-fidelity mock-ups of these
design concepts and then participated in co-design workshops. While the typi-
cal format for such workshops involves very active and engaging activities with
designers and children sitting in circles on the floor [31], the format had to be
adapted to the social-distancing and mask-wearing restrictions that were active
in April and May 2021. Children provided feedback on these ideas in group dis-
cussions with seven at a time. Regarding the cards, we found that the children
could answer simple questions about their sleep using rating scales, which we did
not take for granted at the beginning. For the wheel of emotions, they proposed a
transparent wheel for ease of use and a daily schedule for reporting. Experiences
were mixed with the stuffed animal, which seemed more effective in soliciting
comments from girls than for boys, but succeeded in collecting richer qualitative
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sleep-related information than the other methods. Children varied regarding the
extent to which they provided qualitative data regarding their sleep, or whether
they could answer using numeric scales.

The third author invited parents for a discussion in case they wanted to
know more about the research their child was involved in, and they could also, if
they wanted, join as informants in the study. Six parents took up the invitation.
They were positive about self-reporting between consultations with clinicians
but found it difficult to inject this reporting into their daily routines, e.g. it can
be busy in the mornings, while there is more time for such interactions in the
evening. Most parents thought that their children would not use the suggested
devices unless parents reminded them to do so.

We concluded that we needed to develop interaction mechanisms that would
trigger children to self-report daily. Options considered were a story delivered
in daily instalments, a puzzle, or a Lego set obtained in pieces day by day.
Twelve children took part in a co-discovery interview [12] wherein a single session
they simulated the reporting for four days. After this, we asked the children
about their level of interest and motivation to engage with the system. Our
conclusion about storytelling was that it needed to be tailored to the child, and
that the daily part of the story should end with cliffhangers to increase the child’s
motivation to return to the device the next day. The participants thought the
puzzle should be personalized, but did not find it as motivating as Lego pieces.

The Sleep o’ Meter prototype combined elements of these three directions
and the initial mock-ups (Fig. 1). It presents questions to children via audio
output, and children respond on a five-point scale using big buttons on the
device. The questions were based on a paediatric questionnaire [27] regarding
what a child thinks could interfere with their sleep. Children’s responses are
stored on a secure digital card. This interaction is offered in the centre of a
46× 59x7cm wooden box housing the computing hardware and a speaker, and
features an advent calendar-like appearance around its perimeter. Each day in
the reporting period, the child hears a story about an animal and can open a box
to find Lego pieces for creating a model of it. It was thought that the anticipation
and reward of opening the calendar box would draw children to interact with the
device daily. The advent calendar and centre decorations are printed on paper,
offering options tailored to different children’s age and interests. Stories can be
customized by providing suitable audio files for each calendar box.

3.1 Initial Evaluation of Sleep o’ Meter

An interactive prototype was evaluated in October ’21, with a class of Dutch
children (N = 12), at an after-school care group, who had not been involved in
the earlier stages of the design. All text and questionnaire items were translated
with the help of native speakers of Italian and Dutch. Finally, one seven-year-old
child took the device home to try it out for a week. Interviews with the child
and the parent were held at the beginning and the end of this week. It turned
out that the child and the mother understood well how to use the device, and
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Fig. 1. The Sleep o’ Meter: an advent calendar-like perimeter with Lego pieces to be
collected and big buttons in the centre for answering questions

thought that if a clinician would offer such a device to them, they should provide
instructions and tailor content to the specific child.

To capture the parent’s perspective on Sleep o’ Meter we interviewed ten
parents of eleven children aged six to eight years, with no sleep problems. The
semi-structured interviews lasted 30–60 min and focused on their experiences
with tracking sleep, their family dynamics and routines at home, and the chil-
dren’s hobbies and interests. Additionally, we interviewed two clinicians with
expertise in treating children and three who work in a multidisciplinary centre
for treating parasomnia about the Sleep o’ Meter and how they currently assess
children’s sleep problems, the reliability of those methods, what conclusions they
wished to be able to draw from a child’s self-report, and important questions to
include. All interviews were in Dutch. Notes were made during the interview.

3.2 Results of Initial Evaluation

Inductive thematic analysis [4] of interviews with parents and children resulted in
two categories of interest: One-on activities performed by the children, with sub-
categories around activities done alone, with the family, or with siblings/friends;
Favourite things for children, with subcategories: hobbies, sports, and toys. Both
categories pointed to the need for an adaptable system.

The themes emerging from the expert interviews were: the usage of rewards,
problems in the process, the process itself, common causes of bad sleep, contact
with children, the age range of questionnaires, and ideas and tips concerning
the design process. Reactions to the prototype varied. The data gathered were
found useful. However, experts suggested improvements to the questions asked
and the choice of answers that a child can choose from, and simplifications of
the language. They found rewarding children with Lego pieces excessive for their
task and not consistent with their practice.

From this design process and especially from the evaluation session, we con-
cluded that younger children can understand questions about sleep and respond
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on five-point rating scales, rather than open questions as in the Snoozy system
[1]. We also concluded that tailoring the appearance and the Lego construction
activity would work, but the Lego pieces as a reward incurs costs and can cause
satisficing behaviours in children trying to earn the reward [9,30]. We were con-
cerned that children might hesitate to answer questions truthfully as these are
read out loud, and it is difficult to respond privately. Privacy is crucial when
self-reporting in diaries [15,16], so we considered this a necessary improvement.
Further, we wished to encourage children to fill in Sleep o’ Meter in the morning,
when the memory of the night is fresh, and there is less risk of recall bias (Fig. 2).

Fig. 2. Research prototypes LtR: analogue questionnaire booklet, digital questionnaire,
the website of the digitized Sleep o’ Meter

3.3 Field-Testing of Physical and Digital Versions of Sleep o’ Meter

To evaluate the necessity of a physical design and non-material rewards, we
created a digital version of Sleep o’ Meter and compared its use to the physical
prototype in two field tests. In the first user test, children aged six to eight (N =
8) and their parents (N = 13) were asked to complete the questionnaires, with
or without a reward in the form of a story, for five days each. After ten days,
participants shared their experiences in a semi-structured interview. Further,
a digital version was created and tested following the same reward setup. For
the digital version, two children (age seven) in the same family, used either
version of Sleep o’ Meter for ten days. Participants were recruited through a
social media post. It was made clear in the information about the study that
the intention was to study the impact of storytelling on children’s motivation,
not to provide a solution to existing or potential sleeping problems. Informed
consent was obtained from the parents. Participants were informed they could
stop at any point during the study.

3.4 Results of the Field-Test

The digital and physical versions of Sleep o’ Meter were used very similarly.
The reward did not make a difference in completion rates. Opinions about it
were spread; two children liked it, one was indifferent, and another asked for a
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different reward. Seven children preferred listening over reading the questions as
it was easier, they could do other things simultaneously, and they preferred the
audio story. All but one, filled out the questionnaires in the morning because
this fitted the family’s daily schedule better. Two children mentioned that the
stories motivated them to follow through with the questions. Some would have
liked spookier stories (N = 1), or a daily short story (N = 1). Parents and children
both mentioned that the physical device provided a visual reminder (N = 7).
The field test revealed practical limitations, with the prototype crashing and
showing wear. Participants found it difficult to carry and store the prototype.
One child using the digital version was annoyed at spending their ‘online time’
for the study, so their parents gave additional time to compensate for the lost
time.

4 Improved Design: EP-Sleepy

Based on user tests, we iterated the design concept and developed EP-Sleepy,
a dedicated handheld device that can be easily stored and carried. The child
can listen to the questions with headphones for privacy and to help focus on the
questions in noisy situations. A button-based rating scale helps answer questions
without having to read and write. Lighting feedback in the buttons guides the
user along with the audio, blinking to signal which buttons can be pressed.

Fig. 3. LtR: EP-Sleepy v1, a comparison between v1 and v2, EP-sleepy v2

5 Comparative Evaluation

In this user test, both the Sleep o’ Meter and EP-Sleepy were deployed. We
aimed to compare the devices regarding completion rate and experience. We
asked participants to use both devices for five days. At the end of the ten-day
test, we asked parents (N = 4) and children aged seven to eight (N = 3) questions
about their experience using the device in a semi-structured 30’–45’ interview.
Participants were recruited through a social media post. Informed consent was
obtained from the parent(s). Children could give assent and were informed they
could stop at any point during the study.
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5.1 Results

The completion rate of EP-Sleepy was 4/5 (N = 1) and 5/5 (N = 2). The
Sleep o’ Meter showed large differences in completion rate between the three
participants. The reason for this was a system crash. EP-Sleepy performed more
reliably through the test, and was better appreciated for its size, which suits
children’s hands, the clarity of the questions, and the guidance to the child
through the interaction. The smaller size and improved portability seemed to
make a difference, as children stated bringing the device to sleepovers (N = 1),
and parents praised the ease of storing (N = 3). Parents stated that children
could use these devices independently (N = 3) whereas they needed help with
the Sleep o’ Meter (N = 4). On the other hand, Sleep o’ Meter appealed to them
more visually as it is colourful and visually interesting, (N = 2). The visual
appeal, and the physical rewards, caused younger siblings to want to interfere
in using the device. The audio quality of the Sleep o Meter was preferred, as
children (N = 3) mentioned the voice of EP-Sleepy was too soft to hear through
headphones. Consequently, an improved version of EP-Sleepy was created to
address audio quality.

6 Conclusions

We set out to investigate how children could self-report on their subjective sleep
experiences. This article has demonstrated the feasibility of self-report diaries on
sleep quality using purpose-made interactive devices for children six to eight, who
cannot yet read and write. This study contributes an exploration of the design
space which is characterized by cognitive, contextual, and motivational barriers
to allowing children in this age group to keep diaries in order to inform treating
clinicians regarding sleep problems. We have contributed two design concepts and
prototypes for interactive appliances serving subjective sleep quality reporting
for children, that explore different mechanisms for motivating children. We have
found that storytelling, which continues in parts throughout the diary-keeping
period, can motivate children to adhere to a daily self-reporting regime. Further
research is needed to provide further empirical evidence in different contexts and
to explore the validity of the reporting and how it is utilized in clinical consulta-
tions. For research in child-computer interaction, sleep diaries are an interesting
design case as they require sustained engagement with young children. This arti-
cle documents an exploration of different design solutions, with their failings and
successes. We explored storytelling, advent calendars, and construction activities
as possible ways to enhance engagement. Further exploration of design solutions
and metaphors to encourage children to perform routine tasks or tasks that span
days and weeks is needed. These design options, we explored, may be extended
or can be found to be differently suited in other contexts. Building up experi-
ence with such cases can hopefully consolidate design knowledge for sustaining
children’s engagement with tasks that while beneficial for the children are not
intrinsically motivating.
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Abstract. The paper introduces a novel and extensible approach to
generating labelled data called the Peer Data Labelling System (PDLS),
suitable for training supervised Machine Learning algorithms for use in
CCI research and development. The novelty is in classifying one child’s
engagement using peer observation by another child, thus reducing the
two-stage process of detection and inference common in emotion recogni-
tion to a single phase. In doing so, this technique preserves context at the
point of inference, reducing the time and cost of labelling data retrospec-
tively and stays true to the CCI principle of keeping child-participation
central to the design process. We evaluate the approach using the usabil-
ity metrics of effectiveness, efficiency, and satisfaction. PDLS is judged
to be both efficient and satisfactory. Further work is required to judge
its effectiveness, but initial indications are encouraging and indicate that
the children were consistent in their perceptions of engagement and dis-
engagement.

Keywords: data labelling · artificial intelligence · engagement

1 Introduction

Learning is a complex process which relies on many factors, not least the skill of
the teacher in maintaining pupils’ attention to their learning activities so that
they complete any set tasks. As children use more technology in the classroom,
it becomes enticing to consider what an intelligent system might be able to
do independently to keep a child engaged on a task. In this study we explore
the extent to which pupils can assist in the design of such a system and their
acceptance of its judgments.

In Child Computer Interaction (CCI) it is common to engage children in
design activities. In our study we “employ” children as labellers of data by
using their expertise to decide if a peer is engaged on task or not. We consider
this to be a novel approach to assist in training a recogniser. Our contributions
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include reflections on the approach taken, survey findings indicating pupils’ level
of acceptance of such a method and a data set that others in the CCI community
can use and develop. Validation of the children’s judgments is currently ongoing
and is not included in this study.

The paper proposes a novel and extensible approach to generating labelled
data suitable for training supervised Machine Learning (ML) algorithms for use
in CCI research and development called the Peer Data Labelling System (PDLS).
The novelty is in classifying one child’s engagement using peer observation by
another child. This reduces the two stage process of detection, (the capture of the
data) and inference, (the latter coding of the data) common in emotion recogni-
tion to a single synchronous phase. In doing so, this technique preserves context
at the point of inference, reduces the time and cost of labelling data retrospec-
tively and stays true to the CCI principle of keeping child-participation central
to the design process. We evaluate the approach using the usability metrics of
effectiveness, efficiency and satisfaction.

1.1 Learning and Engagement

Pupil engagement is widely considered to be a positive factor in, and an impor-
tant driver of, pupil attainment [3]. Multiple definitions of engagement exist
[12] but for the purpose of this study, we consider engagement on task, namely
a pupil’s interaction with a computerised learning activity completed within a
school classroom. Whilst school age education in the UK has largely returned to
the physical classroom, the Covid-19 pandemic fast-forwarded the development
and adoption of hybrid and blended learning pedagogical approaches [30]. This
created new requirements for tools and techniques that can aid teachers in mon-
itoring and interpreting pupils’ level of engagement with academic tasks both
online and in the classroom.

1.2 Approaches to Recognising Children’s Engagement

The study of children’s understanding of emotions based on facial expressions
and other stimuli is well researched [13,29]. Children start to be able to discern
emotion from an early age [9] and are also able to differentiate between contexts
of expressions, for example they can understand that a parent crying at a TV
drama is not the same as one crying following an injury [23]. Hence we argue
that context is an important factor on the accuracy of children’s recognition and
classification of emotion [28].

A popular and established system for emotion recognition is the Facial Action
Coding System (FACS) [11]. One drawback to FACS is the considerable training
required which at the time of writing is estimated by the Paul Ekman Group
to be between 50 and 100 h [10]. An alternative approach commonly used both
in academia and commercially is to automate the emotion classification process
using algorithms such as AFFDEX [1,20] or FACET [19]. Whilst the algorith-
mic approach has the potential to save considerable time, there is concern that
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current emotion recognition systems are less accurate than their human coun-
terparts when employed on children [2].

1.3 Existing Data Sets for Machine Learning that Include Children

Specialised child-centered data sets are relatively scarce. Princeton University
Library have curated a directory of databases containing face stimulus sets avail-
able for use in behavioural studies of which just four are specific to children [24].
This lack of material restricts the options for CCI researchers looking for data
as a starting point on which to train their models.

1.4 Machine Learning and Child Computer Interaction

There is a rich vein of work within the CCI Community enshrining child par-
ticipation as core to a child-centered design process [8,15,25,27]. Hourcade [14]
organises the key principles of CCI research into ten pillars, the second of which,
“Deeply engage with stakeholders” enshrines the principle of child participation
as the core of a child-centred design process. At a time where a growing number of
academic studies are exploring ML based systems and intelligent interfaces both
within the CCI community [7,22,26] and the wider HCI community [4,6,17]. We
propose an approach to data labelling that makes child participation intrinsic
not only to the development of the system but also core to the system’s outputs.

2 Studies

Two studies were conducted at a single UK secondary school (ages 11–16). The
aim of the first study was to generate video data that captured the engagement
status of children while they completed a computerised task in a classroom.
Values for the engagement status of the child completing the task were recorded
synchronously by peer observation effectively reducing the two stage operation
of detection and inference to a single stage operation while maintaining context
during inference and in a time and resource effective manner. The second study
assessed the children’s experience of, and confidence in, the data labelling process
and a theoretical system based on its output.

2.1 Participants

Forty-five pupils took part in the studies. Twenty-two children, (12 boys and
10 girls) aged between 11 and 15 took part in the first study and a further
twenty-three children, (10 boys, 13 girls) aged between 11 and 12 took part in
the second study. Prior to the study commencing, written consent was obtained
from the school, parents or carers, and the pupils. The pupils were also advised
that they could withdraw their data after completing the task regardless of any
previous consent given by themselves or third parties. No incentives or rewards
were offered to the children who took part in the study.
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2.2 Apparatus

Three artefacts were prepared for the studies, the first was a website of material
about cryptography. The material was designed to support at least 15 min of
activity which was the time allocated for each child to interact with the cryp-
tography webpage and was deemed, by the teachers, to be suitable for children
within an eleven to fifteen year age range.

The second artefact was an online form with a drop-down list that allowed
the (child) observer to log the engagement level of the pupil completing the
cryptography task. Using the form, the observer recorded the engagement level
as; engaged (interested and working) or disengaged (disinterested or distracted).
When the observer felt that the learner had changed engagement category they
then logged the updated value.

The final artefact used only in the second study was a short paper based
questionnaire. Pupils completed the questionnaire to gauge their feelings about
the logging process. Pupils were asked:

1. How accurately they thought their classmate had judged their engagement
level whilst completing the task

2. How accurately they thought they had judged their classmate’s engagement
level whilst completing the task

3. How accepting they would be if a system was utilised in the classroom to
monitor their engagement level

4. To what degree would they trust the system to identify disengagement

A Likert scale ranging from 1–10 was used to rate the pupils’ responses where 1
equated to low and 10 equated to high. For instance for Question 1, a recorded
score of 1 would indicate that the pupil thought the accuracy of their classmate’s
judgement of their engagement level was low whilst a score of 10 would indicate
a perceived high accuracy of judgment.

2.3 Procedure

The children worked in pairs each taking turns at being the learner and the
observer switching roles half way through the study. The learner completed the
online task on their laptop. The observer was positioned so that they could
watch the learner completing the task but could not see their laptop screen and
logged the learner’s engagement status. The importance of the logging process
was emphasised to the children as having equal importance to the computerised
task.

For the second study, after completing the online task, the children were
asked to complete the questions and record any other observations about the
study.

3 Results

The first set of studies produced 22 videos of which 17 were usable. 2 videos were
discarded as they had audio but no image frames and 3 videos were complete
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but had no engagement statuses recorded. The 17 usable videos and engagement
logs yielded 2 h, 33 min and 48 s of video of which 2 h, 27 min and 32 s has labels
generated from the pupil logs. This resulted in 221,300 labelled JPEG images.
The observers logged 57 instances of an engaged status totalling 2 h, 12 min
and 33 s yielding 198,825 labelled images. Forty-four instances of a disengaged
status were logged totalling 14 min and 59 s yielding 22,475 images. The average
duration of an instance of learner engagement was 2 min and 20 s and the average
duration of learner disengagement was 20 s. The frequency of the logged data
ranged from a single recording of engaged through to 26 recorded statuses (M
= 3.35, SD = 3.6).

Time spent on the task ranged from 2 min and 24 s to 20 min and 13 s (M
= 09:03, SD = 05:26). The logged duration ranged in time from 2 min and 8 s
to 19 min and 52 s (M = 08:41, SD = 05:28). Six minutes and 16 s of video
were discarded as they had no logging status. The majority of the discarded
data occurred at the beginning of the videos in the period after the learner
had started the video camera generating the starting timestamp and before the
observer recorded their first engagement status.

In addition 22 questionnaires were completed from the second study the
results of which are presented in Table 1. For a discussion see Sect. 4.1
Satisfaction.

4 Discussion

4.1 Evaluating the Usability of the Process

The stated aims of this paper were to introduce a novel and extensible approach
to generating labelled data suitable for training supervised ML algorithms for use
in CCI research and development which were then evaluated using the usability
metrics effectiveness, efficiency and satisfaction outlined in ISO 9241-11 [16].

Efficiency. We judge PDLS to be both a time and cost efficient system that
compares favourably against the options considered. FACS coding by human
experts requires both extensive training and a has a considerable time and cost
overhead. PDLS labels the data at the point of capture using peer judgments
thus avoiding these pitfalls. Algorithmic implementations such as AFFDEX and
products that implement them such as iMotions can be configured to perform
evaluations in real time but are considerably more costly than PDLS which
requires no specialist equipment other than a laptop and a camera both of which
are relatively low cost and freely available. PDLS is extensible and suitable for
gathering and labelling data concurrently.

Satisfaction. Children indicated their satisfaction with both their own and
their peers effectiveness in reaching a classification and the potential of a system
built upon data from the study to make effective judgments. They expressed
confidence in their own ability to accurately measure the engagement level of
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Table 1. Children’s Responses to Survey Questions (scale 1–10)

Classmate’s Judgment Own Judgment Acceptance of System Trust in System

9 9 7 10

8 9 7 10

9 10 8 7

10 10 10 10

9 9 5 5

6 9 8 7

3 8 7 3

5 5 3 3

8 9 4 5

5 8 4 4

8 10 5 4

8 6 4 4

8 10 9 9

8 7 4 6

9 9 9 9

10 10 8 6

9 9 9 9

9 10 9 9

6 5 4 4

10 10 6 8

10 − − −
10 10 7 8

their classmate (R2). When asked to rate the accuracy of their judgements on a
Likert scale of 1 to 10 where 1 is not accurate and 10 is very accurate, the aver-
age recorded score was 8.667 (SD = 1.623). They were marginally less positive
about the ability of their classmate to assess their own engagement levels whilst
still expressing confidence (M = 8.045, SD = 1.914) (R1). The children were
also asked how accepting they would be if a system were deployed to monitor
their level of engagement in the classroom and how trusting they would be in
the accuracy of its judgements. The children were neutral to accepting of the
proposed system (M = 6.523, SD = 2.159) (R3) and its predictions (M = 6.666,
SD = 2.456) (R4) with both scores lower than their confidence in their own and
their peers ability.

Effectiveness. Evaluating the effectiveness of PDLS is challenging and requires
further work, however the initial signs are promising. The children’s judgments
appear to be consistent and there are few outliers in the data indicating that the
classifications are cohesive and the children are measuring the same phenomena.
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Whilst we can’t say with certainty that the children’s judgments are correct, a
random sample of ten of the 44 videos that were classified as disengaged indicates
that in the majority of cases the learner is exhibiting behaviour which may
show disengagement or distraction from the task (Table 2). Certainly their focus
often appears to be elsewhere. The exception may be video 212 where although
the learner appeared amused by something there is no obvious indication that
they were not engaged. Study 212 had the most statuses recorded across both
categories, (26 for a logged duration of 11 min and 18 s), or one every 26 s on
average with an average duration of ≈7 s for each logging of disengagement. As
such it is feasible that the observer’s judgements were not in line with the other
children.

Table 2. Characteristics of Children’s observations of disengagement

Study ID clip Observation of Behaviour

171 2 The learner appears distracted and looks away from the
screen

172 4 The learner is laughing

173 4 The learner is talking and hits out at someone off camera

196 2 The learner is laughing and appears distracted

212 12 The learner is smiling and scratching their head

212 24 The learner is smiling but appears to be working

213 6 The learner is smiling and scratching their ear

213 10 The learner is smiling and looks away from the screen in
parts but appears to be working

219 1 The learner is talking and looking away from the screen

237 2 The learner appears to be working but is holding a
conversation unrelated to the task

4.2 A Child-Centred Process

Our final stated objective was to stay true to the CCI principle of keeping child-
participation central to the design process. In using the children’s own classifica-
tions to generate the data set, they become central not just to the design process
but also to the operation of a system built using that data set. They are in effect
judging themselves. Firstly, they classify each others level of engagement in the
classroom using the PDLS method. The labelled data is then used by the system
to learn about engagement, this learning process is entirely dependent on the
children’s classifications. Once operational the system monitors the children in
the classroom and uses what it has learnt from them to classify their engagement
level. As such, PDLS not only uses the children’s judgment to label the data but
by the very nature of the supervised machine learning process their participation
and input will form the basis of future system development and deployment.
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4.3 Data Bias, Authenticity and Future Work

Data bias is a recurrent theme in ML literature [18,21] and beyond. In the UK in
2020 there was uproar that the algorithm designed to predict exam results was
unfair and disadvantaged students from certain demographics resulting in teach-
ers predicting grades [5]. As Intelligent systems become increasingly embedded
into society it is an inherent responsibility of designers and developers to ensure
that the decisions made by the technology are fair. When making this point we
note that the data collected for this study is produced from a single comput-
erised task in one school and the output from any ML model built based on this
data will reflect these limitations.

To address these limitations further studies should reflect children’s diverse
backgrounds increasing the scope of the data set and therefore the quality of the
judgments produced by ML models trained upon it. In addition, the scope and
circumstance of the observed tasks can be extended to provide new context to
the observations. Whilst the work to date has involved a computerised task and
webcam it is feasible that judgments could be recorded of children completing
more tradition activities which do not involve computers.

5 Conclusion

This paper presents PDLS, a peer observation approach to generating a labelled
data set suitable for use in CCI research. The system is evaluated against the
usability metrics, effectiveness, efficiency and satisfaction and is judged to be
both efficient and satisfactory. Further work is ongoing to judge its effectiveness
but initial indications are encouraging and indicate that the children were con-
sistent in their perceptions of engagement and disengagement. The CCI principle
of Child Participation is central to the PDLS process which generates labelled
data in both a time and cost effective manner. Children were surveyed for their
feelings on the accuracy of both their own and their peers’ judgment of engage-
ment status after completing the task and expressed their confidence in both
these aspects.

Acknowledgments. We would like to thank the Head Teacher, staff and pupils of
Ribblesdale High School and in particular the Head of Computer Science, Mr Steven
Kay for their invaluable assistance and participation in this study.

References

1. Bishay, M., Preston, K., Strafuss, M., Page, G., Turcot, J., Mavadati, M.: Affdex
2.0: a real-time facial expression analysis toolkit. arXiv preprint arXiv:2202.12059
(2022)

2. Bryant, D., Howard, A.: A comparative analysis of emotion-detecting AI systems
with respect to algorithm performance and dataset diversity. In: Proceedings of
the 2019 AAAI/ACM Conference on AI, Ethics, and Society, pp. 377–382 (2019)

http://arxiv.org/abs/2202.12059


232 G. Parsonage et al.

3. Christenson, S., Reschly, A.L., Wylie, C., et al.: Handbook of research on student
engagement, vol. 840. Springer (2012)

4. Chromik, M., Butz, A.: Human-XAI interaction: a review and design principles
for explanation user interfaces. In: Ardito, C., Lanzilotti, R., Malizia, A., Petrie,
H., Piccinno, A., Desolda, G., Inkpen, K. (eds.) INTERACT 2021. LNCS, vol.
12933, pp. 619–640. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
85616-8 36

5. Coughlan, S.: Why did the a-level algorithm say no? August 2020. https://www.
bbc.co.uk/news/education-53787203. Accessed on 06.01.2023

6. Desolda, G., Esposito, A., Lanzilotti, R., Costabile, M.F.: Detecting emotions
through machine learning for automatic UX evaluation. In: Ardito, C., Lanzilotti,
R., Malizia, A., Petrie, H., Piccinno, A., Desolda, G., Inkpen, K. (eds.) INTER-
ACT 2021. LNCS, vol. 12934, pp. 270–279. Springer, Cham (2021). https://doi.
org/10.1007/978-3-030-85613-7 19

7. Dietz, G., King Chen, J., Beason, J., Tarrow, M., Hilliard, A., Shapiro, R.B.:
Artonomous: introducing middle school students to reinforcement learning through
virtual robotics. In: Interaction Design and Children, IDC 2022, pp. 430–441.
Association for Computing Machinery, New York (2022). https://doi.org/10.1145/
3501712.3529736

8. Druin, A.: The role of children in the design of new technology. Behav. Inf. Technol.
21(1), 1–25 (2002)

9. Durand, K., Gallay, M., Seigneuric, A., Robichon, F., Baudouin, J.Y.: The devel-
opment of facial emotion recognition: the role of configural information. J. Exp.
Child Psychol. 97(1), 14–27 (2007)

10. Ekman, P.: Facial action coding system, January 2020. https://www.paulekman.
com/facial-action-coding-system/

11. Ekman, P., Friesen, W.V.: Facial action coding system. Environmental Psychology
& Nonverbal Behavior (1978)

12. Groccia, J.E.: What is student engagement? New Dir. Teach. Learn. 2018(154),
11–20 (2018)

13. Gross, A.L., Ballif, B.: Children’s understanding of emotion from facial expressions
and situations: a review. Dev. Rev. 11(4), 368–398 (1991)

14. Hourcade, J.P.: Child-computer interaction. Self, Iowa City, Iowa (2015)
15. Inkpen, K.: Three important research agendas for educational multimedia: learn-

ing, children, and gender. In: AACE World Conference on Educational Multimedia
and Hypermedia, vol. 97, pp. 521–526. Citeseer (1997)

16. Iso - international organization for standardization. iso 9241–11:2018(en)
ergonomics of human-system interaction - part 11: Usability: Definitions and con-
cepts (2018). https://www.iso.org/obp/ui/. Accessed 18 Jan 2023

17. Jasim, M., Collins, C., Sarvghad, A., Mahyar, N.: Supporting serendipitous discov-
ery and balanced analysis of online product reviews with interaction-driven met-
rics and bias-mitigating suggestions. In: Proceedings of the 2022 CHI Conference
on Human Factors in Computing Systems, CHI 2022. Association for Computing
Machinery, New York (2022). https://doi.org/10.1145/3491102.3517649

18. Jiang, H., Nachum, O.: Identifying and correcting label bias in machine learning.
In: International Conference on Artificial Intelligence and Statistics, pp. 702–712.
PMLR (2020)

19. Littlewort, G., et al.: The computer expression recognition toolbox (cert). In: 2011
IEEE International Conference on Automatic Face & Gesture Recognition (FG),
pp. 298–305. IEEE (2011)

https://doi.org/10.1007/978-3-030-85616-8_36
https://doi.org/10.1007/978-3-030-85616-8_36
https://www.bbc.co.uk/news/education-53787203
https://www.bbc.co.uk/news/education-53787203
https://doi.org/10.1007/978-3-030-85613-7_19
https://doi.org/10.1007/978-3-030-85613-7_19
https://doi.org/10.1145/3501712.3529736
https://doi.org/10.1145/3501712.3529736
https://www.paulekman.com/facial-action-coding-system/
https://www.paulekman.com/facial-action-coding-system/
https://www.iso.org/obp/ui/
https://doi.org/10.1145/3491102.3517649


The Peer Data Labelling System (PDLS) 233

20. McDuff, D., Mahmoud, A., Mavadati, M., Amr, M., Turcot, J., Kaliouby, R.e.:
Affdex SDK: a cross-platform real-time multi-face expression recognition toolkit.
In: Proceedings of the 2016 CHI Conference Extended Abstracts on Human Factors
in Computing Systems, pp. 3723–3726 (2016)

21. Mehrabi, N., Morstatter, F., Saxena, N., Lerman, K., Galstyan, A.: A survey on
bias and fairness in machine learning. ACM Comput. Surv. (CSUR) 54(6), 1–35
(2021)

22. Nguyen, H.: Examining teenagers’ perceptions of conversational agents in learning
settings. In: Interaction Design and Children, IDC 2022, pp. 374–381. Association
for Computing Machinery, New York (2022). https://doi.org/10.1145/3501712.
3529740

23. Pollak, S.D., Messner, M., Kistler, D.J., Cohn, J.F.: Development of perceptual
expertise in emotion recognition. Cognition 110(2), 242–247 (2009)

24. Databases (a-z) - face image databases - research guides at Princeton university
January 2022. https://libguides.princeton.edu/facedatabases. Accessed 18 January
2023

25. Read, J.C., Horton, M., Fitton, D., Sim, G.: Empowered and informed: participa-
tion of children in HCI. In: Bernhaupt, R., Dalvi, G., Joshi, A., Balkrishan, D.K.,
O’Neill, J., Winckler, M. (eds.) INTERACT 2017. LNCS, vol. 10514, pp. 431–446.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-67684-5 27

26. Rubegni, E., Malinverni, L., Yip, J.: “Don’t let the robots walk our dogs, but
it’s ok for them to do our homework”: children’s perceptions, fears, and hopes
in social robots. In: Interaction Design and Children, IDC 2022, pp. 352–361.
Association for Computing Machinery, New York (2022). https://doi.org/10.1145/
3501712.3529726

27. Scaife, M., Rogers, Y., Aldrich, F., Davies, M.: Designing for or designing with?
informant design for interactive learning environments. In: Proceedings of the ACM
SIGCHI Conference on Human Factors in Computing Systems, pp. 343–350 (1997)

28. Theurel, A., Witt, A., Malsert, J., Lejeune, F., Fiorentini, C., Barisnikov, K., Gen-
taz, E.: The integration of visual context information in facial emotion recognition
in 5-to 15-year-olds. J. Exp. Child Psychol. 150, 252–271 (2016)

29. Widen, S.C.: Children’s interpretation of facial expressions: the long path from
valence-based to specific discrete categories. Emot. Rev. 5(1), 72–77 (2013)

30. Zhao, Y., Watterston, J.: The changes we need: education post covid-19. J. Educ.
Change 22(1), 3–12 (2021)

https://doi.org/10.1145/3501712.3529740
https://doi.org/10.1145/3501712.3529740
https://libguides.princeton.edu/facedatabases
https://doi.org/10.1007/978-3-319-67684-5_27
https://doi.org/10.1145/3501712.3529726
https://doi.org/10.1145/3501712.3529726


WashWall: An Interactive Smart Mirror
for Motivating Handwashing Among

Primary School Children

Dees B.W. Postma(B) , Champika M. Ranasinghe ,
Christos Constantinou , Vincent P.G. Diks , Younghun Rhee ,
Willem H.P. van Dijk , Amir Sassanian, and Dennis Reidsma

University of Twente, Enschede, The Netherlands
d.b.w.postma@utwente.nl

Abstract. Hand hygiene became one of the key measures to prevent
COVID-19 infection and the spread of the virus. This, however, is chal-
lenging with young children (e.g., primary school). Primary school teach-
ers spend a lot of time supervising and helping children to wash their
hands and making sure they wash their hands regularly and correctly.
Educating children of the need for handwashing and training them to
wash hands for 20 s alone does not motivate young children enough to
wash their hands without supervision. We developed WashWall, an inter-
active smart mirror that uses gamification to motivate young children
to wash their hands in an engaging way. We deployed WashWall in a
primary school and conducted a user study (N = 14) to evaluate its
practicality, effectiveness, and user experience. Results show that chil-
dren engaged in the activity for a significantly longer duration, enjoyed
playing WashWall, and learned the game easily and fast.

Keywords: Infections · COVID-19 · Handwashing · Children ·
Gamification

1 Introduction

Handwashing is one of the key infection control measures used to control the
spread of infections during recent pandemics (e.g. COVID-19 pandemic and the
pandemic influenza) [9]. Not only COVID-19 but also the impact of other poten-
tial future viruses as well as common infections such as gastrointestinal illnesses
and respiratory illnesses which are common in tropical countries can be miti-
gated by practising proper handwashing and making it a habit among school
children [13]. Although, children are less affected by COVID-19 infections com-
pared to other age groups, they are one of the main contributors to spearheading
the virus to other vulnerable groups. Therefore, controlling the infections among
children is considered key to mitigate the impact of common viruses, COVID-19,
and future viruses [23]. However, motivating and persuading children to wash
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their hands properly and regularly, without supervision and help still remains a
challenge especially with primary school children [34].

Current hand hygiene interventions in schools mainly aim at improving the
knowledge and awareness of handwashing [9], for example through persuasive
messaging using posters, videos, leaflets, games [10,41] and educational activi-
ties in schools. However, increased awareness alone might not be sufficient to
incentivise children to wash their hands. Song and colleagues, for example,
found that while education on handwashing benefits handwashing technique, it
does not affect handwashing compliance among primary school children [42]. In
fact, teaching complex multi-stage handwashing directives may have a negative
impact on handwashing compliance [2]. Moreover, the importance of handwash-
ing may not be sufficiently clear to many primary school children as they are
not yet able to associate “the probability of unhealthiness with invisible dirt”
[34]. Finally, it is difficult to implement hand hygiene interventions in school
settings, especially with primary school children [18,29,41]. For example, since
the COVID-19 pandemic emerged, kindergarten and school teachers and their
assistants spend a lot of time helping and supervising handwashing [38]. There-
fore, there is a need for developing creative approaches that can steer or nudge
children to wash their hands regularly. To address this challenge, we explored
the following research question: “How might we design an interactive system
that incentivises elementary school children to practice proper handwashing pro-
cedures, both in terms of technique and duration, without the help of caregivers?”

In this research, we introduce WashWall (Fig. 1), a creative innovation that
does not primarily focus on improving the knowledge and awareness of hand-
washing or supervision of handwashing by adults but on making handwashing
an interactive, enjoyable, and engaging activity for children. WashWall gamifies
the act of handwashing by implementing a Space-Invader style video game on
an interactive mirror. The game is controlled by handwashing motions that are
tracked by an integrated video camera at the base of the mirror. With WashWall,
children wash their hands to control an interactive video game.

To study the effectiveness of WashWall to positively influence handwash-
ing behaviour, we evaluated the system in a primary school setting with four-
teen children. Using a within-subjects design, we contrasted the handwashing
behaviours of children in two conditions: ‘mirror mode’ where WashWall func-
tioned like a regular mirror and ‘game mode’ where WashWall could be used to
play the Space-Invader style game. The study results show a significant increase
in handwashing duration in favour of the ‘game mode’ condition. Furthermore,
it was found that in ‘game mode’ children prioritised handwashing motions that
contributed towards successful game-play (e.g. the rubbing and scrubbing of the
hands and frequently exposing the palms of the hands to the running faucet).
This suggests that the implemented game mechanics provide a meaningful way
to steer behaviour towards better (hand) hygiene. Overall, WashWall was con-
sidered to be fun, engaging, and non-disruptive to ongoing class activities. In
this paper, we present the details of WashWall and the empirical, in-the-wild,
user study and our findings.
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Fig. 1. WashWall: an interactive smart mirror that gamifies the act of handwashing
for primary school children.

Our contributions in this work are two fold. First, we offer an interactive
smart mirror that aims to promote handwashing practices among elementary
school children. We illustrate how key-performance metrics can be recognised
from (complex) motor behaviour and be translated to controls for gamified sys-
tems for health and hygiene. Second, we carried out an empirical evaluation of
the artefact using an in-the-wild user study to evaluate its effectiveness and user
experience.

2 Related Work

With WashWall, we wish to turn the act of handwashing into an engaging expe-
rience for primary school children, thereby promoting their hand hygiene. In
this section, we will explore the state-of-the-art and investigate how WashWall
is situated within this solution space. First, we will consider non-technical, non-
interactive approaches to improving hand hygiene among (primary school) chil-
dren. Second, we will discuss interactive solutions, specifically focusing on social
robots, smart mirrors and the potential of gamification.

2.1 Raising Awareness

Raising awareness and knowledge about handwashing through education and
training in schools is the most widely used method for motivating and practising
handwashing behaviour among school children [18]. This is usually done using
posters, leaflets, games, and videos [9,10,13], see also: [5]. While such approaches
have shown effective in raising awareness and in improving handwashing practice,
they are less effective in persuading and motivating children; they are difficult to
implement in school settings especially with primary school children; and often
require supervision by adults (teachers or teaching assistants) [38]. The HCI-
community has taken a rising interest in exploring more technical, interactive
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and persuasive solutions to promote hand hygiene (among children) – each taking
their own unique approach, for example: [4,6,13,30,32]. Mondol and colleagues,
for instance, employ smartwatches to monitor and inform users about proper
handwashing technique [32], whereas Deshmukh and colleagues explored the use
of (low-cost) social robots to promote hand hygiene among elementary school
children [12,13,46]. We will discuss the most relevant HCI-powered handwashing
innovations below.

2.2 Monitoring Systems

Currently existing systems that are concerned with hand hygiene range widely
in their level of interactivity. Minimally interactive systems focus on tracking
and monitoring handwashing compliance. Monitoring handwashing compliance
is especially useful in settings where hand hygiene is of critical importance, such
as in hospital settings. Rabeek and colleagues for instance developed the ‘auto-
mated hand hygiene and documentation system’ to monitor handwashing com-
pliance in hospitals [39,40]. Using ultrasonic technology, they were able to track
the movements of clinicians between ‘washing zones’ and ‘bed zones’, inferring
handwashing compliance from such movements. As such, the system is agnostic
to handwashing quality or duration. In contrast, Llorca and colleagues designed
a computer vision system that could reliably classify six different handwashing
poses [30] that were deemed essential to proper handwashing technique. Using
this system, automatic handwashing quality measurement could be performed.

2.3 Prompting and Signalling Systems

Beyond mere tracking and monitoring, systems have been developed that pro-
actively prompt the user to wash their hands [4] or re-actively signal the user
when handwashing protocol was not followed (properly). One such example
stems from the work of Edmond and colleagues [19]. Driven by the high num-
ber of healthcare-associated infections that occur annually, they developed a
system that could recognise whether nurses (and potentially other hospital per-
sonnel) adhered to the disinfection protocols by sensing alcohol vapour. Nurses
wore tags that were sensitive to alcohol vapour. The tag would be activated
once a nurse entered a room. If alcohol vapour was detected after activation, a
tag-light would glow green and a ‘ping’ sound would be emitted. If no alcohol
vapour was detected after activation, a tag-light would glow red and a ‘beeping’
sound would be emitted. Mondol and Stankovic developed a similar system for
a hospital setting, but with the use of smartwatches [32]. Using the gyroscopes
from the smartwatch, handwashing gestures could be recognised. Upon entering
a ‘critical zone’, the smartwatch would signal the user whether hand washing
was performed at all and whether handwashing was of sufficient duration and
quality. Both systems were found to significantly increase adherence to hand
hygiene protocols. Also, both systems make use of prompts to alert the user of
their handwashing compliance. Through auditory and vibratory signals, users
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are persuaded to act according to protocol. However, interaction remains mini-
mal and while the level of incentivisation might be enough to prompt health-care
professionals towards handwashing compliance, more might be needed to incen-
tivise children to wash their hands.

2.4 Interactive Systems

Recently, there is a rising interest for exploring more interactive and persuasive
solutions that can motivate children to wash their hands. Three systems are of
particular interest to the current case: WallBo [12,13,46]; smart mirror [38]; and
Germ Destroyer [1]. We will briefly introduce each of these systems and discuss
the pros and cons of each for aiding handwashing procedures in elementary school
children.

Deshmukh and colleagues [12,13,46] developed WallBo, a low-cost, social
robot that is expected to act as a persuasive agent in changing the handwashing
behaviour of children. WallBo has the shape of a hand to associate it with hand-
washing, has two eyes to imply a sense of being watched and can be mounted
on a wall (so that it can be deployed closer to a handwashing sink). WallBo is
controlled by a remote researcher, using the Wizard-of-Oz technique to commu-
nicate handwashing instructions to the children. It displays handwashing instruc-
tions on a small screen together with audio (using childlike voice) instructions.
WallBo was deployed and empirically evaluated in an in-the-wild setting and was
found to increase handwashing compliance, technique, and knowledge during a
5-day intervention [13]. While the results of the system are promising, at current,
WallBo cannot run autonomously. A remote researcher is needed to interact with
the children through the interface of the robot. This renders the implementation
of the system time intensive and limits its broader application as it still requires
supervision by adults.

Rabben and Mikkelsplass [38] explored the use of smart mirrors to encour-
age children to wash their hands independently (without requiring the supervi-
sion of adults - teachers and teaching assistants). They proposed to use smart
mirrors to convey handwashing instructions and feedback about handwashing
progress in a way that more appealing to young children (from grade one to
four). They explored two design options for presenting step-by-step instructions
and feedback. The first option shows a series of images displaying step-by-step
instructions on handwashing. These images were taken from common handwash-
ing awareness posters used in the school. A progress bar shows the progress of
handwashing and fills up in 40 s. After 40 s (i.e. when the progress bar is filled
completely), the screen shows balloons to indicate the successful completion of
handwashing and is meant to give the children a sense of achievement. The
second design option uses videos, rather than still images, for presenting hand-
washing instructions. Similar to design option 1, the progress bar fills up over the
course of 40 s and shows a smiley face after completion. The concept was eval-
uated using a tablet (placed on the sink) that displayed the content for design
option 1 and 2. Interview data from the teacher learns that ‘smart mirror’ was
well received by the children. The children found it engaging to work with the
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smart mirror and were observed to spent more time washing their hands than
they used to. Unfortunately, no quantitative data are presented to support these
claims.

Finally, Altmeyer and colleagues [1] developed ‘Germ Destroyer’ to encour-
age people to wash their hands to meet the recommended duration (20 s). Germ
Destroyer achieves this by gamifying the handwashing activity. The system con-
sists of two parts, a sensor device attached to the tap to detect water flow and
the presence of hands and a gameful mobile application running on a tablet. The
screen shows cartoon-like germs when the faucet is running, then when the user
holds their hands under the tap, a soap animation is displayed and the germs will
disappear at a constant rate. After 20 s the screen displays a clean hand to indi-
cate successful handwashing. If the user stops washing their hands earlier than
that, detected by the sensor device attached to the tap, the faces of the germ are
converted to angry faces to redirect users to wash their hands. Germ Destroyer
was empirically evaluated both in a lab setting and in-the-wild and was shown
to enhance the enjoyment of hand washing, reduce the perceived hand wash-
ing duration and increase (doubled) the actual hand washing duration. Clearly,
Germ Destroyer could be a game-changer for promoting hand hygiene in shared
bathrooms. However, Germ Destroyer (as well as many other systems) focus
only on handwashing quantity (i.e. duration) and not on handwashing quality
(i.e. technique). It has been shown that both duration as well as technique are
of key-importance when it comes to handwashing effectiveness [34]. With Wash-
Wall, we aim to bridge this gap by gamifying the handwashing experience for
elementary school children, explicitly focusing both on handwashing duration
and technique.

3 WashWall System

The objective of WashWall is to make handwashing a fun and engaging activity
while also ensuring proper handwashing protocol. What makes WashWall stand
out from existing technologies is that it focuses both on handwashing duration
and technique (cf. [1]). Towards motivating young children, WashWall uses gam-
ification as a persuasive technique (cf. [38]). Gamification is defined as “the use
of game design elements in non-game contexts” [15] to motivate and increase
user activity and engagement. It a is a well known persuasive technique and is
used in a wide range of domains and contexts to motivate users [14]. WashWall
is designed to run autonomously (cf. [12,13,46]). Below, we will give a brief
overview of the design process that led up to the creation of WashWall and we
will discuss the system design and game design of WashWall.

3.1 Design Process

For the design of WashWall, we followed a design thinking approach, iteratively
cycling through the various stages of the design thinking process (i.e., empathise,
define, ideate, prototype, test) to arrive at meaningful designs that would incen-
tivise primary school children to follow proper handwashing procedures without
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the help of caregivers. In doing so, we organised interviews, observations, and
play-testing sessions with ten children aged 6–11 (M = 6.7; SD = 1.9). During
the interviews, we asked them about their pass-time activities and their knowl-
edge and habits regarding handwashing. For the observations and play-testing
sessions, we asked them to engage with a number of lofi prototypes (images,
videos, presentations, and paper prototypes) and show and tell us how our
designs would impact their handwashing behaviour.

For the lofi prototypes, we explored different concepts, which can be sum-
marised as: informing, guiding, and gamifying. The inform-concepts were meant
to educate the children on the need for handwashing and give them information
about their own handwashing behaviour and practices. The guiding-concepts
were meant to guide the children through the handwashing procedures and the
gamification-concepts explored the use of (simple) game mechanics to trigger
the right handwashing motions. Maybe unsurprisingly, it was found that the
children were most enthusiastic about the concepts that included some form
of gamification. When asked about their favourite (mobile) games, two children
indicated that they liked ‘Space Invaders’ best. Another arcade-game classic that
got mentioned was ‘Tetris’, while also more modern games were mentioned such
as ‘Call of Duty’.

Based on the insights that were derived from the interviews, observations,
and play-testing sessions, we designed a Space-Invaders style game that children
could play simply by washing their hands. To tune our final design, we recruited
five children aged 6–8 (M = 6.4; SD = 0.9) for a pilot-test. This allowed us to
study the game control mapping (physical movements to in-game movements) as
well as the number of targets that would be needed to ensure proper handwashing
durations. The pilot test also enabled us to tailor the computer vision algorithms
to the hands of primary school children. The insights that were derived from this
pilot test were incorporated in the final system design, which we will describe in
detail, below.

3.2 System Design

WashWall is an interactive smart mirror that features a Space-Invaders style
shooter game. User can play the game by washing their hands. Handwashing
movements are recognised and translated to easy-to-understand game controls
(see Sect. 3.3). The main interface of WashWall is a smart mirror constructed
using a Raspberry pi4 microcontroller (8 GB RAM), a two-way mirror and a
TV (32 in. Philips 32PFS6805/12) that acts as the display. A webcam (K&L
Webcam - 2K Quad HD - microphone - 4 megapixels), attached to the base of
the mirror, is used to track the hands of the user (cf. Fig. 2, panel A and B).

The Raspberry pi is connected to the webcam via a USB cable and to the TV
via an HDMI (Fig. 2, panel A). The two-way mirror and the TV are mounted
above the sink, facing towards the person who is using the sink (Fig. 2, panel
B). The Raspberry pi is mounted to the back side of the mirror. The webcam is
oriented downwards, such that only the tap and the hands are in view.
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Fig. 2. Overview of the WashWall system: (A) System architecture diagram, (B) Wash-
Wall in ‘game mode’

3.3 Game Design and Rationale

The game for the WashWall installation was modelled after ‘Space Invaders’:
An arcade-game classic that is lauded for its simplicity and attraction. In ‘Space
Invaders’, players control the lateral movement of a space craft, while shooting
alien invaders. In our game, participants shoot germs instead. In what follows
we give a brief outline of the main game-mechanics (Sect. 3.3) and discuss the
design rationale behind these (Sect. 3.3).

Fig. 3. The shooter game that the user sees on the mirror above the sink. Three typical
stages of the game: (A) Opening screen of the shooter game, (B) mid-way through the
game, (C) Closing screen of the shooter game
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Game Mechanics. To draw the user’s attention to WashWall, the system
displays a ‘Space Invader’-esque opening screen that prompts the user to ‘get
ready!’ (Fig. 3, panel A). This opening screen is displayed while the system is
idle. To start the game, players are required to hold their hands in view of
the camera. The controls of the game are straight-forward. Players control the
lateral motion of the ‘space ship’ by moving their hands left to right. If players
move their hands to the left, the ‘space ship’ moves left; if players move their
hands to the right, the ‘space ship’ moves right. Players can fire ‘laser blasts’
by opening their hands – exposing their palmar surfaces to the camera. When a
blaster-shot hits a germ, the germ is destroyed (Fig. 3, panel B). The player wins
the round when all the germs are destroyed. When the round is won, a closing
screen is shown with stats and praise (Fig. 3, panel C). The rationale behind the
design of these game mechanics stems from current handwashing directives, e.g.:
[7,17,28,45] and game-design theory, specifically behaviour steering [47].

Design Rationale. To steer players towards effective handwashing rituals, we
studied several handwashing guidelines [7,16,17,28,45] and translated their key-
components to game mechanics. With slight variation in focus [34], most hand-
washing directives underline the importance of handwashing duration (20 s) and
proper technique. Especially the latter is communicated with ranging levels of
detail. For example, the Center for Disease Control and Prevention provide
a 5-step handwashing procedure [17], whereas the World Health Organisation
describes a 12-step procedure [7]. While more elaborate and complex handwash-
ing directives might lead to better results, it has been suggested that the num-
ber of steps involved might also adversely affect handwashing compliance [2].
Interestingly, besides technique and duration, ‘fun’ gets mentioned as an impor-
tant factor to promote hand hygiene among kids. Singing a song [17,45] and
using a ‘fun’ soap [45] are two examples mentioned to make handwashing more
fun for kids. With WashWall, we intended to capture the essence of handwash-
ing, rather than designing a 1-to-1 translation of one particular handwashing
directive. As such, we aimed to embody three key-elements to handwashing that
were shared between the handwashing guidelines, that is: handwashing duration,
hand-surface exposure, and the scrubbing motion. Also, in line with [17,45], we
wanted to make handwashing fun.

To guide users towards proper duration, hand-surface exposure, and scrub-
bing behaviour, we made explicit use of ‘steering strategies’ as framed by
[37,47]. Steering, which can be considered to fall under the umbrella of pro-
cedural persuasion [25], serves goal attainment (e.g. good hand hygiene) by
“carefully designing interactions that deliberately influence or guide player in-
game behaviour in specific directions.” [47]. For the development of WashWall,
we specifically made use of three steering strategies, that is: require, insist, and
entice. With require, players of a game are quite simply required to act in a cer-
tain way for the game to run as intended. With insist, players are incentivised to
act in a certain way through the provisioning of game-outcome related rewards
(e.g. power-ups). And with entice, players are seduced to act in a certain way
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through the provisioning of non game-outcome related rewards (e.g. upgrades in
avatar appearance). The require-strategy is typically considered the most force-
ful and effective, while the entice-strategy is typically considered to be more
gentle [37].

Taken together, the current handwashing directives and steering strategies
inspired the design of our game mechanics. To entice children to wash their
hands for at least 20 s, we experimented with the number of germs that had
to be defeated. Through play-testing and pilot-testing we found that with 42
germs, players would be engaged for long enough to reach the intended target
duration. Further, to incentivise children to focus on the palmar surfaces of the
hands [34], we insisted that players expose their hand palms to the running
faucet. Doing so would result in the ‘space ship’ firing laser blasts. Finally, to
promote an even exposure of both hands to the running faucet and to promote
left-to-right scrubbing behaviours, we coupled the location of the centroid of the
hands to the lateral (on-screen) position of the ‘space ship’. We distributed the
germs such that users need to expose both of their hands to the running faucet
to kill all germs. This can also be considered a form of ‘insisting’ – players are
steered by granting them game-outcome related rewards (i.e. the killing of germs
and thus a higher score).

4 User Study

To investigate the potential of the WashWall system to improve the handwashing
routine of primary school children as well as their engagement in doing so, we
conducted an in-the-wild user study with 14 participants. For the study, we
created a two-condition within-subjects design. Participants interacted with the
WashWall system under two conditions. In the first condition, the interactive
mirror was set to ‘mirror mode’. In this mode the smart mirror was not powered
on and looked and functioned just like a regular mirror. In the second condition,
the interactive mirror was set to ‘game mode’. In this mode the interactive
capabilities of the mirror were activated to show an interactive shooter game
(Fig. 2, panel B). All children washed their hands under both conditions. The
sessions were organised around existing collective handwashing moments in the
class routine. In between conditions, there was a 90-minute break. We performed
both quantitative and qualitative research methods to investigate the merits of
WashWall. The specifics of the experiment, along with the results, are given
below.

4.1 Selection and Participation of Children

For the experimental study, we recruited 14 children from a primary school in the
Netherlands. All children were between the age of 6 and 7. For recruitment, we
contacted the principal of an elementary school from our professional network.
The research protocols were designed in consultation with the ethics board of
our institution; the elementary school principal; and with the class-room teacher.
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Internally, we informed about best practice examples and adhered to those. In
consultation with the principal, we designed the research procedure such that
the research would not interfere with the classes or would otherwise be a nui-
sance. Before reaching out to the children and their parents, we checked the final
research procedure with the principal and the teachers involved. We reached out
to 24 parents, of which 14 gave their written informed consent. Parents were given
an information letter that was endorsed by the school principal, an information
brochure about the research, and an informed consent form. Children that did
not receive their parents’ consent to partake in the study were not excluded
from playing with the installation. All children were free to interact with the
system. Only the children with consent were researched upon. This means that
only the children with consent were interviewed/observed/measured during the
research. The researchers kept a (private) list of the children that enrolled in the
research. Finally, the interactive mirror was mounted in the classroom and the
camera only recorded the sink area – no other parts than the sink were visible.
The study was reviewed and approved by the ethical committee of the Electri-
cal Engineering Mathematics and Computer Science faculty of the University of
Twente.

4.2 Session Design

All participants interacted with WashWall in both conditions (i.e. ‘mirror mode’
and ‘game mode’). The sessions were organised around existing collective hand-
washing moments, as also described in: [9]. The first session was when par-
ticipants entered the classroom in the morning, the second session was when
participants re-entered the classroom after their midday (play) break. In the
first session, participants interacted with WashWall with the system in ‘mirror
mode’. In the second session, participants interacted with WashWall in ‘game
mode’. No specific instructions were given to the children prior to using Wash-
Wall in either condition. The order of the conditions was not randomised as the
practical context and the teaching schedule did not allow the group of children
to be divided in two without them sharing information about the two conditions.

4.3 Setup and Procedure

The experimental system setup of WashWall was as described in Sect. 3. Hand-
washing movement and duration in both conditions were recorded using the
integrated high-resolution webcam. To also learn about the experiential aspects
of WashWall in both conditions, we employed three qualitative research methods.
First, we took observational notes of the handwashing routines of the partici-
pants for both conditions. Second, we employed the Draw-Write-Tell method [3]
to interview the children about their experiences using WashWall. The Draw-
Write-Tell method is an effective method to gain insights from children on their
experiences. With this method, participants are asked to draw out their experi-
ences and write and/or tell about their experiences on the basis of their drawing.
This method typically results in rich data sets, consisting of drawings, writings,
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and recorded conversation. Finally, we performed a semi-structured interview
with the supervising teacher, asking her to reflect on what she observed during
the day.

4.4 Data Analysis

Handwashing duration was automatically tracked and written to a txt-file for
each handwashing session. Time was recorded in seconds. Data on handwashing
duration were analysed using a two-tailed Wilcoxon signed-rank test (α = 0.05).
To analyse handwashing technique, video footage from the integrated web-
cam was written to AVI-files and stored for each handwashing session. Using
OpenCV, we intended to quantify and contrast handwashing technique for ‘mir-
ror mode’ and ‘game mode’ by deriving relevant performance-metrics from the
video footage (e.g. ‘exposed hand-surface area’). Unfortunately, the video-files
obtained from the ‘mirror condition’ turned out to be corrupt, precluding such
quantitative comparisons. As such, we analysed handwashing technique qualita-
tively by contrasting the observational notes of the ‘mirror mode’ condition with
those of the ‘game mode’ condition. We complemented the observational notes
of the ‘game mode’ condition by reviewing the non-corrupted video-footage of
that condition.

User experience was investigated by analysing the data from the observa-
tional notes; the semi structured interview; and the Draw-Write-Tell method-
ology. Data from the Draw-Write-Tell method (i.e. the drawings and the ver-
bally shared experiences) were analysed using a grounded theory approach
[8,21,33,43] – subsequently coding the data with open codes, axial codes and
selective codes. To make a fair comparison between the two conditions; partic-
ipants were only interviewed once, either after using the interactive mirror in
‘mirror mode’ or after using the mirror in ‘game mode’. Resulting in two dis-
tinct ‘sets’ of data. Each data set was analysed by a different pair of researchers
(VD & YR and WD & CC). Each pair of researchers was agnostic to which data
set they were analysing. The final step of analysing the data from the Draw-
Write-Tell method consisted of contrasting the emergent themes from both data
sets. This final step was performed by all researchers involved.

5 Results

WashWall livened up the classroom. The children were eager to interact with
the system in ‘game mode’ and were excited to play the space invader-esque
game. Below, we will present the results from our quantitative and qualitative
analyses.

5.1 Handwashing Duration and Technique

Handwashing Duration: A significant difference in handwashing duration
(p < 0.001) was apparent between ‘mirror mode’ and ‘game mode’. On average,
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participants spent 11.3 s (SD = 5.4) washing their hands in ‘mirror mode’ while
spending an average of 45.9 s (SD = 9.1) in game mode. When comparing these
results to the recommended handwashing duration of 20 s, it can be concluded
that our participants washed their hands too briefly in a normal setting, while
washing their hands longer than the recommended duration in ‘game mode’.

Handwashing Technique: To analyse handwashing technique, we made a
qualitative comparison of the observational notes that were taken for both con-
ditions. In the ‘mirror mode’ condition it was observed that the children dis-
played quite sophisticated handwashing techniques, also taking into account the
wrists as well as the areas between the fingers. After about five seconds, children
started rushing the handwashing procedure and generally finished the session
about five seconds later. Children were aware that viruses, such as COVID-19,
spread via hand contamination and noted that handwashing was more effective if
washing duration was increased. In the ‘game mode’ condition, participants were
found to focus comparatively more on washing their hand palms. Participants
frequently rubbed their hands together and exposed their hand palms more to
the running faucet. The spaces in between the fingers received comparatively
less attention, just as the wrists and the back of the hands. Finally, in the ‘game
mode’ condition, we observed some inexpedient handwashing behaviours. One
participant, for example, was observed to ‘slap the water stream’ while another
participant nearly moved their hands outside of the sink-area while playing the
game. Besides these occurrences, no further inexpedient handwashing behaviours
were observed.

5.2 User Experience

General Observations: The very first children that interacted with the smart
mirror in ‘game mode’ required some time to get the hang of the game controls.
They needed about 30 s to understand the game mechanics and how they related
to handwashing. Interestingly, a collective learning showed: Children later in line
were aware of how the game should be played within several seconds. This can
be considered a good indication of the system’s learnability. After washing their
hands, children stuck around to observe other children play.

Draw-Write-Tell: Using the Draw-Write-Tell method [3], we interviewed par-
ticipants about their user experience with WashWall. Children were asked to
make drawings about the experience and were invited to talk about their draw-
ings in relation to the experience (see Fig. 4 for some exemplary drawings).
Nine participants were asked about their experience with WashWall in ‘mirror
mode’ and five participants were asked about their experience with WashWall in
‘game mode’1. The results from the Draw-Write-Tell method between these two

1 Ideally, we would have had an equal number of interviewees for both conditions,
however the teaching schedule did not allow for this.
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groups were contrasted. It was found that participants, in ‘mirror mode’, were
very descriptive of the handwashing procedures and had a pronounced focus on
handwashing duration. Participants referred little to the experiential aspects of
handwashing. One participant was anxious about germs and expressed that as
a concern related to handwashing. In contrast, participants that interacted with
WashWall in ‘game mode’, were less descriptive of the handwashing process and
referred more to experiential aspects. Enjoyment and fun were strongly repre-
sented in their drawings and oral reflections. Interestingly, the thematic presence
of ‘hands’, ‘water’ and ‘soap’ was more pronounced in ‘game mode’ than in ‘mir-
ror mode’. So while being less descriptive of the process, children interacting
with the system in ‘game mode’ appeared to be more aware of the constituent
elements that are relevant to the handwashing process.

Fig. 4. Exemplary output from the Draw-Write-Tell methodology

Teacher Interviews: Finally, we interviewed the teacher to learn about her
role in the handwashing rituals of the kids and how WashWall might be sup-
portive to this. The teacher mentioned that she felt that good hand hygiene
was important; first because she felt that hand hygiene is an essential part of
personal hygiene and second because proper hand hygiene might mitigate the
spread of the Corona-virus. The teacher felt that the WashWall system speaks to
the intrinsic motivation that her pupils feel to wash their hands. She remarked
that the kids were much more engaged in the handwashing process than they
would otherwise have been. Interestingly, the teacher also remarked that the sys-
tem sparked conversation and inspired a setting where children learnt from one
another in an informal way. The system was not considered disruptive to ongoing
or planned teaching activities. Finally, it was mentioned that the system should
be very robust – teachers would not feel comfortable updating or maintaining
the system or its software.

6 Discussion

With this research, we set out to investigate a novel approach for incentivizing
elementary school children to practice proper handwashing procedures without
the help of caregivers. Following an iterative design thinking cycle, we developed
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WashWall – an interactive smart mirror that promotes handwashing behaviour
among elementary school children. It is novel in the way it invites children to
engage in proper handwashing procedures. It was found that the interaction with
WashWall was intuitive and that the game was easy to understand. Children
picked up the controls quickly and were engaged in the handwashing process.
Handwashing duration increased significantly compared to the use of a regular
mirror. A qualitative comparative analysis on handwashing technique revealed
that children prioritised the washing of the palms and the scrubbing of the hands
in ‘game mode’ and focused less on the spaces between their fingers, the back of
their hands, and their wrists as compared to ‘mirror mode’. Finally, WashWall
sparked conversation about handwashing and inspired a setting where children
learnt from one another in an informal way.

6.1 The Interaction with WashWall

In their interaction with WashWall, we found that some children showed
behaviours that were more geared towards winning the game than to wash-
ing their hands. One of the children for example, was observed to ‘slap’ the
water stream. This is reminiscent of the work by Pasch and colleagues who
studied (amongst others) ‘motivation and movement strategies’ in movement-
based games. They found that some players do not perform the intended bodily
expressions, but rather resort to a movement strategy that “maximises scoring
ability” [35]. While such behavioural artefacts are not uncommon in designing
interactive technologies, it is something that needs to be dealt with (for some
nice examples see e.g.: [26,27]). Furthermore, we found that children spend an
average of 45.9 seconds washing their hands in ‘game mode’. This is more than
twice the duration advised in authoritative handwashing directives [7,17,28,45]
and also more than we had expected from play testing (see Sect. 3.3). For this
group of children, the number of ‘germs’ (N = 42) was too much. Lowering the
number of ‘germs’ will limit play time and prevent water wastage.

With our current research, we have shown how game design strategies
[25,37,47], can effectively be leveraged to steer player behaviour, improving
focal aspects of handwashing technique such as palmar exposure, scrubbing
behaviour, and handwashing duration. Yet, the washing of hands, a seemingly
simple act, is in actuality an intricate and multidimensional motor movement
that requires complex coordinative patterns [22]. The next step would be to
implement computer vision techniques that are appreciative of this complex-
ity and can reward users accordingly. Llorca and colleagues for example, have
made promising strides towards automatic handwashing quality assessment [30].
They were able to recognise six different handwashing poses that were elemental
to proper handwashing technique. Implementing their work into the WashWall
architecture might allow us to steer user behaviour on the basis of these six
poses, leading to a more comprehensive interaction-scheme.

Still, the act of washing ones hands is more than the six poses identified
by Llorca and colleagues [30]. Handwashing is a multi-segmental, nested, motion
pattern that consists of different activities. Getting soap is one of them. Expressly
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including this activity in the design of the game could allow for exciting new
opportunities. For example, pressing the soap dispenser could provide users with
unique benefits, like getting power-ups or 1-ups [47]. The use of the soap dis-
penser could be limited to a desired number so no new inexpedient behaviour
would occur.

Finally, washing hands is an activity that is embedded in a broader (social-
cultural and behavioural) context. As in our case, washing hands can be part of
entering/returning to class. In future research, we aim to explore how WashWall
might impact the social-behavioural context of which it is part [9]. Interactive
smart mirrors offer unique opportunities to kids and teachers, inspiring novel
interactions that extend beyond its intended design [24]. In future research we
aim to explore how we can highlight some of those possibilities in a meaningful
manner.

6.2 The User Experience of WashWall

WashWall was positively received both by the children and by the teacher. The
kids were excited to play the ‘Space Invader’-esque game and to engage in the
handwashing behaviour that it required. Kids quickly learned to control the
game. Interestingly, a collective and informal learning emerged during the use of
WashWall. Finally, WashWall was not disruptive to ongoing or planned teach-
ing activities. The teacher noticed that the kids were much more engaged with
washing their hands and all that surrounds it. Still, kids are easily persuaded
when it comes to playing video games. The question is, will the introduction
of WashWall cause persistent change on handwashing behaviour? The current
findings might well be subject to the novelty effect, i.e. “the first responses to a
technology, not the patterns of usage that will persist over time as the product
ceases to be new.” [44] To investigate the long-term patterns of usage, both in
terms of user experience and in terms of handwashing behaviours, a longitudinal
study design is needed – implementing WashWall at more schools, targeting a
wider range of class grades, for an extended period of time. The findings from
such a study could be used to also reflect on the generalizability of the present
findings; as the sample size in this study is limited, caution should be exercised
in making any definitive statements about the (long-term) adoption and effects
of WashWall. To promote long-term adoption, future design efforts should also
be geared towards the development of a ‘suite of games’, so that the system can
offer different games for ranging age groups (for examples see: [11,20,31]).

6.3 Limitations

While WashWall shows promising in its potential to steer handwashing
behaviour and in engaging its users, its use of optical sensors presents a barrier
to wide-spread implementation. In the current context, WashWall was imple-
mented in the classroom. Children wash their hands there when they first enter
the class or when they dirtied their hands crafting or playing outside. However,
most sinks are not installed in the classroom, but rather in (public) washrooms.
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Using a camera for tracking the hands can be considered a major threat to
the privacy of users [1,32]. For the further development of WashWall or similar
such systems, future research should focus the use of non-optical alternatives for
sensing handwashing gestures (e.g. [19,32,39,40]) to protect the privacy of its
users. Finally, in further development of the system, costs should be kept at a
minimum. Elementary schools are often on a tight budget for buying school sup-
plies. To promote the adoption of WashWall and encourage further research, we
have shared the system diagrams and accompanying code in the supplementary
materials.

7 Conclusion

With this work, we explored the potential of steering [47] and gamification [14]
to incentivise proper handwashing procedures among elementary school chil-
dren. Our results indicate that steering can be a powerful technique for eliciting
tangible changes in motor behaviour and that steering mechanics need to be
designed carefully to avoid inexpedient or exploitative behaviours. With Wash-
Wall, handwashing duration significantly increased and handwashing technique
changed to focus more on the palmar surfaces of the hands. The overall expe-
rience with WashWall was positive – children quickly picked up on the controls
of the game and were engaged in the process of washing their hands. The find-
ings of the present study open up new ways of looking at the gamification of
personal hygiene and health. Where extant methods are more focused on raising
awareness [36], WashWall explores the use of in-situ gamification mechanics to
directly impact the focal behaviour. Allowing daily routines, such as washing the
body and brushing the teeth to be transformed in fun and engaging experiences.
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Abstract. With the growing interest in recreating live and realistic out-
side experiences within the confines of our homes, the online shopping
industry has also been impacted. However, traditional modes of inter-
action with online storefronts have remained mainly unchanged. This
paper studies the factors influencing user experience and interaction in
3D virtual stores. We created a prototype that uses a 3D virtual envi-
ronment for users to navigate, purchase items, and communicate with
a conversational agent. The designed interface was tested by studying a
set of variables, including the user’s interaction medium with the con-
versational agent, the movement method within the store, the user’s
perception of the conversational agent, the conversational agent’s usabil-
ity, and the store items’ visual representation. Through the user study,
we gained insights into the factors that guide the user’s experience in 3D
virtual stores. We concluded that 80% of users preferred less intrusive
conversational agents and 75% preferred agents that did not hide visual
elements. Additionally, 80% of the participants favored combining 2D
and 3D visualization techniques.

Keywords: 3D Interaction · ChatBot · Avatars · Online Shopping

1 Introduction

There is a growing desire to replicate outdoor experiences within the comfort of
our own homes. This pursuit of enhancing the online living experience has also
impacted the online shopping industry [32]. Some research has begun to explore
different methods of interacting with these storefronts, from virtual reality [23]
to other non-traditional approaches such as 3D virtual environments [12]. By
contrast, we have well-defined guidelines for developing browser interfaces for
commerce [20]. Additionally, conversational agents have become an integral part
of the online shopping experience [1], providing customers with 24/7 assistance
as they interact with storefronts.
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Fig. 1. The studied factors: (1) the dialogue interface; (2) the locomotion system;
(3) the agent’s visual presentation; (4) the agent’s functionality; (5) the product
visualization;

To this end, our goal was to thoroughly examine the factors influencing user
experience and interaction in 3D virtual stores with conversational agents. Fur-
thermore, we aim to make online shopping more accessible and convenient for
consumers and summarize our findings into design guidelines. Considering this,
we conducted a two-part user study, starting with formative interviews that gave
us insight into the most relevant features users look for in online and physical
stores. These interviews enabled us to create a 3D shopping application that
uses the online store catalog from Farfetch, our project’s partner, and compile
five variables that guide the user’s interaction.

Two of the variables cover the design of the virtual store, and three, the
user’s interaction with the conversational agent in the virtual store environment:
(V1) the preferred method of interaction for users with a conversational agent:
textbox or voice interface; (V2) the most effective method for users to navigate
a virtual store using keyboard and mouse controls or teleport to specific points;
(V3) the most effective representation of the conversational agent, a humanoid
avatar, or a text-based representation; (V4) the conversational agent’s capacity
to substitute parts of the visual interface, a dialogue based interface compared
to a visual interface; (V5) the Visual representation of the items in the store, a
context window or a 3D model. These variables represent the factors we identified
as crucial transition points from conventional browser interfaces to 3D virtual
environments (Fig. 1).

By studying these factors, we wanted to answer the following research ques-
tions: (RQ1) How should these factors drive the UX design of virtual stores with
conversational agents? (RQ2) How do these variables rank by their importance
regarding the design of Virtual Stores with conversational agents?

Through this research, we sought insights into which of the selected variables
should be prioritized to improve the user’s experience when designing 3D Virtual
Stores with conversational agents and what impact these variables have on the
UX design of these interfaces.

We start this article with a review of the related work (Sect. 2), followed
by an examination of the formative interviews (Sect. 3). Next, we introduce the
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interface we developed (Sect. 4) and discuss the results of a subsequent user study
(Sect. 5). Finally, we analyze our findings (Sect. 6) and present our conclusions
(Sect. 7).

2 Related Work

Online shopping has followed a steady browser-based 2D interface recipe in
recent years. To change this paradigm, some companies have recently attempted
to create 3D virtual environments for their online marketplaces [19,32]. This
has prompted researchers to consider the most effective methods for designing
virtual social environments, specifically virtual simulated stores [7].

This field has seen considerable progress since the early 1990s,s, as evi-
denced by works such as Burke et al.’s [5] original publication, where the authors
used a simulated environment to study consumer behavior. Recent studies have
demonstrated that users feel more comfortable navigating virtual stores through
VR [27], indicating the potential for researching this area.

Despite the advancements in these applications’ immersive and interactive
features, there has been limited progress in providing task-specific assistance
to users. However, conversational agents can offer users additional support in
completing tasks such as purchasing products [30]. Additionally, conversational
agents have proven valuable in providing systems with intelligence and natural
language capabilities [15]. These tools can process natural language inputs and
give innate responses, enabling a conversation with the user [9]. Furthermore,
this technology can automate interactions between a company and its customers,
creating the illusion of conversation with a human being [6].

The traditional chatbox is often the first consideration when discussing con-
versational agent user interfaces [24]. However, alternative forms of interaction
may be more beneficial in some cases. One example is an interface developed by
Quarteroni et al. [26]. This interface enlarged the chat window into two sections:
a text box on the left and a panel on the right to present additional information
about the conversation context, such as links to web pages or more informative
answers to user questions.

Vaddadi et al.’s [31] conducted a similar research project. They developed
a wrapper for an online shopping assistant on mobile devices that incorporates
buttons, cards, and text messages. The researchers found that buttons helped
select product sizes, as it is more convenient for the conversational agent to
display the available sizes as buttons for the user to choose, rather than requir-
ing the user to type in the size. The cards show images or videos of requested
products, links, and text.

Likewise, Pricilla et al. [25] also researched this field and developed a mobile
chatbot interface for online fashion shopping. This team took a user-centered
approach to the conversational agent’s development and proposed a swiping
list of messages containing various products presented by the agent. Each item
includes the product image, information about the product, and a link to the
web page or a more informative view.
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Another critical question surrounding the presence of conversational agents
in virtual spaces is how we present this type of interaction in 3D environments.
The most common way is using an embodied virtual agent (EVA) [14]. EVAs
are an interface where an Avatar1 physically represents the agent in the virtual
space. This avatar is usually presented as a human to create a more empathetic
experience.

There have been multiple attempts to implement EVAs before, with one of
the first attempts by Nijholt et al. [21], where the authors experimented with
blemishing traditional dialog with a virtual environment populated with the
avatar of the agent. The authors observed the possible potential for these inter-
faces to be used in helping people with disabilities. Another study by Martin
Holzwarth et al. [11] showed that using an avatar in web-based information
increased the customer’s satisfaction with the retailer, attitude toward the prod-
uct, and purchase intention.

Some recent research has focused on whether these interfaces can provide a
better experience than regular dialog interfaces. For example, Jessica et al. [28]
focused on questioning parents about how the agent’s interface presentation
could affect the parent’s perception of a specific agent and whether the interface
was a toy. They did this by questioning parents about their attitude toward
multiple interfaces, including toys with chatbot functionalities. Further research
has been done on the usefulness of this type of interface. Yet, in Li et al.’s [13]
research, the authors conclude that the physical embodiment alone does not
provide a better social presence when interacting with chatbots.

A major problem with these interfaces is that many of the used avatars fall
into the uncanny valley [18]. In Nowak et al.’s [22] work, the authors observed
that when EVAs try to have a more anthropomorphic design, they fall short
of being realistic because they create higher expectations, making them more
challenging to meet without complex technological features. Similar results can
be seen in Groom et al.’s [10] research. Furthermore, in Ben Mimoun et al.’s [2]
work, the authors identified another problem: many EVAs fail to meet the user’s
expectations when providing a realistic interaction, leading to a more frustrating
interaction.

Another critical question is how we should show shopping items in the context
of a 3D virtual world. In most cases, in online stores, items are shown in a 2D view
with no additional 3D information, so most catalogs only contain information
about the 2D representation of the items. A common technique is to have the
2D images of the items mapped onto a 3D model. This was what Aymen Mir et
al. [17] did in Pix2Surf. Their open-source algorithm was implemented to handle
input images of t-shirts, shorts, and pants, being able to render 3D models of
mannequins with different poses.

1 Avatar in this context is used to refer to the virtual representation of the interactable
agent in the virtual world.
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Fig. 2. Dialog graph for a common interaction with the conversational agent, where
we can see all the tasks the agent has to complete

3 On the Design of Virtual Stores with Conversational
Agents

Our focus was on the fashion domain. In this context, creating a conversational
agent primarily consists of creating a dialog interaction that can assist the user in
finding and buying items in the store. The conversational agent should be able to
perform tasks grouped in the following categories:(1) store assistance, meaning
assisting with tasks related to the main interface, (2) product recommendations,
(3) product question-answering (QA), this is, answering questions about the
characteristics of a particular product, and (4) finding products in the store.
Figure 2 shows an example of a dialog graph from a conversation.

Furthermore, we designed the interface in such a way that users could sim-
ulate the purchase of items, navigate the store, and interact with the conversa-
tional agent. A major part of designing this interface is understanding the user’s
expectations. To achieve this, we conducted formative interviews with
six participants. We deliberately sought participants with previous experience
buying clothes online.

All the study participants were female and bought clothes online at least four
times per year, with one of the users buying 24 items per year. Furthermore, all
the participants had had previous experience interacting with a conversational
agent. The participants also varied in age. Three participants were between 21
and 27, one was less than 21, and the other two were above 27.

In the interview, we showed users three distinct scenarios. (1st) The first
scenario was focused on buying clothes in a browser store, (2nd) the second was
buying clothes in a physical store, (3rd) and the third was purchasing clothes
with the assistance of a voice agent. In each scenario, users were asked what their
main buying habits were when shopping for clothes and what information they
expected to be available in the described scenario. Furthermore, the interviewees
were also asked what advantages they could identify in buying clothes online and
in physical stores.

Some noteworthy findings were the following. When asked about their online
practices in the first scenario, a common answer was looking first at sales and
discounted items. When asked what information the users found relevant, two
participants answered that shipping information was the most important. Two
others said they wished that stores had better recommendation systems. For
instance, a user said that they valued “(...) showing me relevant items that have
a similar style or are similar to the ones I’ve been searching (...)”.
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In the second scenario, when describing their practices, four users said they
usually go around the store looking for interesting items. Regarding what infor-
mation they found relevant, three users said they do not seek additional infor-
mation when buying clothes in physical stores. One said they usually avoid
interacting with store assistants. For instance, a user said, “I don’t usually ask
for anything from the retail worker besides when I want a clothing item in a
different size, and cannot find it. (...)”.

When shown the third scenario and asked what information they expected
from the conversational agent, three participants said they would ask for specific
details regarding the product they were trying to buy, either shipping informa-
tion or specific features. Two participants also said they would ask for recom-
mendations or items that go well with what they previously saw or bought, “I’d
like to ask for possible suggestions based on the things that I’ve previously seen,
or the articles of clothing we’ve talked about. (...)”.

When asked about the benefits of buying clothes in physical stores, all users
answered unanimously that the only benefit is that they can try the items imme-
diately without waiting for them, for instance, “Definitely seeing how the clothes
fit me. That’s the only downside of buying them online. Sometimes an item looks
really good on the model but doesn’t fit properly on my body. (...)”.

When asked about the benefits of buying clothes online, four participants
answered that a major advantage is avoiding interacting with other people, the
assistants or other people in the store, “I like the convenience of being able to
shop from home, not having to deal with queues and other people. (...)”.

The interviews were a valuable tool in formulating our research questions.
Through the interviews, we identified some critical factors, which later informed
the design of our ranking tasks in the user study. Furthermore, we also saw that
users avoid interacting with store assistants in the real world.

Therefore, when studying conversational agents within a virtual store envi-
ronment, we aimed to test various levels of interactivity and the use of different
representations, each with varying levels of presence and multimodality. Three
of our research variables explored the extent to which the conversational agent’s
interaction should be hidden or revealed. The study also included a task that
evaluates the store’s usability and the effectiveness of product visualization, two
other concerns raised during the interviewing process.

4 System Description of the 3D Shopping Experience

The conceived interface is a 3D virtual store where the user navigates in the
first person. We created a 3D store environment (Sect. 4.1) and implemented
multiple methods of locomotion (Sect. 4.2), different dialog interfaces (Sect. 4.3),
and multiple visualization techniques (Sect. 4.4). In the sections below, we will
cover every element of the developed interface.
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Fig. 3. The store’s overall layout, with a top-down view on the left an isometric view
on the right

4.1 Virtual Store Environment

The virtual environment can be divided into multiple sections. A section is an
area of the store. Each section can contain a variable number of display screens,
including none, that show a preview of the available items. These areas are
organized based on the type of items they contain and what activities can be
performed in that section. The store has five sections (Fig. 3):

– Entry Hall (Red zone - 1 in Fig. 3): This section corresponds to the store’s
starting area. From here, they can see every other section of the store. It is
also the only section that does not contain any article of clothing;

– Trending Section (Green zone - 2 in Fig. 3): In this section, users can
visualize a set of premade outfits that correspond to the trending outfits
(Fig. 4a);

– Clothing Section (Purple zone - 3 in Fig. 3): This section of the store
corresponds to the place where users can visualize multiple clothing items,
with every article category mixed in the same display window (Fig. 4b);

– Accessories Section (Yellow zone - 4 in Fig. 3): Here, users can find
items that do not fit in the clothing item category, such as bags and watches
(Fig. 4c);

– Recommendation Wall (Orange zone - 5 in Fig. 3): In this section, users
can use a set of three mannequins to preview outfits with a three-dimensional
presentation.

4.2 Virtual Store Navigation

To navigate the store, the user can use a mouse or touchscreen. To facilitate
navigation, we created a point-of-interest (PoI) system. Every section of the
store has its point of interest. To navigate to a specific PoI, the user must select
one of the 3D arrows in the interface by pressing it with their finger or the mouse
cursor (Fig. 5a).

Each PoI also defines a focus point, so the camera rotates to shift the user’s
attention toward a specific position when traveling to a PoI. The camera is
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Fig. 4. Some of the multiple sections of the 3D store

controlled by clicking and dragging the mouse. To smooth the navigation around
the store’s geometry, we used a pathfinding algorithm to find the shortest path
between two points of interest. Then we smoothed the navigation along the track
with a bezier curve (Fig. 5b).

We have incorporated an alternative locomotion system within our study,
namely a conventional first-person control scheme utilizing a keyboard and
mouse. In this system, the camera turns using a mouse, while navigation uses
the arrow keys on the keyboard. This solution is an ideal benchmark due to
its extensive adoption in video games over the course of several decades. As a
result, users who are familiar with this scheme may have developed ingrained
motor skills or muscle memory and perform better [16,29].

Fig. 5. The various components that make the point of interest system

4.3 The Conversational Agent

The conversational agent was designed to effectively understand and respond
to the user’s intent using Automated Speech Recognizers and multiple Natural
Language Processing (NLP) algorithms [7]. To interact with the conversational
agent, we implemented a chatbox that contains the history of the conversation
between the user and the agent located in the bottom right corner of the screen.

When designing the dialog interface, we had to present the agent’s responses
to the user. These responses are a mixture of text, actions to be performed in
the interface, and product recommendations. Therefore, we implemented three
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interfaces (Fig. 6). The first one uses the chatbox interface. Here the text is
presented as a dialog bubble in the chat window that sometimes contains a
preview of specific products (Fig. 6a).

We also implemented a speech interface using the Cortana voice API2. Users
can activate this interface by pressing the microphone icon in the screen’s bottom
right corner, which will bring up a window displaying the system’s detected
voice input. This interface aims to provide a more multimodal interaction while
removing the necessity for an on-screen chatbox. This speech interface uses a
visual representation we called the subtitle interface, where text is presented at
the bottom of the screen, similar to a movie’s subtitles, and recommendations
are shown in a context window above the text (Fig. 6b).

Lastly, we experimented with having a fully embodied conversational agent
represented by a hologram (Fig. 6c). Each section of the store has its point.
At runtime, the system deciphers the closest visible point to the user’s camera
and instantiates the avatar. When the system receives or sends a message, the
assistant does an animation to give the user feedback. The conversational agent’s
text is shown as a speech bubble floating over the avatar in the screen space.
The recommendations are offered inside the bubble.

Fig. 6. The multiple dialog interfaces

4.4 Product Visualization

A problem with migrating from a traditional 2D viewport to 3D is how we should
display the products available around the store and what product information
should be presented to the user. The items around the store combine items from
an online fashion store catalog with manually selected items. As a result, we can
see a representative mix of each type of clothing.

Multiple display screens around the store show the available items, as seen in
Fig. 7a. Each section of the store has its own set of displays. Objects are displayed
in frames with a 2D image of the product. Clicking on one of these frames opens a
context window containing information about the selected item. Here we display
the product’s brand, price, available sizes, and a short description.
2 Cortana Speech detection, Unity API, https://learn.microsoft.com/en-us/windows/

mixed-reality/develop/unity/voice-input, Last Access 2023.

https://learn.microsoft.com/en-us/windows/mixed-reality/develop/unity/voice-input
https://learn.microsoft.com/en-us/windows/mixed-reality/develop/unity/voice-input
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An alternative approach to presenting these items is to show them in a 3D
viewport. To achieve this, we mapped the images of our 2D catalog to a 3D
mannequin. We did this using Pix2Surf3 [17]. To work with this model, we had to
restrict our catalog further, as it only works with short-sleeved t-shirts, trousers,
and shorts.

To see an item in a mannequin, one has to select the item they want to
preview and mark it as “Interested.” This will add that item to the recommen-
dation tab. After that, in the Recommendation Section, one can drag and drop
an item from one frame to another, updating the mannequin’s clothes. Fur-
thermore, depending on the interface, recommendations are shown as a special
message with arrows and cards, where every card has the item’s preview and
name. Alternatively, recommendations can be displayed in a context window
with arrows and information about the articles (Fig. 7b).

Fig. 7. The multiple visualization interfaces

5 Evaluation

Considering the described interface, we tested the variables stated in Sect. 1. To
do so, we conducted a user study with multiple interfaces, two for each variable,
interfaces A and B. The variables can be seen in Table 1.

Our study focused on whether these variables could affect the user’s experi-
ence while interacting with the 3D virtual store and how they stack against each
other to improve their experience.

5.1 Protocol

When designing the questionnaire for our user study, we based many of our
questions on existing literature [3,4] and the interviews that we previously con-
ducted (Sect. 3). The data collected from the users was anonymized, and users
were informed that they could leave at any point during the test.

The experience was composed of five tasks (T1, T2, T3, T4, and T5) with
a climatization task (T0). T1 through 5 were meant to evaluate each of the
3 Pix2Surf, repository, https://github.com/aymenmir1/pix2surf, Last Access: 2023.

https://github.com/aymenmir1/pix2surf
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Table 1. The variables being studied and their respective interfaces

Variable Interface A Interface B

V1: The medium that the user employs

to communicate with the conversational

agent

1A: Speech Interface 1B: Chatbox

V2: The most effective method of

locomotion in the store

2A: Mouse and Keyboard 2B: Points of

Interest

V3: The way the user visualizes the

agent

3A: Humanoid Avatar 3B: Text-based

Representation

V4: The conversational agent’s capacity

to substitute parts of the visual interface

4A: Dialogue Based Interface 4B: Visual

Interface

V5: The Visual representation of the

items in the store

5A: Context Window 5B: 3D Model

corresponding variables. For each of the five main tasks, users had to test two
interfaces, A and B. The order was alternated in a Latin Square order to reduce
learning bias. For the context of every task, A differed from B, and every task
was independent of the other.

After every task, the user answered ten questions, some regarding Interface
A or B and some about both interfaces. Questions comprised Likert scale eval-
uations (1 to 5) and ranking questions. At the end of the questionnaire, users
would evaluate both interfaces using a Likert scale (1 to 5) and are asked what
was their favorite. For the fifth task, users had to rank the features of both inter-
faces. At the end of the test, users responded to some questions about a complete
version of the interface, including the System Usability Scale (SUS) [4].

For every task, we annotated whether the user could finish the task (if they
finished the task in less than 4 min) and if they asked for guidance. For T1 and
T2, we recorded the time it took for participants to finish.

The setup for the experience was comprised of a computer where the user
would test the multiple interfaces. Every user also used a microphone to commu-
nicate with the conversational agent. Users were also given paper instructions
containing all the tasks they had to perform and a map of the store with every
section labeled. Users could consult this map at any time during testing.

5.2 The Population

Users were selected by surveying college students. All the participants had at
least a K12 education level and were fluent in English. The study was conducted
with 20 users, 11 female (55%) and 9 male users (45%). Users were between the
ages of 19 and 49. Many users had rarely interacted with a conversational agent
before (30%) or interacted yearly (25%). The rest of the participants interacted
monthly (20%) or weekly (25%). Most users played video games, with only 1
(5%) saying they rarely played. 75% said they played games daily or weekly, and
the rest played monthly or yearly. We further questioned the users about how
frequently they play FPS games. Although 35% users still played FPS games
weekly, 25% said they didn’t play FPS games.
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(a) Online shopping rate (b) Physical shopping rate

Fig. 8. How many times do users buy items in online (a) and physical (b) stores?

Fig. 9. Interface ratings for every task (median in bold)

Furthermore, when asked if they follow the most influential trends in fashion,
85% of the users answered no. Following this trend, 5 users said they do not buy
clothes in online stores. Still, the rest of the users said they buy at least one
clothing item per year online, with a user even they buy around 15 clothing
items per year in online stores (Fig. 8a). Moreover, when asked how frequently
users bought clothes in physical stores, the most common answer (45%) was
between 4 and 11 times per year (Fig. 8b).

5.3 Results

As previously mentioned, users completed five tasks while freely interacting with
the virtual store. Starting with T1, users had to interact with the conversational
agent using a voice interface (1A) and a chatbox (1B). When observing the over-
all scores of both interfaces, 55% of users said they preferred interface 1B. We
can see this reflected in the general scores of the two interfaces, where we could
see that users rated 1B higher but without having a notable enough statisti-
cal significance (p=0.176) (Fig. 9). Furthermore, on average, users took more
time to complete the task using 1B. Yet, this difference was not major at a 5%
significance level. See Table 2.

An observation where we saw a major difference was the number of times the
users had to repeat commands. In 1A, 90% of users had to repeat utterances,
while in 1B, only 35% had to repeat. Repeated commands happened either
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when the agent didn’t understand the user’s intent or when the voice detection
algorithm didn’t correctly pick up the user’s utterance.

Regarding T2, users had to perform the task using traditional FPS controls
(2A) and the PoI system (2B). Although a larger number of users preferred 2B
(55%), it was not a large difference. This was reflected in the data where 2B had
marginally better results than 2A (Fig. 9). Furthermore, observing the times in
Table 2 we can see that 2A and 2B had similar times. When analyzing this data,
we must remember that many users are familiar with this interface type, as seen
in Sect. 5.2.

On task T3, we tested the presence of the agent’s avatar in the store, where
one interface had the avatar (3A) while the other didn’t (3B). 80% of the users
said they preferred 3B to 3A. This is observed in the rest of the collected data
(Fig. 9). One such example is seen in the scores of each interface, where users
rated 3B much higher than 3A (p=0.007). The preference for 3B is further veri-
fied by the users’ responses to questions about readability and uncanniness. See
the first two rows in Table 3.

When looking at these values, we can infer that users felt more comfortable
interacting with 3B than with 3A, yet they didn’t feel as if the dialog was dis-
connected from the store. During testing, users even commented on the presence
of the avatar in the store being weird or uncomfortable. When we observe the
boxplots for Q6 (I liked the presence of the avatar in the store) and Q7 (The
avatar contributed to the experience of interacting with the chatbot) (Fig. 10),
we can see that users did not enjoy the presence of the avatar in the store.

In T4, users were asked to complete the task with the assistance of the
conversational agent (4A) and without (4B). When users were asked what their
favorite interface was, most said they preferred 4B to 4A (75%). This answer is
well represented in the rating given by the users, where we verified a significant
difference between the scores of both interfaces (p=0.006). 4A had a median
score of three, while 4B had a median score of four (Table 4).

Although we saw this significant difference in the ratings, this did not extend
to the answers users gave in questions about frequency of use and cumbersome-
ness of the interface (see the first two rows of Table 4). Furthermore, when the
users were asked whether they agreed with “I found the interaction with the
agent unnecessary,” they answered with a mode of 4 and a median of 3.5. This
indicates that when presented with the option of utilizing the conversational
agent, the participants preferred not utilizing it.

Table 2. Average time it took for users to finish each task (T1 and T2), the standard
deviation, and the t-test p-value for every interface

# time (m) mean Std. Dev. t-test

T1 : 1A Complete T1 with 1A 02:12,9 00:51,6 p = 0,099

T1 : 1B Complete T1 with 1B 02:55,5 00:57,9 p >0,05

T2 : 2A Complete T2 with 2A 00:46,9 00:23,4 p = 0,147

T2 : 2B Complete T2 with 2B 01:05,5 00:31,0 p >0,05
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Table 3. Median, first quartile (Q1), third quartile (Q3), and chi-square test p-value
(X2) of the scores of both interfaces in questions about readability, uncanniness, fre-
quency of use and consistency in Task 3

Interface Question median Q1 Q3 X2

3A I could read the text well. 4 3 5 p = 0,015

3B 5 4 5 p <0,05

3A I found the experience unnatural. 3 2 4,25 p = 0,014

3B 2 1 3 p <0,05

3A I want to use the chatbot more often. 3 2 3,25 p = 0,053

3B 3.5 3 4 p >0,05

3A The dialog felt disconnected. 2 1 3 p = 0,825

3B 2 1 3 p >0,05

Table 4. Median, first quartile (Q1), third quartile (Q3), and chi-square test p-value
(X2) of the scores of both interfaces in questions about frequency, cumbersomeness,
and the ratings in Task 4

Interface Question median Q1 Q3 X2

4A I would use this interface frequently. 3,5 3 4 p = 0,372

4B 4 3 5 p >0,05

4A I found the interface cumbersome. 2 1,75 3 p = 0,470

4B 1,5 1 3 p >0,05

4A How would you rate this interface? 3 3 4 p = 0,006

4B 4 4 5 p <0,05

In T5, the participants were presented with two distinct interfaces for visu-
alizing clothing items, a traditional visualization interface (5A) and a 3D item
visualization interface using a mannequin (5B). When asked to indicate their
preferred interface, participants had the option to select 5A, 5B, or both inter-
faces simultaneously. Results of the study revealed that 80% of the participants
preferred utilizing both 5A and 5B simultaneously.

Fig. 10. Data for presence and interaction in T3 (median in bold)
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Furthermore, the participants were requested to rank various features from
5A and 5B (Fig. 11). These features were product information and visualization
techniques. About 5A, 70% of the participants considered the price the most
crucial feature to be shown on the user interface. At the same time, the mate-
rial used was considered the least important feature (35%) to be shown. The
participants were also asked about which features they would include in the
visualization of the product. Some examples of the mentioned features were the
brand of the product and a size guide.

Concerning 5B, the participants deemed that the most salient features were
the ability to map the clothes directly onto an image of themselves (25%) and a
360-degree view of the mannequin with the clothes (25%). However, unlike 5A,
there was no consensus among the participants as to which feature was the most
desirable, as illustrated in Fig. 11b. Additionally, features such as having a 360-
degree view of the mannequin and the ability to adjust the clothes according to
the users’ size were not rated as the least important feature. In contrast, 35% of
the participants stated that having multiple lighting options in the mannequin
was the least important feature.

Fig. 11. Task 5 rankings, for 2D and 3D product visualization

After the questionnaire, the participants were instructed to rank every task
they performed during the study. The results of this ranking can be observed
in Fig. 12. Upon examination of this graph, we can see that the participants
prioritized the visualization of items over all other factors. Additionally, although
it elicited the strongest reaction from the participants, the agent’s avatar was
primarily considered the least important feature, with 75% of the participants
rating it as the least important.

The SUS score was calculated at the end of the test. We obtained an average
SUS score of 70.625 with a standard deviation of 9,516. The lowest score we
obtained was 45, and the highest was 82,5. For reference, a study by Debjyoti
Ghosh et al. [8] found that Siri had a SUS mean value of 54,167.
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Fig. 12. Ranking of each task

6 Discussion

Our objective was to determine which factors are crucial when designing and
developing 3D virtual stores and which can be ignored. By examining the data
collected from the study, we will gain insights into the most effective solutions
for enhancing the user experience in 3D virtual stores and how to prioritize the
importance of different factors when planning such interfaces.

We observed no significant findings after examining the results from T1. How-
ever, we saw a trend where participants tended to prefer the chatbox interface.
This may be attributed to many users repeating commands when interacting
with the voice interface, as reported in Sect. 5.3. Specifically, 18 participants had
to repeat their utterances in 1A, while 13 had to repeat them in 1B. This caused
users to become frustrated with the system while testing 1A and react more neg-
atively toward this interface. A common error we observed was the voice-to-text
algorithm misreading the user’s words, for example, interpreting “Nike shorts”
as “knight shorts”. Despite the conversational agent being designed to handle
this type of error, when users saw their utterances misspelled, they still felt the
need to repeat their command, even when the system responded correctly. This
suggests that, in future designs, hiding the user’s utterance from them might
improve the user experience and reduce frustration.

In T2, participants, after answering the questionnaire, were asked a follow-
up question regarding their preference of interface if 2B (the Point of Interest
system) were to be on a tablet device. In response, 80% of users said they prefer
2B to 2A. This represents a major difference from the results obtained when
tested on a laptop, where 55% preferred 2B over 2A.

Given the increasing impact of tablet interfaces on e-commerce, as noted
in previous studies [33], this large difference in user preference is noteworthy
and merits further investigation. We posit that the improved reception of 2B as
a tablet interface may be due to its reduced degrees of freedom. When using
touchscreen devices, users are limited to controlling the camera’s orientation
with virtual inputs. Additional degrees of freedom for user locomotion would
require additional clutter in the user interface. This explanation may also be
applied to the voice interface tested in T1, as the inclusion of a chatbox would
imply the presence of a virtual keyboard on the screen.
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A notable finding in our study was that participants in T3 did not appreci-
ate the avatar’s presence in the store, as outlined in Sect. 5.3. We attribute this
adverse reaction to two factors. First, the avatar used to represent the conver-
sational agent in the store employed a semi-realistic, anthropomorphic model
that attempted to mimic a hologram. This model made participants uneasy, as
they felt the chosen representation was unnatural, which is consistent with the
findings of Nowak et al.’s [22] work on the uncanny valley applied to avatars.

In addition, the avatar’s non-interactive nature and inability to create empa-
thy with users contributed to its negative reception. Looking at Sect. 5.3, we
obtained a negative response when participants were asked if the avatar had a
positive effect on their interaction (Fig. 10). Furthermore, when considering this
result in conjunction with the participants rating this aspect of the interface as
the least important (Fig. 12), we can infer that users found the avatar unnatural
and unnecessary. With this in mind, we can conclude that when designing this
type of interface, this aspect should not be the development focus if we cannot
ensure a realistic and meaningful interaction.

Another noteworthy finding was in T4, where users expressed a preference for
the interaction where they didn’t have to use the conversational agent, in contrast
to the one in which they did (Table 4). Users performed a recommendation task,
they either asked the agent for clothing items that would complement a selected
product or clicked a button on the visual UI. We posit that this outcome resulted
from users perceiving the interaction as unnecessarily complex for a task that
could be accomplished by simply pressing a button. Although some studies [6]
have shown the benefit of using chatbox interfaces to aid users, they should not
be seen as alternatives to traditional interfaces.

In T5, participants still considered the visualization of the product the most
important feature (Fig. 12). Additionally, users demonstrated a high receptivity
to using a three-dimensional representation of the item they were seeking to
purchase, indicating that this type of visualization may offer a superior solution
to traditional visualization methods.

Information was gathered during the data collection process to divide the
study population into sub-groups. However, upon analysis of the data, we
observed no statistically meaningful differences among the sub-groups based on
variables such as age, gender, frequency of interaction with games and chatbots,
and frequency of usage of online stores.

7 Conclusion

With the valuable insights we gained from our research on creating 3D virtual
stores with conversational agents, we identified several domains that require fur-
ther inquiry. Primarily, while our study encompassed a broad range of variables,
other factors may require investigation in this field, for example, the capacity
of the conversational agent to interrupt the user’s interaction. Furthermore, we
acknowledge that delving deeper into 3D visualization techniques can reveal the
complete advantages of utilizing this interface.
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We studied the impact of several variables on the user’s experience when
interacting with a 3D virtual store with conversational agents in the fashion
domain. The study found that the interface type, either a chatbox or a speech
interface, impacted the user experience. Participants preferred the chatbox inter-
face, possibly due to the repetition of commands in the voice interface. The study
also revealed that the point-of-interest system was helpful for users (Fig. 9). The
study also found that intrusive agents negatively impacted the user’s experience
(Fig. 10). The study also suggested that conversational agents should be unob-
trusive in their visual representation and not hide any features of the visual
interface (Fig. 9) (RQ1).

Our research also revealed that 3D visualization techniques in a virtual store
environment significantly impact the user’s shopping experience (Fig. 12). This
feature is perceived as crucial by participants when shopping for clothes online
and should be prioritized in designing a 3D virtual store. Furthermore, our study
suggests that the point-of-interest system benefits users (Fig. 9). In addition, we
observed that users generally prefer the chatbox interface over the speech inter-
face (Fig. 9), and it was considered one of the least important features (Fig. 12).
Beyond this, our study showed that the agent’s presentation should not be prior-
itized as it could harm the user’s experience. Also, hiding the visual elements of
the interface can lead to a more frustrating interaction (Fig. 9). However, users
still value using the conversational agent as an alternative to the main interface
(Fig. 12) (RQ2). We can summarize our findings into the following guidelines:

1. We recommend using a chatbox instead of a speech interface for user inter-
action, as the latter may elicit a higher frequency of utterance repetition and
subsequent user frustration.

2. Implement a point-of-interest system for navigating the virtual store. Users
often prefer this system, and it’s more suitable for touchscreens.

3. It is crucial to refrain from using intrusive agents, as users strongly rejected
them and found them irrelevant to their interaction.

4. Conversational agents must not obscure visual interface features through dia-
logue. It will adversely affect the user’s experience.

5. Emphasize 3D visualization techniques, such as mapping clothes to 3D mod-
els that allow you to rotate and zoom in on particular details, allowing for
meticulous examination of specific details.

In conclusion, we highlight the preference for a chatbox interface over a voice
interface, the importance of a point-of-interest system, the negative effect of
intrusive agents, the need to avoid obscuring visual interface features, and the
significance of emphasizing 3D visualization techniques.
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Abstract. Trust is an attitudinal construct that can be sensitive to prior experience,
gender, and age. In our study, we explored how trust in a banking chatbot might
be shaped by these user characteristics. Statistical analysis of 251 participants,
who interacted with one of six chatbots defined by humanlikeness (high/low) and
conversational performance (no breakdown, breakdownwith repaired, breakdown
without repair), showed that the user characteristics of gender and age did not sig-
nificantly impact trust, but prior experience did. Trust resilience was found across
the gender and age groups. The effect of users’ prior experience on their trust in a
chatbot which they have never used holds implications for research and practice.
Future studies on the effect of cultural context, longer interaction episodes, and
more diverse application contexts on trust in chatbots are recommended.

Keywords: Chatbot · Artificial Intelligence (AI) · Trust · Age · Gender · Prior
experience · Breakdown · Repair

1 Introduction

Chatbots, text-based conversational agents powered by artificial intelligence (AI), are
gaining inroads in an ever-expanding scope of sectors. People from all walks of life with
different demographic backgrounds interact with chatbots, albeit to different extents, for
banking, shopping, healthcare consultancy, and other online services [12]. Despite the
increasing sophistication of the technologies underpinning the design and development
of chatbots, including natural language processing,machine learning algorithms, human-
robot interaction, and speech emotion recognition [30], communication breakdownswith
chatbots still happen frequently [3]. Some attempts to repair breakdowns succeed, for
instance, by asking users to rephrase requests so that their intents can better be identified,
but some fail. Such failure to repair leads to frustration and confusion in users, whose
trust in the chatbot of interest can be so severely undermined that they reject the chatbot
altogether.
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Two significant factors influencing trust in chatbots are humanlikeness and conver-
sational performance. While several empirical studies have recently been conducted
to investigate how trust could vary with these two factors (Sect. 2.2 and Sect. 2.3),
other non-technological factors have captured less research effort. Impressions formed
in previous interactions with fellow humans, products, and services, be they technology-
based or not, can shape people’s attitudes and behaviours in subsequent encounters with
entities having some similar traits. This phenomenon, from the psychological research
perspective, is generally referred to as cognitive bias [13]. Specifically, positive and
negative transfer of opinions and perceptions built upon experiences in previous events
to a current one can be known as halo effect and horn effect, respectively [34, 39]. In
the field of Human-Computer Interaction (HCI), the halo effect of beauty to usability
in different products was systematically studied and confirmed (e.g. [20]). However, to
the best of our knowledge, little research on the halo (or horn) effect of trust across
computing products/services has been conducted.

Apart from prior interaction experience, demographic variables, especially gender
and age, can play a significant role in influencing the level of trust in people as well
as technology. For instance, based on some neuropsychological and behavioural data,
it was found that male trusted interaction objects (human or nonhuman entity) more
than female who were more risk aversive, as observed in the context of trust-sensitive
games (e.g., [6, 45]). This corroborates the arguments pertinent to gender difference in
predisposition to trust [47]. Specifically, based on their analysis of the neuroimaging
data on eleven heterosexual dyads playing a multi-round binary trust game, Wu and col-
leagues [45] found that men trusted their partner more than women, that the payoff level
moderated the effect of gender on trust, and that women were more sensitive to social
risk while trusting. Furthermore, in understanding the motivation underlying behaviours
in an investment game exhibited by the two genders, Buchan and colleagues [6] found
that men trusted interacting entities more than women; men than women emphasized
more the relationship between expected return and trusting behaviour; women felt more
obligated both to trust and reciprocate.

In addition, Haselhuhn and colleagues [19] had intriguing findings on gender dif-
ference in trust dynamics. The authors reported that following a trust violation, women
were both less likely to lose trust and more likely to restore trust in a transgressor than
men. Toader and colleagues [44] examined the impact of chatbot error on trust with
gender as a moderating factor, which was manipulated in terms of avatar’s gender but
not user’s gender. They found that the chatbot with a female avatar was much more
forgiven when committing errors compared to one with a male avatar. In contrast, two
other studies did not find any gender differences in trust in functional chatbots, one for
online shopping [23] and the other for student support [33].

The effect of users’ age on their attitudes towards chatbots has been examined in a
small number of studies. Terblanche and Kidd [43], based on the adapted Technology
AcceptanceModel (TAM) questionnaire, found that age did not play a significant role in
determining the level of perceived risk for deploying non-directive reflective coaching
chatbot. They further reported that older adults’ intention to use the chatbot was influ-
enced by the effort expected to invest in using it whereas younger adults valued more
the usefulness and level of enjoyment of the chatbot. Goot and Pilgrim [15], based on
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the intriguing socioemotional selectivity theory, conducted interviews with older adults
and younger ones on attitudes towards customer service chatbots. They found that the
motivation for the chatbot use was contrasting. While older adults would appreciate
chatbots with “human touch”, their younger counterparts intended to use chatbots that
enable them to avoid human contact.

Based on the literature reviewed,weweremotivated to explore the following research
question as part of a larger empirical study investigating the issue of trust in customer
service chatbots [26]:

What is the respective effect of (a) prior experience, (b) gender, (c) age on
the perceived trust and interaction qualities of the chatbots characterised by
humanlikeness and conversational performance?

2 Related Work and Hypotheses

In this section, we first present an overview on thework related to the design and develop-
ment of chatbots, especially on the two attributes – Humanlikeness and Conversational
Performance. Note that the effects of these two attributes on the fluctuation of trust levels
are published in a conference paper [26]. Nonetheless, it is necessary to present the rele-
vant descriptions in this paper to contextualise the analyses to be reported subsequently.
It is also important to point out that the data and results included here are not covered
in [26] where the analysis results on demographic variables are not reported to keep it
more focused. Towards the end of this section, we delineate the three main hypotheses
of our study.

2.1 Trust in Chatbots

Trust is typically understood as the willingness of a trustor to “accept vulnerability based
on positive expectations of the intentions or behaviour of the other” [37]. Several models
of trust in technology exist (e.g. [8, 18, 25, 28, 29]). They typically consider trust as
determined by a set of underlying factors representing beliefs about the trustworthiness
of the trustee. In a review of trust-building factors in embodied conversational agents,
[36] identified social intelligence, communication style, performance and humanlike-
ness as among the factors impacting agent trustworthiness. [22] also found that chatbot
humanlikeness leads to increased trust and adoption, contributing to customer loyalty.
Research on cognitive agents and social robots has studied how humanlikeness may
lead to ‘trust resilience’, that is, upkeep of trust in spite of undesirable system outcomes
[9]. Similarly, [17] found that humanlike design cues conveyed by social robots can
strengthen user trust and positively impact user preference regardless of operation fail-
ure. Nonetheless, findings on the relative effects of humanlikeness and conversational
performance on trust in chatbots remain inconsistent (e.g., [31, 46]).

2.2 Humanlikeness of Chatbots

Many AI-powered systems are designed to mimic human behaviour, verbal as well as
non-verbal. The extent to which a chatbot is perceived to be humanlike shapes the user
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experience [21], intention to use [42], and goal attainment that the chatbot is aimed
to enable [4]. The phenomena of the Turing test [27] and uncanny valley effect [7]
are associated with the humanlikeness of such AI-based conversational interactions. In
fact, Rapp and colleagues, in their review of chatbot research [35], found that more
than 25% of the studies addressed the topic of humanness. Furthermore, several design
features of chatbots have been found influencing the perceived level of humanlikeness
(i.e., anthropomorphism), including conversational style [21], visual representation and
initial self-presentation [2, 14], informal language [2], and features hinting at chatbot
intelligence such as backchanneling [14] and conversational relevance [40].

2.3 Conversational Performance of Chatbots

In the context of customer service, we define ‘conversational performance’ as the chat-
bot’s ability to provide relevant and helpful responses to users’ requests. This interpreta-
tion is supported by certain industry reports. Accordingly, efficient and effective access
to help can motivate users to engage with chatbots [10] whereas getting stuck in a con-
versation without progress or receiving irrelevant responses can undermine the chatbot
use [12]. Despite the advances of machine learning methods, especially large language
models deployed in GPT-3 and BERT, human-chatbot interactions involve breakdowns
[12], which often occur even in human-human interactions [38]. Conversational break-
down in chatbots may happenwhen the chatbot fails to predict any user intent for the user
request. It typically triggers a fallback response as a common attempt to conversational
repair where the chatbot states that it has not understood and asks the user to rephrase
[11, 16, 31].

2.4 Chatbots for Customer Service

One of the rapidly growing application areas of chatbots is customer service [35]. The
banking chatbot we created for our empirical study (Sect. 3) is a typical example. Basi-
cally, customer service chatbots are deployed to respond to frequently asked questions
(FAQs) posed by customers [41] and integrated into customer websites as alternative
text-based information source [1]. User interactions with customer service chatbots are
generally short. Technically, chatbots can be rule-based or AI-based. The former relies
on pre-defined decision trees whereas the latter utilises statistical data-driven methods
to infer user intents based on prediction models. Specifically, a user enters a request
in a chatbot in free text from which an intent is predicted [21]. The chatbot responds
according to the intent inferred by conveying to the user one or more messages that may
meet the request. The user may refine the chatbot’s response through selecting one of
answer options, presented as buttons or menu items. The content and prediction models
of customer service chatbots can be complex, especially when the scope of user intents
is diverse [48].

2.5 Research Hypotheses

In this subsection, first we reiterate the three key insights discussed in Introduction,
corresponding to the three parts of the main research question:
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(a) The halo and horn effects have not been applied to analyse the phenomenon of
people’s trust in chatbots.

(b) Results of some studies of trust in interpersonal relationships and technologies,
including chatbots, suggest that some gender-specific patterns could be observed. In
general, male tend to trust interacting objects, be they animate or inanimate, more
than their female.

(c) There seem age-dependent factors influencing people’s trust in chatbots with older
adults relying more on the perceived humanness of chatbots.

However, as the number of the related studies is limited, the observed patterns and
factors remain inconclusive and more empirical research is required.

We integrate the insights to formulate the following null hypotheses (H), indicating
the non-conclusive directions as derived from our analysis of the related work.

Hypothesis 1: There are no significant differences between users with different prior
chatbot experience in their overall trust in the banking chatbots charac-
terised by specific levels of humanlikeness and conversational perfor-
mance.

Hypothesis 2: There are no significant differences between male and female in their
overall trust in the banking chatbots characterised by specific levels of
humanlikeness and conversational performance.

Hypothesis 3: There are no significant differences between younger and older users in
their overall trust in the banking chatbots characterised by specific levels
of humanlikeness and conversational performance.

3 Methods

Our empirical study employed a 2 × 3 factorial design with Humanlikeness (yes/no)
and Conversational Performance (no breakdown, breakdown with repair, breakdown
without repair) as IVs. This resulted in six groups of participants of which two did not
experience breakdown (Table 1). We go into details on the operationalization of each IV
level below.

Table 1. Six variants of chatbots tested with six groups of participants

No Breakdown Breakdown with Repair Breakdown without Repair

Humanlikeness: Yes Group 1 Group 2 Group 3

Humanlikeness: No Group 4 Group 5 Group 6

3.1 Instrument – Customer Service Chatbot Variants

For our study, we developed a customer service chatbot representing a fictitious bank
called “Boost Bank”, using a dedicated platform for virtual agents [26] where user mes-
sages are processed by anAI-powered intent predictionmodel. The chatbotwasmodified
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into six variants characterised by the combination of two attributes. Each version of the
chatbot deployed an equal number of open-ended as well as button-based answer options
for the participants.

Conversational performance was operationalized in terms of the presence (or
absence) of breakdown and repair for one of the three tasks as shown in Fig. 1. Break-
down and repair followed the ‘repeat’ pattern of [3] where breakdown involved the
chatbot failing to understand the user request and asking the user to reformulate, and
repair involved the chatbot understanding the users’ reformulated request and providing
a relevant response. Each version was evaluated by different groups of participants.

Fig 1. The instruction page of the chatbot

Humanlikeness was operationalized in terms of cues in chatbot appearance and
conversational style (Fig. 2). Specifically, the humanlike chatbot, in contrast to the
non-humanlike chatbot, had a humanlike avatar image [14], presented itself with a
human name [2, 14], and an informal conversational style [2], including greetings and
pleasantries. as well as first and second person pronouns.

3.2 Measurement: Post-intervention Questionnaire

After completing the tasks with the chatbot, participants were asked to complete a ques-
tionnaire with four parts: Part 1 on measuring trust in the chatbots, overall as well as
task-specific; Part 2 on qualitative feedback on trust in the chatbots; Part 3 on reliabil-
ity, anthropomorphism, and social presence; Part 4 on demographics and prior chatbot
experience. Each item, where applicable, is measured with a 7-point Likert scale with
1 (Strongly disagree) and 7 (Strongly agreed). Table 2 shows the items that are relevant
to this paper.
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Fig. 2. Chatbot humanlikeness implementation with different greeting styles. Upper (abstract
icon, impersonal style; Humanlikeness - No); Lower (avatar with name, personal conversa-
tional style; Humanlikeness - Yes). HYBN = Humanlikeness No Breakdown No; HYBN =
Humanlikeness Yes Breakdown No

3.3 Participants

Altogether 251 participants were recruited via the crowdsourcing platform Prolific.
Among them, 178 were female, 69 male and 4 preferred not to say. For country of
residence, the distribution was: 128 UK, 106 US, 5 Canada, 5 Ireland, 4 South Africa,
and 1 from Australia, Hungary, and Mexico each. Most of the participants (n = 226)
had higher education level and the rest had high school level. The average age was
35.7 years old (SD = 12.1, range: 18–68). The majority (n = 112) of participants were
under 30 years old (Table 3).

Each participant was randomly assigned to one of the six groups and given a unique
code to log into the website where they carried out the tasks with the chatbot (Fig. 1). On
the cover page, participants were informed about the study’s tasks, that data collection
was fully anonymous, that data would be used for research purposes, and that they would
agree to participate and enter the study by clicking the ‘next’ button. On average, they
spent 5.8 min (SD = 4.0, range: 2.8–23.9) in completing the three tasks.
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Table 2. Post-intervention questionnaire items

Variable Items Source

Overall Trust (OT) OT1: When in need of customer service, I feel I can
depend on the chatbot
OT2: I can always rely on the chatbot to provide
good customer service
OT3: I feel I can count on the chatbot for my
customer service needs

[25]

Task-specific Trust
TT1, TT2, TT3

Considering the chatbot’s answer on [Task 1/2/3], I
feel I can depend on it
I can rely on the support provided by the chatbot on
[Task 1/2/3]
I feel I can count on the chatbot for questions on
[Task 1/2/3]

Home-grown

Prior Chatbot Experience Prior Use Preference (PF)
PF1: I frequently use chatbots for customer service
PF2: I use chatbots for customer service when this is
provided as a service alternative
PF3: I have used chatbots for customer service for a
long time
Prior Chatbot Satisfaction (SAT)
SAT1: Chatbots for customer service typically
provide good help
SAT2: In general, chatbots for customer service are
an efficient way to get support
SAT3: I usually find chatbots for customer service
pleasant to use
Prior Use Frequency (FQ)
Five options:
• More than 10 times
• 5–10 times
• 3–4 times
• 1–2 times
• Never

Home-grown

Demographic Gender (female, male, prefer not to say)
Age (free text)
Country of residence (free text)
Education (three options)

Home-grown

Table 3. Distribution of participant ages

Age Range 18–20 21–30 31–40 41–50 51–60 61–68

Frequency 17 95 72 34 23 10
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4 Results

In this section, we present our empirical findings in the order of the three hypotheses
(Sect. 2.5), which correspond to the three parts of the main research question: effects of
Prior Experience first, then those of Gender, and end with effects of Age.

4.1 Effects of Humanlikeness and Conversational Performance on Trust:
A Synopsis

As mentioned earlier, results on the effects of the two factors – humanlikeness and
conversational performance – on trust are published elsewhere [26]. Nonetheless, when
presenting and discussing the effects of prior experience, gender, and age on trust, it is
relevant to contextualise them with reference to these factors.

Results of between-group analysis showed that for the task with seeded breakdowns
there were significant differences in trust across the six groups with the lowest ratings
for the two groups experiencing breakdowns without repair, and that humanlikeness
did not impact the extent to which the trust level changed. Results of within-group
analysis showed significant differences in trust across the three tasks (Fig. 1). These
observations challenge the effect of humanlikeness on trust while supporting the notion
of trust resilience as the participants did not spill the impaired trust over the subsequent
task (for details see [26]).

4.2 Effect of Prior Experience on Trust (Hypothesis 1)

The participants’ prior experience with chatbots was measured through three variables:
Prior Use Preference, Prior Use Frequency, and Prior Chatbot Satisfaction (Table 2).
The variables were measured with 7-point Likert scales. To investigate the effect of
these variables on the participants’ trust, it was beneficial to conceptualise these as
different grouping variables rather than scales. We applied the same analysis approach
for the effect of Gender and Age (Sect. 4.3 and Sect. 4.4). To this end, we regrouped
participants into three ranges for each of these variables: Low, Middle, and High. The
ranges were based on the 33rd and 66th percentiles of the ratings (see Tables 4, 5 and 6
for details).

Specifically, 3 * 2 * 3 ANOVAs ([Prior variables]*Humanlikeness*Conversational
Performance) were performed, where [Prior variables] include Prior Use Preference,
Prior Use Frequency or Prior Chatbot Satisfaction (Table 2). The DVwas Overall Trust.

Results showed that Prior Use Preference significantly impacted the participants’
Overall Trust (F(2,233)=21.920,p< .001,ï2= .158).However, no significant interaction
effects were observed. Means and standard deviations for Overall Trust across the three
ranges of participants’ ratings for Prior Use Preference are shown in Table 4.

Furthermore, results showed that Prior Use Frequency did not have any significant
impact on the participants’ Overall Trust (F(2,233) = 1.917, p= .149, ï2 = .016). No sig-
nificant interaction effects were observed here either. Means and standard deviations for
the Overall Trust across the three ranges of participant’s ratings for Prior Use Frequency
are presented in Table 5.
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Table 4. Mean (SD) of Overall Trust across the three rating ranges of Prior Use Preference

Group Range n Overall Trust

Low 1.00–3.67 91 3.71 (.16)

Middle 3.68–5.33 74 4.08 (.17)

High 5.34–7.00 86 5.13 (.14)

Table 5. Mean (SD) of Overall Trust across the three rating ranges of Prior Use Frequency

Group Range n Overall Trust

Low <5 times 64 3.95 (0.19)

Middle 5–10 times 90 4.44 (0.16)

High >10 times 97 4.44 (0.16)

Finally, results showed that Prior Chatbot Satisfaction significantly impacted the
participants’ levels of Overall Trust (F(2,233) = 65.456, p < .001, ï2 = .360). No sig-
nificant interaction effects were observed. Means and standard deviations for Overall
Trust across the three ranges of participants’ ratings for Prior Chatbot Satisfaction are
presented in Table 6.

Table 6. Mean (SD) of Overall Trust across the three rating ranges of Prior Chatbot Satisfaction

Group Range n Overall Trust

Low 1.00–3.67 91 3.28 (0.14)

Middle 3.68–5.33 74 4.32 (0.13)

High 5.34–7,00 86 5.41 (0.14)

To further investigate why out of the three measures on prior experience only Prior
Use Frequency did not have a significant impact on Overall Trust, bivariate Spearman
correlations among the three components, factored by gender and age, were computed.
Some intriguing findings were obtained.

Significant positive correlations between Prior Use Preference and Prior Chatbot
Satisfaction were found, irrespective of gender or age groups (Table 7). In other words,
the results suggested that participants who tended to choose to use customer service
chatbots when available, were satisfied with the experience. At the same time, a sig-
nificant negative correlation was found between Prior Chatbot Satisfaction and Prior
Use Frequency, i.e., the more participants used such chatbots the less satisfied they
became. Interestingly, for male participants this correlation was not significant; nor was
it significant for the younger or middle age group (Table 7).
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Table 7. Bivariate correlations among the three components of prior experience: Prior Chat-
bot Satisfaction (Satisfaction), Prior Use Preference (Preference) and Prior Use Frequency
(Frequency) by Gender and Age groups.

All Female Male Younger Middle Older 
N = 251 N=178 N=69 N=112 N=72 N=67 

Satisfaction vs. 
Preference 

0.64 
p<.001 

0.640 
p<.001

0.624 
p<.001

0.677 
p<.001

0.607 
p<.001

0.611 
p<.001 

Satisfaction vs. 
Frequency 

-0.195 
p=.002 

-0.230 
p=.002 

-0.083 
p=.496

-0.168 
p=.076 

-0.210 
p=.076

-0.251 
p=.041 

4.3 Effect of Gender on Perceived Trust (Hypothesis 2)

To analyse the main effect of Gender (female, male - participants who reported “prefer
not to say” were excluded for this analysis) and its interaction effects with Human-
likeness (no, yes) and Conversational Performance (no breakdown, breakdown with
repair, breakdown without repair) of the chatbots, a 2 * 2 * 3 ANOVA was performed
with Overall Trust as DV.

Results showed that the main effects of the three IVs were not significant for Overall
Trust. The interaction effects were also non-significant.

Concerning thenotionof gender-related “trust dynamics”or “trust resilience” (Sect. 1
and 2), we examined how the level of trust varied with the tasks and gender. When
breakdown occurred, the impact on the task-specific trust (i.e., TT2; Trust in Task 2)
was obvious (Table 8). Interestingly, while there were obvious drops in TT2, the level of
trust bounced back for TT3 for both genders, albeit to a slightly larger extent for male.
We performed 2 * 2 * 3 ANOVAs on TT1-TT2 (i.e., trust difference between Task 1 and
Task 2) and TT2-TT3 (i.e. trust difference between Task 2 and Task 3). The main effect
of Conversational Performance was significant, but non-significant for Humanlikeness
or Gender. None of the interaction effects were significant. This suggested both female
and male demonstrated trust resilience.

4.4 Effect of Age on Perceived Trust (Hypothesis 3)

As indicated in Table 3, the distribution of ages was skewed towards the younger ones.
To address this issue, we regrouped participants into three age brackets: Younger (18–
30 years old, n = 112), Middle (31–40 years old, n = 72), Older (41–68 years old, n
= 67). Similar to the analysis on the effect of Gender (Sect. 4.3), a 3 * 2 * 3 ANOVA
(Age*Humanlikeness*Conversational Performance) was performed with Overall Trust
as a DV.

Results showed that Age did not play any significant role in influencing Overall
Trust (F(2,231) = .759, p = .469). None of the interaction effects among the three IVs
were significant. Regardless of age brackets, participants had lowest trust when they
experienced breakdowns in both human-like and non-humanlike conditions.

Table 9 illustrates the observation that the three age groups gave similar ratings for
Overall Trust with the means leaning towards neutrality (i.e., 4 out of 7).We also applied
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Table 8. Mean Task-specific Trust (TT) per task for two genders under different conditions

Female

Humanlike Non-humanlike

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3

No Breakdown 6.01 5.77 5.74 5.15 4.91 5.35

Breakdown with Repair 5.27 4.76 5.31 5.37 4.66 5.32

Breakdown without Repair 6.08 1.45 5.22 5.06 1.1 4.94

Male

Humanlike Non-humanlike

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3

No Breakdown 5.86 5.05 5 5.4 4.53 5.2

Breakdown with Repair 5.69 5.21 5.59 5.21 4.31 0.31

Breakdown without Repair 5.5 1.38 5.07 5.52 2.09 5.45

the same analysis of trust dynamics to the three age groups (cf. Sect. 4.3 for Gender).
Table 10 displays the descriptive statistics. Results of 3 * 3 * 2 ANOVAs showed that
the only significant main effect was Conversational Performance.

Table 9. Mean (SD) of the four variables across three age groups

Group Range (years) N Overall Trust

Younger 18–30 112 4.21 (1.61)

Middle 31–40 72 4.39 (1.50)

Older 41–68 67 4.41 (1.55)

However, the three-way interaction effects (Age*Conversational Performance
*Humanlikeness) for both TT1-TT2 (F(4,233) = 3.57, p= 0.008) and TT2-TT3 (F(4,233)
= 2.49, p = .044) trust differences were significant (Fig. 3a; Fig. 3b). These suggested
that the three age groups changed the level of trust from task to task significantly under
different chatbot conditions. For instance, for the Middle age group, the TT2-TT3 value
of 4.47 for the group ‘breakdown without repair and humanlike’ was higher than the
corresponding values of 4.09 and 2.6 for the Younger and Older age groups.
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Table 10. Mean Task-specific Trust (TT) per task for three age groups under different conditions
of the chatbot Conversational Performance

Younger

Humanlike Non-humanlike

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3

No Breakdown 5.87 5.56 5.69 4.88 4.59 4.90

Breakdown with Repair 5.15 4.75 5.32 5.20 3.8 4.98

Breakdown without Repair 5.96 1.23 5.32 4.85 1.24 4.85

Middle

Humanlike Non-humanlike

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3

No Breakdown 6.03 5.93 5.73 5.34 4.79 5.49

Breakdown with Repair 5.89 4.83 5.39 5.54 5.28 5.72

Breakdown without Repair 6.00 1.17 5.64 5.25 1.52 5.00

Older

Humanlike Non-humanlike

Conversational Performance TT1 TT2 TT3 TT1 TT2 TT3

No Breakdown 6.13 5.47 5.33 5.83 5.13 5.5

Breakdown with Repair 5.48 5.10 5.48 5.24 4.97 5.42

Breakdown without Repair 5.42 1.97 4.57 5.49 1.23 5.44

5 Discussion

Based on the analysis results, we can address the main research question of this work
(Sect. 1). Of the three components of prior chatbot experience, bothPriorUse Preference
and Prior Chatbot Satisfaction had a significant effect on Overall Trust whereas Prior
Use Frequency had no significant effect. Hence, we can only partially accept the null
Hypothesis 1. Gender and Age did not have any significant effect on Overall Trust.
Hence, we accept the two null Hypothesis 2 and Hypothesis 3.

5.1 Hypothesis 1: Prior Experience

Concerning the effect of prior experience on trust in chatbots for customer service,
we found that both Prior Use Preference and Prior Chatbot Satisfaction significantly
impacted trust. There are some interesting things to note about these variables, however.
The measures were taken after the participants had interacted with the chatbots of this
study, in a post-intervention questionnaire. Note that it was a procedural arrangement
rather than any intentional experimental manipulation. Nevertheless, it was plausible
that the positive or negative user experience the participants had in this study influenced
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Fig. 3. (a): Significant three-way interaction effects. The upper graph shows the trust difference
between Task 1 and Task 2 (TT1-2-Diff) under the condition of Humanlikeness = No. The lower
graph shows the trust difference between Task 1 and Task 2 (TT1–2 Diff) under the condition
of Humanlikeness = Yes. ConvPerGp = Conversational Performance (1 = No breakdown; 2 =
Breakdown without repair; 3 = Breakdown with repair)
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Fig. 3. (b): Significant three-way interaction effects. The upper graph shows the trust difference
between Task 2 and Task 3 (TT2-3-Diff) under the condition of Humanlikeness = No. The lower
graph shows the trust difference between Task 2 and Task 3 (TT2–3-Diff) under the condition
of Humanlikeness = Yes. ConvPerGp = Conversational Performance (1 = No breakdown; 2 =
Breakdown without repair; 3 = Breakdown with repair)
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their recall of satisfactionwith some other chatbots - mixing prior experiment experience
with the actual experiment experience.

Putting this in perspective, we can say that for chatbot users a halo or horn effect
on trust (of positive/negative transfer) (Sect. 1) from previous chatbot experiences is
detectable. This finding is of high interest to research as well as service providers, as
it suggests the importance of being aware of the experience a participant or user brings
with them into a research setting - or a real-world usage situation. If users with more
positive prior experiences with chatbots are prone to have higher levels of trust in a
chatbot with which they have not previously interacted, it is important to researchers to
check for this user characteristic. Likewise, for service providers, it will be important to
understand the experience users bring with them into their chatbot interactions: it allows
explaining why some chatbots face a more sceptical use base than others and may help
designing prompts or marketing strategies to address these earlier experiences.

The implication is to identify means to assess prior experience from chatbot users
and how to use such data once gathered. A design suggestion is to present a welcome
message of the chatbot, asking a simple question: “Is this your first time talking with a
chatbot?” which, depending on the response, can lead to a different sort of conversation,
where there would be a set of predefined options to allow users to express their like or
dislike in chatbots in general and train AI to recognise that. That way the bot could again
tailor its responses to the user.

5.2 Hypothesis 2: Gender

Results of our study confirmed the findings of existing studies, albeit small in number,
that no significant gender difference in trust in chatbots (e.g. [23, 44]) could be found.
Nevertheless, more empirical research needs to be conducted to substantiate this obser-
vation. On the contrary, our findings could not confirm the previous work on gender
difference in trust in the context of human-human interaction such as that female are
more trust resilient than male (e.g. [6, 45, 47]; Sect. 1). This observation may chal-
lenge the prevailing assumption that models on human trust in AI-powered systems can
(or even should) be grounded in their counterparts on interpersonal trust (e.g. [18]).
But anthropomorphising AI systems like chatbots does not necessarily imply that users
interact in the same manner as they typically do with fellow humans. One implication
is that we should adopt inductive approaches, integrating as well as extrapolating what
is empirically observed to inform the development of an alternative model of trust in
human-AI interaction.

5.3 Hypothesis 3: Age

Concerning the effect of Age on the level of trust in chatbots, our findings confirmed
the work of [43] that age did not play a significant role in the form of any main effects.
Nevertheless, the coaching chatbot examined in [43] did not impart any knowledge to
users but rather gave them space to reflect through conversational stimulation whereas
the chatbot used in this study was directive by conveying specific information requested
to users. Clearly, more research on different types of chatbots is needed, especially
given the observed interaction effects due to age differences. Furthermore, the analyses



Effects of Prior Experience, Gender, and Age on Trust 293

of [18, 43] on the different motivations underpinning younger and older adults for their
acceptance and intention to use chatbots are intriguing.While older adultsmay appreciate
more emotional than practical value from chatbot interactions, whichmay be appreciated
more by their young counterparts [18], it is critical that trustworthy AI-powered chatbots
can convey a strong sense of fairness, respect, and transparency to users, irrespective of
their ages or gender.

5.4 Limitations

There are some limitations of our work. Trust is a culture-sensitive construct. People’s
propensity to (dis)trust objects, human or non-human objects, can be shaped by the
sociocultural environment where they grow up. While potentially interesting to explore
the effect of culture or social environment on trust, our data collection did not consider
including this as demographic variables, given the concern that it would be difficult to
get a balanced distribution of relevant subgroups with the sample size of 200–300. This
can be addressed in our future work. Another limitation is that the three tasks could
be completed in a relatively short period of time, which is rather common in chatbot
interaction (e.g., a comparable duration in [42]). Nonetheless, the effect of gender, age
and prior use experience on trust might be more detectable with longer interaction
episodes. In the same vein, the application context and associated tasks, which are
online banking services, can have a strong impact on trust. In our future work, we aim
to explore other contexts such as healthcare and education.

6 Conclusion

AI-powered systems like chatbots are increasingly prevalent inmany sectors. It is critical
to ensure the trustworthiness of the systems, which should be developed with effective
algorithms and human-centred design approaches. Prospective users of a trustworthy
systemcan only benefit if they accept and adopt the system.Hence, it is deemed important
to examine systematically factors influencing trust in AI-powered systems. Trust is an
attitudinal construct that can be sensitive to demographic variables such as gender, age,
and prior experience interacting with similar entities, human as well as non-human.
Based on the results of our empirical study on the effect of different characteristics
of customer service chatbots, these demographic variables did not play any significant
role in influencing trust in the chatbots. This observation lent further evidence to the
conclusion of some existing work while defying the others. Overall, the landscape of
trust in AI is evolving as well as diversifying. To state the obvious: more research needs
to be conducted to gain insights into the design of AI-powered systems that improve the
quality of huma lives in a fair and safe manner.
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Abstract. Designing ways for people to engage in social interactions
during remote work has become more critical than ever, but few CSCW
researchers have studied how to support people in disengaging from
these interactions. This could be challenging in online video meetings,
where users must interrupt while maintaining a positive self-image. We
evaluate the potential of a conversation agent to support leaving video
meetings early through a system called EaseOut. In an experiment with
162 Japanese and US-based participants on Zoom, an agent interrupting
online discussions improved perceptions of leaving participants, but did
not significantly improve ease of leaving early. We highlight potential
cultural differences–US-based users felt more annoyed by the agent and
found its attempts to include the leaving participant as less effective. We
contribute recommendations for future tools, including shifting the bur-
den of interruption from the user to technology and providing legitimacy
to users’ reasons for leaving.

Keywords: video meetings · culture · conversation agent · leaving
meetings

1 Introduction

Understanding and innovating ways for people to connect during remote work
has become more critical than ever as more and more people participate in
remote work [35]. While CSCW scholars have contributed ways to “engage”
people in remote social activities through engaging content and well-timed noti-
fications (e.g., [15,44]), relatively few have studied how to support people in
disengaging from such activities. Research on text-based communication sug-
gests that disengaging can be challenging, as people feel the need to project a
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positive self-image, for example by lying when they leave a conversation early
[18]. Disengaging from online video meetings may pose an even bigger challenge.
An industry survey showed that people across the globe use excuses, such as
having a poor internet connection, to leave online video meetings early [49], and
some users have designed software [13] and physical products [12] to help peo-
ple “escape” online video meetings. Having control over when to participate in
an online space is important for supporting privacy and autonomy in remote
work (e.g., [6,32]), and at a broader level, people who are better able to manage
boundaries between different activities in their work and personal lives experi-
ence better outcomes, such as reduced stress [25].

Recent research [11] suggests that a conversation agent (CA) can impact
group dynamics to assist people who are hesitant to interrupt an ongoing dis-
cussion. However, we lack an understanding of how to design such agents to
support disengaging from online meetings. Leveraging social strategies [47] such
as offering a new perspective or asking a question could make it easier for people
to interrupt, but we lack evidence about whether this would improve the effec-
tiveness of a CA. Moreover, there may be cross-cultural differences in how CAs
are perceived. For example, people in Japan have demonstrated more positive
attitudes towards social robots than in the UK or US [34]. It is currently unclear
how users across cultures would experience leaving an online video meeting early
with the help of a conversation agent.

To better understand the impact of a conversation agent on ease and impres-
sions of a person leaving an online video meeting early, we conducted an experi-
ment with triads of US-based and Japanese participants (N = 162) using Ease-
Out, a system that displays a conversation agent that makes an announcement
when a participant needs to leave (Fig. 1). We compare US and Japan residents
due to reported differences in their degree of collectivism and attitude toward
virtual agents [17,34,36]. To begin, we conducted an informal, formative survey
with 200 US-based and Japanese internet users, who reported that leaving for-
mal video meetings with fewer than five participants was the most challenging,
compared to larger or informal meetings. Therefore, we decided to study small
groups completing a formal problem-solving task.

We invited ad-hoc triads to participate in an online remote study on
Zoom, where they were asked to solve two fictitious survival scenarios (e.g.,
[26,40,46,52]) for 15 min each. To simulate the need to leave early, we asked

Fig. 1. The conversation agent that appeared at the top of participants’ Instructions
pages to notify that the leaving participant was needed for another task.
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one random member of the group (the “leaving participant”) to leave both dis-
cussions five minutes early to complete a separate task, while the remaining
participants (“non-leaving participants”) continued the discussion. At this time,
the agent would appear, announcing aloud that the leaving participant needed
to leave early. We manipulated whether the agent was publicly shown to the
group or only privately shown to the leaving participant, and when it was pub-
licly shown, we manipulated whether the agent used a social strategy [47] to
ask the leaving participant to offer their perspective before leaving (Table 1).
We hypothesized that this would not only increase positive perceptions of the
agent but also improve ease and comfort of leaving and others’ impressions of
the leaving participant.

We asked the following research questions within the above context:
RQ 1: How does a publicly visible agent that uses a social strategy to inter-
rupt a discussion impact (A) a leaving participant’s ease and comfort of leaving
an online video meeting early, and (B) non-leaving participants’ perceptions of
the leaving participant? RQ 2: How might these features (publicly visible agent
and social strategy use) impact US-based and Japanese users differently? To
address these questions, we test 4 agents with different configurations, described
in Sect. 3.1

Contrary to our expectations, the agent improved perceptions of the leaving
participant (e.g., “The way the person left the meeting was appropriate”), but
did not have a significant impact on ease or comfort of leaving for both Japanese
and US-based participants. The agent achieved this by “taking the blame” for
leaving participants and by providing a clear reason for their leaving. We also
found evidence of cultural differences in how users experienced the agent’s social
strategy (i.e., inviting leaving participants in the conversation). Although the
agent using the social strategy improved perceptions of the Japanese leaving
participants, only the agent without the social strategy improved the perceptions
of the US-based leaving participants.

Our work is the first of its kind to compare US-based and Japanese users’
social dynamics of disengaging from online video meetings with the support of a
conversation agent. Consistent with Grudin’s [16] work on holistic collaborative
systems, we show that different groups of users in online video meetings (i.e.,
leaving and non-leaving participants; users across cultures) perceive different
benefits and drawbacks from using an agent. We recommend that future systems
balance these competing needs, such as by lowering disruptiveness by limiting
interruptions to one modality (e.g., visual or audio). Finally, we contribute a
methodology for studying time-sensitive group dynamics (i.e., leaving a meeting
on time) with online, ad-hoc groups.

2 Background

2.1 Supporting Remote Social Interactions

The Pew Research Center in 2020 estimated that the number of working pro-
fessionals who would want to work remotely more than doubled from before
to after the COVID-19 pandemic [35]. For decades, researchers in CSCW and
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human-computer interaction have designed ways to support people in engag-
ing in remote social interactions in professional and personal settings (e.g.,
[9,48,51]). Researchers have studied various methods for encouraging remote
social interactions in professional settings, such as representations of remote
coworkers [29,50] and tools to indicate availability [42]. More recently, Song and
colleagues [44] developed Minglr, an online platform for mediating informal con-
versations between virtual conference attendees, and others have built systems
for prompting remote social interactions between relatives and friends [15,48,51].
As remote work becomes increasingly prevalent, innovative ways to interact with
each other over distance will continue to proliferate.

While ample research has investigated ways to help people engage in remote
social interactions, relatively little has helped us understand ways to support
disengaging from remote social interactions.

Prior work in CSCW suggests users may find disengaging from remote social
interactions challenging as they are motivated to project a positive self-image
with conversation partners. Hancock et al. [18] found that people routinely
deceive text-messaging partners for the sake of their self-image and that more
than 40% of deceptive text messages are about leaving a conversation early.
The authors demonstrated how the limited modality of text messaging creates
enough ambiguity to allow users to “lie” and save face. In contrast, we know
little about how to support users in disengaging from online video meetings, an
increasingly common feature of remote work [49]. People across cultures deceive
colleagues when leaving online video meetings, as demonstrated by a survey of
3,100 people in 10 countries [49], which reported that between 16–19% of respon-
dents had ever faked a poor internet connection to leave a video meeting early.
Additionally, there are several user-made interventions that use deception to
support leaving online video meetings early, such as Zoom Escaper [13], which
self-sabotages one’s audio stream with disruptive sound effects (e.g., a crying
baby) and Yomicomu [12], which places a physical “buffering” symbol in front
of one’s face to insinuate a poor internet connection. These examples illustrate
some existing challenges and solutions for disengaging from online video meet-
ings while maintaining a positive self-image.

Another challenging aspect of leaving online video meetings is finding oppor-
tunities to interrupt an ongoing conversation. Seminal work by Abigail Sellen
[41] suggests that people find it more difficult to interrupt and gain control of
a conversation in online video-mediated spaces compared to face-to-face con-
versations. These findings echo broader research in CSCW, which suggests that
there may be fewer social, non-verbal cues, such as turning one’s body away, to
facilitate shifts in a conversation (e.g., media richness theory [10]).

More broadly, researchers beyond the CSCW domain have found that inter-
rupting an ongoing conversation is a challenging process that involves the use of
various social strategies, including “reactive” and “proactive” speech. Scholars
recommend various ways to appropriately interrupt, which include being direct
when wanting to change the topic of a discussion [28,37]. Thomas and colleagues
[47] found support that certain types of speech, such as offering consent (i.e.,
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agreeing or endorsing what another person has said) and requesting information
(i.e., asking a question), are “reactive” types of speech that relinquish one’s turn
to speak in a conversation. On the other hand, offering new information, reply-
ing to another speaker, and creating dissent are “proactive” types of speech that
allow one to gain a turn to speak. We speculate that interrupting to leave an
online video meeting early would also require one to balance the use of these
strategies, by first “proactively” gaining control of a conversation, and then
“reactively” relinquishing control to leave the meeting.

Adding to these challenges are several potential confounding factors, such
as culture, psychological collectivism, and group conformity (e.g., [21]); gender,
age, and race [5,33,43], personality [22,37], and experience with online video
conferencing. For example, leaving a meeting early by interrupting an ongoing
conversation could be more challenging for people with a higher level of psycho-
logical collectivism (i.e., regard for in-group norms and goals). This is particu-
larly important for understanding people in the United States and Japan, which
strongly differ in terms of individualism/collectivism, according to Hofstede’s
cultural dimensions [19].

3 Method

To answer our research questions, we conducted an online experiment. We took a
multi-faceted approach to understanding participants’ experiences in this study.
This included capturing behavioral and attitudinal measures, such as: 1) survey
measures taken during and after the experiment, 2) semi-structured interviews
after the experiment, and 3) coding video recordings of participants’ reactions
to the agent.

3.1 Experimental Study Design

We conducted a 2× 2 between- and within-subjects online experiment with
Japanese and US-based participants who participated in two online video dis-
cussions in groups of three, where one participant was asked to leave both dis-
cussions five minutes early. Participants viewed an online meeting using Zoom
on the left side of their screen and viewed an “instructions” page on the right
side of their screen. To simulate a group problem-solving discussion, we asked
participants to decide as a group the ranking of different items for two survival
scenarios [26,40,46], see Supplementary Materials for full details.

We designed EaseOut, a web app that displays a simple conversation agent
and announces when the leaving participant should leave the meeting. This agent
appeared on the “Instructions” page, which was visible to participants through-
out the group discussions (see Fig. 1. We chose to display an anthropomorphic
agent to increase user familiarity with the agent and make it seem more like a
part of the group. We designed an anthropomorphic agent that appeared femi-
nine, as prior work suggests that these features are more likely to be accepted
by online users (e.g., [7,8]).
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To understand the impact of the conversational agent’s visibility, all groups
took part in a discussion where an agent was publicly visible to everyone in
the group (public) and a discussion where the agent was only shown to the
leaving participant (private; see Agent Design section below). This was our
within-subjects comparison variable. To prevent possible sequence effects [1],
we counterbalanced these conditions so that half of the participants were shown
the private condition first, while the other half were shown the public condition
first.

Additionally, we manipulated whether different groups saw an agent with
or without a social strategy (i.e., saying to the group: “[Leaving participant’s
name], is there anything you would like to add to the conversation?”). Because
this social strategy is directed toward the group, we used it only when the public,
and not the private agent, was shown (Table 1). This was our between-subjects
variable.

To reduce the likelihood that participants would miss the agent’s message,
the agent played an audio cue in both private and public conditions, and the
message was also displayed on the screen. In the public condition, the agent
additionally read the message aloud. The agent did not read the message aloud
to the leaving participant in the private condition. The agent was automatically
activated five minutes before the end of each discussion.

3.2 Survey Design

Participants were asked to rate on a scale of 1 (strongly disagree) to 5 (strongly
agree) how much they agreed or disagreed with several statements. We measured
several factors, including leaving participants’ perceptions of the process of leaving
(e.g., “I felt awkward to leave the meeting early”); non-leaving participants’
perceptions of the leaving participant (e.g., “‘The way the person-people left the
meeting was appropriate”); and all participants’ perceptions of the agent, in line
with prior work [11] (e.g., “The agent’s behavior was appropriate” and “The
agent interrupted my thoughts,”). In most cases, these factors were measured
across multiple survey items. The full survey is included in the supplementary
materials.

Table 1. The four study conditions used in this study. In the first two conditions,
participants saw the privately displayed agent first, followed by the public agent with
or without social strategy. In the last two conditions, participants saw the public agent
with or without social strategy first, followed by the private agent.

First discussion Second discussion

Private → Public with social strategy

Private → Public (no social strategy)

Public with social strategy → Private

Public (no social strategy) → Private
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In addition to demographic variables such as education and ethnicity, we
accounted for several potential confounding variables based on cultural and other
differences among participants. For example, individual differences in group con-
formity or psychological collectivism can impact how group members are per-
ceived by other members (e.g., [43]). Therefore, we adapted Jackson and col-
leagues’ [21] measure of psychological collectivism, which asked for participants’
agreement with four statements (e.g., “I followed the norms of that group”). We
also accounted for gender; age; and baseline comfort with and acceptability of leav-
ing video meetings early. Finally, since extraversion and agreeableness are associ-
ated with assertiveness during social interactions [22], we included measures of
these factors, using an abridged version of the Big Five personality scale [14].

3.3 Procedure

We used two popular freelancing platforms–Lancers1 and Prolific2–to recruit
participants based in Japan and the US, respectively. Participants were told that
they would be taking part in a study to develop better group problem-solving
tools. After filling out a screening survey, eligible participants were scheduled to
attend a group session with two other anonymous participants. To control for
possible effects of time, we held study sessions via Zoom almost every weekday
for 12 weeks between June and August 2021 at 5:00 PM Pacific Time and either
5:00 PM or 7:00 PM Japan Time in each participant’s local time zone.

Three team members (two English-speaking and one Japanese-speaking) con-
ducted the study sessions. At the beginning of each session, the experiment
confirmed that all participants could see and hear through their headphones,
and everyone had their camera on and displayed a first name. Next, the experi-
menter introduced the study as one related to understanding group collaboration
in online meetings. Participants then read and signed a consent form in either
Japanese or English. At the end of this consent form, we also asked participants
about their favorite digital writing tool for a separate study task. We asked this
because the leaving participant would later be asked to leave each discussion
early to help with this separate task, and we wanted to make the need to leave
convincing. The experimenter then made sure that participants could enter and
leave the virtual “breakout room” where the experimenter would remain dur-
ing the group’s discussion. As a way to heighten status differences in the group
and potentially increase the difficulty of leaving the discussion early, the exper-
imenter then asked one participant to volunteer to be the group leader. Then,
the experimenter surreptitiously used a random number generator to assign one
of the remaining participants as the “leaving participant.”

Next, the experimenter sent each participant a unique link to a video describ-
ing the study procedure, which they were asked to watch quietly on their own.
The videos were identical except that the leaving participant’s video included
an instruction that the experimenter needed their help with an additional task,

1 https://lancers.co.jp/en/.
2 https://prolific.co.

https://lancers.co.jp/en/
https://prolific.co
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so they were to leave the discussion and enter the breakout room five minutes
before the end of each discussion. While the non-leaving participants were not
explicitly told that the leaving participant would need to leave early, the leaving
participant was free to tell the rest of the group if they wished.

In each discussion, participants were asked to complete a 15-minute group
ranking task [26,40,46,53], during which they kept both their zoom window and
an instructions page visible on their screen. A 15-minute timer was visible on all
participants’ instructions pages.

The experimenter waited in the breakout room and noted if and when the
leaving participant joined the breakout room. The leaving participant was asked
to answer an open-ended question about the digital writing tool they mentioned
earlier in the study, writing as much as possible within the remaining discussion
time. At the end of the 15-minute discussion time, both the experimenter and the
leaving participant returned to the main room to the rest of the group. Partici-
pants were then asked to complete a survey about the discussion (see Sect. 3.2).
After the first session, there was a short break, and then the second discussion
followed the same procedure. The survey after the second discussion included
additional questions to measure demographic and other potential confounding
variables. Finally, the experimenter briefly interviewed participants about what
they thought the study was about and then debriefed them on the true purpose.
The leaving participant was interviewed separately from the non-leaving partic-
ipants and was asked additional questions about their perception of the agent
and their experience leaving the discussions early.

Each session took 1.5 h and participants were compensated with $30 USD
or 3000 Japanese yen. All procedures were approved by our institutions’ ethical
review boards.

3.4 Participants

We recruited 180 participants (90 Japanese and 90 US-based) in 60 groups, out
of which 162 participants (78 Japanese and 84 US-based) were included in our
final analysis. We aimed to recruit about 15 groups in each of the four conditions,
based on recommendations from prior work [3,4]. We excluded six groups due
to recruitment and technical errors (e.g., where participants reported they could
not see or hear the agent, one group where two participants knew each other,
etc.)

Among participants, women were a majority (Japan: 60% women, 40% men;
US: 62% women, 1% non-binary, 37% men). On average, Japanese participants
were 34 years old (range = 19–68 years old), while US-based participants were
30 years old (range = 20–57 years old). The majority had at least a bachelor’s
degree (Japan: 77% US: 80%). All Japanese participants were Asian, and US
participants were 60% white, 26% Asian, 7% Black or African American, 1%
Middle Eastern, and 1% American Indian or Alaska Native, and <5% identified
as multi-racial. Overall, Japanese (median = 3, M = 2.98, SD = 0.65) and US-
based (median = 2.6, M = 2.61, SD = 0.83) participants reported being moder-
ately extraverted. Similarly, Japanese (median = 4.0, M = 3.75, SD = 0.71) and
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US-based participants (median = 4.25, M = 4.14, SD = 0.66) reported being
highly agreeable.

3.5 Data Analyses

To reduce dimensionality and improve the interpretability of the survey results,
we combined items into larger factors where appropriate, such as “ease and
comfort of leaving,” “group conformity,” “agreeableness,” “extraversion,” and
“baseline ease and comfort of leaving meetings early.” To determine suitability
for dimension reduction, evaluated each factor’s model fit using confirmatory
factor analysis and reliability using Cronbach’s α. We dropped low-loading items
from each factor to achieve acceptable levels3 (model fit: CFI > 0.95, TFI > 0.95,
RMSEA < 0.05 [23]; reliability: α >= 0.5 [39]. We expected reliability to be
moderate given the small number of survey items [39]. We report on the validity
and reliability of all our final factors in the Supplementary Materials.

We reduced two survey items into binary variables: 1) frequency of observing
others leave video meetings early, and 2) frequency of leaving video meetings
early. Half of the participants reported that their frequency of observing others
leaving video meetings early was “never” or “less than once a month” (45.1%).
Hence, we recoded this survey item from a categorical to a binary variable, with
‘0’ representing less than once a month and ‘1’ representing more than once
a month. We repeated this process for participants’ frequency of leaving video
meetings early, for which we observed nearly half (38%) of participants answering
“never.” Therefore, we recoded this variable, with ‘0’ representing never, and ‘1’
representing at least less than once a month.

To provide detail about participants’ reactions to the agent, two independent
coders on our team (one native English and one native Japanese speaker) coded
participants’ reactions to the agent [45]. The coders developed a coding scheme
by first viewing the recording of each group’s estimated moment of experiencing
the agent in their native language. After open coding and memoing separately
[45], the coders discussed their results to develop an initial coding scheme, which
measured: 1) Did the leaving participant leave? 2) Did the leaving participant
mention or explain needing to leave? 3) Did the leaving participant contribute to
the discussion after the agent appeared, and if so, which group member initiated
their participation? 4) Had the group already completed the discussion prior to
the agent appearing?

The coders then coded a random sample of 10% (n = 12) of the recordings,
and then discussed and resolved differences to refine the coding scheme until they
achieved moderate to high inter-rater reliability measured by Cohen’s Kappa.
Prior to analysis, we excluded an additional two discussions from the US-based
data, in which the leaving participants had left before the agent appeared.

The three experimenters also wrote memos during and after the interviews
with participants. They discussed these together and found considerable overlap.

3 We removed two factors with poor model fit and reliability, “baseline motivation to
contribute to the group” and “baseline motivation to appear polite.”.
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The first author collated memos into themes such as “perceptions of the agent,”
“benefits and drawbacks of the agent,” and “benefits and drawbacks of the social
strategy content.”

4 Results

4.1 Manipulation and Confound Checks

Most participants could see and hear the agent clearly during the study (M = 4.5,
mode = 5.0) on a scale of 1 = strongly disagree, 5 = strongly agree). Due to
a technical limitation with the automated voice tool powering the agent, some
participants may have heard a male rather than a female voice. However, a
manipulation check showed that the majority (on average 80.5% in both dis-
cussions) heard a female voice. At the time of our debriefing interviews, 62% of
participants (55% Japanese, 69% US-based) expressed awareness or suspicions
about the true purpose of the study (i.e., understanding experiences around
leaving meetings). During the experiment itself, we observed that all partici-
pants reacted authentically to the agent when it appeared, only discerning the
true purpose of the study toward the end of the experiment, which we confirmed
during the debriefing interviews. Besides that, using Chi-square and Kruskall-
Wallis H tests, we did not find evidence that participants across study conditions
differed significantly on any of the demographic or potential confounding vari-
ables listed in Sect. 3.2 (in all cases, p > .05).

4.2 Baseline Behaviors and Attitudes

Participants’ baseline view of the ease and comfort of leaving video meetings
early was slightly negative, rated on a scale from 1 to 5. Japanese participants
(median = 2.0) reported less comfort than US participants (median = 2.5), U =
2348, p = 0.005. However, the perceived acceptability of other people leaving a
meeting early was higher for Japanese participants (median = 4.0) than for US
participants (median = 3.0), U = 4143, p = .003. Most participants reported
having video meetings at least once a week (Japanese: 53%; US-based: 79%).
Most US-based participants (42%) reported leaving video meetings early less
than once a month, while most Japanese participants (56%) had never done this
before, χ2(1, 4) = 29.44, p < .001. About 71% of US participants and 37% of
Japanese participants had seen someone else leave a meeting early at least once
a month, χ2(1, 4) = 30.86, p < .001.

4.3 RQ 1: Impact Across Japanese and US-Based Participants

Leaving Participant’s Ease and Comfort. Table 2 indicates that the public
and private agents both led to similar levels of ease and comfort for the leaving
participant, with or without the social strategy. Furthermore, comparing the two
public agents (across all participants), we did not find a significant difference
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in ease and comfort of leaving based on whether there was a social strategy
(median = 3.5 or no social strategy (median = 3.25), U = 403, p = .50.

However, qualitative results suggest that the public agent seemed to benefit
users by helping them find a time to raise the issue of leaving and feel less rude
to interrupt the discussion themselves. For example, some participants described
that the public agent helped them prioritize other tasks without having to focus
on announcing their departure: “[in the private condition] It somewhat took my
focus away from the whole discussion” (US-based leaving participant, Group 32,
with social strategy). Another benefit to the public condition was its perceived
consideration for the other discussion members: “The [private agent] just felt
rude. I don’t know if the others saw the same message, and I told the participants
of the reason I was leaving, since they couldn’t see what I saw” (US-based leaving
participant, Group 14, with social strategy).

In short, while neither the public agent nor the social strategy led to a sta-
tistically significant difference in leaving participants’ comfort, some felt that
the public agent allowed them to be less rude and to pay more attention to the
discussion at hand.

Perceptions of Leaving Participants. Evaluating the Japanese and US-
based groups together (group = all), Fig. 2 shows that, in conditions where the
agent used a social strategy, impressions about the leaving participant were more
positive with the public agent than with the private agent. However, there was
no difference in the groups with no social strategy.

Our findings suggest that the public agent in general may have supported
more positive impressions toward the leaving participant by providing non-
leaving participants with a clear reason for their early exit. Participants were
less likely to provide their own reason for leaving with the public agent than
with the private agent (US: χ2(1, 1) = 7.64, p < .01; Japan: χ2(1, 1) = 8.21,
p < .01), suggesting that the public agent took on that burden. As one Japanese
participant said about the public agent: “The [public agent] increased aware-
ness that it was not the person’s fault [for leaving early]” (Japanese non-leaving
participant, Group 48, with social strategy).

Adding to this, one non-leaving participant described being confused in the
private agent condition when it appeared that another participant had sud-

Table 2. Median scores and Wilcoxon signed-rank tests comparing the conditions,
grouped into all participants, only Japanese participants, and only US participants.
There was no difference between the public and private conditions regarding comfort
and ease of leaving.

Group Public social
strategy

Private W p Public no social
strategy

Private W p

Comfort + All 3.50 3.25 128 .35 3.25 3.38 145.5 .44

ease of JP 3.75 3.00 14.0 .05 3.50 3.75 40 .74

leaving US 3.50 3.25 37.5 .57 3.00 2.75 24.5 .17
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Fig. 2. A box plot of the ratings of the perceptions of the leaving participant across all
participants. Ratings were significantly higher when the agent was public than when
it was private for groups who were shown the public agent that used a social strategy.
We did not find a significant difference between ratings with the public and private
agent for groups who were shown the public agent that did not use a social strategy.

denly left the discussion without justifying their departure. Hence, knowing why
a group member needs to leave could help maintain the leaving participant’s
impressions in the group: “When [the leaving participant] just left, most peo-
ple wouldn’t know if he got disconnected, whether or not they should continue,
whether we should just stop and wait for him. . . [it caused] a little bit of confu-
sion.” (US-based non-leaving participant, Group 4, without social strategy)

Impressions of the Agent. Table 3 shows that both leaving and non-leaving
participants had a somewhat favorable impression of the agent’s behavior,
requests, and timing, but felt that the agent had moderately interrupted their
thoughts. Mann-Whitney U-tests reported in that table indicate that leaving
participants had more positive impressions that the agent’s request made sense
and that the timing of those requests was appropriate.

Table 3. A table describing differences between the median of leaving and non-leaving
participants’ perceptions of the public agent. Leaving and non-leaving participants’
perceptions of the agents’ requests and timing were significantly different.

Survey Statement Leaving Non-leaving U p

Agent’s behavior was appropriate 4.0 4.0 3286 .17

Agent’s requests made sense 5.0 4.0 3686 .00***

Timing of agent’s requests was appropriate 5.0 4.0 3690 .00***

Agent interrupted my thoughts 3.0 3.0 2925.5 .97

I was annoyed by the agent 1.5 2.0 2506.5 .13
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We also examined whether impressions of the agent were different based
on whether there was a social strategy, and found no statistically significant
differences (in Wilcoxon sign-rank tests across all impression variables, p > .05).

The effectiveness of the agent appears to have been negatively impacted by
perceptions that it was “loud,” “intrusive,” and spoke too slowly. For exam-
ple, one participant explained, “I feel [like I am being] blunt [to the group]
when there is an agent. The discussion stopped while the agent was speaking”
(Japanese leaving participant, Group 33, without social strategy). Another par-
ticipant described the agent as speaking too slowly: “I wanted to get out early
because the agent talks lazily” (Japanese leaving participant, Group 53, without
social strategy).

4.4 RQ 2: Comparing Japanese and US-Based Participants

Comparing the US and JP groups in Table 2 shows that both Japanese and
US-based leaving participants experienced similar levels of ease and comfort
with leaving the discussions early, with no statistically significant differences
between groups. However, there were some differences between Japanese and US-
based participants regarding non-leaving participants’ perceptions of the leaving
participant. Figure 3 shows that, for Japanese participants, the public agent
that used a social strategy significantly improved perceptions of the leaving
participant relative to the private agent. However, for US-based participants, the
public agent that did not use a social strategy significantly improved perceptions
of the leaving participant relative to the private agent.

We speculate that the agent with a social strategy may have heightened
expectations to contribute to the discussion before leaving, especially for US-
based participants. Through our qualitative coding, we found that US-based
leaving participants were significantly more likely to attempt to participate in
the discussion before leaving when the public agent used a social strategy, χ2(1,
1) = 4.21, p < .05, whereas Japanese leaving participants attempted to partici-
pate at the same rate, regardless of whether the public agent had used a social
strategy or not, χ2(1, 1) = 0.18, p = .67.

We observed another behavioral difference between Japanese and US-based
that may have influenced perceptions around leaving. In both groups, some leav-
ing participants informed the rest of their group that they needed to leave early
in the discussion. Japanese leaving participants (37%, n = 19 discussions) were
significantly more likely than US-based leaving participants (7%, n = 4 discus-
sions) to do this, χ2(1, 1) = 12.83, p < .001. This difference could be important
because knowing that a member of the group needs to leave early could lead to
better time management. For example, some groups structured the discussion
to accommodate the leaving member. This was more common for the second
discussion of each session, e.g., “The second time [the experimenter] did that to
us, we had a game plan. We had a lot of time with [the leaving participant],
to suss out [her opinions]” (US-based non-leaving participant, Group 17, with
social strategy).
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Impressions of the Agent. To better understand Japanese and US-based par-
ticipants’ perceptions of the public agent with and without the social strategy,
we first ran a series of Wilcoxon and Mann-Whitney U tests to compare partici-
pants’ ratings across study conditions. In general, we did not find that the study
conditions led to differences in either Japanese or US-based participants’ impres-
sions of the agent, with one exception. US-based leaving participants were more
likely to find the agent with social strategy’s behavior appropriate in the private
(median = 5.0, M = 4.87, SD = 0.35) compared to the public (median = 5.0,
M = 4.27, SD = 1.1) condition, W = 0.0, p<.05. Nevertheless, the magnitude
of that difference was small. (See supplementary materials for full results.)

Fig. 3. For Japanese participants, the public agent that used a social strategy sig-
nificantly improved the impressions of the leaving participant relative to the private
agent. In contrast, for US-based participants, the public agent that did not use a social
strategy significantly improved the impressions of the leaving participant.

Fig. 4. US-based participants were significantly more likely to report having their
thoughts interrupted by the agent and finding the agent annoying than Japanese par-
ticipants.
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Next, we proceeded to compare Japanese and US-based participants’ per-
ceptions of the public agent, regardless of social strategy content, using Mann-
Whitney U tests. The results, shown in Fig. 4, indicate that US-based partic-
ipants were more likely to agree that the agent “interrupted their thoughts”
and that they were “annoyed by the agent” than were Japanese participants.
Therefore, we find some evidence of cultural differences, showing that Japanese
participants were more accepting of the agent.

Of note, we also noticed in our debriefing interviews that at least four (13%)
of the US-based groups, but no Japanese groups, described the assistant agent
(with or without the social strategy) as making the leaving participant seem
“pretentious” or having a higher status than the rest. For example, as one
US-based participant described: “[The agent]...sounded a little intrusive and
demanding. Maybe instead of saying he needs to attend another meeting, the
robot or assistant could say, ‘You may need to excuse [the leaving participants’]
presence.’ ‘Personal assistant’ is a little pretentious. He should tell us himself
[if he needs to leave]...” (US-based non-leaving participant, Group 9, with social
strategy) Other US-based group members also described the leaving participant’s
higher status in sarcastic terms: “Oh, it’s hard to have a personal assistant and
be so important, my goodness. Millionaire [leaving participant’s name],” (US-
based non-leaving participant, Group 14, with social strategy). In contrast, no
Japanese participants described the leaving participants in this way when the
agent arrived.

5 Discussion

Compared to the private agent, the public agent helped improve impressions
of the leaving participant among the rest of the group. Our interviews suggest
that the agent was able to do this by providing a clear reason why participants
needed to leave early. In contrast, the public agent was unable to significantly
improve the ease and comfort of leaving early compared to the private agent, as
hypothesized. As in prior work with conversation agents (e.g., [11]), the auto-
matically triggered agent may have been seen as too disruptive to the ongoing
conversation. Moreover, the public agent’s influence on perceptions of the leav-
ing participant was affected by the social strategy. Taking both groups together,
these perceptions were only improved by the public agent when the agent used
the social strategy. When looking at the groups separately, this pattern was only
pronounced for Japanese participants. When isolating US-based participants, by
contrast, the public agent only improved perceptions of the leaving participant
when it did not use a social strategy. This suggests that conversation agents
could be improved using social strategies from psychological research (e.g., [47]).
However, this should be approached judiciously, with consideration for cultural
differences such as attitudes toward conversational agents in general, and atti-
tudes among some that employing a virtual assistant could be “pretentious.”

Below, we further describe positive insights from this study, including design
implications, the implications for different user groups, and opportunities to
extend this work to other contexts.
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5.1 Design Implications

Managing Disruptiveness. In line with prior work [11], participants shared in
the interviews that they sometimes felt interrupted or annoyed by the automatic
agent’s dialogue, due largely to its volume, speed, and perceived intrusiveness.
There are several ways to address this, such as using non-audio cues or non-
speech sounds or shortening the length of the agent’s message. Additionally,
designers could draw on social robotics research to design an agent that uses
human gestures [20] or adapts its timing [27] to interrupt more naturally. Related
to timing, our results show the promise of using alternative social strategies
to facilitate leaving video meetings early, such as setting expectations about
leaving early at the beginning of a meeting. In our study, leaving participants
in about 21% of the individual discussions mentioned needing to leave early at
the beginning of or during the meeting. In addition, some of our participants
in the interviews also mentioned changing the structure of their meeting to
better facilitate the leaving participant when these expectations had been set
early on. Hence, although participants did not specify if this strategy could have
replaced the use of an agent, we speculate that modifying the timing of the
agent’s notification to earlier in a meeting may provide additional benefits.

We also see opportunities to draw on research about conversation-aware
video-conferencing systems to reduce disruptiveness; for example, Schmitt and
colleagues [38] suggest ways to amplify visual “back channels” in video confer-
encing systems, such as by changing the color of the background to symbolize
participants who are in agreement. These more subtle background cues might
help participants recognize when a group member needs to leave early. How-
ever, care must be taken as these subtle cues require group members to have a
mutually understood set of conventions.

One Design Does Not Fit All. We found that users’ cultural backgrounds
affected their acceptance of system features for leaving video meetings early.
For example, perceptions of Japanese leaving participants significantly improved
when the agent used a social strategy, but the perceptions of the US-based leav-
ing participants only improved when the agent did not use a social strategy.
Based on the interviews, we speculate that the agent may have heightened expec-
tations for the US-based to participate and contribute to the group before leav-
ing, but with limited time to gather their thoughts once the agent interrupted,
US-based leaving participants may have left a more negative impression in their
group. This may resonate with broader cultural differences in work meetings.
Meetings in US work culture are often defined by substantial contributions from
all members of the group, while Japanese meetings often only take place after
most decisions have already been made in smaller “pre-meetings” [24]. Hence, in
Japanese culture, it is common to end a discussion by asking if anyone has any
questions, even though group members are not expected to contribute anything
further to the discussion. The agent with the social strategy may have implic-
itly activated this script for Japanese participants, making the scenario seem
more relatable and transferring these positive impressions onto perceptions of
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the leaving participant. On the other hand, it may have had the opposite impact
on leaving participants in the US-based groups, who may have felt unprepared
to summarize their thoughts when the public agent appeared.

These results show that using an agent to interrupt a video meeting may
impact users from different cultures differently, and we urge scholars to evaluate
future social interaction tools within these larger social contexts.

Supporting Small Group, Ad-Hoc Meetings and Beyond. This study
focused on supporting remote social interactions in small, ad-hoc groups. There-
fore, we expect these findings will be most applicable in settings where groups of
strangers interact in a professional context. For instance, we can imagine people
using this tool during virtual conferences, virtual community deliberations (e.g.,
to gather opinions on public policy), or virtual civic hackathons [30]. We imagine
that this kind of system could be built into existing tools, such as Minglr [44] and
CoasterMe [42], to help more users feel comfortable engaging and disengaging
from remote social interactions. We see future opportunities to study expecta-
tions for leaving video meetings in different settings, such as with familiar or
unfamiliar peers and in larger or smaller groups.

6 Limitations and Future Work

We recognize the potential harms of using a stereotypically female agent. We
acknowledge that our choice of presenting the agent as an assistant and as female
plays into stereotypical and often harmful perceptions of women through AI-
driven virtual assistants (e.g., [2,31]). Through this work and our other research
as gender and equity HCI scholars, we do not condone the notion that virtual
agents should be women by default. Our findings provide avenues for replacing
such an agent in the future. For example, participants suggested that more subtle
visual cues, such as a changing color or message, and including a reason for
why the user needs to leave, may be more effective for signaling when a person
needs to leave. Hence, we believe the potential harm of this study is limited to
the experimental context itself, whereas the knowledge provided by this study
outweighs these potential harms and contributes valuable information about how
to design future systems better.

An important limitation is that the study design did not include a condition
with no agent, which could have served as a control condition. Thus, while we
can compare public and private conditions, we cannot compare our results to
what would have happened without any agent. For example, differences between
US and Japanese participants may have occurred even without the agent.

Another limitation is that leaving participants were not aware of how the
agent appeared to other group members, which could have influenced their
behavior (e.g., if they incorrectly thought others had seen the message in the
private condition, they might not have felt a need to announce their departure).
Additionally, the study design did not control whether participants told the other
members about their departure in advance. Future research could control this by
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providing more specific instructions to participants and programming the agent
to provide advance notice.

As this was an online experiment, the study duration was relatively short
and may not have accurately captured the dynamics of real online video meet-
ings. Nevertheless, given the benefits of doing a within-subjects comparison and
wanting to ensure participants were engaged throughout the study, we felt it
was necessary to keep the discussions as short as possible. Even with discussions
limited to a 15-min duration, the overall length of the study was approximately
90 min due to the extra time needed for study instructions and surveys, poten-
tial latecomers, participant questions, and troubleshooting internet and audio
connections. Again, we urge researchers to explore longitudinal study designs to
overcome these limitations.

Additionally, while we strove to capture multiple measures in this study
(e.g., interviews, surveys, qualitative coding of video recordings), there are other
ways we could have identified even more positive insights from this research. For
example, we could have allowed leaving participants to observe others leaving
so that they could compare their experiences both as leaving and non-leaving
participants. In future research with fewer time constraints, we would encour-
age researchers to explore the possibility of letting participants compare both
experiences.

7 Conclusion

Maintaining a positive impression when leaving a remote social interaction is no
simple feat, yet little research to date has examined the design of systems to sup-
port this key part of remote interaction. Through an experiment with Japanese
and US-based participants, we are the first to show that a conversation agent can
help improve the impressions of users who need to leave a video meeting early.
Nevertheless, scholars and designers must carefully consider the design of such
agents in future systems to reduce the disruptiveness of the agent, particularly
for US-based users who may be more sensitive to the interruption. Our work also
points to key ways the agent benefits different types of users and offers opportu-
nities to expand the design space of these tools beyond conversation agents. As
more and more people turn to remote work around the world, we show that it
is not enough to encourage participation in remote social interactions but also
help users manage impressions when they need to leave.
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Abstract. Postpartum depression is a mood disorder faced by approxi-
mately 1 in 7 women globally after giving birth. Such a large-scale issue
is almost completely undiagnosed in Pakistan. One of the major causes of
this is the fact that neither the women, nor the family is aware that such
an issue exists. The family expectations surrounding a woman after she
gives birth, especially in South Asia, is for her to “bounce back” to her
original self - interacting normally with everyone etc. and this ultimately
leads to women suppressing their emotions, and ignoring any prevalent
symptoms of PPD. Through our research, we found that an AI based
chat bot can potentially be the solution to screen postpartum depres-
sion, however to determine the effectiveness of such an approach, further
extensive research should be conducted in the context of Pakistan.

Keywords: Empirical studies in HCI · maternal health · Pakistan

1 Introduction

Almost 80% of women in the Global South experience at least some symptoms of
“baby blues” after they give birth [3]. The problem, however, occurs when these
symptoms not only escalate but continue into the 5th-7th week postpartum.
With increasing awareness about problems like depression, anxiety, autism etc.,
in Asian countries like Pakistan, it is unfortunate that postpartum depression
(PPD) is an issue that is still severely unrecognised.

Common symptoms of postpartum depression include low mood, irritability,
anxiety, excessive fatigue, appetite disorders, mental and motor disturbances,
disruption of family and social communication, self-harming, suicidal thoughts,
and feeling of guilt or inadequacy particularly regarding infant care [1]. It is also
quite common for women in Asian culture to feel obligated to suppress negative
emotions after the birth of a child. Often enough, these women can’t even confide
in their mothers or older relatives because of the generational gap. The majority
of people in Pakistan regard depression as mere feelings of sadness instead of
an actual mental disorder [10]. This means that it becomes hard for women to
explain what they’re going through and to seek help for it.
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Pakistan has the highest postpartum depression rate among Asian countries
at a staggering total of around 63% [5,6]. But even this number is not an actual
representation of the prevalence of PPD in Pakistan since a major number of
cases are never diagnosed. Women in the Global South have been culturally con-
ditioned to suppress their emotions, hence they often lack the apt vocabulary to
express their feelings which becomes a reason for the prevalent language barrier
between the woman going through these symptoms and those around her that
makes PPD detection difficult.

Our research aims to understand how a woman experiencing PPD symptoms
expresses herself and at what stage in the postpartum period can these symp-
toms be most effectively detected, diagnosed, and treated. We used a multi-
factor approach in our research where we conducted focus groups with health
professionals, surveys, and semi-structured interviews with mothers about their
postpartum journey to gain more insights on this integral issue that remains
largely undiagnosed in Pakistani women.

2 Related Work

Throughout the history of childbirth, it has been observed that the associated
complications that most women face have been largely neglected. A common
limitation in the screening methodology employed in conducting surveys and
questionnaires is the use of Western tools like EPDS which resulted in language
barrier issues and false positives in the results. A comparative study pertaining to
the Asian culture is a more suitable approach towards potential problem-solving
regarding PPD prevalence in this region.

Cultural practices like “chilla" in Pakistan and “omugwo/ olojojo omo" in
Nigeria proved to be effective temporary deterrents in culminating the risks of
PPD in new mothers [11]. In such practices, the household burden on a woman
is reduced with the help of her mother, either by the woman taking residence in
her mother’s house or vice versa, decreasing the risk of PPD. However, research
papers have evasively not included the restrictions that women face during their
experiences of these practices [15]. These postnatal traditions and restrictions
can be an isolating experience that increases the risk of PPD in women.

The primary reason why postpartum depression has been overlooked in Pak-
istan is the stigma associated with mental health, the role of religion, and other
restrictions placed on women [16]. Through the culturally sensitive perspective,
it is imperative to note that the idea of a ‘one-stop solution’ and collaboration
between hospital wards is practically infeasible in Pakistan without spreading
awareness regarding mental health to the public. In many conservative areas
where the customs of the region are prioritised, the allocation of reproductive
and psychological medical services to women is frowned upon.

Pakistan has a preterm birth rate of 15.7% - mothers of preterm infants are
at higher risk of depression than mothers of term infants in the immediate post-
partum period [4]. With an increase in anxiety, c-section, low level of education,
and decrease in quality of prenatal care, the risk of PPD increases.
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The screening methodology employed for the detection of PPD is quite inad-
equate when the social context of Pakistan is considered, primarily due to the
usage of Western terminology, dialect, and sampling tools. In previous research,
the Chi-square test, EPDS, logistic regression analysis, PHQ-9, and PRAMS-6
were used to get insight into women with PPD [12]. Although these tests and
questionnaires were translated into Urdu to make sure they are understood,
they failed to cater to the comprehension barrier of locals and their vernacular
language. Local tests like Aga Khan University Anxiety and Depression Scale
(AKUADS) are more effective in getting an insight on PPD into Pakistan.

The rigid gender stereotypes, early marriages, unplanned pregnancy, and
partiality associated with the sex of the child are some of the leading factors of
PPD in Pakistan. Marital abuse and violence during this time further increase
the risk of developing PPD [17]. These findings suggest that couples-focused
intervention from the prenatal period may reduce the risk of PPD [2]. However,
there are no experienced practitioners available in Pakistan for couple therapy
and counselling which makes this strategy ineffective.

If PPD remains undiagnosed and untreated during the initial stages, then the
probability of it developing into the tertiary stage is fatal. Resentment towards
a partner, panic attacks, and hallucinations are common at this stage. Previous
research fails to acknowledge the severity of the problem and for data consolida-
tion, developing empathy, and getting a comprehensive overview of the turbulent
experience of PPD is critical. Research depicts that 5% of women with postpar-
tum psychosis commit suicide [18]. A third of women hospitalised for postpartum
psychosis expressed delusions about their infants and 4% even killed their child.
Support for women in the pre and postnatal periods along with routine screening
is necessary for detection and intervention [7].

Some existing products that test for postpartum depression mainly focus on
screening through tools like Edinburgh Postnatal Depression Scale (EPDS) and
the Patient Health Questionnaire (PHQ-9). These are tools that have been vali-
dated through thorough testing but in our cultural context, their efficiency and
validity decrease because the questions are very binary and are not customised
to cater to the various stages of postpartum depression. Another drawback of
these questionnaires is that they tend to be very lengthy and tedious at times
and since they are designed only for a one-time use, they have no features to
keep track of a woman’s symptoms throughout the entire critical postpartum
period.

In conclusion, societal restrictions and mindset in Pakistan make counselling
new mothers difficult, which increases the risk of developing postpartum depres-
sion. Previous research suggests remedies like ‘buddy support’ system, cou-
ples counselling, merging psychiatry wards with postnatal wards, and screening
methodologies using internationally accepted tools. However, the limitations of
these strategies make screening in Pakistan practically impossible.
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3 User Research

The user research for this project was conducted in two phases. In the initial
phase, contextual inquiry in a hospital, focus groups with medical professionals,
and surveys were carried out to form an idea about the prevalence of postpartum
depression in Pakistani women. The second phase of user research built on the
progress from phase one and went on to develop an early prototype of a chatbot.
This chatbot was proposed to help in diagnosing postpartum depression and
thus subsequent interviews with mothers were conducted to test the feasibility
of the idea.

The user group identified for the purposes of this research consisted of women
of any/all ages with at least one child less than twelve months old. After much
consideration, we decided to narrow down our target user group to women who
belong to the upper-middle socio-economic class; those who have the resources
to access technological devices and had moderate digital literacy. In addition,
professionals such as gynaecologists, psychologists, midwives, and lady health
visitors were also identified as potential users who could use our technological
solution for screening purposes. In total, 18 participants were interviewed.

In the user research, a self-designed, semi-structured interview questionnaire
was used for retrieving the users’ demographic details (such as age and mar-
ital status), postpartum experience, and information regarding mode of deliv-
ery, current family members (including total number of children). The interview
questions were crafted to resemble a casual conversation, aiming to put the inter-
viewee at ease and encourage them to respond to personal inquiries.

4 Findings

4.1 Phase One

For the initial phase of our study, we carried out a contextual inquiry in Services
Hospital Lahore (one of the largest public hospitals in Pakistan) at the post-natal
and the immunisation wards where mothers were expected to come for routine
postpartum checkups. A total of 7 interviews were conducted with mothers.
To promote comfort in users, interviews were conducted by females in the local
language of the respondents and these interviews were not filmed/audio recorded
to prevent invasion of privacy given the sensitivity of the topic. The provision of
closed spaces within the hospital ensured privacy and confidentiality.

Terms like postpartum depression, mood swings, and family planning were
not used, mainly because of their controversial nature but also because the
respondents had a low literacy rate and were not familiar with such terms.
Gaps in the interviews due to these constraints were filled by observing visual
cues which also helped our purpose of understanding and identifying the ways
women from low socio-economic backgrounds use to express themselves. Most
of the mothers we interviewed had recently given birth which clashed with our
requirement for users who have enough postpartum experience. It was also con-
veyed by the hospital staff that mothers belonging to the lower socio-economic
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class usually do not visit the hospital for postpartum checkups due to personal
reasons.

A separate interview was designed for gynaecologists which consisted of ques-
tions related to the prevalence and screening of postpartum depression amongst
the women who visited the hospital, major contributing/risk factors of postpar-
tum depression, suggestions on how to alleviate these symptoms in women, and
prevention of postpartum depression. A focus group consisting of four gynae-
cologists was held, led mainly by two group members, in a private room so the
discussion could ensue openly. Following this, a one-on-one interview was held
with the gynaecology department head. The outcome of this series of discus-
sions was that women belonging to the middle or upper socio-economic classes
were more likely to talk openly about their familial situations and were capable
of conveying any negative emotions they may feel postpartum. On the other
hand, women belonging to the lower socio-economic classes felt themselves to be
bound by cultural constraints and were less likely to speak about their issues [9].
Additionally, it was also noticed that to analyse the symptoms of postpartum
depression, we needed to contact and hold interviews with mothers who have
already been diagnosed with PPD.

Following on from the findings of the interviews, we conducted an anonymous
survey consisting of basic questions and shared it amongst individuals of the
authors’ university via WhatsApp and Facebook. The prime purpose of deploy-
ing the survey was to get in touch with users belonging to a higher socio-economic
background and who have already experienced PPD so that postpartum depres-
sion in the upper middle class could be assessed in further detail. The survey
amounted to 7 responses and only three individuals agreed to an online interview
due to the sensitivity of the topic and the hesitance of respondents in talking
about their experiences. The interviewees explained in detail all the symptoms
they faced and helped draft an appropriate picture of indicators that may help
in diagnosing PPD by the use of statements like this: “I felt like everyone was
moving on with their lives and I am stuck here with this tiny human being, it
feels like time is not stopping and I am running after time.” Further information
regarding PPD and its prevalence was accessed by reviewing research papers.

4.2 Phase Two

The second phase of our user research incorporated the design implications that
we identified from our initial on-field observations in the first phase. Through
prior work, it has been established that interacting with an empathetic chatbot
appeared to have a mitigating impact [14]. Moreover, a chatbot has the potential
to make the user feel less secluded due to its interactive nature which includes
a conversational mode of communication. Thus, we deployed a chatbot as a
social actor feature in our preliminary app design, with the intention of gain-
ing a more profound understanding of the pain points experienced by women
and mitigating the communication barriers that we encountered previously. We
conducted semi-structured online interviews using a snowballing approach. Due
to the mothers’ hectic schedules and the additional responsibilities of caring for
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their newborns, we often had to reschedule interviews based on their availability
and convenience. During this phase, our prototype was used as a medium to
engage with the mothers and get a deeper insight into their postpartum journey,
perceptions regarding PPD, and the role that an AI-based intervention could
play in facilitating their overall experience.

The key findings of our phase constituted the desire for a community based-
interactions amongst new mothers, diagnosis, and acceptance of PPD symptoms
in the Pakistani socio-cultural context, and the inherent need for having a plat-
form to express their ‘overwhelming emotions’ immediately. All mothers were
comfortable with using digital applications and recognized the pressing need for
a community of mothers, where they could come together and share their expe-
riences, thus fostering a sense of belonging and reducing the sense of isolation
that often accompanies motherhood:

“I was obsessed with my baby. In my head when I was away, I used to feel
like my baby was crying. That’s insane. There should be advice on a platform:
general affirmations for mothers that it is natural to feel this way. They are not
alone.” [Mother 10]

Moreover, due to the prevalent gender stereotypes and unfair division of
parenthood responsibilities in Pakistan, child rearing is considered to be the sole
responsibility of the new mother, and the traditional practice of ‘chilla’ further
makes the motherhood journey an isolating experience for the new mother due to
disconnected husband-wife interaction. Hence, through using the chatbot feature
in our prototype, 15 mothers affirmed that expressing their emotions through
the form of a conversation resulted in catharsis and this form of interaction had
the potential to provide relief to mothers:

“Being someone who has experienced PPD firsthand, I would like to say that
in PPD, the initial step is where someone has to diagnose it for you. So maybe I
don’t know how you can incorporate it but like how I recorded my feelings that I
am feeling hopeless and I don’t know how I feel. For me, I have been in therapy
because of it so I have experienced it first hand and it has been brutal in my case.
So when it was diagnosed, it was such a relief. There should be a place where they
need to know that you are feeling this and you need help.” [Mother 6]

“Catharsis - face-to-face professional availability at the spot is very important.
At that point, we need a person who can understand us. An online platform
will ensure an immediate connection with a mental health professional because
bharas nikal dena (taking out frustration) is the most crucial aspect of therapy.
Sometimes only talking things out works. Or maybe there can be an option to
psycho-educate women through recordings”. [Mother 3]

Hence, the two phases of our user research reflect the pain points of the
new mothers and how an AI-based intervention in the form of an interactive
chatbot can act as a form of emotional support for new mothers and make the
postpartum journey less solitary for them. The main feature that our prototype
entailed was a chatbot in the form of a daily logger where the first question
that would appear after logging in would be “How are you feeling today?”. In
this way through a conversational medium, mothers could log in their daily
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symptoms like mood, sleep schedule, diet, exercise, and bonding with the baby
in the form of a journal entry. However, since we employed the chatbot as a social
actor, the interaction with it in the form of customized recommendations for diet
and exercise, and if the symptoms persist and are severe, suggesting professional
aid would help in screening for PPD implicitly. Moreover, all this data logged
in by the mothers could be accessed through the ‘Insights’ option where they
can view and track their progress, hence the AI-based chatbot would also use
daily positive affirmations for the mothers to make their journey less isolating.
Additionally, further suggestions in the form of accessing immediate professional
mental health on the platform and a plausible way to digitally connect with
other new mothers and form a community were given by mothers who felt these
features should be an integral part of any proposed chat-box solution. Hence,
incorporating these features in the chatbot can potentially make it an effective
screening tool for PPD.

5 Results and Discussion

As research suggests, postpartum depression is a serious mental health condition
characterised by feelings of sadness, anxiety, and hopelessness that can be long-
lasting and debilitating. While the possible causes and the rehabilitation of PPD
are well-researched in Western countries, there is a significant gap in research on
PPD in the South Asian context. In our research, we recognized the importance
of providing postpartum mothers with accessible and anonymous support during
their challenging times. To address this need, we incorporated a chatbot as the
main functionality into our preliminary app design. The chatbot’s anonymity
and ease of use made it a valuable outlet for these mothers, who repeatedly
emphasised the necessity of emotional support.

Previous studies regarding this subject have aimed to develop and evaluate a
user-friendly Q&A chatbot that provided quality content and expertise for peri-
natal women’s and their partners’ obstetric health care, however, our research
tried to incorporate the benefits of an AI-powered chatbot in the previous stud-
ies with the unique context of postpartum mental health in South-Asia [13].
By understanding the cultural and social factors that affect PPD, we aimed to
propose more targeted and effective interventions that meet the unique needs
of South Asian mothers. By engaging with an AI chatbot, users are afforded a
safe space to openly express their thoughts and emotions without the concerns
associated with societal taboos surrounding PPD. This freedom from judgement
and fear of stigma can encourage users to discuss their experiences more openly,
leading to more accurate symptom reporting and a deeper understanding of their
condition. Moreover, the scarcity of mental health professionals, as indicated dur-
ing our initial research phase, combined with users’ hesitance in divulging their
experiences, highlights a pressing need for alternative approaches to detecting
and addressing PPD. Postpartum mothers were able to engage with the chatbot
easily and conveniently, without the need for additional resources or specialised
training. This accessibility contributed to the chatbot’s utility as a readily avail-
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able resource for emotional support, meeting the specific needs of postpartum
mothers in an accessible and user-friendly manner.

Considering that motherhood often isolates Pakistani women, burdening
them with the sole responsibility of childcare, our prototype’s chatbot proved
valuable in facilitating the expression of women’s emotions and experiences.
The majority of mothers expressed that engaging in conversations through the
chatbot brought about catharsis and had the potential to provide relief. Conse-
quently, the feedback received from mothers while utilising this specific feature
of the chatbot indicates significant potential for its effective development. An
important aspect of this proposed method would be to identify the words and
expressions women use to express themselves in the various stages of postpar-
tum depression in the Global South. An AI-based model could be trained on this
data thus allowing it to carry out proper conversations with the user while keep-
ing track of the frequency of certain words used by them. Keeping in mind the
Pakistani context, the language barrier would need to be overcome by making
sure that the chatbot can carry out conversations in Urdu as well. Furthermore,
keeping in mind the mothers belonging to a low socio-economic background,
the chatbot could include voice based communication allowing these mothers to
express their emotions without relying on texts. Since using words like ‘postpar-
tum depression’, ‘anxiety’, ‘sadness’ while conversing with the mothers, could
lead to a negative response, the chatbot would need to be trained to detect
nuances and hints suggesting the symptoms of PPD in the users.

6 Conclusion and Future Work

Postpartum depression is a debilitating mental health condition affecting almost
50% of the women in Pakistan yet the majority of these women go undiagnosed
due to the stigma surrounding postpartum mental health [8]. This stigma makes
it harder for mothers to fully express themselves or disclose their true feelings.
Hence, most mothers suggested an online non-judgmental platform for seeking
aid discreetly. At such a critical time, these mothers are in need of stable and
constant emotional support that can effectively be provided through a chatbot
based application, as previous research suggests. In light of such studies, it can
be concluded that a screening tool like our chat-based prototype could prove to
be beneficial. Moreover, further research is needed to incorporate features and
flows of the chat box which can ultimately cater to the needs of men who expe-
rience postpartum depression and women who may have had miscarriages or
stillbirths. It is evident that much work is needed ahead to fully comprehend the
long-term effectiveness and viability of an app-based screening for postpartum
depression but our research shows that with some improvements, a chat-based
interaction could effectively and accurately screen for the various stages of post-
partum depression due to the feasibility and accessibility of this medium.
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Abstract. This paper discusses the results of an exploratory study
aimed at investigating the impact of conversational agents (CAs) and
specifically their agential characteristics on collaborative decision-making
processes. The study involved 29 participants divided into 8 small teams
engaged in a question-and-answer trivia-style game with the support of a
text-based CA, characterized by two independent binary variables: per-
sonality (gentle and cooperative vs blunt and uncooperative) and gender
(female vs male). A semi-structured group interview was conducted at
the end of the experimental sessions to investigate the perceived util-
ity and level of satisfaction with the CAs. Our results show that when
users interact with a gentle and cooperative CA, their user satisfaction is
higher. Furthermore, female CAs are perceived as more useful and satis-
fying to interact with than male CAs. We show that group performance
improves through interaction with the CAs, confirming that a stereotype
favoring the female with a gentle and cooperative personality combina-
tion exists in regard to perceived satisfaction, even though this does not
lead to greater perceived utility. Our study extends the current debate
about the possible correlation between CA characteristics and human
acceptance and suggests future research to investigate the role of gender
bias and related biases in human-AI teaming.

Keywords: chatbot · conversational agents · human-AI teaming ·
gender stereotypes

1 Introduction

The design of systems to support decision making, also known as Intelligent
Decision Support Systems (IDSS) [23,48], has a long tradition in the field of
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Artificial Intelligence (AI). Here, a decision can be framed in abstract terms as
the problem of an agent (a human being or a machine) aiming to move from a
current state to a more desirable one by choosing among a set of alternatives
[49,55].

Early examples of IDSS include expert systems used to recommend actions
in business processes and help making diagnosis in medicine [43]. More recent
applications rely instead on Machine Learning methods, such as artificial neural
networks, which have recently achieved impressive performance in several tasks
ranging from clinical decisions [18,61] to question answering [9,19]. The integra-
tion of AI and, in particular, ML-based predictive models into decision making
has rapidly spread not only within firms and institutions but also among indi-
viduals. Nowadays, people continuously interact with IDSSs to make decisions
about their private and social life [22]. Common examples include interactions
with so-called virtual assistants, also called conversational agents (CA) to stay
updated on the latest news or weather conditions, to choose what music to lis-
ten to, where to go to buy food or to plan and organize appointments [3,50,57].
Usually, when a CA is text-based and interacts with human users via natural
conversational language is also called chatbot [59].

In this paper we investigate how a text-based CA can influence user behaviour
in the context of collaborative decision making. In particular, we focus on the
interplay between CA’s (perceived) personality and gender to see how these
characteristics affect the performance of decision makers in contexts of human-
machine teaming. To this aim, we present the results of an exploratory study
in which different CAs were aggregated to eight small human teams tasked
with solving trivia quizzes, as a prototypical, but realistic, example of an IDSS-
supported decision-making setting. The design and assessment of our user study
were motivated by the following research questions:

– R1: How does CA’s (un)cooperativeness affect group’s decision making?
– R2: Does CA’s gender play a role in group’s performance and people’s atti-

tude?
– R3: Does the interplay of gender and personality generate any significant

difference in people’s behaviour?

The rest of this article will be structured as follows: in Sect. 2 we present a
discussion of related works dealing with the use of CAs in collaborative settings
focusing on personality and gender; in Sect. 3 we detail our experimental setting
and the statistical tests (experiment 1: baseline trust-Subsect. 3.1; experiment 2:
collaborative sessions-Subsect. 3.2; experiment 3: trust and usability perception
in AI - Subsect. 3.3; experiment 4: semi-structured group interview - Subsect.
3.3); in Sect. 4 we present the results of our experiments, while in Sect. 5 we
summarize our main findings, discuss their relevance and describe possible future
work and research directions.
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2 Related Work

2.1 Cooperation with Intelligent Decision Support Systems

The use of IDSS at work or in daily life is part of a broader paradigm aiming
at partnering humans and computers to perform more or less routine tasks.
Historically, two main approaches have been acknowledged in the development of
human-computer collaboration. On the one hand, there is the so-called “human
emulation approach”, which tries to endow computing systems with human-
like abilities to enable them to act like humans; on the other hand, there is
the “human complementary approach”, which builds collaboration upon a clear
division of labour relying on the distinct abilities of humans and computers [62].
Note that, when designing human-AI collaboration, the focus on replacement
as a means of compensating for human limitations often overlooks the fact that
replacement is not the only nor the most effective way to compensate for human
constraints [29]. Human abilities may be enhanced rather than replaced by AI
[29]. The primary property of “superminds”, as defined by Thomas Malone, is the
“collective intelligence”, i.e. the capacity to accomplish feats that no member of
the group could have accomplished on their own [38]. The most important use of
computers is to enable people and computers to work together more effectively
than they could individually [38]. For this reason, looking at how AI impacts
human collaborative tasks could give us important information on the present
and future role of AI systems within society.

IDSS are special forms of collaborative systems, in that they imply the pres-
ence of one or more human users who interact with a computational agent to
make decisions. A key question for IDSS, like other collaborative efforts, is as to
whether the computing partner improves the performance of the user in fulfilling
the decision task. Interestingly, as early as 1980s [58] reported empirical evidence
that the consultation of IDSS can be effective also in group decision-making.
Recent studies showed that the use of machine learning models can improve
the performance of human predictions in pretrial release and financial lending
[24,34]. Also in medical screening good interaction protocols between humans
and AI “can guarantee improved decision performance that easily surpasses the
performance of individual agents, even of realistic super-human AI systems.”
[11]. In spite of these empirical evidence, there are fewer works exploring the
effects of CAs on the performance of human decision making - previous studies
investigated similar topics with respect to specific tasks or domains [5,67,69].

So far scientific research has studied how people interact with and perceive
CAs [2], as well as advancing the technology behind them. For instance, a
Wizard-of-Oz field study, where a human-assisted chatbot interviewed job seek-
ers through text-based interaction, found that a human-assisted chatbot that
did not interpret much user input and kept the discussion brief and shallow, but
was eager to learn from the interaction, was seen as honest and engaging [71].
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2.2 Chatbot Gender and Personality

A vast literature focuses on chatbot’s personality to study different aspects of the
interaction, e.g. to see how users’ preferences change depending on the task [52].
Chatbot personality is defined as the stable pattern that dictates the behaviour
of a CA [13,60,68], playing a crucial role in its perception by users and its level of
acceptability [56], even possibly determining whether users will wish to interact
with the chatbot again. [13] Personality can be embedded into a CA by using
different channels [32], e.g. what contents it provides and how it speaks, and
expressed by different linguistic styles [47].

Personality has been found to offer consistency to the interaction [13,45],
helping users feel that they are talking to only one person throughout the con-
versation [60]. Personality also improves the chatbot user experience [60] by
enhancing conversational agents’ likability and humanness, [63] as a pure infor-
mation exchange gives way to a more empathetic and self-referencing language
style, which is generally preferred and perceived as more realistic, [63] in partic-
ular when displaying agreeableness. As observed by [64], displaying humbleness,
as well as friendliness, increased users’ perceptions of personalisation and social
presence, resulting in greater experience satisfaction. [60] In the case of peda-
gogical chatbots investigated by [33], students who worked with the CAs that
expressed positive emotions judged them as significantly more facilitating to their
learning and as more engaging than did students with bots expressing negative
emotions. Such effects imply that designers can learn to control, through chatbot
personality, how users attribute characteristics to the CA, and use humanness
to manage user’s expectations and trust [60].

In some cases, specific personality models such as the Big Five, [54,60],
Myers-Briggs [63] and DISC theory [31] are used to inform agent design decisions,
which in turn determine specific dialogue choices. [26,53] explored the impact of
CA personality on teamwork using a collaborative gaming challenge where the
agent displayed two Big Five personality traits, extraversion and agreeableness,
utilizing both verbal and nonverbal cues. It appears that text-based mediated
communication may nevertheless display unique features that make up for the
lack of visual and vocal cues, [51] as [26] found that participants were able to
identify the personality traits as intended. Another relevant finding by [26] was
that CAs designed with explicit personality traits are likely to improve team
performance, in line with other research [28] stating that users enjoy chatbots
with distinct personalities.

The deployment of a chatbot that automatically infers a user’s Big 5 per-
sonality characteristics revealed a favourable impact on user interactions with
the chatbot interviewer [71]. Zhang and colleagues [70] showed that the use of a
conversational agent, which interacts with a user in a one-to-one text chat and
automatically infers the user’s personality traits based on the user’s behaviour
in the chat, can aid in team formation by providing insights into team perfor-
mance based on the personality traits of the team members. Furthermore, users
were found trusting of the CA, opening up and providing information through-
out interactions. In fact, responsiveness to user personality may elicit Fogg’s
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Similarity Principle, according to which people perceive more favorably a tech-
nology that shares certain characteristics with them [21].

During human-chatbot interaction, personality can also be inferred from
other anthropomorphic cues of the chatbot, such as visual representations [54]
that can include anagraphic traits such as age and gender, as well as race, socioe-
conomic status and cultural belonging. This depth of characterization and unique
conversational quirks can lead to chatbot humanization, as it has been shown
by [28] that CAs with a personality were referred to with gendered pronouns,
while those without a personality were referred to as “it”.

2.3 Intersectional Issues: Subservient Female Personas
and Stereotypization

The connection between the gendering of conversational agents and their per-
ceived humanness may explain why most chatbots are designed to implicitly or
explicitly convey a specific gender. [20] Implicit gendering is based on minimal
gender cues present in the agent’s name or avatar, [20,30] which can trigger the
illusion of agent gender and bring with it user preconceptions of behaviour and
identity, [4,30] even when those cues are disembodied. [42] Gendered design is
the result of conscious decisions about how to best relate to, aid, or persuade the
user [27] and it carries the risk of perpetuating and amplifying gender bias [53] by
instrumentalizing stereotypes to design chatbots that feel more lifelike and pleas-
ant. [27] Anthropomorphization appears to be associated with feminization [16]:
most of the chatbots have female names, female-looking avatars, and are described
as female chatbots. [20,39] Previous research posits that people intuitively favor
female over male bots, mainly because female bots are judged as warmer, more
human, and more likely to experience emotions and consider our unique needs.
[6] Female CAs mainly operate in service, companionship or assistance related
contexts and acting as personal assistants or secretaries, [16,27,41] therefore per-
forming and automating female-coded work [16,27] and articulating these fea-
tures with stereotypical behaviors. [1] While female personas are often used in
subservient contexts, male personas are often found in situations perceived as
authoritative, such as an automatic interviewer, mentors or motivators. [41,53]
Gendering CAs in this manner may reflect market research (e.g., men preferring
female CAs in all chatbot services according to [31], and representations of women
being perceived as more competent in caring and service roles [1,14,16]) but, in
the interests of gender equity, practices that embed and perpetuate socially held
harmful gender stereotypes should be avoided. [53] Despite the potential positive
impact of female AI in terms of technology acceptance, [6] this practice has been
accused of sexism due to the reinforcement of gender stereotypes and may con-
tribute to women’s social alienation. [6,7,53] CAs do not exist in a social, political,
economic, and cultural vacuum [53] and gender-related social stereotypes in the
real world seem to be consistently projected to computing environments. [41] AI
designers and policymakers should consider that, while assigning female personas
to AI objects can make these objects seem more human and acceptable, actual
women may in turn feel objectified and dehumanized by these chatbots’ stereo-
typical gender performance and subservient role [6].
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Having provided an overview of the state-of-the-art in the research on chat-
bot gender and personality, it appears that the dynamic interplay between these
two is severely under-investigated. A recent review of the literature on disem-
bodied text-based chatbots conducted by [15] identified the social characteristics
that chatbots should integrate, since these characteristics affect how users per-
ceive and interact with them, proving the significance of the chatbot’s perceived
identity and personality representations. Nevertheless, the dynamic interaction
between gender and personality appears not to have been explored in any of the
studies reviewed. A relevant study we found on this issue is the one by [33] on
virtual pedagogical companions, measuring and comparing the user perception of
male and female CAs expressing either consistently positive or consistently nega-
tive emotions (showing, for example, that when CAs expressed positive emotions,
students perceived the male chatbot more favourably than the female chatbot).
It is worth noting, however, that its publishing date predates of almost 10 years
the mass popularization of chatbots (identified with the’year of the chatbot’
[17] that occurred in 2016) and today’s level of sophistication in Natural Lan-
guage Processing, as displayed by OpenAI’s GPT-3 and Google’s LaMDA 2.
This study aims at filling this gap in literature. The purpose of the user study is
to investigate how AI influences people’s attitude and performance when this is
used to support group decision-making. In particular, in our study we examined
how the gender and the personality of a CA can affect the performance and the
satisfaction of a group of people making collective decisions (such as giving a
representative best answer to general or specific knowledge questions).

3 Methods and Materials

The user test was structured in three parts: in the first part, using a list of
randomly selected volunteers, we pretest participants’ baseline trustworthiness
in relation to the AI-generated pictures used to convey the CA’s gender, as well
as their trust and perception of CA; in the second part, we conducted eight col-
laborative sessions to study the interaction between participants and the CA; in
the third part, we administered a final questionnaire to collect the participants’
feedback on their experience, and, in addition, we did a semi-structured group
interview using a grounded theory analysis to supplement participants’ percep-
tions and experience of the collaborative sessions. The experiments combined
with questionnaires and qualitative analysis allowed us to measure and compare
different aspects of participants’ behaviour and, in particular, the utility and the
satisfaction they perceived when interacting with the CA.

3.1 First Part: Pre-test Questionnaire

Baseline Trust in Each Avatar. In the study, the gender of the CA was
also conveyed in terms of a picture, so as to give participants an embodiment
AI to interact with [37] (see Fig. 1). The baseline trustworthiness of the images
generated by the AI was pretested in order to eliminate potential confounding
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factors. To avoid racial stereotyping, respondents were also asked which ethnicity
was more likely to refer to the avatars, from four selected ethnicities (Caucasian,
African, Asian, Amerindian, Oceanic). Considering that the avatars were pre-
sented as ethnically ambiguous, they were expected to encompass more than one
ethnicity per avatar, therefore five possible items were included for four avatars.
We surveyed 57 students. A unique question about trustworthiness was asked:
“On a scale from 1 (very little) to 6 (very much) how much would you trust
this person?”. The survey was completed online via the LimeSurvey platform.
Non-parametric tests (i.e. Kruskall-Wallis test and Mann-Whitney U Test) were
performed to check statistically significant differences across the groups concern-
ing the perceived trustworthiness of the four avatars. The four images were not
different in terms of trustworthiness: the Kruskal-Wallis test failed to reject the
null hypothesis of equal trustworthiness (p = .1475). Similarly, results show that
males and females were deemed equally trustworthy: indeed, the Mann-Whitney
test failed to reject the null hypothesis of equal trustworthiness for the two male
and female avatars (p = .471 and .586, respectively). The trustworthiness scores
were also highly polarized toward high trustworthiness scores, showing that (in
general) the photos were deemed to be trustworthy (all photos have mean values
above 4): comparing the low and high end spectrum of the ordinal scale (scores
in 1–3 vs scores in 4–6), the two proportion test reject the null hypothesis of
non-polarization (p = 0, 46 vs 182). The second male’s photograph was found
to be predominantly Caucasian (thus, assumed to not be associated with any
racial bias), while for the other three photos the difference in proportion (two
proportion test) between the two top-ranked alternatives (Caucasian and Asian,
in all cases) was never statistically significant (p=.99, .099 and 0.299, respec-
tively). Furthermore, interestingly, one in 6 male respondents and one in 20
female respondents were unable to identify the most likely ethnicity. According
to the results, the AI-generated photos were not associated with racial stereo-
types and were all equally trustworthy, with no significant difference.

Fig. 1. Images of the avatars
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3.2 Second Part: Collaborative Sessions

Experiments consisted of eight collaborative sessions during which the members
of each of eight teams played a quiz (similar to trivial pursuit) to compete
against the other teams. During the sessions, each participant had to give their
best answer to 24 questions (such as “In which U.S. state is Death Valley?”),
first individually (as a baseline) and then in group, by choosing one between 4
possible options. We recall that the goal of the tests was to understand whether
gender and the conversation register of the CA have an impact on user experience
and the group decision accuracy.

Twenty-nine participants (11 females and 18 males) joined the experimental
sessions. The participants were randomly selected among students attending
two degree courses: after they were shortly introduced to the experiment design
during class, they were free to sign up for the experimental sessions via the web
platform Doodle to swiftly find possible dates and times for the sessions to take
place. The students randomly converged on eight different session slots, therefore
forming eight groups. We plan to investigate in future work how the presence
of participants who already knew each other across groups can have an impact.
Each group participated in a different session and interacted with a version of the
CA characterized by a different combination of gender and personality traits (see
Table 1 for a summary of groups). Specifically, each condition (i.e., combination
of gender and personality of a CA) was measured two different times (through
two different groups): indeed, each type of CA was considered in two different
sessions (and thus, two different groups of 3/4 participants each). The CA was
associated to one of the four avatars by defining a profile in Google Meet with
one of the static images shown in Fig. 1.

We designed CAs personalities along two of the axes of the OCEAN frame-
work [36], also termed as the Big Five or Five-Factor model (FFM) [65], i.e.
extroversion and agreeableness. Multiple empirical studies confirm the univer-
sality of the FFM across languages, ages, and cultures, making it a reasonable
model for the study of personality in a variety of fields [40]. Our focus was on
these two personality dimensions (i.e. extraversion and agreeableness), since they
appear to be the most frequently used dimensions in the literature pertaining
to CAs imbued with purely textual personalities. As an example, in one study
[65] the authors developed three versions of a CA that is agreeable (agreeable,
neutral, and disagreeable) to assess the preferences of the users; another study
[66] used targeted manipulation of the text to show different levels of extraver-
sion (introverted, average, and extraverted), whilst [54] combine extraversion
and agreeableness to design the personality of the CA. We selected two person-
ality traits to represent each of the selected dimensions: blunt and uncooperative
against gentle and cooperative. Several characteristics were ascribed to each of
these dimensions in the literature (e.g. [8]), but an entire list appears to be lack-
ing. Therefore, we chose those traits reflecting the politeness and the helpfulness
for the personality of the CAs.

The user studies were carried out adopting a Wizard-Of-Oz approach (e.g.,
[10]) in which a human operator simulated the behaviour of the CA unbeknownst
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Table 1. Summary of experimental sessions

Gender and Personality Total no. of participants

Session 1: Blunt and uncooperative
Session 5: Gentle and cooperative

7

Session 2: Blunt and uncooperative
Session 7: Gentle and cooperative

7

Session 3: Gentle and cooperative
Session 8: Blunt and uncooperative

7

Session 4: Gentle and cooperative
Session 6: Blunt and uncooperative

8

to participants who were told to interact with a CA actually developed by other
students in the artificial intelligence and natural language processing class. To
ensure realism of the CA’s answer we created different scripts reflecting 4 dis-
tinct situations. Note that scripts were adapted to reflect two different person-
ality traits: gentleness and cooperativeness, on the one hand, and bluntness and
uncooperativeness, on the other hand (see Table 2 for examples of CA’s claims
for each situation). These scripts were ideated by two of the authors, with the
other authors annotating each proposed CA response with adjectives pertaining
to the two semantic domains of gentle and blunt. The final scripts are com-
posed by the CA responses that showed a higher degree of convergence by the
authors. Due to the covid-19 pandemic restrictions, experimental sessions were
held online (on the platform Google Meet) and recorded with the participants’
consent. The sessions lasted 85 min on average. The sessions were led by a game
moderator (or game master) whose role was to pose questions to participants
and facilitate the interaction between participants and the CA. A typical round

Table 2. Examples of CA’s statements in 5 distinct situation

Situation - Script CA’s answer - examples

gentle and cooperative blunt and uncooperative

the CA provides an answer in

response to moderator’s question

“I don’t want to be too bold

but I would say answer 3”

“I’m 100% sure it’s

answer 2”

the answer given by the CA has been

adopted by the group and is correct

“We are a great team,

congratulations to all!”

“I knew it, too easy!”

the answer given by the CA has been

adopted by the group but is wrong

“I am really sorry, I will try

to do better on the next

question.”

“I can’t always be the

one to answer right”

the answer given by the CA, which

was wrong, was not adopted by the

group and the group answered

correctly

“Congratulations, you are

really good at geography!”

“You have a lot of luck.”

the answer given by the CA, which

was correct, was not adopted by the

group and the group answered

incorrectly

“Mistakes happen, the

important thing is not to

lose heart!”

“Well, that’s to be

expected”
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of the game is described as follows. First the moderator shows and reads out
loud the question to participants. Then, each participant answers individually
reporting its own response in an online form. Note that for individual answers we
set up a time window of 1 min to minimize the risk of cheating. The moderator
reports the same question on the chat to get an answer from the CA. After the
CA’s response has showed up, participants are invited to discuss and give their
final, representative answer (again, in 1 min), by either following or ignoring the
CA’s advice. A spokesman for the group states the final answer on the chat;
then the moderator gives the right answer; finally, the CA comments the group
outcome (on the basis of the predefined script, according to whether the group
answered correctly and followed its advice or not).

In the end, we simulated 4 CAs characterized by gender (female or male), per-
sonality (blunt and uncooperative or gentle and cooperative), and different accu-
racy rates, where accuracy refers to the appropriateness of the answer selected
by the CA. In particular, the selection of the CA’s response was selected so as
the blunt and uncooperative CA had a 50% higher accuracy than that of the
gentle and cooperative CA: in the case of the gentle and cooperative CA the
accuracy was 46%, while in the case of blunt and uncooperative CA the accu-
racy was 71%. Note that the accuracy of both CAs was not communicated to
participants. We designed the blunt and uncooperative CA to have a slightly
higher accuracy than the gentle and cooperative one to evaluate the hypothesis
that CA personality alone could influence group accuracy irrespective of the CA
accuracy: in this sense, we wanted to verify if the greater degree of cooperation
exhibited by the gentle and cooperative CA could be able to offset the slight
decrease in accuracy as compared to the blunt and uncooperative one (which
could thus be conceived as a more knowledgeable but less cooperative CA).

3.3 Third Part: Post-experiment Questionnaire

Post-experiment Trust and Usability Perception in AI. A questionnaire
composed of 10 six-point ordinal items was administered at the end of the exper-
imental sessions to investigate the perceived utility and the level of satisfaction
with the CA. The questionnaire was administered through the online platform
Google Forms and was completed by 28 out of 29 students who were invited to
participate in our experiments. The questions were extremely simple, i.e. “How
useful was the AI during the quiz?” and “How enjoyable was the interaction
with the AI?”. We specify that, by satisfaction, we refer in particular to the
enjoyability of the interaction.

Participant Interviews. A semi structured group interview [46] was conducted
after the collaborative experimental sessions by two authors. Questions were
designed to explore students’ perceived usefulness and satisfaction when inter-
acting with the CA and to comprehend whether they believed that the group
decision-making they were a part of increased their overall performance by the
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use of the CA. An additional question asked for their viewpoints after interact-
ing with CAs with varying personality traits and gender. The group interview
session lasted 30 min. The interview was audio recorded and transcribed for the
analysis by one of the author of the group interview. The qualitative analysis
was done using the grounded theory approach [44] by a third author; using the
transcribed text as a starting point, we constructed an initial coding scheme
and repeatedly grouped data according to the coding system in order to uncover
common themes. The concepts that emerged from the raw data were grouped
into the conceptual categories that we listed in Tables 4–5. Qualitative analysis
allowed us to expand and get further insights from users feedback regarding the
utility and satisfaction they perceived when interacting with the CA. There-
fore, we created a semi-structured interview by preparing questions as opposed
to using previously validated questionnaires because we believed that this was
more consistent with the exploratory nature of our work.

3.4 Metrics

During the experiments (collaborative sessions) we measured: (i) individual accu-
racy by counting the number of corrected answers on a total of 24 questions, i.e.
those reported by each participant in collaborative sessions (see Sect. 3.2); (ii)
group accuracy after the discussion among participant and CA’s advice. After
the experiment we measured the perceived utility and satisfaction reported by
the participants when interacting with the CA.

A non-parametric ANOVA test on ranks (i.e. Kruskall-Wallis test) was per-
formed to check statistically significant differences in the data collected across the
eight groups involved in the collaborative sessions. Similarly, a non-parametric
proportion test (i.e. Fisher exact test) was performed to compare the perfor-
mance of the participants in the different groups with the group performance
measured during the collaborative sessions. In both cases, we decided to apply
non-parametric tests since the data were not normally distributed and were
express only on ordinal scales. Since this study was exploratory in nature, we
complemented our statistical significance testing with the estimation of the effect
size.

4 Results

In the following sections we report the results according to the two experiment
steps: the collaborative sessions and the final questionnaire. The full results
for accuracy, perceived utility, and satisfaction are reported in Figs. 2 and 3,
respectively.
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Fig. 2. Difference in accuracy, and 90% C.I., due to discussion (i.e., post-discussion
accuracy - pre-discussion accuracy).

Fig. 3. Boxplots for the utility and satisfaction with the CA, for all the participants.
The leftmost boxplot depicts the raw reported scores across the four types of CAs (in
the plot, the scores for the two sessions corresponding to the same CA have been put
together); the rightmost boxplot represents the comparison (i.e. the difference) in the
above mentioned scores across the two main characteristics of CAs: Gentle coopera-
tive vs Blunt uncooperative and Male vs Female. The scale in the second boxplot is
expressed in units of difference rather than in units of raw score values.

4.1 Collaborative Sessions

The results of the collaborative sessions are reported in Table 3. The overall dif-
ference between the accuracies of the groups before and after discussion with the
CA was statistically significant (Wilcoxon test, p = .008) and the effect size was
large (RBC = 1). For groups 1 and 8 (who discussed with the male uncooperative
CA) and groups 4 and 7 (who discussed with the female cooperative CA), the dif-
ference between the pre-discussion and post-discussion accuracy was significant
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Table 3. Results of the collaborative sessions, in terms of: pre-discussion accuracy,
post-discussion accuracy, p-value of the comparison between pre-discussion and post-
discussion accuracy, and the associated effect size (RBC).

Session Accuracy (pre) Accuracy (post) p-value effect size

1 34.72% 75% .008 .42

2 36.11% 50% .244 .21

3 40.28% 50% .561 .13

4 41.66% 75% .019 .38

5 41.67% 54.17% .563 .12

6 40.63% 45.83% .770 .09

7 39.58% 70.83% .040 .34

8 29.17% 66.67% .020 .38

(see Table 3), while for other groups no significant difference was found. Nonethe-
less, all effect sizes were small-to-medium or medium. Groups who discussed with
a female or male CA reported the same group accuracy (61.46%). The difference
was not statistically significant (Mann-Whitney U test, p = 1.00) and the effect
size was negligible (RBC = .0). By contrast, groups who had discussed with a
cooperative CA reported a higher average group accuracy compared to those who
had discussed with an uncooperative one (62.5% vs 60.42%); however, the differ-
ence was not statistically significant (Mann-Whitney U test, p = .88), while the
effect size was small (RBC = .13). Nonetheless, the groups who discussed with
the male uncooperative CA (sessions 1 and 8) showed the highest improvement
in terms of accuracy (40.28% and 37.50%), followed by the groups who discussed
with the female cooperative CA (sessions 4 and 7, 33.34% and 31.25%).

4.2 Post-experiment Experience

In terms of perceived utility, groups who interacted with a male CA reported
on average a lower perceived utility (mean = 3.00, sd = 1.07) than groups who
interacted with a female CA (mean = 3.86, sd = .91), and the difference was
statistically significant (Mann-Whitney U test, p = .044) and associated with a
medium effect size (RBC = .43). By contrast, we found no statistically significant
differences (Mann-Whitney U test, p = .63) in the perceived utility between
groups who interacted with the cooperative CA (mean = 3.36, sd = .97) and
those who instead interacted with uncooperative CA (mean = 3.5, sd = 1.18),
which was also associated with a small effect size (RBC = .11).

In terms of satisfaction, groups who interacted with a male CA reported a
lower satisfaction (mean = 3.64, sd = 1.29) than groups who interacted with a
female CA (mean = 4.14, sd = 1.19), though the differences were not statistically
significant (Mann-Whitney U test, p = .275) and associated with a small-to-
medium effect size (RBC = .24). By contrast, groups who interacted with the
cooperative CA reported a higher satisfaction (mean = 4.43, sd = 0.73) than
those who interacted with the uncooperative one (mean = 3.36, sd = 1.44), and



342 F. Milella et al.

the difference was statistically significant (Mann-Whitney U test, p = .046) and
associated with a medium effect size (RBC = .43).

Table 4 and Table 5 show the results of our qualitative analysis. All of our inter-
viewees agreed that the CA could contribute to improving the overall performance
of the group. Some of them emphasized its significance and utility, particularly in
terms of confirming the group’s consensus on the answer to be offered [R1]. They
agree that the CA is most helpful for group performance when no one knows what
the right answer is, when there are different opinions, or when the task at hand is
more difficult [R2-R5]. The group agrees that the CA is significantly more accu-
rate than a human at selecting possible responses to questions [R6]; therefore, the
employment of CA is viewed as a support for the group. The CA is regarded as a
trustworthy member by [R7] since it allows them to make an informed choice with
a reasonable degree of confidence. A second participant clarifies whether the CA is
an additional member of the group: the CA is not a part of the group; the respon-
dents consider it an external element of the group [R8-R9]. As noted by [R10], the
perceived usefulness of the CA is mainly influenced by the low persuasive abil-
ity the group attributes to the CA. The vast majority of participants agree that
an interaction based only on answers given by the CA and constantly repeated
by it, without any explanation from the CA, tends to strengthen the idea that
the CA is not an extra member of the group, but rather merely a machine [R11].
Some respondents argue that this aspect may override the perceived personality
of the CA [R12-R13], although the CA was designed with the intention of appear-
ing human. This may result in the personality aspect of the CA being ignored and
the CA being regarded as, regardless, a marginal member not actively involved in
group decision-making [R14].

Table 4. Semi structured group interview: post-experiment usability perception in CA

Factors making the choices of the teams reliable

R1 “I think it was mainly useful to confirm the already established trend of the group

[...]”.

Group decision-making scenarios that make CA support acceptable

R2 “I think it was especially useful for [...] or breaking those situations instead of total

doubt [...]”.

R3 “If we were in an impasse [...] we relied on it”.

R4 “For me it was partially cooperative because it was only taken into consideration if

there was doubt or if nobody knew anything. [...]. I noticed that we used it only in

case of doubt”.

R5 “Yes, more at the very level of numbers, [. . . ] it could have made a difference”.

Trust in the CA’s technical performance (accuracy)

R6 “Then we knew even before we started the experiment that it is statistically a little

more accurate than a person [. . . ]”.

R7 “[. . . ] that he could be trusted with a somewhat higher degree of confidence”.

Improving technology acceptance

R8 “[. . . ] It was an external component [. . . ]”.

R9 “[. . . ] There were four of us; he was not doing the fifth [. . . ]”
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Table 5. Semi structured group interview: post-experiment usability perception in CA

Improving the CA’s persuasive skills

R10 “[...] in my opinion the fact that [CA] gives the same answers as a person who can

also explain why that given answer makes a lot of difference [...]”

R11 “[...] for me it was trying not to be a machine but it was. [...] Also because when it

said it didn’t want to be arrogant, it said 2/3 times the same sentence...so one

couldn’t tell if he was more confident than the previous time it said it [...]”.

Connecting personality of the CA to design choices

R12 “[...] until the answers start repeating themselves [...] for example when it said’I am

quite sure’ [...] as long as it said it the first time I could trust him, then after 2/3

times I would say’no’, better to trust the people who can also give explanations”.

R13 “I almost didn’t perceive the personality because the moment it repeated the same

thing three times and it did it the first three times practically, I think ok let’s ignore

what it says and just look at the answer and the degree of confidence”.

R14 “[...] personality has little impact because it is considered a CA anyway and no

matter what it says it remains a CA, so I don’t think he can be considered a human.

So it will always have a bit of a marginal position”

5 Discussion and Conclusions

In this section, we discuss the results of our experiments. In Subsect. 5.1, we
present a discussion of the role of the CA’s personality traits for students’ per-
ceived usefulness and satisfaction when interacting with the CA; in Subsects. 5.2
and 5.3, we discuss the relevance of the findings to design.

5.1 The Role of Personality for Utility and Satisfaction

With regard to RQ1, our results indicate that interacting with CAs markedly
improves group responses in two specific cases: sessions 1 and 8, which involved
a male CA that was uncooperative, and session 4 and 7, which involved a female
CA that was cooperative. The experiment also revealed that interactions with
cooperative CAs resulted in more accurate group responses than interactions
with uncooperative CAs. This suggests that the CA’s gentle and cooperative
personality positively affects the group, resulting in better collective decision-
making. When we compare only personality traits (gentleness and cooperative-
ness vs. bluntness and uncooperativeness) we found that the gentle and coop-
erative CA had a higher level of satisfaction than the blunt and uncooperative
CA, although this is not confirmed in the case of utility. Specifically, we found
that the gentle and cooperative CA had the same level of perceived utility as
the blunt and uncooperative CA, as the difference was not statistically signifi-
cant. Note that the CAs display a different level of accuracy, which favors the
blunt and uncooperative CA by design, and yet, contrary to expectations, this
did not result in (statistically significant) diverging levels of perceived utility.
The choice to give a larger accuracy to the blunt and uncooperative CA was
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deliberate: in this sense, the observed result is not paradoxical. Indeed, our ini-
tial hypothesis was exactly that the greater level of cooperativeness of the gentle
and cooperative CA could overcome the difference in accuracy, which was exactly
what was observed (even though the difference was not statistically significant).
Moreover, we found that the female CA led to a higher level of utility and
satisfaction among the participants than the male one. This seems to confirm
that a stereotype favoring the female with a gentle and cooperative personality
combination exists in regard to perceived satisfaction, but this does not lead to
greater perceived utility. The existence of a significant effect of the CA’s gentle
and cooperative personality on the enjoyment of the collaboration experience
offers rooms for further analyses. These results confirm previous studies on the
role of a CA’s personality traits, such as friendliness, on users’ perceptions [64]
extending the positive effects to users’ performance in group decision-making in
line with [26].

5.2 CA Marginalization in Collaborative Decision-Making

The findings of our qualitative investigation (see Sect. 4.2) suggest that CAs who
possess exclusively textual personalities are likely to exhibit more diverse and
nuanced textual interactions, which are primarily driven by explanations. The
absence of explanatory capacity exhibited by CAs renders them incapable of
exerting any persuasive influence. This impedes the manifestation of the CA’s
personality and its consequential impact on the group’s decision-making process.
Moreover, it hinders the integration of the CA into the group’s decision-making
mechanism as an adjunct member. The role of the CA is paradoxically marginal-
ized, resulting in a diminished utility as a tool for decision-making assistance.
The acceptance paradigm of the conversational agent is influenced not only by its
technical proficiency in accurately selecting responses, but also by its persuasive
ability to convey the personality of the agent to varying degrees. This suggests
that the design decisions must be made with great care in order to accurately
convey the personality traits with which the group will engage. On the other
hand, the lack of justificatory power of chatbots suggests that future research
should be designed according to the concept of explainable artificial intelligence
(XAI) in order to evaluate the impact of the explanation of their text-based
output on group decision-making.

5.3 The False (and Problematic) Trade-Off Between
Equality-Minded Design and Performance

With regard to RQ2 and RQ3, our results show that groups interacting with
female CAs had the same average response accuracy than those interacting with
male CAs, and the difference was not statistically significant. This means that,
although CAs with cooperative personalities enhance the group’s performance
and make the collaborative experience satisfactory, the gender variable, alone,
has no (statistically) detectable effect on the group’s decision-making process.
Indeed, as mentioned previously, our experiment revealed that interaction with
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a female and cooperative CA (sessions 4 and 7) improves the group’s response
accuracy compared to the pre-discussion phase, i.e. the group’s decision-making
process improves significantly when the two CA variables, gender and personal-
ity, are simultaneously in play. This holds true regardless of the accuracy rate
chosen during the CAs’ design phases, even for the male and uncooperative CA
(sessions 1 and 8). The data suggests that the interplay between the gender
variable and the assigned personality trait is what makes the difference in group
performance: while gentle and cooperative female CAs led to the highest reported
increase in response accuracy, the second-best gender-personality combination
was blunt and uncooperative male CAs. It is worth noting that enhanced per-
formance seems to be connected to specific gender-personality intersections that
directly trace back to stereotypical expectations of appropriate demeanour for
males and females. [15,39] While women are traditionally associated with gentle-
ness and cooperativeness, the opposite traits are generally more accepted in men.
[25,35] This troubling instance of bias-reinforcing, performance-enhancing char-
acteristics seems to be backed by market, as explored in Subsect. 2.3. However,
while present, the statistical significance of the stereotype-performance correla-
tion is low. The risk of perpetuating stereotypes is not only unacceptable per
se, but it also appears to lack any performance justification. Equality considera-
tions and responsible design principles should be applied in the development of
conversational ethics, striving fore more inclusive and diverse designs.

5.4 Limitations and Further Research

Despite the reported interesting results, we believe some limitations of our study
must be addressed, in order to generalize our findings to more realistic settings.

First, since the study was conducted during the COVID-19 pandemic, only
online interaction had been considered in the design of the experiments. Obvi-
ously, an in-person experiment would have allowed us to analyze further aspects
of people’s attitude which could be facilitated by in-person interaction. However,
we note that the experiment being on-line allowed us to introduce the CA as
one among other participants in the sessions in a more realistic fashion.

Second, another limitation include the limited number of participants, and
consequently the reduced power of our study, as well as the lack of balance in par-
ticipants’ gender distribution (18 males and 11 females). Given the limited num-
ber of experiment participants, adding the condition of two non-antropomorphic
(one blunt, one cooperative) would have either required the definition of a larger
number of groups or diluted the power of our research. According to this view-
point, having demonstrated that the combination of gender and personality of
CA may have an impact on accuracy of the users, further research should be
conducted by increasing the sample size to determine whether or not the gender
of the CA can influence group performance. Similarly, future research should
expand the sample size in order to analyze the perceived utility and satisfaction
by participants according to their gender.

Third, in our experiment, we did not account for the impact of different
human-AI cooperative work protocols on group performance: in particular, due
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to the selected study design, it was not possible to discern the effect of the AI
support from that of discussion and collaboration alone. In a previous study, [12]
demonstrated that discussion alone can result in greater differential improvement
than any type of AI support. Further research should be conducted to determine
if different modes of cooperation and AI support have varying effects on group
performance.

As for further research, it could be illuminating to investigate the impact
of non-gendered, anthropomorphic CAs on group acceptance and performance,
as well as non-antropomorphic, agendered CAs. Likewise, the impact of design
decision on real-world male-female gender stereotypes ought to be investigated,
evaluating whether a worsening effect in gender bias occurs after interaction
with a stereotype-reinforcing CA, or else, whether the opposite occurs after
collaboration with a stereotype-defining CA. Gaining a better understating of
the impact of CA gender and personality on equality considerations would help
system designers reflect on design choices that could play a role in alleviating
(and preventing the worsening of) gender-related bias.
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Abstract. The emergence of Natural User Interface (NUI) approximately two
decades ago promised to support intuitive and multimodal interactions by lever-
aging human sensorimotor skills such as touching, speaking, and gazing. Despite
the development and introduction of commercial NUI hardware, traditional user
interfaces (e.g., GUIs) continue to dominate in many sectors, prompting inquiry
into the claims of ‘naturalness’. To examine this phenomenon, we investigated
empirically two interpretations of naturalness: innateness and intuitiveness. The
study involved asking 56 participants to complete learning tasks with a smartpen
system and a laptop system representing innateness and intuitiveness, respec-
tively. A mixed-method design was implemented to collect participants’ percep-
tion and performance while using both interfaces. Results indicated that, despite
the smartpen system was highly learnable, the perception of naturalness was sig-
nificantly linked to participants’ prior experiences rather than to innate abilities.
The implications of these findings are discussed.

Keywords: Natural user interface · Smartpen · Cognitive load · Innateness ·
Intuitiveness

1 Introduction

Natural user interface (NUI) emerged as part of the post-WIMP design trend in the early
21st century [32]. NUI aimed to answer challenges associated with the extensive use of
visual elements in graphical user interfaces (GUI) to accommodate newer functionali-
ties; such an expansion required users to learn how to operate sophisticated GUI-based
computer systems [51]. In contrast, NUI gives the promise to provide more intuitive
interaction, requiring minimal training and offering multimodality that increases inter-
action bandwidth beyond screen boundaries by using voice, touch, gestures, and other
mechanisms based on biomimicry [20]. While the trend towards intuitive interaction
started as early as 1980s, it was only possible to be implemented through the tech-
nological advances achieved by the end of the 20th century and the lessons learned
from the development of the earlier GUI [5]. In education, for example, the natural
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user interaction is thought to hold a lot of potential for technology-enhanced learning
as it frees learners from handling complex GUI-related instructions as a prerequisite to
access learning content and provides novel ways to explore knowledge that were not
possible with screen-only systems [3]. Furthermore, the ubiquitous nature of NUIs is
thought to support learning analytics by feeding it with a high volume of data actively
and transparently collected from learners, making thorough analysis possible [33].

In recent years, several commercial hardware devices have been introduced as NUIs.
Touch screens come at the top of the list as they allow direct manipulation of visual ele-
ments on the display surface [50]. For motion, hand-held game controllers such as Nin-
tendo Wiimote and Sony Move can track hand motion, rotation and acceleration in 3D
space. The Leap Motion Controller is hand-tracking device that enables touchless (mid-
air) input for computer systems [2]. Microsoft Kinect is a full-body posture and hand
gestures tracker and supports spoken commands; it has been used widely in education,
entertainment, health rehabilitation and training applications [47]. Voice-based inter-
face/interaction (VUI) technologies such as Amazon Alexa and Apple Siri are deployed
in an increasing number of sectors [4]. VR and AR systems such as Head-Mounted
Display (HMD) are used to support reality and immersive experience [19].

Despite the high promises and potential, the advancement of the NUI technology has
faced critical challenges. The rush towards applications with the lack of good foundation
has translated into serious usability issues [11, 16, 29, 30, 35]. In principle, the term
‘natural’ has been criticised to be ambiguous due to its scope that can either mean
natural to a specific group of users or natural to humans as species [37]. This basic
conceptual and terminological issue was argued to have critical consequences on design
decisions due to differences in targeted end users – the source where requirements for
design qualities are gathered [14]. On the other hand, the perception of naturalness from
the user perspective, rather than the designer perspective, was also problematic as users’
expectations were demonstrated to exceed what a NUI could afford [12, 39]. Hence,
identifying ‘naturalness’ proved to be very pivotal for designing and evaluating natural
interfaces [48].

The question of naturalness has been debated intensively in numerous theoretical
studies (e.g. [14, 16, 31, 37, 39, 48]). These studies followed an argumentative method-
ology either to negate the correctness of the term ‘natural’ as in [14, 37] or to seek
a sensible interpretation based on previous research in the domain [16, 39, 48]. This
study, in contrast, aimed to investigate naturalness empirically by engaging participants,
gauging performance, and analysing experiences. Having an empirical grounding in
sync with the previous theoretical discussions could be very pragmatic for developing a
holistic understanding of naturalness. In the following sections, we present the unsettled
disputes related to the concept of NUI and then we present our empirical contribution
to address this issue.
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2 Background and Related Work

2.1 Issues with NUI Definition

In search for the term ‘Natural User Interface’, an early work by Stratton and Dunsmore
[48] stated that using hyperlinks in web pages is a NUI as “[it] mimics the way humans
think … in wild leaps from idea to idea” (p. 2). Since then, the term has been used more
frequently, e.g., [44, 45], as an interaction style that allows humans to interact with real
as well as virtual objects in a “literally direct manipulative way” [44, p. 109]. In the same
vein, [6] described a natural dialog interface as something that “resembles a conversation
two humans might have” (p. 1). Following the emergence of new input technologies, the
term NUI has become common and been used to describe devices that employ touch,
voice and gesture-based interactions [51].

Nevertheless, there is a lack of a universal definition forNUI in the literature. The def-
inition in Wikipedia addresses the user’s perception: “a user interface that is effectively
invisible and remains invisible as the user continuously learns increasingly complex
interactions”. The definition from [5] focuses on the user’s skills: “natural user interface
is a user interface designed to reuse existing skills for interacting directly with content”
(p. 2) whereas the one from [38] highlights the automation aspect: “a type of human-
machine interaction based on the automatic analysis of the user’s natural behaviour.
These human actions are interpreted by the machine as commands that control system
operations” (p. 205).

What makes the definition of NUI challenging, in comparison to command line
and GUIs, is referring the interface’s principle to a free-behaving user rather than to
well-known and well-bounded machine artefacts. For example, in [38]’s definition cited
above, the natural human behaviour is defined as “a group of activities performed by
humans in everyday life to interact with their animated and unanimated environment”
(p. 205). The argument here is: the interface that is invisible, reuses previous skills or
relies on natural behaviour of a human cannot be defined deterministically because it
is a related concept extends out of the machine domain to an active and very diverse
human domain [51]. In other words, whereas a GUI can be defined as a matrix of pixels
being mapped to precise coordinates on screen and specific machine commands – all
finite sets, hence the abstract mathematical definition can be transferred into a hard-
ware design in full. In contrast, a NUI is related to indeterministic and infinite sets of
human behaviours, skills and perceptions that make any mathematical abstraction either
ambiguous or incomprehensive [2] at pre-implementation phase.

2.2 Interpretations of Naturalness in NUI

Two themes of naturalness interpretations can be observed clearly in the literature of
NUI. The first theme is naturalness that emerges from the innate human abilities such as
speech, touch, gestures, facial expressions, gaze, and so on [26, 42]. This theme is the
most common and highlighted by systematic reviews in the domain (e.g., [13, 24, 28].
Designing a NUI under this theme can be achieved by developing a better understanding
of these homo sapiens abilities [21, 43]. The other theme is naturalness that emerges from
previous experiences [5, 51] and refers to learned andwell-developed skills of individuals
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to a level that makes applying these skills happen unconsciously (i.e., without mental
effort). It also entails that individuals have developed a degree of emotional tendency
towards using these skills over other alternatives [51]. Designing a NUI under this theme
requires methodologies such as ethnographic observation and focus group to understand
target individuals [18]. While this theme relates to the previous perspective of innate
abilities to some extent, it is open towards utilising more advanced interactions beyond
basic human skills. Wigdor and Wixon [51] affirmed this fact by stating “NUI requires
learning” (p. 12) and by stating that a keyboard is more natural for typing than a gestural
interface despite the former is considered traditional while the latter considered natural.

The framework of innate and learned skills in the previous themes comes in parallel
with the ‘ContinuumofKnowledge’ suggested by [36] for intuitive interaction. TheCon-
tinuum of Knowledge has four levels: innate, sensorimotor, culture and expertise. The
lower two levels (innate and sensorimotor) are the most homogeneous between humans
as they are inborn or develop at very young age, while the higher two levels (culture
and expertise) are acquired through life experiences and can vary between groups and
communities. Nauman and colleagues [36] suggested that utilising this continuum could
lead to intuition as a non-conscious process of interaction. For the sake of simplicity, we
call naturalness engendered by the lower levels: innateness, and naturalness engendered
by the higher levels: intuitiveness. Overall, the two themes of naturalness can be referred
to as: Innateness interpretation of NUI and Intuitiveness interpretation of NUI.

Nonetheless, what remains unclear is to which extent innateness vs. intuitiveness
can contribute to the perception of naturalness. This question is legitimate for designing
NUIs, because the intuitiveness interpretation providesmore flexibility, e.g., the previous
analogy of using keyboard for digital writing in [51] while innateness seems dominant in
the literature of NUI. Moreover, those adopting the intuitiveness theme [5, 51] referred
to touch and gestural interfaces when they discussed strategies for NUI design. Hence,
it is apparent that the NUI concept in the literature is largely influenced by novel UI
technologies whereas the theoretical foundation remains uncertain.

2.3 Research Objectives

The aim of this study is to investigate the extent in which innateness and intuitive-
ness could contribute to the perception of naturalness empirically. While intuitiveness
is advocated as a source of naturalness in theoretical arguments (e.g. [36, 39]), most
empirical studies rely on innate abilities [13] and do not seem to support this viewpoint.
Hence, this study aimed to cover this gap by collecting subjective and objective data
(i.e. mixed-method approach) from users while utilising two interfacing technologies
that exemplify innateness and intuitiveness themes. Data analysis can then be used as
an empirical support to the meaning of naturalness.
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3 Methods

3.1 Overview

The context of the empirical studywas educational: a reading task followed by answering
comprehension questions while using two different interfaces. The ‘innate’ natural user
interface utilised in this study was a smart pen and paper assisted by a touchscreen,
whereas the ‘intuitive’ user interface was a laptop (screen and keyboard interface). The
aim was to probe any behavioural change or enhancement in participants’ performance
while using both interfaces. Further,we explicitly asked participants about their preferred
interface based on their experience. Participants’ vote on their preferred interface was
the golden standard in deciding naturalness, while the other analysis was to justify and
rationalise this selection.

3.2 Interaction Assumptions and Design

InteractionAssumptions:Atheoreticallywell-grounded foundation is required to justify
the innateness and intuitiveness of the interfaces employed in the study. There is evidence
from cognitive science that the basic use of pen and paper (i.e., scribbling) is a gesture of
self-expression and communication, and can develop naturally in children as young as
two [27]. Additionally, pen-based interaction is a well-known form of natural interfaces
[9] that employs gestures (pen strokes) to communicate ideas.We used this foundation to
derive the basic assumption that pen and paper are legitimate tools to exhibit innateness.
Equally, touching and simple navigation using touchscreen is also an innate ability
according to literature [5]. On the other hand, the ability to use a traditional personal
computer (PC) cannot come naturally. However, for an academic cohort who use such
technology for an extended period of time, using PC becomes a familiar task. Hence,
the laptop system is a legitimate tool to exhibit intuitiveness for this cohort (cf. Their
ICT skill level was confirmed in the pre-study survey; Sect. 3.4).

Interaction Range: Digital reading can involve a wide range of interactions. For our
experiment, setting these interactions was necessary to guarantee a comparable func-
tionality of the two interfaces. According to [15], a typical digital reading task using a
computer systemwith keyboard andmouse as input devices covers the following interac-
tion: scrolling, navigation through links, text search and text input.Additionally, zooming
is common in smaller screens [22]. These interactions were supported by default on the
laptop interface. For the smartpen system, this entailed to have a mechanism that allows
an interaction with printed elements on paper, and to have a proper display modality
to show output (e.g., to open URLs or show videos). The display modality also had
to satisfy innateness constraints in order to keep the whole smartpen system compliant
with innateness. Having this achieved in technical development (details in Sects. 3.5 and
3.6), it was possible to create an interaction design for digital reading using the smartpen
system and match it with the laptop system as shown in Table 1.
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Table 1. A matching between digital reading interactions of laptop and smartpen systems

Laptop System Smartpen system

Scrolling Paper flipping

Links navigation Tapping over printed links, output is shown on display

Text search Tabbing over printed text, output is shown on display

Text input Writing

Zooming Tapping over printed elements to get a higher resolution version on display
(e.g., for images and graphs)

3.3 Procedure

The learningmaterials for the reading tasks were two scientific articles obtained from the
NASA climate blog (https://climate.nasa.gov/ask-nasa-climate/). The articles entitled
“The Climate Connections of a Record Fire Year in the U.S. West” and “Sea Level 101”
have the same climate theme and the same author to ensure a comparable difficulty (NB:
the difficulty level was also rated by the participants as post-study feedback; Table 2 in
Sect. 3.7).

The experiment was split into two sessions over two consecutive days with the
same process. In each session, one of the two articles was provided. Each article was
split into almost equal halves of similar length, and each half was presented through a
different interface (i.e., a smartpen system vs a laptop system). Participants also had to
use the interface to answer ten comprehension questions (9 multiple choices +1 free
text question) after reading the text.

The same procedure was used on both days, but the order of interfaces was swapped
to control the order effect. Specifically, participants were asked to use the smartpen
system first and then the laptop on the first day, and the laptop first followed by the
smartpen system on the second day. This arrangement was made to increase accuracy
and to reduce the possible bias resulted fromusing a new interface (the smartpen system).
A session was set to maximum two hours with about one hour for each part of the article.
Performance data and subjective feedback were collected during and after each task for
a mixed-method evaluation (Sect. 3.7). The experiment was conducted on an individual
basis in a quiet, reading-friendly environment.

Few days prior to the experiment, participants were contacted by email to fill a
survey concerning their demographic data. The survey covered the following items:
age, gender, whether English is their first language, level of education, and skill levels of
using laptop and smartphone. Also, the survey included a short test to assess participants’
prior knowledge of topics covered by the articles. Participants were asked to complete
the survey in their own time and send it back prior to the study to minimise the time
needed to spend in the lab.

https://climate.nasa.gov/ask-nasa-climate/
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3.4 Participants

The experimental study was approved by the Ethics Committee of the University of
Leicester. The recruitment process targeted university students and staff, who were
approached through emails and in-person invites. The sample size was 56 of which
34 were female and 22 were male; 30 of participants were non-native English speakers,
mainly international students. Participants for this study were adults from different age
groups: thirty-two were 18–24 years old, eleven were 25–30, seven were 31–40, three
were 41–50 and two were above 50. The study did not involve any participant with spe-
cial needs or learning disabilities. Participation was voluntary, and participants received
a £25Amazon gift card as a compensation for their time. All participants were confirmed
to be familiar with reading using laptop web browser.

3.5 The Smartpen System

Hardware: The smartpen system involved using NeoLab smartpen (model: NWP-F50)
along with the specialised coded paper. Display modality was implemented by utilis-
ing Android smartphone (model: Nokia 2.4) which worked as the host system for the
smartpen to display interaction output on a 6.5′′ touchscreen (Fig. 1).

Fig. 1. The smartpen system

Software: Two software applications were developed for the smartpen system:

1) Document procession utility: a PC software application that takes a PDF document
and converts its pages to a coded-paper PDF document so the smartpen can interact
with pages upon printing. It also analyses locations of document content, and stores
results in JSON format; these JSON files can be used later to interpret user input.
The software can be used by authors to add/edit actions, such as playing videos or
opening a URL when specific printed element is tapped.
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2) User display app: A simple Android app for end-users to show interaction output is
deployed. The app utilises the pre-generated JSON files (created by the Document
processing utility) to interpret user inputs and can offer the following functionalities:

• Displaying meaning, synonyms and translation of a (tapped) word. These data
were driven directly from Google Translate website.

• Opening a URL available on the paper.
• Playing videos linked to a tapped element on paper.
• Showing a high-resolution version of images printed on paper.

3.6 The Laptop System

Hardware: The laptop used in this experiment was Lenovo (model: Ideapad Yoga 13)
with Windows 10 installed.

Software: A website developed to display learning materials (i.e., reading articles)
followed by the comprehension questions (Fig. 2).

Fig. 2. Snapshots of the website designed for laptop-based reading. A: Login page, B: Reading
topic page, C: Comprehension questions page, D: Submission confirmation page
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3.7 Mixed-Method Evaluation Approach

Quantitative Evaluation: For quantitative evaluation, we employed the usability frame-
work with the key metrics effectiveness and efficiency, according to the ISO 9241-
110:2020 standard, along with the Cognitive Load Theory (CLT) [49] to evaluate
participants’ performance. These frameworks have a certain level of intersection as
effectiveness and efficiency are objective measures of cognitive load [41].

Effectiveness was quantified through participant score in the comprehension test,
while efficiency reflected in the time required to complete the task. Additionally, activity
rate, which is the number of requests made by participant to retrieve external digital
content (e.g., opening a URL or requesting the translation of a word) used to assess
engagement during the reading task.

For cognitive load (CL) assessment, CLT proposes that the overall CL has three sub-
components: intrinsic (ICL), extraneous (ECL), and germane (GCL) [49]. According
to [10], ICL is resulted from the inherent difficulty of the learning topic, thence, it
cannot be influenced by the instructional design. In contrast, ECL is resulted from the
poor presentation of the learning content, while GCL is a positive mental effort that
marks building knowledge in the long-term memory (i.e., creating schemas) and can be
encouraged by good instructional design. Therefore, quality of learning can be indicated
by a decreased ECL and increased GCL. Accordingly, a subjective assessment of the
overall CL and the sub-components (ICL, ECLandGCL)was used to evaluate the quality
of learning while using the two interfaces. The assessment was conducted through a
questionnaire which participants had to fill after each reading task. A total of four CL
questionnaires collected from each participant (2 reading tasks x 2 days). One item from
[40] was used to measure the overall CL and three items from [8] were used to measure
ICL, ECL and GCL, respectively. Each of the items was rated with a 9-point Likert scale
(1: very very low, …, 5: neither low nor high, … 9: very very high). The items are listed
as follows:

• How would you rate the mental effort you have invested in studying the article?
• How would you rate the difficulty of the content of the article?
• How would you rate the difficulty to learn with the devices provided?
• How would you rate your concentration (attention) during the reading task?

The main research question behind quantitative evaluation is whether the smartpen
system can enhance the overall performance more than the laptop system. Independent
variables (IVs) anddependent variables (DVs) listed inTable 2were used, andhypotheses
were formulated and verified through within-group and between-group experimental
design [23] (Table 3).

H1 assumes that the smartpen system satisfies innateness description (i.e., no prior
experience is required, and both novice and expert users can use it with the same level
of proficiency [51]). H1 relies on an assumption that digitally skilled users can handle
new technologies better than novice users. H2 and H3 assume that the smartpen system
can enhance learning outcome. H3 relies on the fact that the smartpen system has an
additional functionality (translation by tapping) that is particularly useful for non-native
English speakers where learning material is provided in English.
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Table 2. Independent and dependent variables for hypothesis testing

Independent variables

UI Type The type of interface being used during the task; (Smartpen, Laptop)

IT Skill level Self-reported technical skills for using a PC and an Android device; (3
levels: Low, Medium, High)

Mother tongue English is participant’s mother language?; (Non-native, Native)

Dependent variables

CL, ICL, ECL,
GCL

Cognitive load(s) rating on a 9-point Likert scale; (Very-very low …
Very-very High)

Activity Number of requests for external materials (any sort of web resources)
other than the main article during that task; (number ≥ 0)
Note: for the smartpen system, Activity = Activity (URL requests) +
Activity (word-lookup requests)

Efficiency Time spent to complete a task; (time ≥ 0)

Effectiveness Participant score in the comprehension test; (Grade [0..10])

Table 3. Hypotheses of the experiment

ID Hypothesis (IV, Experimental design) DV

H1 When using smartpen, Activity, ECL and Efficiency are similar across
participants form all IT Skill Levels groups. (IT Skill Level,
Between-group)

H1.1 There is no significant difference in the Activity among participants with
different IT skill levels

Activity

H1.2 There is no significant difference in ECL among participants with
different IT skill levels

ECL

H1.3 There is no significant difference in the Efficiency among participants
with different IT skill levels

Efficiency

H2 Participants’ Performance and ECL are enhanced when using
smartpen compared to the laptop system
(UI Type, Within-group)

H2.1 There is a significant difference in participants’ Performance between
using the smartpen and the laptop system

Effectiveness

H2.2 There is a significant difference in participants’ CL between using the
smartpen and the laptop system

CL

(continued)
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Table 3. (continued)

ID Hypothesis (IV, Experimental design) DV

H3 When using smartpen, Activity and GCL of non-native English
speakers are higher than Activity and GCL of native speakers. (Mother
tongue, Between-group)

H3.1 There is a significant difference in Activity between native and
non-native English speakers

Activity

H3.2 There is a significant difference in GCL between native and non-native
English speakers

GCL

Qualitative Evaluation: Individual semi-structured interviews with participants were
conducted at the end of the experiment (i.e., Day 2) where feedback on their experience
of using the two interfaces was collected. Specifically, two major aspects of questions
were asked: First, a comparison of reading and writing experience while utilising the
laptop and smartpen systems in general and with specific reference to the perceived pros
and cons of both systems. Second, whether they prefer to use the laptop or the smartpen
system for future reading and writing.

Thematic analysis [7] was applied to the interview data. The analysis of qualita-
tive data was conducted from the perspective of Disappearing Interface (DA). The DA
concept [25] assumes that an interface has a physical presence as well as a conceptual
presence and that invisible design should seek hiding these presences behind ubiquity
and immersive interactivity, respectively [1]. According to [25], naturalness is achieved
when the UI disappeared. Hence, the cues of presence were traced and measured during
the qualitative analysis (Sect. 4.2).

4 Results

4.1 Quantitative Data Analysis

A total of 56 participants completed the experiment. The data were analysed using SPSS
v28, and the analysis was applied to both days of the experiment. Results of Shapiro-
Wilk tests indicated that dependent variables were not normally distributed (p < 0.05),
nonparametric tests were used. First, we applied factorial analysis to study the effects
of IVs and covariates and then studied the effect of individual IVs on DVs.

Quade’s Non-parametric Factorial Analysis. Demographic attributes (e.g., age, gen-
der, education) can mediate the effect of IVs on DVs. As our data are non-normally
distributed, parametric multi-factor ANOVA are inapplicable. Quade’s non-parametric
ANCOVA is an alternative [46], but it is less powerful and cannot show the interaction
effect between two variables. It involves rank transformation of DVs. In our study, two
attributes - IT skill for handling technology and status of being English native speaker
for reading – are particularly relevant. We applied Quade’s to evaluate the effects of
these two attributes on Activity and CL (cf. Table 2). We also analysed the effects of age
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and gender on Effectiveness (comprehension test score) and Efficiency (task completion
time). Results (Table 4a, b) show that none of these attributes have any significant effect
on the DVs concerned.

Table 4. Quade’s ANCOVA (a) IT Skill and Native Language on Activity and CL; (b) Age and
Gender on Effectiveness and Efficiency (D1 = Day1, D2 = Day2; Smart = Smartpen)

Smart-D1 Smart-D2 PC-D1 PC-D2 Smart-D1 Smart-D2 PC-D1 PC-D2
ITSkill (Covariate, F) 1.18 0.15 1.73 3.22 0.95 0.48 1.31 1.57

Native (Group, t) 1.09 0.39 1.31 1.79 -0.97 -0.69 -1.15 -1.25

p (df = 54) 0.28 0.70 0.19 0.08 0.34 0.49 0.26 0.22

Activity Overall Cognitive Load (CL)

Smart-D1 Smart-D2 PC-D1 PC-D2 Smart-D1 Smart-D2 PC-D1 PC-D2
Age (Covariate, F) 0.07 0.01 0.23 2.22 2.39 1.27 0.88 0.24

Gender(Group, t) -0.27 0.07 0.48 1.49 -1.55 -1.13 -0.94 -0.49

p (df = 54) 0.79 0.94 0.63 0.14 0.13 0.27 0.35 0.62

Comprehension Score Task Time (Efficiency)

Non-parametric Tests withOne IV. Results of Kruskal-Wallis tests, i.e., the test statis-
tic H (degree of freedom) and p value, indicated no significant differences in Activity
among participants from the three IT skill groups when they used the smartpen system:
H(2)day1 = 3.13, pday1 = .21 and H(2)day2 = .41, pday2 = .82. The same was found for
the extraneous cognitive load (ECL): H(2)day1 = .12, pday1 = .94 and H(2)day2 = .59,
pday2 = .75, and for the efficiency (task completion time): H(2)day1 = 3.16, pday1 = .21
and H(2)day2 = 2.56, pday2 = .28.

As for comparing effectiveness (comprehension test score) and the cognitive load
(CL) resulted from using the two systems evaluated (within-group), results of Wilcoxon
signed rank tests indicated no significant differences in effectiveness (Zday1 = −.50,
pday1 = .62) and (Zday2 = −.43, pday2 = .68), as well as for the cognitive load (Zday1 =
−.39, pday1 = .70) and (Zday2 = −.15, pday2 = .88) between the systems. Indeed, the
median comprehension test score was 8 out of 10 for both systems while the median
CL for the smartpen system was 5, slightly below the median CL of the laptop system
which was 6. Further, it is worth noting that results of Wilcoxon signed rank test showed
a significant difference in the average Activity while using the two systems on both days
(Zday1 = −5.55, pday1 < .001) and (Zday2 = −.5.12, pday2 < .001). Mean values of
participants’ Activity while using the smartpen system were 6.39 and 6.55 for Day1 and
Day2, respectively, while the corresponding values of the laptop system were 1.77 and
1.73.

Finally, regarding the influence of mother tongue on activity and the germane cogni-
tive load (GCL) while using the smartpen system, results of Mann-Whitney test showed
no significant difference in Activity between native and non-native English speakers:
Uday1(Nnative = 26, Nnon-native = 30)= 330.50, Zday1 = −.98, pday1 = .33 and Uday2(26,
30) = 382.50, Zday2 = −.12, pday2 = .90. Similarly, no significant difference was found
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for GCL on both days: Uday1(26, 30)= 350.50, Zday1 = −.67, pday1 = .50 and Uday2(26,
30) = 381, Zday2 = −.15, pday2 = .88. However, performing Mann-Whitney test on
Activity related to words-lookup (i.e. finding meaning or translation) showed a signif-
icant difference between native and non-natives on day1: U(26, 30) = 244.50, Z = −
2.43, p = .01, and on day2: U(26, 30) = 275.50, Z = −1.92, p = .05. The mean values
of words-lookup Activity of non-natives were 4.93 and 3.37 for Day1 and Day2, respec-
tively, almost double their corresponding values of natives, which were 2.31 and 1.88.
Table 5 summarises the outcomes of hypothesis testing.

Table 5. Hypothesis testing results.

H1 H2 H3

H1.1 H1.2 H1.3 H2.1 H2.2 H3.1 H3.2

Accept Accept Accept Reject Reject Reject* Reject
*no significance in the overall activity between native and non-native speakers, however for words-
lookup activity there was a significant difference.

4.2 Qualitative Data Analysis

A total of 56 voice recordings of post-experiment interviews were transcribed semi-
automatically with an audio-to-text service (otter.ai) and then checked manually to gen-
erate final transcripts. Transcripts were analysed in four steps following the thematic
analysis approach [7].

The first step was extracting aspects of interest in which participants expressed the
‘pros’ and ‘cons’ of two systems they had used during the evaluation. For example,
feedback such as: “I was able to put the article and questions in two tabs while I was
reading… This helped in answering questions very quickly” and “I liked that it was
possible to tap over words to get meanings immediately on phone”.

The second step was to group aspects of interest based on similarities. Both positive
and negative feedback belonging to the same aspect were put in the same group. For
example, the ability to navigate between browser tabs and the ability of flipping pages
smoothly were considered belonging to the navigability aspect.

The third step was creating emergent, in-vivo codes to represent data in each group.
Wewere able to identify twelve such codes representing categories of aspects of interests
(for detailed analysis the Supplementary Materials):

• Portability: the ability to access or to carry the system physically anywhere.
• Capacity: technical features and limits of a system, e.g., screen size, storage capacity

or power requirement.
• Unity: a state whether the system is physically discrete over several parts, or it is an

all-in-one device.
• Searchability: the possibility to find a specific piece of information, e.g., looking up

a keyword.
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• Navigability: the possibility to navigate through learning content or retrieving extra
content from the web.

• Correctability: the possibility to undo and correct unwanted input, e.g., erasing and
retyping text.

• Distraction: the distraction resulted from extra functionalities which is irrelevant to
the learning task, e.g., responding to a notification or pop-up message.

• Expressiveness: the ability of the system to reveal an intention or an idea, e.g., ‘free
doodling’ with the pen or to ‘copy and paste’ using the laptop.

• Familiarity: the level of experience in using the system.
• Strain: the level of stress resulted from using a system, e.g., stress resulted from the

glare of screen.
• Versatility: the possibility of using a system for different purposes related to the

learning task, e.g., to explore extra content or recording notes.
• Engagement: the level of attention can be achieved while using a system.

Table 6 shows the frequency (total= 236) and percentage in each of the twelve coded
categories. The most frequent comments for codes are summarised in Table 7.

Table 6. Frequencies and percentage of Topics of Interests under the coding scheme

Topic of Interest category Frequency Percentage

Navigability 61 26%

Engagement 31 14%

Versatility 32 14%

Expressiveness 25 11%

Searchability 21 9%

Familiarity 15 6%

Capacity 13 5%

Distraction 12 5%

Strain 6 2%

Correctability 4 2%

Unity 3 1%

The last step of subjective analysis was to create a meta-coding of aspects based
on the concept of Disappearing Interfaces [25]. This step involved splitting the coded
categories into physical disappearance codes (PDC) representing aspects that are not
related to the reading and writing task, and conceptual disappearance codes (CDC)
representing interactivity that is related to the reading and writing task. Accordingly,
we were able to define the two sets: PDC = {Portability, Capacity, Unity, Distraction,
Familiarity, Strain},CDC={Searchability,Navigability,Correctability, Expressiveness,
Versatility, Engagement}. The positive feedback (8) for codes in each set was considered
to support disappearance while negative feedback (8) to deter disappearance.
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Table 7. Common reported features and comments under the coding scheme

Code Notable Positives Notable Negatives

Laptop Sys Smartpen Sys Laptop Sys Smartpen Sys

Portability Single device Small and
compact

Requires
carrying lots of
printout

Capacity Larger screen
with ability to
zoom in, larger
storage of text

Can be extended
to larger A3 paper

Battery runout
quickly

Tiny screen

Unity Flipping
between paper
and phone

Searchability Very easy to find
words using
Ctrl+F

Could open
sources of
information by a
single click

Not all
information types
are searchable,
e.g., images

Can’t search
words in pages

Navigability Can open tabs
side by side

Very easy way to
navigate with a
single click,
typing URLs no
longer required

Navigation
between apps and
websites is
overwhelming

Need to flip
pages frequently

Correctability Very easy to edit
and erase typed
text

Need to scribble
text and rewrite

Distraction Too much
distraction when
browsing

Notifications
comes from
smartphone are
distracting

Expressiveness Can copy and
paste or move
items on screen

Able to doodle or
sketch very
quickly

Can’t draw freely Can’t move text
and need to
rewrite it, which
is time
consuming

Familiarity Using PC almost
everywhere

Pen and paper are
very basic and
easy for writing
and reading

Strain Screen glow
causes eye
burning and sore

(continued)
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Table 7. (continued)

Code Notable Positives Notable Negatives

Laptop Sys Smartpen Sys Laptop Sys Smartpen Sys

Versatility Can do many
things using a
laptop

Able to explore
videos and media
directly from
paper

Can’t offer
functionalities as
much as a laptop

Engagement Highlighting and
annotating text
are very helpful
for reading

Reading from
paper is much
more engaging
than a screen

To make a measurable ‘rate of disappearance’ using the thematic analysis, frequen-
cies of positive and negative aspects under each category (i.e., laptop positive, laptop
negative, smartpen positive, smartpen negative) were normalised by using the maximum
value under the category as 100% and calculating the other three values accordingly.
While this quantification approach ignores individual category’s contribution to the dis-
appearance of PDC/CDC sets, it highlights strengths and weaknesses of each interface.
Figure 3 shows the normalisation result.

As both PDC and CDC has 6 components each, it was also possible to calculate
positive and negative scores (out of 6) of physical disappearance (PD) and concep-
tual disappearance (CD) for both interfaces as shown in Table 8. The accumulation
(sum of positive and negative values) of scores might reflect the overall experience of
disappearances (i.e., the concept of ‘embodied interaction’ in [39]).

Fig. 3. Normalised frequencies of positive and negative feedback under the coding scheme
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Table 8. Scores of physical and conceptual disappearances for both interfaces (pos. = positive;
neg. = negative; acc. = accumulative)

PD Score CD Score

Pos neg. acc. pos. neg. acc.

Laptop Sys. +1.83 −2.33 −0.5 +4.62 −0.54 +4.08

Smartpen Sys. +2.17 −2.45 −0.28 +3.58 −0.80 +2.78

With regard to participants’ response on which a system they might prefer for future
reading and writing, the laptop system received 34 votes for reading and 28 for writing,
the smartpen system received 16 votes for reading and 25 for writing. 6 participants
provided no specific preference for reading, and 3 participants provided no specific
preference for writing. Voting indicated higher preference towards using a laptop for
future reading and writing.

Interesting feedback received from two participants who provided no specific pref-
erence for reading as they provided a contextual preference. The first mentioned that she
prefers paper for in-bed “relaxed” reading and the laptop for “formal” academic reading.
The other participant mentioned that he prefers paper for “serious” (i.e., in-depth and
highly focused) reading while the laptop for day-to-day reading. Another interesting
comment from a participant who managed to navigate to the original article (available
on NASA Climate website; Sect. 3.1) using the smartphone, and continued to read from
the smartphone rather than paper of the smartpen system, she provided that “I just felt
the phone more natural to me”.

5 Discussion

The acceptance of Hypothesis 1 supported the soundness of the assumption (Sect. 3.2)
that the smartpen system satisfies innateness description; participants demonstrated to
handle the system effortlessly without previous experience. This result, along with the
literature in Sect. 3.2, provided a firm basis for the subsequent comparisons between
smartpen innateness and laptop intuitiveness.

On the other hand, the rejection ofHypothesis 2 and 3 could be interpreted in different
ways. Hypothesis 2 assumed that the smartpen system would enhance performance and
reduce the CL. Its rejection could be attributed either to the naturalness of the laptop
system, and therefore it was able to achieve comparable effectiveness andCL levels, or to
the simplicity of the task, given that all participants were academics and themedian score
of comprehension test was high (8/10). If we accepted the task simplicity assumption
given the high scores and a modest CL level (5/9), then the naturalness of both interfaces
could not be proved reliably by dependent variables in Table 2; hence, further evidence
from the subjective analysis is required.

This pattern was repeated in Hypothesis 3, as the non-native participants didn’t show
a significant increase in the overall activity nor in GCL in comparison to their native
speaking counterparts when they used the smartpen system. While the sensitivity of the
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CL measurement instruments adopted from [40] and [8] could influence the accuracy of
CL results, the activity rate, efficiency, and effectiveness are accurate enough to confirm
that no improvement in performance was associated with the use of the smartpen system.
The significant increase in Activity while using the smartpen of within-group design,
as well as for words lookup between native and non-natives (Sect. 4.1) indicated a
high level of engagement. In brief, results of the quantitative analysis indicated that the
smartpen system design based on innateness was able to achieve a better interactive
engagement, but this was neither translated into a better performance nor into reduced
CL. Comparable findings can be observed in the AR-JAM BOOK experiment in [17]
and the experiment with Microsoft Kinect and stereoscopic visualisation of [34], and it
was attributed to the difference between the designed interaction by developers and the
performed interaction by participants.

The qualitative analysis of subjective feedback provided more insightful interpreta-
tions. First, the higher Familiarity of the smartpen system along with its better PD score
(Fig. 3 and Table 8) support the innateness assumption. Similarly, both Engagement and
Navigability support the increased activity observation. Nevertheless, the laptop system
was considered to be more capable and scored much better than the smartpen system
in terms of participants’ perceived disappearances as indicated by the CD score. This
matched the Disappearing Interface description in [25], as the physical appearance of
the laptop (Distraction and Strain) was covered by the interactivity aspects (Searcha-
bility, Correctability, Expressiveness and Versatility). In other words, the laptop system
which appeared physically was disappearing conceptually when participants immersed
in interaction; in contrast, the lack of a comparable interactivity in the smartpen system
hindered the gains in its physical disappearance.

From innateness-intuitiveness perspective, the interactivity aspects of the laptop
which supported its disappearance (e.g., Searchability using CTRL+F keys; Table 7) are
elements of previous learned experience developed in participants’ perception and they
don’t come naturally. This supports that naturalness matches the intuitiveness descrip-
tion in [51] rather than innateness. A further support to this assumption can be seen by
participants’ recalling to the Portability aspect of the laptop vs. the smartpen system:
participants were not asked during the experiment to carry and walk with the systems,
but their previous experience made them associate Portability with naturalness.

The final voting and comments on system preference highlight several matters. The
voting for the favour of the laptop system matched our findings of the thematic analysis,
therefore it supports the soundness of themethodology. Also, the higher votes for reading
using the laptop in comparison to those on writing resonates with the higher interactivity
of the laptop mentioned earlier, as digital reading involves exploring different resources
[15] while typical writing is more likely to be limited to a single document or writing
space; the smartpen which lacked interactivity features gained comparable votes for
writing. Comments from participants who provided no specific preference raises the
significant aspect of contextual naturalness. Such feedback suggests that the exact same
physical system can be natural or not natural depending on the context. This view echoes
with the concept of ‘embodied interaction’ [39] and implies that naturalness is purely
an experience in human perception rather than a feature of system. The consequences
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of this assumption on systems design and development could be very substantial, but it
was out of our study’s scope to explore them deeper.

6 Conclusion

In this study we reviewed the foundational issues of the concept of NUI, and we were
able to define two possible interpretations for naturalness in the literature: innateness
and intuitiveness. These interpretations were found to lack empirical support. Hence, we
conducted an experimental study with the aim to compare these interpretations. Results
suggested that intuitiveness is a more relevant synonym and interpretation for natural-
ness. Results also suggested that natural interaction couldmark an experience rather than
the use of a specific system. These empirical findings have substantial consequences on
further NUI research. It indicates that using devices such as the Microsoft Kinect with
the claim that this practice characterises an application of NUI in a specific domain
(e.g., education) is no longer a legitimate approach for exploring natural interaction.
Alternatively, a firm understanding to justify the selection of devices should be sought
in the first place. Further, decoupling naturalness as an objective attribute of hardware
and characterising it as a subjectively perceived experience implies exploring new ways
for UI design, as discrete hardware modules could serve together to formulate a single
NUI. It can be concluded that the NUI marks a higher level of maturity within the field
of HCI rather than a specific genre of hardware. This maturity, however, was initially
triggered by the emergence of novel interaction technologies.

Acknowledgment. The first author would like to acknowledge and thank the Council for Aca-
demics At Risk (CARA) for their generous support to complete this study as a part of his PhD
research.
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Abstract. Recently, there has been an increasing interest in language-based inter-
actions with technology. Driven by the success of intelligent personal assistants,
the number of conversation-based interactions is growing in several domains. Nev-
ertheless, the literature highlights a lack of models specifically studied to analyse
communication blocks and the level of accessibility and acceptability by the user
that can characterise Human-Agent dialogue. This paper aims to learn how much
an agent can be accessible, howmuch the communication is understandable, and if
it brings to a successful conclusion by extending two knownmodels, the UTAUT2
and CEM. For both models, we defined new indicators to analyse communica-
bility, acceptability degrees and accessibility level using WCAG guidelines. We
designed two conversational agents to test our models and conducted preliminary
tests. A first agent is used to assist students in following remote digital courses, and
a second to help older people in their daily activities and to monitor the indexes of
active life defined to control the trend of older people’s physical-cognitive state.

Keywords: Conversational interfaces · Communicability · Acceptability ·
Accessibility · Evaluation methodology

1 Introduction

In recent years, conversation-based interaction is becoming apervasive technologyweav-
ing into our daily lives in ways we may not even be aware of. In various fields, including
education, healthcare, and security, the conversational interface makes interaction more
flexible and intelligent by enabling good communication between users and machines.
The so-called conversational agents can exploit natural language comprehension engines
to answer users’ questions like ahumanwould respond.NaturalLanguageUnderstanding
(NLU) is a component of Natural Language Processing (NLP), which aims to interpret
natural language, process its meaning, identify context and draw conclusions. Conver-
sation agents exploit these technologies to classify and recognise user intentions about
processing a specific request [1]. Despite progress in this field, Human-Agent commu-
nication can sometimes lead to an interruption or can be poorly received by the user for
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various reasons. This phenomenon occurs in several areas of Human-Computer Interac-
tion (HCI) and not only when communicating with a digital agent. Standardised study
models have been developed in traditional fields to analyse the degree of acceptability
and efficiency in communication. Two well-known examples are the “Unified Theory
of Acceptance and Use of Technology” version 2 (UTAUT2) model and the Commu-
nicability Evaluation Method (CEM). The first model aims to identify user behaviour
related to technological innovations [2–4], whereas the second focuses on evaluating the
quality of the dialogue between a user and the interface [5–7]. In contrast, studies are
missing in the field of conversational agent (CA) design. Studies that allow us to verify
CAs degree of acceptance by the user and their level of accessibility to enable their use
by anyone in any context. Furthermore, there is a lack of methods specifically studied
to analyse communication blocks that can characterise Human-Agent dialogue.

For this reason, in this paper, we want to explore how different types of users can
approach and evaluate conversational systems. To this end, we studied the CEMmethod
to identify the factors that lead users to abandon communication with a digital agent
(also named bot or chatbot). While exploiting the UTAUT2 model, we investigated
the predictors of acceptance, i.e. which factors can influence the acceptance of new
technology such as conversational agents. Both models have also been extended using
the accessibility guidelines of the WCAG 3.0 and 2.1 standards [8].

To test our models, we designed two chatbots. The first is thought to assist the
students in providing primary school students in Italy with digital courses about coding.
In this case, the goal is to evaluate how much our extended models can help assess
Agent-Human communication when native digital users are involved. A second bot has
been designed to act as an older people’s assistant, providing them with functionalities
to combat the typical sense of loneliness that can affect their quality of life. The agent’s
goal is to monitor the indexes of active life specifically defined to control the trend of
older people’s physical-cognitive state. Using this bot, we want to assess our models in
case the users are digital immigrants or users not very accustomed to technology, such
as older people, when they approach conversational systems.

According to these considerations, in the next Section, we present an overview of
relevant studies we used as a base for motivating the adoption of conversation agents in
our contexts of use. We also describe the bots we designed for our research. Section 3
presents the methods we defined by extending the UTAUT2 model and CEM method.
Then, Sect. 4 presents some preliminary results of tests carried out to evaluate how
our models are effective in assessing the level of communicability, accessibility and
acceptability of the agents. Finally, the last Section tracks some conclusions and future
works.

2 Conversation Agent Design

2.1 The Use of Conversational Agents in Education

The literature presents many studies regarding using chatbots in the educational domain
[9–11].According to the review [9], chatbots aremainly applied for teaching and learning
(66%). They promote rapid access to materials by students and faculty at any time and
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place [12, 13]. This strategy helps save time and maximise students’ learning abilities
and results [14], stimulating and involving them more in teaching work [15–17].

According to these studies, we designed an agent as part of a Learning Management
System (LMS) calledWhoTeach1,which aims to help educational institutions deliver and
create quality online courses. This LMS provides a variety of interaction possibilities
between teachers and students. One example is the possibility for teachers to assign
personalised courses according to work plans designed for individual students’ needs.
The chatbot can send reminders, monitor the educational progress and allow the students
to collect feedback at each lesson’s end. The idea is to enable the students to report any
problems to the teacher and ensure constant improvement in the quality of the educational
offer.

From an implementation point of view, we decided to build our chatbot using RASA
[18], an open-source framework for developing virtual assistants. For the user interface,
we decided to use a widget in React [19], an open-source JavaScript library, given its
high performance and simple application state management. The technological choices
allow us to ensure a smooth and efficient user experience so that it is possible to offer
students a precise and reliable resource for accessing online courses. Figure 1 shows a
set of examples of potential conversations. In Section A, the chatbot presents a reminder
about the time left to complete the courses in which the student is enrolled and buttons
for selecting the following desired action. Section B describes a situation where the
student selects the course she/he wants to follow. Finally, the dialogue in Section C is
used to collect the student’s evaluation of the attended lesson.

Fig. 1. The screenshots show potential conversations described in the text.

2.2 Conversational Agent for Active Ageing

The conversational agent we designed takes the name of Charlie. Charlie, implemented
using Google DialoFlow [20], acts as a medical advisor, friend and carer for autonomous

1 https://www.whoteach.it/ Last access: 2023–06-08.

https://www.whoteach.it/
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seniors living alone. We designed the final interface using Flutter [21], a framework for
integrating into a mobile app various chatbot operations.

To simplify interaction, Charlie provides limited choices that are easily understood
and accessible via themobile phone or tablet screen. The dialogues between are generally
of short duration to avoid tiring the user. Key features depicted in Fig. 2 include the
possibility of giving daily automatic notifications, healthy recommendations and offering
activity reminders about important events, such as the need to take medicine. Charlie
can also present news, weather forecast, or different forms of entertainment, including a
memory-based game and quizzes. Another feature includes active listening to help older
people improve their mood. The users indicate their thoughts, and then the assistant
asks for information regarding their emotional situation. Through telling a story, Charlie
establishes a pretext to communicate with the user and ask for information to develop a
conversation. This functionality allows the users to consider Charlie in a friendly way,
pushing them to confide and express themselves without worrying about communicating
with artificial intelligence.

Fig. 2. Image A presents an example of daily notifications that can be provided to the user. Image
B offers interesting news. In image C, the user can select the topic of questions for the quiz. In
image D, Charlie asks if the user needs help remembering something and helps her/him fix a
timetable. In the image, E Charlies asks the user about her/him mood. Finally, image F shows an
example of a self-compassion strategy.

3 Evaluation of Acceptance, Communicability and Accessibility

Several studies, such as [22, 23], describe how people can successfully experience the
bots in terms of satisfaction, engagement, and trust. Despite the rapid progress in improv-
ing the development of conversational agents, to our knowledge, there is a lack of stan-
dards for studying their degree of acceptance and accessibility, as well as models for
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studying communication blocks that can affect proper communication between the bot
and the end user.

To this end, we analysed and extended the Unified Theory of Acceptance and
Use of Technology (UTAUT2) model and the Communicability Evaluation Method
(CEM). Our models aim to investigate how much the agent is accessible, how much the
communication is understandable, and if it brings to a successful conclusion.

TheUnified Theory of Acceptance andUse of Technology (UTAUT)model has been
tested extensively in various fields and promises to be an excellent tool for analysing
users’ acceptance of new technology [24–27]. The UTAUT presents several significant
constructs to determine the user’s acceptance and intent to use new technology. Perfor-
mance Expectancy (PE) measures how much an individual considers a valuable system
for improving performance. Effort Expectancy (EE) measures how easy a system is to
use. Social Influence (SI) measures the influence of colleagues, relatives or friends on
the intention to use new technology. Finally, Facilitating Conditions (FC) measure how
much external aid can facilitate the adoption and use of the system.

According to the results of other works [3, 4], we decided to integrate new con-
structs to investigate the acceptability level of a chatbot. Hedonic Motivation (HM)
measures the degree of appreciation of the system by users. Habit (H) estimates how
much experience and the habit of using new technology can be helpful in its more con-
crete acceptance. And finally, Trust (T) that measures how much trust in the chatbot can
affect its acceptance and future use. As far as accessibility is concerned, analysing the
WCAG guidelines, we integrated other specific constructs into the model. The Perceiv-
ability (P) evaluates the clarity of the proposed functions and interfaces. The Operability
(O) determines howmuch the operations are accessible. The Understandability (U) aims
to study if the information is easily understood. As depicted in Fig. 3, each construct
is related to other constructs specifying the hypotheses we need to study. For example,
Hypothesis 1 (H1) links PE to Behavioural Intention (BI) for evaluating how much the
performance expectancy positively affects the user’s intention to use the digital assistant.
For a complete description of the hypotheses, refer to [2–4].

To study the level of communicability, we need to analyse the dialogue between the
agent and a user by adopting a semiotic technique. In our study, we adopted De Souza’s
CEM (Communicability Evaluation Method) [5–7]. In detail, the CEM tests identify all
communicability breakdowns in the user’s interaction using specific tags. Traditional
tags ([5–7] present detailed descriptions of them) cannot detect and map all dialogue
interruptions affecting conversational agent communication. In this regard, we defined
new tags to describe the substantial difference between running a conversation flowwith
a virtual agent and running an interaction with a website or mobile application.

The tag “Too much information!” happens when a user provides too complex and
lengthy content. The tag “Too many questions!” is used when a user simultaneously
asks two or more questions to a virtual agent. The tag “Why did it not understand?”
indicates that the user has not understood the bot’s reply. The tag “But doesn’t this exist?”
highlights that the user is looking for the bot’s functionality that does not exist. Finally,
with the tag “I don’t understand you!” we specify that the interruption of communication
is due to a misunderstanding by the agent of what the user said.
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Fig. 3. Hypotheses schema. Each arrow represents a hypothesis that measures how much a con-
struct can affect the validation of the other. The green and blue constructs investigate the accept-
ability and accessibility perceived by the users of a chatbot. For example, H8b, linking P to EE,
measures how much the degree of the perceivability of the chatbot can influence how much the
user considers it easy to use.

To study howgood communication skills can affect the degree of accessibility of bots,
we introduced additional tags to identify the causes that prevent the user from operating
efficiently within the system. Based on the guidelines indicated by WCAG, we can
extrapolatewhich are the problematic elements and therefore elaborate the followingnew
tags. The tag “It’s hard to read.“ highlights a communication block that occurswhen users
face a text that is difficult to read. The tag “I already know this!” appears in cases where
the bot provides redundant information or does not realise that it has already proposed a
similar discussion to the user. Table 1 shows the complete set of thirteen basic possible
expressions of communicability (tags) modified to fit the dialogue breakdowns that
characterise a Chatbot-Human interaction, to which we added the previously explained
tags for investigating chatbot-user communication and accessibility issues.

Table 1. Main Tags and meanings of the communication failures. Adapted from [5–7].

Tag The user’s behaviour demonstrates that…

“I give up.” She abandons the communication

“Looks fine to me.” She does not realise she has failed

“Thanks, but no, thanks.” She prefers to act differently wrt the bot suggests

“I can do otherwise.” Not understanding the bot, she acts as she sees fit

“Where is it?” She does not see the interaction cues to use

“What happened?” She does not understand what the bot is telling her

(continued)
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Table 1. (continued)

Tag The user’s behaviour demonstrates that…

“What now?” She does not know what to do at the moment

“Where am I?” She performs an action that does not fit the context

“Oops!” She realises she has performed a wrong actions

“I can’t do it this way.” After a long interaction, she realises she has taken a wrong path

“What is this?” She tries to understand communication with difficulties

“Help!” She asks the bot for help

“Why doesn’t it?” She tries to understand what has gone wrong and repeats the
dialogue

4 A Validation for the Proposed Models

To test our models, we conducted two initial assessments of our chatbot. The final
objective was to validate the models and understand how they can be used for assessing
conversation agents’ level of acceptability, accessibility and communicability skills.

The first test was carried out on the chatbot in the education field. The goal was to
test the traditional UTAUT2 and CEM models and how to extend them for evaluating
chatbot communicability and accessibility levels. Twenty-six students of the Computer
Science Department of the University of Milano participated in the evaluation. The
participants were between 23 and 26 years of age (58% males and 42% females) and
were enrolled to simulate primary school students who had to attend a class about the
basic notions of coding. We intended to involve university students and not real students
in primary school to investigate how traditional UTAUT and CEM models can allow us
to evaluate the communicability skills and accessibility aspects of using a chatbot. These
university students attended the HCI course, during which they investigated accessibility
and usability themes. During the lectures, students could use the chatbot and discuss the
traditional UTAUT and CEM models. These discussions drove us to redesign these
models to integrate new constructs (the T, HM, H, P, O and U constructs in Fig. 3)
and new tags related to studying the chatbot communicability level and its accessibility
degree.

Then we tested these new models by using the second chatbot. In this case, we
involved 7 participants aged 60 through 70 (3 males and 4 females) recruited thanks
to the collaboration with doctors of the ASST (Azienda Socio Sanitaria Territoriale -
Territorial Socio-Health Company) of Crema (Italy). The testers lived in pairs or alone
and had a pretty good inclination to use technology (all had a smartphone and used it
to chat, see videos on YouTube, and browse the Web). To the question, “Have you ever
used a chatbot (such as Google Home or Amazon Alexa)?” almost all answered “No,”
(5 people). Therefore, only two testers have ever tried to use services offered by chatbots
in the past. Then, we asked testers to interact with the agents daily in their homes for a
week. After signing a document for informed consent, we provide users with indications
about the modality of the test, its goals and information collection instructions.
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This second test aimed to evaluate a chatbot in fragile conditions, such as the one
that sees older people using new technologies. At this stage, we did not involve users
with a disability but aged adults who highlight difficulties when interacting with digital
user interfaces. Another goal was to analyse if the extensions of the UTAUT and CEM
models discussed with our students can be applied in real scenarios.

First, we asked the participants to check the possible presence of the tags described
in our CEM model (including the additional tags for communicability and accessibil-
ity analysis) during their first interactions with the agent. At the end of the indicated
period, we asked them to fill in the questionnaire developed to evaluate the hypotheses
of the extended UTAUT2 model. The results of the UTAUT2 questionnaire highlighted
good outcomes for all the classical constructs. We obtained reasonable indications for
assessing the new constructs too.

By analysing the UTAUT2 results and after we interviewed the participants, one of
the main problems we checked was the lack of precise indications on which functions
the agent could offer. The “Understandability” construct also scored low, with a mean of
2.28. The ability to express the agent’s functionalities and how to access them should be a
prerogative when proposing a new technology to an audience not accustomed to using it.
Instead, from theCEMstudy results,we identified that themost reported tagswere “I give
up.” with 57.14% and “Where is it?”with 42.86%.Many people have highlighted a sense
of frustration by the lack of technical knowledge and the unclear directions provided by
Charlie. Other frequent tags were “What now?” and “What happened?” bothwith a value
of 28.57%. In some cases, users were not sure if they had succeeded in accomplishing
what they wanted to do, and they felt disoriented. Next, we find the tags “Why did it not
understand?”, “I don’t understand you!” and “What is this?” with 14.29%. This value
indicates that sometimes there is poor understanding in both directions during the User-
Agent conversation. From this, we can deduce that the issues regarding accessibility
mainly concern understanding, while in general, there is little support regarding the
orientation in using the agent.

Having detected these difficulties at the communicability and accessibility level
demonstrates how our extended UTAUT and CEM models can be helpful solutions for
investigating these problems when evaluating conversational agent-user interactions.

Nevertheless, we know the main limitations, well-known in the literature [25, 26],
that affect our analysis. Firstly, the sample size of participants in our test. Secondly, we
cannot present statistical confirmation and validation about the reliability of the collected
data. Thirdly, the design of the dialogues did not focus on psychological studies about
the regard words to use or the proper methods of interaction that better fit with the senior
user’s expectations. Finally, the agent’s implementation lacks direct user involvement
in requirement definition and design. Nevertheless, these preliminary tests allowed us
to specify better and tune our models to verify the communicability skills of our agents
and their acceptance degree by the user and their level of accessibility to enable their
use by anyone in any context.



380 S. Valtolina et al.

5 Conclusions and Future Works

This preliminary study investigates the user’s experiences when interacting with a new
technology, such as a digital agent, designed to assist and entertain users in their working
activities and daily routines. To this aim, we created two conversational agents specifi-
cally studied to assist students in following remote digital courses and older people in
combating the typical sense of loneliness, which affects their quality of life. In the design
of the agents, particular attention has been paid to usability and accessibility aspects.
Given the lack of methods to investigate these problems, we have defined two models
to study Human-Chatbot interactions better.

In a preliminary test with students of the University of Milano who worked on a
chatbot for education, we investigated the communicability aspects that an agent has to
present and the proper level of accessibility and acceptability of its main functionalities.
Thanks to the result of this test, we extended two models, the UTAUT2 and CEM. The
first one allows us to study the attitude, acceptance, pleasure and utility of using a set of
specific functionalities mediated by an agent. The second helps evaluate the quality of
the dialogue between a user and the bot. By involving older people recruited by doctors
of ASST (Azienda Socio Sanitaria Territoriale - Territorial Socio-Health Company) of
Crema (Italy), we conducted a qualitative study using Charlie; the agent used to assist
older people.

The results of this test highlight howchatbot-user interactions for older people present
some barriers both at the communication level and concerning accessibility. Simultane-
ously, we can claim how our extended UTAUT and CEM models can represent helpful
strategies for evaluating interactions with chatbots for investigating their level of com-
municability and accessibility. Unfortunately, these tests are still to be carried out due
to the current final stage of the COVID-19 pandemic. Still, we are currently in contact
with educational agencies and health assistance residences that we can involve in further
studies.
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Abstract. Due to their abundance of sensors, today’s smartphones can
act as a scientific tool to collect contextual information on users’ emo-
tional, social, and physical behaviour. With the continuously growing
amount of data that can be unobtrusively extracted from smartphones,
mood-tracking and inference methods have become more feasible. How-
ever, this does raise critical implications for end-users, including accessi-
bility and privacy. Following a structured selection process, we reviewed
32 papers from the ACM Digital Library on mood inference and tracking
using smartphones. We conducted an in-depth analysis of used sensors,
platform and accessibility, study designs, privacy, self-reporting methods,
and accuracy. Based on our analysis, we provide a detailed discussion
of the opportunities for research and practice that arise from our find-
ings and outline recommendations for future research within the area of
smartphone-based mood tracking and inference.

Keywords: Mood tracking · Mood inference · Smartphones

1 Introduction

Our mood has a profound impact on our physical and mental health, as well as
our financial, educational, and social well-being [38]. Often, mood and emotion
are falsely seen as synonymous. But while there exist many similarities and corre-
lations between mood and emotion [77], they are not identical. Beedie et al. [12]
reviewed 65 papers to identify differences between the two. The authors found
that 62% of the articles identified duration, 41% intentionality, 31% cause and
consequences, and 18% identified function as key distinctive factors. This sug-
gests that while emotion can contribute to mood, mood is more intentional and
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present for a longer duration. Consequently, mood issues can lead to more long-
lasting consequences, which is clearly demonstrated via the correlation between
mood instability, low mood, and psychiatric issues [71].

Mood tracking and inference applications are more ubiquitous than ever
before. As of 2022, 83.32% of the world population owns a sensor-rich smart-
phone [9]. In 2021, two out of three teenagers and young adults reported that
they had previously used a mental health application [76]. According to Caldeira
et al. [22], users of publicly available mood tracking and inference apps use them
to (1) learn about their idiosyncratic mood patterns, (2) improve their mood,
and (3) monitor and manage mental illness. These apps are also often used to
track and manage stress [22]. Negative mental health outcomes can be mitigated
by such applications, as they provide a tool for increasing self-awareness and
enabling early interventions [23].

In this paper, we report on a systematic literature review of the existing
ACM literature focusing on tracking and inferring user mood using smartphones.
Based on this, we provide an in-depth analysis of used sensors, technology, study
methods, privacy details, self-reporting methods, and accuracy. Additionally, we
present a quantitative analysis of commonly used sensors for passive mood track-
ing. We put additional focus on the accessibility of each method according to its
availability on different smartphone OSs and external device requirements. We
then review study details, quantifying and comparing age, gender split, partic-
ipation rates, participation rewards, duration, socioeconomic background, and
more. Given the limited number of literature reviews within the domain of mood
tracking using smart devices [60] and the rapid developments in this field, our
work provides an up-to-date overview of how mood tracking is performed and
addressed in HCI user studies, particularly using smartphones. Prior literature
points to the variety of mood detection systems, including self-reported data,
speech, facial recognition, mobile phone usage patterns, and physiological sig-
nals, with the authors focusing primarily on the accuracy and usability within
each of them [60]. We extend this prior work by adding a novel analysis of the
critical and increasingly important privacy and accessibility considerations, as
well as sensor prevalence. We then discuss our results with reference to the rele-
vant literature, providing implications for future studies in the area concerning
self-report methods, sensor choices, platforms, accessibility, and privacy consid-
erations. To summarise, the contribution of our work is as follows.

1. We provide an overview of related work in the field of Mood tracking and
Inference, including what its current state looks like and how it arrived there.

2. We then outline our method for the literature review, including database
choice, search query, and table creation. We provide a summarised version of
the analysed data in a table summarising the key metrics.

3. Key metrics across each study are then quantified in a uniform fashion before
being compared and contrasted within the results section.

4. Based on inferences gained from our findings, we provide recommendations
for future studies in this domain.
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2 Related Work

In the following, we provide insights into the state-of-the-art research on the
importance of mood tracking using smartphones and methods and sensors com-
monly used in assessing mood.

2.1 Importance of Mood Assessment

Mood reflects a key component of our health. Hence, tracking, understanding,
and interpreting our moods gives us a greater sense of power and control over our
lives. Considering clinical application, the capability to track mood helps people
identify and mitigate psychiatric disorders [75]. For instance, mood instability is
a key diagnostic criterion for bipolar disorder [4]. It is also heavily related to other
mental health disorders and is a precursor behind undesirable clinical outcomes,
such as borderline personality disorder, bipolar disorder, and depression [71].
Similarly, affective states which are consistently negative have been reported to
be linked to the propensity of developing depressive disorders [21]. The impacts
of unmediated psychiatric health states are far-reaching, including high school
drop-out [49], divorce rates [50], and early parenthood [48].

Additionally, mood significantly influences our cognition, sociability, and pro-
ductivity. For instance, Mitchell and Phillips [66] showed that small mood fluctu-
ations could significantly impact neural activation and cognition, with implica-
tions for our memory and thinking. Bower [19] showed how different mood states
can trigger associated memories and experiences and influence our perception
and judgement. In a review of consumer behaviour, Gardner [35] mentioned how
people in good moods are more likely to care about their future and attempt new
things. In their research, Lyubomirsky et al. [63] found that long-term positive
affective states (‘happiness’) correlate with numerous behaviours often under-
stood as synonymous with success.

Toegel et al. [90] mentioned how managers that exhibit strong self-monitoring
and positive affect disposition are more likely to provide emotional support to
others in the workplace. Carlson et al. [26] demonstrated how positive mood can
increase ‘helpfulness’, among other factors. In the same paradigm, George [36]
demonstrated how a positive mood at work is associated with higher sociability
& greater sales performance.

The multidimensional impact by which mood influences our daily lives is
also demonstrated by the versatility of mood inference and tracking tools. For
patients with illnesses such as bipolar disorder or depression, maintaining a
stable mood is a goal that can be aided by such tools [69,86,96]. Calear and
Christensen [23] found that the negative effects of depression can be mitigated
when the symptoms are identified early. Wang et al. [95] implemented a sys-
tem to track depression in workers, finding that interventions could lower their
depression scores and significantly improve job retention. For those with stress
disorders, the focus is mainly on identifying stress, its triggers, and mitigating its
intensity [17,28]. For a broader public, mood-tracking applications bring benefits
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such as enhancing general mood awareness [33], highlighting the importance and
foreseeable benefits of mood monitoring.

2.2 Mood Inference

Many different approaches exist within the inference domain. The most com-
mon approach towards inferring mood is quantifying affective states proposed
in Russel’s circumplex model Russell [79]. As do moods, affective states can
have drastic impacts on behaviour, cognition, perception, and reflexes [78]. At
the core of any mood event is a ‘core affect’, representing a feeling of ‘good’ or
‘bad’, ‘energised’, or ‘enervated’. Users can report their mood using a 2D grid
expressing valence (positive or negative affect) on the x-axis and arousal (inten-
sity) on the y-axis. Other common measures of mood include self-report tools,
such as the ‘Patient Health Questionnaire’ (PHQ) score [53], ‘Patient Activation
Measure’ (PAM) [44] and ‘Positive and Negative Affect Schedule’ (PANAS) [97].

While some methods rely purely on self-reporting as a ‘tracker’, most methods
rely on self-reporting to establish ground truths. Recently, passive sensor data
and machine learning (ML) models have been employed to correlate various
activities with self-reported mood states [102]. From here, current mood can
be inferred, and future moods can be predicted, with predictive strength being
dependent on the sensor data used and the accuracy of the model.

There is a low amount of review literature within the domain of mood track-
ing and inference using smartphones. One example is a survey by Lietz et al. [60],
investigating different types of mood detection systems using different modali-
ties, such as self-reports, speech, facial recognition, mobile phone usage patterns,
and physiological signals. Lietz et al. [60] provide several robust analyses regard-
ing the efficacy of different mood inference input modes. However, their overview
does not consider specialised sub-categories (e.g., systems that use online social
networks as a data source). Further, complementary to the review by Lietz et al.
[60], we consider study details, technology types, and a series of other metrics
to review mood-inference literature.

2.3 Mood Tracking on Smart Devices

Tracking and inferring mood is not a new concept; however, it was previously
limited by the requirement for (1) pen-and-paper reporting and (2) psychologists’
analysis of the data [102]. As smartphones have become our constant compan-
ions and are equipped with many sensors, they can be an almost completely
unobtrusive tool to assess and monitor users’ moods. Recent global events, such
the self-isolation caused by the COVID-19 pandemic, demonstrated a need for
unobtrusive mood tracking that enables constant monitoring of users’ emotional
states to support their mental well-being.

Recently, a myriad of studies have digitalised traditional pen-and-paper
reporting methods and (partly) introduced them into the mobile domain [87].
Khue et al. [51] highlighted the benefits of mobile technology as enabling mood
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assessment in more naturalistic settings outside the lab, where data can be col-
lected more longitudinally and in situ across a variety of scenarios. According
to Khue et al. [51], 83% of their 48 participants preferred mobile scales to pen-
and-paper scales. The wide adoption of smart devices, integration of clinical
methods, and the development of predictive ML models have accelerated the
efficacy of mobile methods. For instance, Chan et al. [27] showed how mobile
self-reporting is statistically significant with other clinical tools and thus is a
valid means of assessing mania and depression symptoms in bipolar patients.
More experimental methods use smartphones to passively read affect values off
of users’ faces [88]. While facial expressions have been disputed as sole sources
for affect inference [11], multi-sensory approaches to capture emotion, affect, and
mood inference provide promising avenues [103].

However, some challenges do exist in the ubiquitous computing domain.
Mehrotra et al. [65] explained how receiving high-quality ESM data is challeng-
ing due to respondents not answering honestly or ESM prompts being ignored as
they are too frequent and cumbersome. Further, Lee et al. [57] stated that 66% of
users that downloaded mood-tracking apps only reported their mood once. Users
are also more likely to report mood when it is positive and ignore reporting when
in negative mood states [82]. Looking at users that report depression, Depp et
al. [30] found that compliance rates were significantly lower for mobile phone
reporting compared to pen-and-paper reporting. On the other hand, mobile
reporting was able to capture variability and concurrent validity to a greater
standard when quantifying affect indicators. Van der Watt et al. [98] showed
how depressed patients are willing to use mobile phones to track and assess
their mood states. However, without distant support, it may be difficult to miti-
gate adverse mental health outcomes. On the balance of the evidence, challenges
do exist adapting this traditionally formal process into a casual mobile environ-
ment. Despite this, the potential benefits make this a rational domain for future
research and development [89].

Usage of Sensors for Mood Tracking. In the context of sensor-based mood
tracking, it is important to explore the sensors utilised in previous studies and
highlight the existing techniques and approaches to provide a comprehensive
overview of the existing literature and methodologies employed in the field.

The microphone and accelerometer sensors are ubiquitous and allow for the
accurate construction of predictive features based on pertinent real-world infor-
mation. For instance, Spathis et al. [85] hypothesised that mood is heavily influ-
enced by our activity, environment, and surrounding noise levels. By using the
microphone and accelerometer, Spathis et al. [85] were able to collect insights
into these three factors, classifying users as ‘relaxed’ or not with 74% accuracy.
Further, Servia-RodrÍguez et al. [83] collected the microphone and accelerometer
data of 1,556 and 1,656 users respectively, as well as the call/text log of 8,247
users. Their empirical analysis found that the accelerometer and microphone
presented a higher significant correlation with user mood than text/phone logs.
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While microphones and accelerometers are considered useful sensor choices
for mood prediction, the manner in which they are used and the information
derived from them varies between studies. With respect to microphones, a sig-
nificant reason for their varied usage is due to the privacy concerns that arise
from recording and storing microphone data [54]. While Spathis et al. [85] and
Bachmann et al. [6] used snippets of amplitude data from the recordings, Zhang
et al. [105] extracted the mean, variance, and noise-to-silence ratio of snippets.
A common element of all these studies is their use of microphones to infer con-
textual information about its user.

Conversely, Wang et al. [96] used the microphone in a less general manner
by letting it operate continuously. While this raised privacy concerns, data was
obfuscated, and the microphone proved highly effective for detecting unique/non-
unique conversations and thus quantifying levels of social interaction. Chang
et al. [28] also used the microphone but focused on the extraction of speech-
related features (e.g., mean, SD, pitch and others). The study demonstrates
the predictive power of the microphone sensor with 75% accuracy on two-class
emotion classification and 84% accuracy in identifying stressful situations. A
similar study by Lu et al. [62] use acoustic features from the microphone to
detect stress with 81% accuracy indoors and 76% accuracy outdoors. These
examples highlight the wide variety of data and insights that can be obtained
using the microphone sensor.

While the general use of microphones has been to infer environment, social,
and speech data, all but one study using the accelerometer aimed to track phys-
ical activity levels. The exception was [25], where the accelerometer was used to
track how users were holding their phones when typing. Most studies use the
accelerometer to infer physical activity levels, making it a widely adopted data
probe for this purpose [101]. However, data can be challenging to model due
to errors i.e., the cross-axis effect and non-linearity of data [3]. Nevertheless, if
the accelerometer can be leveraged effectively to capture physical activity levels,
mood prediction becomes more accurate overall. This is because a significant
correlation exists between physical activity, health, and general well-being [72].

3 Method

The following section outlines the methodology followed to identify and sum-
marise a final set of 36 studies used for our literature review. This includes the
choice of the database, construction of the search query, and filtering of results.

3.1 Database Choice

We conducted a literature review on studies that propose mood-tracking and
inference systems using smart devices. Our focus pertained to digital mood track-
ing and inference systems in Human-Computer Interaction (HCI). To obtain
a broad overview, we conducted our search in the Association for Computing
Machinery’s Digital Library (ACM DL). While this means that work published
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in non-ACM venues is not included in our review, we argue that the ACM DL
provides a comprehensive representation of HCI venues.

3.2 Search Query

To generate a reasonably sized set of works, the following search query was used:
‘[[Title: mobile phone mood] OR [Title: mobile phone mood inference] OR [Title:
mobile phone mood tracking] OR [Title: mobile mood tracking]] AND [Fulltext:
mood]’. Due to the significant developments in mobile-device technology, we only
considered articles from 2010 onwards. The search query returned 216 results,
all of which were manually analysed. Papers were excluded from our analysis if
they did not offer a mood tracking or inference system or if their system was not
applicable to mobile-device usage. Based on these criteria, we retained 32 papers
out of 204 for further analysis. The median year of these papers’ publication was
2017, and the set included a total of 36 studies. While we note that our scope
could be limited to the results of this search and it is possible some papers were
not included in our sample, our chosen keywords provided an extensive tailored
search space.

3.3 Metric Analysis

A set of 32 papers was transcribed into a table matrix, with each row represent-
ing a paper and each column representing a metric. Some papers had multiple
studies, resulting in two rows per paper. Initially, metrics for accuracy, usabil-
ity, privacy, and study design were proposed. After analyzing 10–15 papers with
these metrics, they were refined and split into more quantitative metrics for fur-
ther analysis. The final set of metrics included sensor types, number of sensors
used, passive tracking, feature extraction, self-reporting methods, accessibility
details, usability details, privacy details, and study details. We carefully anal-
ysed each paper, extracting relevant information into a spreadsheet. In total, we
recorded 38 metrics per paper, encompassing both qualitative and quantitative
data. Tables 2, 3, 4, 5 and 6 provide a summary of these metrics, excluding qual-
itative metrics due to space limitations, although they are used in subsequent
analyses.

4 Results

A total of 36 studies originating from 32 papers were analysed with respect to
sensor details, study details, technology details, privacy details, and Experience
Sampling Method (ESM) strategy. For the sake of analysis, only papers that
included a formal study were included below. The resulting data is outlined
below with subsequent discussion included in the following section.
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4.1 Sensors and Phone Use

We began by compiling the number of smart device sensors employed within
each paper. From here, it was found that 22 out of 36 studies (61%) used at
least one type of sensor to derive passive mood predictions. A total of 16 studies
(44%) used two or more, 12 (33%) used three or more, and nine (25%) used four
or more. The papers that used the greatest number of sensors were [69,96] with
12, both making use of the StudentLife system [96]. Conversely, there were 10
papers that made use of just one sensor. Of the studies that used at least one
sensor (N = 22), the average number of sensors used was four and the median
was three. The two most commonly used sensors are the accelerometer (12) and
microphone (12). This is closely followed by application usage (10), SMS/Call
info (9), Wi-Fi sensor (9), and GPS (8). Additionally, the light sensor was used
in six studies, a screen on-off in five studies, Bluetooth in four studies, a calendar
in two studies, and a keyboard in two studies. Of the 12 studies used activity
tracking, four studies (33%) tracked activity via a physiological sensor (e.g.,
smartwatch). The remaining eight studies (67%) tracked activity using phone-
only sensors i.e., accelerometer or GPS.

Feature selection is a complex process that involves carefully analysing
and selecting the data that gets input into predictive models. An explicit feature
selection process has important implications for future studies that incorporate
predictive machine learning models. Hence, the proportion of studies that high-
lighted a feature selection process was outlined. Of the 36 studies, 27 (76.3%)
were explicit about having a feature selection process. The nine studies that
did not include a feature selection process did not contain any passive tracking
components.

4.2 Study Design

Our analysis of the study design included the average number of participants,
socioeconomic background of participants, type of study, gender balance, age
of participants, duration of the study, participant rewards, and the number of
studies per paper. Across 36 studies that reported participant information, the
average number of participants was 1,483. However, this figure is skewed by a
few studies that used large data sets compiled from general public app usage.
We, therefore also report the median number of participants being 34.

Our analysis determined that 42% of the studies conducted had 0–25 partic-
ipants. 17% of studies employed 26–50 participants, and another 17% employed
51–100 participants. It is worth noting that 75% of all studies employed between
0 and 100 participants. Conversely, 11% of studies employed between 101–500
participants, and 14% of studies employed over 1000 participants. Of the five
studies that included over 1,000 participants, four studies leveraged back-end
access to public applications to compile participant data. The other study oper-
ated on public Twitter data via API scraping. The study with the largest par-
ticipant cohort was by Servia-Rodríguez et al. [83] with 18,000 participants. The
study with the least participants was by Lietz et al. [59] with two participants.
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Each study was categorised as an ‘in-the-wild’ or a ‘lab’ study. Out of 36
studies, 29 (81%) were conducted in-the-wild, 6 (17%) were conducted in a lab-
oratory setting and one study did not specify. Out of 32 papers, four (10%)
papers contained multiple studies. Furthermore, 31 of 36 studies (86%) were
explicit about the duration of their study. For the purpose of analysis, the study
duration was split into bins of 1 day, 3–4 days, 11–14 days, 4 weeks, 5–6 weeks,
8 weeks, 18–28 weeks, 36 weeks, 52 weeks, and greater than 52 weeks.

Demography. Out of 36 studies, 21 (57.9%) explicitly reported on the
socioeconomic background of their participants. An additional seven studies
were identified as ‘Random Mixed’ due to operating on usage data from a public
application or online social network (OSN). This meant that the socioeconomic
background of participants could be inferred within 28 (78%) studies. From here,
we identified the societal group which was targeted most amongst the study set
– university students. A summary of this information is provided in Table 1.

The next study parameter that was analysed was the distribution of gen-
der. Of the 36 applicable studies, 18 (50%) studies reported the distribution of
gender by identifying the number of male and female participants. An additional
six (33%) studies were identified as ‘Random Mixed’ due to operating on large
data sets compiled from public app usage or OSN activity. One study operated
on a large data set, however, specified that their application was targeted mostly
towards women (no specific proportion given) [18]. For the sake of analysis, only
the studies that reported their gender split were considered.

The next stage of analysis involved assessing the average number of female
and male participants across the set of applicable studies. Among the 18 stud-
ies that reported gender as a male/female split, study participants were 49.2%
female on average, with males making up 50.8%. Four of the 18 studies (22%)
had under 35% female participation. At an aggregate level, half of the studies
that reported gender had under 46% female representation. Conversely, three of
the 18 studies (17%) had under 35% male participation. One additional study
had under 46% male representation. As an aggregate, 22% of the studies that
reported gender had under 46% male representation.

4.3 Mobile Technology

A total of 36 studies were analysed with respect to the type of phone OS that
was used as well as the type of smart device (s) required. With implications for
accessibility, we then analysed the proportion of mood inference applications
that were ‘Android only’, ‘iPhone only’, or available on all smartphones. From
36 studies, 30 (83%) provided details about which phone type the proposed
application could be run on. From here, results were placed into categories based
on the most commonly used phone types.

From our analysis, we can observe a significant split in the distribution of
application offerings per phone type, with a clear preference for Android. 20 of
these 30 studies (66%) that reported OS details used an application that was
only accessible via Android OS. Conversely, two studies (7%) used an application
that was only available via iOS. From here, a clear history for an application
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offering to cater to one phone type is identified. Only six studies (20%) offer
options on both Android/iOS and only two studies (5.9%) use software that can
be used on all smartphones Chang et al. [28].

Acknowledging additional implications for accessibility, the next stage of
analysis pertained to whether the study required: (1) Phone only, (2) Phone
+ Wearable, (3) Phone + OSN, (4) Wearable only or (5) OSN only. All 36
applicable studies reported details about the required technologies.

Our analysis demonstrates that 25 of 36 studies (69%) required only a smart-
phone as a single data source. This adds further evidence to the convenience and
accessibility of harnessing the phone and its sensors for mood inference goals.
Conversely, two studies used a wearable smart device as their primary source
of data, with an additional two studies leveraging online social network data
as their single source. While 29 studies (81%) used a single source of data, the
remainder used a combination of the aforementioned data sources. Four studies
(11%) required a wearable sensor in addition to a smartphone. A further four
studies (11%) required a smartphone and active online social network presence.
It must also be noted that one study [8] required an external LCD screen in
addition to a phone.

4.4 Privacy

With most studies reporting on the usage, storage, and analysis of sensitive
personal data, privacy is an important consideration. We began by assessing the
studies’ privacy-related practices according to the below criteria.

With each study operating on personal data, we first considered whether they
employed any privacy-preserving methodology. A majority of 27 (75%) out of 36
studies address privacy concerns by either hashing or encrypting personal data,
recording microphone amplitudes rather than raw data, using non-GPS location
measures, categorising idiosyncratic data (e.g., app usage), using public data, or
hosting data locally or in highly secure environments. Conversely, 9 (25%) studies
do not mention that they perform any of the aforementioned privacy-preserving
procedures.

4.5 Self-reporting

The papers were analysed with regard to their usage of Experience Sampling
Methods (ESM)/Ecological Momentary Assessment (EMA, used interchange-
ably). Our analysis extended towards the proportion of studies that used ESM
approaches, ESM, and passive tracking approaches, as well as passive tracking
only. From 36 applicable studies, 9 (25%) used some form of experience sampling
to derive self-reported mood data from their participants while not employing
any passive mood-tracking capabilities. We found that 21 (58%) studies used
ESM and passive tracking with at least one sensor. Finally, six (17%) of the
studies purely relied on passive tracking to infer mood. A total of 24 studies
explicitly reported how often they prompted users to report their mood. Table 1
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outlines the frequency of daily mood input and the number of corresponding
studies.

From the 30 studies that employed mood scales and logging, 15 (50%) utilised
the Affect Grid based on Russel’s Circumplex Model of Affect [79]. Other strate-
gies include PAM [44] as used in four (13.33%) studies, a valence-only mood
scales as used in four (13.33%) studies, PANAS [97] as used in three (10%)
studies, Ekman’s discrete category mood model as used in two (6.67%) studies,
SAM [20] as used in one (3.33%) study, SPANE [32] as used in one (3.33%)
study, AffectButton as used in one (3.33%) study, Mood category categorisation
as used in one (3.33%) study, EPDS as used in one (3.33%) study, and a 2-item
assessment of positive/negative activation created as used in one (3.33%) study.
It is important to note that AffectButton, PANAS, PAM, and SAM methods
are derived from the Circumplex Model of Affect. Additionally, scales i.e., PHQ
score [53] and GAD-7 were used in four (13.33%) studies respectively.

5 Discussion

5.1 Mood Inference

Self Reports. Perhaps the most valuable piece of information amongst mood
inference strategies is the output derived from user mood reporting. This output
can be placed into a timeline such that it can be viewed empirically over time, or
directed into an ML model to predict future moods. As mood tracking has moved
into the digital domain, mood assessment has moved from relying on self-reports
collected in clinical settings to focusing on experience sampling. This has been an
effective strategy as ESMs are able to limit recall bias, which is highly prevalent
in clinical settings [84]. Further, ESMs also facilitate the analysis of micro-events
that drive real-world behaviours [13]. This means that context-dependent events
that trigger mood changes can be quantified.

While collecting context-dependent participant data in real-time has signifi-
cant advantages, participant non-compliance can quickly downplay these advan-
tages. With multiple inputs usually required per day, and some inputs taking
excessive amounts of time, this process is often burdensome to users. As a result,
the compliance rates are generally substandard [99].

Across 24 studies that used mobile ESMs, compliance reduced from 91.7% to
77.4% as prompting frequency grew from 2–3 times to 4–5 times per day [14,99].
On average, similar rates of compliance exist in our study set. Of 24 studies that
required daily mood reporting, 18 (50%) studies required 1–3 mood reports per
day, four (11%) studies required 4 per day and two studies (6%) required 12
per day. Of the studies that required 1–3 mood inputs per day, compliance rates
were higher than expected.

However, key variances were identified according to idiosyncratic study pro-
cesses. Khue et al. [51] was able to achieve a 98% compliance rate prompting 2x
per day. Li and Sano [58] had a 93.7% compliance rate prompting 1x per day
with 3 short 0–100 scale inputs for mood, health, and stress. Lee et al. [56] moni-
tored 36 participants and received a compliance rate of 88% prompting once per
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day using Affect Grid and PANAS. While compliance rates are higher on average
in this lower prompting frequency range, there are some exceptions. Torkamaan
and Ziegler [91] recruited 547 users and prompted twice a day, however, only
391 (71.5%) users met the required threshold of at least three mood entries over
a seven-day period. Visuri et al. [93] used two data sets containing a total of 36
people and prompted twice per day, however, only 61% of participants completed
enough self-reports (over 20) to be included.

The general trend continues when analysing studies that prompt users at
higher frequencies. Zhang et al. [106] prompted users three times per day using
a discrete 1–5 rating of 6 basic Ekman emotions and recorded a participation
rate of 77.3%. Similarly, Zhang et al. [105] prompted three times per day using
the same method and found that 71.4% of participants had enough entries for
their data to be included. Wang et al. [96] prompted four times per day using a
PAM scale, recording a participation rate of 80%. LiKamWa et al. [61] required
four mood inputs per day using the affect grid, however only 75% of participants
managed to provide enough entries.

While a negative correlation between prompting frequency and compliance
rates is demonstrated in our study set, this clearly is not the only contributing
factor. There is evidence that dropout rates are not purely based on frequency,
but also on the complexity of mood input. Alvarez-Lozano et al. [2] required
just one mood input per day, however, the mood report included four scales,
five yes/no questions, and three numerical inputs. While this study ran for five
months, they were not able to access large amounts of data for most users due
to instances where self-assessment tests weren’t provided. This corroborates the
idea that regular mood reporting must be an efficient process, or else users will
feel burdened.

Some studies [91,93] also recorded poor participation rates, and only
prompted users twice per day. Hence, even if reporting frequency is lower,
we observe that an overly complex mood reporting process will lead to non-
compliance. Bond et al. [18] mentions low compliance with mood scales GAD-7,
PHQ-9, and EPDS due to these more complex scales being slow and mentally
arduous. In contrast, mood logs are more efficient to complete and require less
cognitive workload [18]. With a ratio of 3.28 mood logs per mood scale com-
pletion in this study, it indicates that participants prefer to report their mood
through an efficient affect-grid-based ESM rather than a complex mood scale.
Bond et al. [18] concluded that users prefer simple efficient ESMs, demonstrat-
ing that a shift in user behaviour occurs when complex ESMs are used instead
of simple ones. Wallbaum et al. [94] underwent a field study with 18 partic-
ipants, receiving preference data for reporting methods PAM, SAM, emotion
terms (PAM but word-based), and colour input (colour indicates mood).

However, qualitative data revealed that users didn’t prefer any method.
Instead, they liked the option of having efficient and alternative ways to input
their mood according to situation and context. Hence, future mood studies
should consider adding multiple input method options to encourage reporting
across a variety of scenarios. This should include efficient measures in tandem
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with more verbose measures. While this may increase complexity, it will likely
reduce data inconsistency. The evidence suggests that, in order to maintain high
rates of compliance, a careful balance between reporting strategy, flexibility, effi-
ciency of input, and frequency must be found and maintained.

5.2 Study Design

Sample Size. Low participant numbers are common across mood literature
and were also a key trend within our sample. With 76% of studies having 0–
100 participants, we aim to identify some driving factors behind this trend, as
well as the challenges that arise when participant numbers grow. User dropouts,
noncompliance, and periods of non-reporting are frequently referenced across
the literature. Hence, by increasing the ability of these applications to process
inconsistent and scarce data, raising participant numbers would aid in the wider
adoption of smartphones as a mental health tool [85] while enhancing the validity
of numerous studies. Indeed, this would introduce a series of challenges.

First, as participant numbers grow, methods to encourage sustained engage-
ment become more limited [85]. By extension, non-compliance and dropout rates
are likely to increase. Further, as most mood services require consistent data from
self-reports and passive sensors, their effectiveness gets dampened when process-
ing data that is noisy and inconsistent [80,85]. To address this challenge, existing
study designs would need to be scaled to wider populations and be able to draw
clinical conclusions from less consistent data. However, this would significantly
enhance the difficulty of the overall process [80].

Despite these challenges, some studies have been successful using larger par-
ticipant numbers. Servia-Rodríguez et al. [83] derived data from 18,000 partic-
ipants for their study using a public Android application. They were still able
to achieve day-level prediction accuracies of 61–63.5%, which is lower – but still
comparable to similar work. Spathis et al. [85] ran a study using data from 17,251
participants over 3 years. They were able to reach day-level accuracies of 74%,
which is a significant achievement given the large number of participants. These
studies show that it is possible to achieve comparable prediction accuracy with
significantly larger populations.

However, these studies also have the benefit of being able to pick users from
their database who, longitudinally, have (1) completed a sufficient number of
self-reports and (2) provided sufficient passive sensor data. While possible, it
remains challenging to implement a clinically sound, large-scale mood-tracking
study that does not employ data-cleaning techniques to remove noisy participant
data from analysis. Jaques et al. [47] demonstrate how deep learning techniques
can be used to account for missing sensor data. Using such techniques, this
study was able to achieve strong mood prediction in situations where even up to
75% of data was lost. Future studies should consider implementing similar deep-
learning techniques to deal with noisy or inconsistent data. This will facilitate
larger participant samples, and henceforth extend mood prediction capabilities
to a more realistic data environment where noise and inconsistency are more
frequent.
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Demography. Our results show that 13 of 28 applicable studies (46%) were
comprised of undergraduates, postgraduates, and university staff. A further four
studies recruited over 50% of their participants from universities. With most
studies having 1–100 participants, and at least 43% of studies based on this
homogeneous participant background, it is pungent to discuss whether some
population groups are misrepresented in mood inference literature.

Universities are a convenient place to recruit participants, however, inferences
gained from personalised student data are mostly ineffective in generalising to
members of the general public [15,41]. For instance, Wang et al. [96] recruited 83
students over two 9-week terms, finding that their reliance on university routines
eroded the potential for depression symptoms features to generalise to standard
populations. Across the literature, some evidence is provided to explain this
phenomenon.

First, relying exclusively on student data may create systematic biases as
students generally have more dynamic attitudes, less formulated peer relation-
ships, and stronger intellectual skills than the general population [15]. These
systematic biases will inherently invalidate some findings. Second, students are
also more likely to come from homogeneous backgrounds. A common criticism
across psychology literature, therefore, is that claims are mostly based on data
from Western, Educated, Industrialised, Rich, and Democratic (WEIRD) cul-
tures [43]. To the detriment of these studies, WEIRD societies rank very poorly
in their ability to represent a general population [43]. When student data is
personalised, such as in the case of mood inference studies, this effect is height-
ened [41].

On the basis of this evidence, validity concerns are raised for the 46% of stud-
ies that only used university participants. Future studies that intend on demon-
strating findings that are applicable to general populations should be careful
drawing conclusions from this narrow group of society [43]. To mitigate this,
future studies should aim to increase the number of non-university participants.

5.3 Platform

Our analysis found that 20 of 36 studies (56%) used a service that was only
accessible on Android. Conversely, 2 of 36 studies (6%) only offered their service
on iOS. With 26 of 36 (72%) studies offering a service that is only accessible on
one type of Smartphone OS, significant implications for accessibility are noted
across the study set. As the two largest smartphone OS providers transcend into
maturity, devices last longer, people are upgrading less and also becoming more
content with their choices and are less likely to change their devices [5].

According to our results, Android’s market share makes this less problematic
for the 56% of Android-based studies, missing 29% of potential users highlights
accessibility issues in this context. Yet, these concerns are far more severe for the
6% of studies that are iOS only. This group fails to reach 72% of potential users.
Of the studies that mention the reason for their preference, Bachmann et al. [7]
mentioned that Android was chosen as the exclusive offering due to having the
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highest market share. Further, Cao et al. [25] used a specialised custom keyboard
for mood detection, a feature available on Android that is restricted on iOS.

Indeed, most studies do not specify why they chose to be exclusive in their
application offering. Some evidence in this domain suggests that it is difficult to
develop for both Android and iPhone, due to differences in platform, tools, and
techniques [92]. While this is likely to be a substantial driving factor towards
many mood applications being exclusively offered on one operating system, fur-
ther evidence must be considered to understand the clear preference for Android.
More so than iOS, Android offers less restrictive permissions to access and col-
lect user information and sensor data [1]. In the context of mood applications
that track and record user data, this is a significant factor.

With Android having a significantly greater market share and flexibility in
permissions, it is reasonable that 56% of studies were Android-only. The afore-
mentioned studies [7] add further evidence to this claim. Significant gains in
accessibility have been gained through a transition from pen-and-paper to the
in-situ mobile domain; however, to maximise accessibility, adjustments can and
should be made to offer corresponding services across all mobile platforms.

5.4 Privacy

As mood applications grow in efficacy and become more pervasive throughout
society, privacy implications become more critical. Mood applications track and
store significant amounts of idiosyncratic longitudinal data which could be used
to gain, for instance, valuable personalised marketing insights [10]. This data
could also be used for criminal intent, such as identity fraud. With increased
internet usage throughout the pandemic, rates of cybercrime have grown signif-
icantly. Outcomes are worsened for people with mental illness as they have a
reduced capacity to protect themselves online [68].

Health applications are generally run commercially and thus may not pos-
sess medically sound controls over sensitive data [46]. Further, the majority of
health applications are not subject to government supervision, hence consumers
and clinical advisers must provide their own technical inquiry into the privacy
procedures of a service [45]. Hamre-Os [40] interviewed 26 students about mood
applications and found that the potential for cyber-attacks created the greatest
concern as this could lead to sensitive data being leaked to nefarious parties.
Further, Widnall et al. [100] conducted a systematic analysis of mood applica-
tion user reviews, finding that mistrust had risen after a series of high-profile
cyber-attacks. By extension, some users felt uncomfortable because of a general
lack of transparency with respect to data storage. In our results, 27 of 36 (75%)
studies were transparent about attempting to preserve privacy in some manner.

However, these details were mostly brief and did not explicitly cover all bases.
For instance, many studies covered their hashing method, but no studies went
into explicit technical detail about how their server was secured. Hence, while
also acknowledging that 10 studies did not report any privacy information what-
soever, it is understandable that some participants may feel like they are over-
extending their trust. To mitigate this, designers of mood services that store
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personal data must communicate an explicit privacy strategy that covers data
logging, storage, and server security.

5.5 Sensors

Regular intervals of information must be derived from passive sensors to facilitate
the creation of predictive mood models. Not only does in-situ mood reporting
give primary quantifiable mood data, but data is also provided in a context
such that it can be correlated with real-life occurrences. Time-series data from
passive sensors can be harnessed as a means of gaining information about these
occurrences [55]. However, there are challenges regarding the heterogeneity of
information, as sensors produce data at different rates and can give conflicting
insights [106]. We, therefore, discuss the implications of sensor usage that were
observed in the study set. Our results show that the most used sensors were the
microphone and accelerometer, both appearing in 12 studies. This was followed
by Application usage (10) and SMS/Call logs (9).

Microphone. Due to innovations in voice processing, the use and storage of
microphone data have significant implications for privacy [54]. Using advanced
ML techniques, speech can be analysed to make advanced inferences about a
person, such as their personality type [73,74], gender, age, and socioeconomic
background [54]. For this reason, most studies did not continuously record or
store raw microphone data. In our sample, 12 studies used the microphone. The
studies [6,34,83,85] used the microphone, but were explicit about only recording
amplitude at various intervals throughout the day.

Zhang et al. [105] derived mean, variance, and other features from microphone
audio before it was sent to the server, such that raw audio was never kept. Chang
et al. [28] used the microphone as its only sensor but performed all computations
locally to preserve privacy. Wang et al. [96] ran a conversation classifier continu-
ously on each participant’s phone which can detect speech segments and unique
conversations. However, the classifier is unable to identify unique speakers, and
speech data was uploaded over private Wi-Fi to a secure server.

While most studies provided a sound privacy-preserving method for micro-
phone data, there was one exception. Lu et al. [62] extracted features such as mel-
frequency cepstrum, speaking rate, and pitch range, all of which can be used to
identify the speaker. This data was also stored externally for model training with-
out providing any information about hashing or security. Overall, the usage of the
microphone appears to be, for the most part, privacy-preserving. To mitigate pri-
vacy concerns, future developments in this field should continue to extract and
store features from speech that can’t be traced back to a specific human.

GPS. Similar to the microphone, the storage of GPS data is a key privacy concern
as it can reveal enough sensitive information to identify users [37]. GPS data can
be used to track a user’s location, time spent there, and frequently visited sites,
and to derive information about the user’s everyday routines [24]. However, while
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invasive, usage and storage of GPS data is generally an expected trade-off for most
mood tracking applications due to the functional benefits it provides [10].

In our review, 8 papers used the GPS sensor. Most studies appear to have sound
privacy processes, involving user consent, hashing, coarse-grained data collection
and/or secure storage. However, most studies fail to cover all of these processes. For
instance, LiKamWa et al. [61] hashed all private data but did not mention user con-
sent nor provide a mechanism to opt out of location sharing. Other studies [69,96]
sought approval from their Institutional Review Boards and stored GPS data onto
secure servers when the users’ phones were connected to a private Wi-Fi network.
However, they did not mention that this data was hashed or encrypted.

Servia-Rodríguez et al. [83] mitigated their GPS data collection by predom-
inantly using Wi-Fi and Cell towers to derive location. When they did collect
location data, it was correlated with a self-reported location such that only
coarse-grained location was recorded. While this strategy is highly effective, this
study did not mention that this data was hashed, nor did it state that the upload
server was secured. This is potentially problematic, as it is foreseeable that even
coarse-grained location data could have severe privacy implications if leaked.

Canzian and Musolesi [24] was explicit about receiving approval from the
Ethics Review Board, provided a consent form, and uploaded GPS data via a
‘secure transmission protocol’ to a secure server. While user data was not hashed
or encrypted, this can be considered a reasonable privacy strategy due to other
robust mechanisms. Conversely, Lu et al. [62] collected GPS data every three
minutes but provided no information about hashing, obscuration, server security
or the ability to opt out. To address GPS privacy concerns in a more holistic
manner, future studies should (1) incorporate consent forms and the ability to
opt out, (2) hash or encrypt all data, (3) only collect coarse-grained location,
and (4) store data securely into a secure server.

5.6 Smartphone as ‘ubiquitous instrumentation’

As smartphones are equipped with a variety of sensors and closely accompany
their owners throughout their daily lives, smartphones can serve as a power-
ful tool for unobtrusive and continuous mood tracking. Smartphone sensors
that track our physical activities can provide detailed insights into users’ emo-
tional states and moods based on activity trackers’ data [16]. Furthermore, prior
research has shown that application usage can be leveraged as a reliable estimate
to predict users’ emotional states and mood [81]. Finally, textual information
posted on social media platforms, as well as other written communication, can
be indicative of a user’s emotional states and mood, with certain words being
associated with either positive or negative affect.

Due to the rise in the sensing and computing abilities of smartphones, these
devices are well-suited for observing human behaviour in ways that current sci-
entific methods are unable to do. Particularly given that smartphone ownership
is accessible to large parts of the population, in contrast to traditional scientific
equipment that typically requires significant financial investment from govern-
ments or institutions, making them perfect for ‘ubiquitous instrumentation’ [52].
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Our results reflect the prominent role of smartphones in emotion tracking and
mood inference in field research and laboratory-based user studies. Our findings
show that sensors such as accelerometers, gyroscopes, microphones, and cameras
can detect changes in movement, tone of voice, and facial expressions, which can
indicate the user’s emotional state. Researchers can analyse these signals and
identify patterns to infer the user’s emotional state without invading user privacy.
Moreover, our results show that smartphones provide an excellent platform for
collecting self-reported data from users about their moods and emotional states.
While self-reported data may be subject to biases, it can provide valuable context
when combined with sensor data [103].

5.7 Implications for HCI Research

When designing and conducting studies using smartphones for emotion sensing
and mood tracking, several aspects of these devices must be considered. To
be precise, careful sensor collection for mood tracking is crucial. Sensors vary
in accuracy and invasiveness, thus, the ethical implications of using privacy-
comprising sensors like microphones and cameras must be taken into account.

To address privacy concerns and protect private data, researchers should con-
sider hashing or encrypting the data and securely hosting it. Obtaining informed
consent from participants, and clearly explaining data collection and usage, is
essential. Measures should be implemented to safeguard participant data against
unauthorised access or misuse. Additionally, potential sensor data loss or noise
should be acknowledged, and deep-learning techniques can be employed to han-
dle inconsistent or noisy data effectively.

Furthermore, the use of additional sensing devices alongside smartphones
in user studies should be carefully considered. Our findings indicate that the
majority of existing work in the field can be conducted using smartphones alone.
Therefore, it is recommended to avoid additional instrumentation unless abso-
lutely necessary to ensure technology accessibility in user studies.

By considering factors such as prevalent sensor usage, study samples, privacy
concerns, and accessibility, HCI researchers can make informed decisions when
designing user studies, leading to more accurate and meaningful outcomes.

6 Conclusion

In this paper, we present the review and analysis of the ACM body of literature
surrounding mood tracking and inference using mobile devices. We differenti-
ated mood from emotion, before explaining the motivation and reasoning to
measure mood with respect to clinical disorders and personal empowerment. We
then looked into how mood can be tracked and predicted using clinical tools,
including how smartphones have significantly increased the efficacy of such tools.
We analysed 32 papers from the Association for Computing Machinery (ACM)
Digital Library and discussed mood reporting strategy, sensors, study design,
demography, platforms, and privacy. Based on our findings, we develop a set of
recommendations concerning self-reporting methods, sensor choices, platform,
accessibility, and privacy considerations.
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A Appendix

Table 1. Frequency of daily mood input and number of studies (N = 24).

Frequency of Daily Mood Inputs Num Studies

1x 6

2x 8

3x 4

4x 4

12x 2

Table 2. Summary of Metrics selected and filled in per paper.

Paper Mic GPS Accele-rometer Application Usage SMS/Call Info Calendar

[61] No Yes No Yes Yes No

[25] No No Yes No No No

[86] No No No No No No

[105] Yes Yes Yes No Yes No

[6] Yes No No Yes Yes Yes

[28] [1/2] Yes No No No No No

[28] [2/2] Yes No Yes No No No

[96] Yes Yes Yes Yes Yes No

[106] Yes No Yes Yes No No

[62] Yes Yes Yes No No No

[17] No No No No Yes No

[69] Yes Yes Yes Yes Yes No

[56] No No No No No No

[39] No No No No No No

[80] [1/2] No No No No No No

[80] [2/2] No No No No No No

[34] Yes No No Yes Yes Yes

[83] Yes Yes Yes No Yes No

[31] No Yes Yes No Yes No

[67] No No No No No No

[24] No Yes No No No No

[85] Yes No Yes No No No

[42] * Yes * Yes * Yes No No No

[91] - - - - - -

[94] - - - - - -

[51] - - - - - -

[93] [1/2] No No No Yes No No

[93] [2/2] No No No Yes No No

[60] - - - - - -

[59] No No Yes No No No

[7] * Yes No Yes Yes Yes Yes

[29] - - - - - -

[70] - - - - - -

[104] No No No Yes No No

[8] - - - - - -

[2] Yes No Yes Yes No No

[58] No No Yes No No No

[18] - - - - - -

[64] [1/2] - - - - - -

[64] [2/2] - - - - - -
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Table 3. Summary of Metrics selected and filled in per paper.

Paper Light Sensor Screen On/Off WiFi Bluetooth Physical Activity Keyboard

citech22likamwa2013 No No No No No No
[25] No No No No No Yes
[86] No No No No No No
[105] Yes Yes Yes No Yes No
[6] Yes No Yes No Yes No
[28] No No No No No No
[28] Study 2 No No No No No No
[96] Yes Yes Yes Yes Yes No
[106] Yes Yes Yes No Yes No
[62] No No No No Yes No
[17] No No No Yes No No
[69] Yes Yes Yes Yes Yes No
[56] No No No No No No
[39] No No No No No No
[80] No No No No No No
[80] Study 2 No No No No No No
[34] Yes No Yes No Yes No
[83] No No Yes No Yes No
[31] No No Yes No Yes No
[67] No No No No No No
[24] No No No No Yes No
[85] No No No No Yes No
[42] * No No No No Yes No
[91] - - - - - -
[94] - - - - - -
[51] - - - - - -
[93] No No No No No No
[93] Study 2 No No No No No No
[60] - - - - - -
[59] No No No No Yes No
[7] * Yes No Yes No No No
[29] - - - - - -
[70] - - - - - -
[104] No No No No No Yes
[8] - - - - - -
[2] No Yes Yes Yes No No
[58] No No No No No No
[18] - - - - - -
[64] - - - - - -
[64] Study 2 - - - - - -



A Review on Mood Assessment Using Smartphones 405

Table 4. Summary of Metrics selected and filled in per paper.

Paper In-situ self reporting? Self reporting for ground truth? Passive tracking?

[61] Yes Yes Yes
[25] No No Yes
[86] Yes No No
[105] Yes Yes Yes
[6] Yes Yes Yes
[28] No No Yes
[28] Study 2 No No Yes
[96] Yes Yes Yes
[106] Yes Yes Yes
[62] No No Yes
[17] Yes Yes Yes
[69] Yes Yes Yes
[56] Yes Yes Yes
[39] Yes No No
[80] Yes Yes Yes
[80] Study 2 Yes Yes Yes
[34] Yes Yes Yes
[83] Yes Yes Yes
[31] No No Yes
[67] No No Yes
[24] Yes Yes Yes
[85] Yes Yes Yes
[42] * Yes Yes Yes
[91] Yes No No
[94] N/A N/A N/A
[51] Yes No No
[93] Yes Yes Yes
[93] Study 2 Yes Yes Yes
[60] N/A N/A N/A
[59] Yes Yes Yes
[7] * No No Yes
[29] Yes No No
[70] Yes No No
[104] Yes Yes Yes
[8] Yes No No
[2] Yes Yes Yes
[58] Yes Yes Yes
[18] Yes No No
[64] Yes No No
[64] Study 2 Yes No No
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Table 5. Summary of Metrics selected and filled in per paper.

Paper States
privacy
process?

Length of
self-reporting
period

Daily active
mood input
frequency

Android
or iOS

[61] Yes 2 months 4x Both

[25] Yes N/A N/A Android

[86] Yes 2 weeks 3x Both

[105] Yes 1month 3x Android

[6] Yes 4 days 12x Android

[28] Yes N/A N/A All

[28] Study 2 Yes N/A N/A All

[96] Yes 18 weeks 4x Both

[106] No 2 weeks 3x Android

[62] No N/A N/A Android

[17] Yes 2 weeks 1x Android

[69] Yes 3 weeks 4x Both

[56] Yes 28 days 1x Both

[39] Yes - 1x iOS

[80] Yes 5 weeks 4x Android

[80] Study 2 Yes - - Android

[34] Yes 1month 12x Android

[83] Yes 26 days 2x Android

[31] No N/A N/A -

[67] Yes N/A N/A -

[24] Yes - 1x Android

[85] Yes - 2x Android

[42] * Yes - - iOS

[91] Yes N/A 2x Android

[94] N/A N/A N/A N/A

[51] Yes - 2x Android

[93] Yes 2 weeks 2x Android

[93] Study 2 Yes 2 weeks 2x Android

[60] N/A N/A N/A N/A

[59] No - - N/A

[7] * No - - Android

[29] No N/A N/A iOS

[70] No N/A - Both

[104] Yes - 2x Android

[8] N/A N/A - -

[2] Yes N/A 1x Android

[58] Yes N/A 1x N/A

[18] Yes N/A 3x Both

[64] Yes N/A - Android

[64] Study 2 Yes N/A - Android
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Table 6. Summary of Metrics selected and filled in per paper.

Paper Multiple
devices?

Study
details

N In-the-wild/
Lab

Duration Participant background Gender Split
(% female)

[61] No * 32 wild 2 months 24/32 University 34.4
[25] No * 21 wild 8 weeks - -
[86] No * 2382 wild 22 months Random mixed -
[105] No * 42 wild 1 month University 57
[6] No * 9 wild 4 days - 44
[28] No * 125 lab N/A - 75
[28] Study 2 No * 7 lab N/A - 43
[96] Yes * 83 wild 18 weeks University 52
[106] No * 68 wild 6 weeks - -
[62] Yes * 14 lab 4 days University 71
[17] No * 111 wild 7 months University -
[69] Yes * 83 wild 18 weeks University 52
[56] No * 36 wild 28 days University -
[39] No * 9 lab 1 day University 33
[80] No * 23 wild 5 weeks University 40
[80] Study 2 No * 9654 wild - Random mixed N/A
[34] Yes * 6 wild 1 month 4 University, 2 Workers 33
[83] No * 18000 wild 35 months Random mixed N/A
[31] No * 100 wild 1 month - -
[67] No * 100 lab - Random mixed N/A
[24] No * 28 wild 9 months University 54
[85] No * 17251 wild 46 months Random mixed N/A
[42] * Yes N/A N/A N/A N/A N/A N/A
[91] No * 391 wild 2 weeks Random mixed N/A
[94] N/A N/A N/A N/A N/A N/A N/A
[51] No * 48 wild 11 days University 40
[93] No * 15 wild 2 weeks University 50
[93] Study 2 No * 21 wild 2 weeks University 50
[60] N/A N/A N/A N/A N/A N/A N/A
[59] No * 2 - - - -
[7] * Yes N/A N/A N/A N/A N/A N/A
[29] No * 15 wild 2 weeks Professionals, University 27
[70] No * 17 wild 2 weeks - -
[104] No * 30 wild 1 year University -
[8] Yes * 22 lab 1 day School teenagers 45
[2] No * 18 wild 5 months Mixed bipolar patients -
[58] No * 255 wild 2 months University -
[18] No * 1461 wild 15 months Random mixed -
[64] No * 6 wild 1 day School teenagers -
[64] Study 2 No * 73 wild 2 weeks School teenagers 86
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Abstract. In this paper, we present a systematic literature review of
Citizen Science (CS) research projects with a focus on Human-Computer
Interaction (HCI) and on the modalities in which CS is employed in this
field. The query was conducted in March 2022 and provided us with
929 items, of which 646 were research articles. Through the usage of the
PRISMA flow diagram, we included 27 papers in our survey. We aim
to depict the state of the art regarding CS projects that are directly
supported and explicitly defined by the HCI community. We compared
the studies on variables like the field of interest and the impact area. We
present the mutual interests of CS and HCI, the tools, and the methods
that are employed to address these projects. Eventually, we conclude by
pointing out some reflections on the value that can sprout from properly
employed CS in HCI research.

Keywords: Citizen Science · HCI · Systematic literature review ·
ECSA

1 Introduction

Citizen Science (CS) is an old practice. Some researchers claim that it goes
back at least a couple of millennia, when, in ancient China, migratory locusts
frequently destroyed harvests, and residents have helped to track outbreaks for
some 2,000 years [1]. In more recent times, a relevant project is the Christmas
Bird Count. In 1900, Frank Chapman, an ornithologist at the American Museum
of Natural History, proposed an alternative to the “side hunt”, a popular activity
in New England towns on Christmas Day. He encouraged citizens to go out
and count the birds they saw instead of shooting them. Chapman pioneered a
methodology for having citizens record the abundance and distribution of birds
for particular areas, and his tradition is still alive today [40].

To see the term citizen science used for similar projects, we needed to wait
until January 1989, when it appeared in an issue of the MIT Technology Review.
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The article, titled ‘Lab for the Environment’, covers - as an example - Audubon’s
recruitment of volunteers in a ‘citizen science’ [22]. After this first appearance,
CS started gaining a lot of attention from different research fields, and several
definitions were coined. Some of them are focused on the method, such as the
one of Rick Bonney, an ornithologist, who proposed CS as a method to collect
scientific data through public effort in collaboration with professional scientists
[3]. An alternative definition was proposed in 1995 by Alan Irwin, a sociologist.
He focuses on the expertise retained by those who were canonically considered
‘ignorant’ (Irwin, 1995 in [3]). In this sense, CS is considered a skill or a quality
that is intrinsic to the individual. Looking closely, we can see that both these
definitions are limited if considering the value that CS adds to scientific research
and to those who participate in these projects [18]. On the one hand, such added
value is found in the expertise and collaboration with non-academic citizens,
whose different backgrounds and interests can spark innovation or shed light
in previously ignored directions. On the other hand, participants can find in
CS an opportunity for self-development by learning about scientific methods
and techniques [2,33], deepening their interest in the topic of the project [18],
and by taking part in a community and creating social relations [6]. Given its
multifaceted nature, a common, precise definition is missing. This issue can be
linked to the widely different natures and objectives that the single projects have
between them. Hence, it is not easy to find a one-size-fit description.

In light of this, in 2015, the European Citizen Science Association (ECSA)
working group on ‘Sharing best practice and building capacity for citizen science’
proposed a broader definition of the CS paradigm. The result is a document out-
lining the “10 principles of Citizen Science” [11] that, for the first time, tried
to define CS from a variety of perspectives, nuancing for the best the differ-
ent aspects of the paradigm, going beyond the methodological elements and
including its educational, scientific and social features. This is aligned with the
HCI interest in better understanding how to approach CS, and it does so by
addressing different challenges [34]. First, community relations and participants’
engagement in the project [37]. Second, scientists ask for data, in both quan-
tity and quality. Hence, data management is an important topic that spans from
teaching the volunteers to gather and handle data, to understanding how to make
sense of data, for example, through data visualization [48]. In this regard, a fur-
ther objective is to promote Open Science. This means granting access to both
science-in-the-making as much as its results [39]. Moreover, technological innova-
tion is the avenue through which Citizen Science is thriving, providing tools (i.g.
smartphones, sensors, CS platforms, social media, blogs, and more) both to con-
duct CS activities and to share the resulting knowledge [28]. Keeping in mind the
HCI lens and CS principles, it is possible to preserve open science qualities such
as education, self-development, democratic policymaking, and scientific research.
In such a heterogeneous scenario, design can occur through different processes,
enabling user-centered design, participatory design, and research through design
[34]. By addressing cultural issues and social characteristics of the case/group of
interest, it is possible to develop successful tools that can meet the participants’
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explicit needs as well as the hidden ones that recall upon their habitus [4], which
is the set of behaviors, preferences, and ways of thinking that shapes who we
are and how we navigate the world, often without us even realizing it. HCI, as
we will discuss in this paper, seems to be following this lead with its studies in
regard to CS projects. For these reasons, these 10 principles can be used as “a
framework against which to assess new and existing citizen science initiatives
with the aim of fostering excellence in all aspects of citizen science”, as stated
by Robinson et al. [36].

Driven by the interest that the CS paradigm is gaining from the HCI commu-
nity, in this paper, we intend to provide a critical review of how HCI is embracing
CS as a new paradigm for collaborative and voluntary participation of people in
scientific research. In this regard, digitalization and the use of innovative tech-
nologies have a relevant impact when considering modern CS projects, opening
new interesting research challenges in HCI [34].

2 Related Work

In this section, we present the current landscape of CS literature surveys and
their specific topics of interest. We report surveys with interest in CS per se and
also in the shape it takes within the HCI field.

Methods for Design. HCI literature often revolves around the design of tech-
nologies and software programs to support different CS communities. Specifically
interested in the user-centered design of technology within the context of environ-
mental digital CS, [42] develops a set of guidelines to ask citizen scientists about
their desire for new technologies or useful features that may help them in their
research. They suggest that this field is still a novelty, and many included studies
report direct feedback from the participants of their own projects. Another study
surveys the literature about methods to properly tackle user-centered design for
CS whilst creating a list of already existing tools used in CS and evaluating their
mode of use in the different types of projects [41]. In this scenario, HCI expertise
coupled with “the widespread availability of smartphones and other Internet and
communications technologies (ICT) used for collecting and sharing data” [34],
constitute a fertile environment for collaboration with citizen scientists and great
opportunities to design innovative tools for Open Science, scientific research and
bottom-up policymaking processes.

Data Validity and Scientific Communication. A topic of interest in the liter-
ature is the perception of CS as an established and valid scientific framework by
the wider academic and scientific world. In their literature review, Wang et al.
[49] draw a picture of the projects interested in urban biodiversity that makes use
(or not) of CS-gathered data. This study contributes to the CS and HCI litera-
ture by highlighting the dynamics of contemporary engagement between citizen
science and urban ecology. They focus on the necessity for design in terms of
optimization of CS programs to facilitate communication and collaboration with
the broader scientific community.

Impact. The educational aspect is also addressed by studies like [33] and [2].
In the first study, information about the effects of biodiversity sensitization is
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collected from different sources. As a result, the authors reported that people
actively involved in CS are subject to a growing sensitization toward biodiversity
and sustainability, furthermore, they are also improving their personal knowledge
regarding scientific methodologies [33]. The second study confirms that even
when citizen scientists take part in online projects, they are subject to the same
positive effects regarding scientific knowledge [2].

Our systematic review positions itself in what - to the best of our knowledge
- we consider an unexplored issue, that is, how effectively HCI studies make use
of concepts and practices of CS.

3 Methodology

In this section, we first define the research questions (RQs) that drove our lit-
erature review. In doing that, we better explain why we decided to exploit the
ECSA 10 principles as a framework to assess CS projects. Finally, we describe
the process we employed to select and analyze the papers.

3.1 The Research Questions and the ECSA CS Principles

The objective of this survey is to address the interests of HCI in CS. In particular,
we intend to address the following broad research question (RQ):

RQ0 How are CS projects addressed within the HCI field of research?

To answer this RQ, we first needed to define what a CS project is. For this
reason, we decided to exploit the ECSA 10 principles of citizen science [11] as our
main framework to assess the validity of the eligible papers. The ECSA 10 CS
principles are the most widely recognized guidelines for defining CS projects [36].
The 10 principles are reported in Table 1. This framework enabled us to keep a
focus on what can be considered CS and what not, strengthening our selection
process by giving both consistency and adaptability. This may seem a strict
assessment method if applied to a broad field like HCI. However, as argued in
the paper, nowadays, the ECSA principles seem to be the more comprehensive
framework to assess a CS project, overcoming the lack of a clear and shared
definition of what CS is.

In light of this, we refined the RQ0 as follows.

RQ1 Are CS projects addressed within HCI respecting the ECSA principles?

Then, we narrowed our analysis to two sub-research questions, as follows:

RQ1.1 In which field of interest do CS projects addressed by HCI studies operate?
RQ1.2 In which impact area do CS projects addressed by HCI studies operate?

To answer these questions, we focus our discussion on three main themes:
CS score, field of interest, and impact area. Namely, i) CS score is an indicative
scoring system that is achieved by adding the number of ECSA principles that
are tackled in a given paper that describes a CS project; ii) the field of interest
represents the main topic of the project presented by the paper; iii) the impact
area indicates the geographical level at which the project is operating.
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Table 1. The ECSA 10 principles of Citizen Science

The 10 principles of Citizen Science

1. Citizen science projects actively involve citizens in scientific endeavour that generates new

knowledge or understanding

2. Citizen science projects have a genuine science outcome

3. Both the professional scientists and the citizen scientists benefit from taking part

4. Citizen scientists may, if they wish, participate in multiple stages of the scientific process

5. Citizen scientists receive feedback from the project

6. Citizen science is considered a research approach like any other, with limitations and biases

that should be considered and controlled for

7. Citizen science project data and metadata are made publicly available and where possible,

results are published in an open-access format

8. Citizen scientists are acknowledged in project results and publications

9. Citizen science programmes are evaluated for their scientific output, data quality, participant

experience and wider societal or policy impact

10. The leaders of citizen science projects take into consideration legal and ethical issues

surrounding copyright, intellectual property, data-sharing agreements, confidentiality,

attribution and the environmental impact of any activities

3.2 Query Specifics

We performed a systematic review of the CS literature by searching the Associa-
tion for Computing Machinery (ACM) Guide to Computing Literature. Accord-
ing to ACM, the ACM Digital Library is the most comprehensive bibliographic
database in existence today focused exclusively on the field of computing1.
Hence, we used the advanced research tool to conduct the query. Here, we report
the specifics of our query:

‘Search Within’ >Anywhere: “citizen science” OR “citizen scientists”;
‘Publication Dates’ >Custom Range: From January 2012 - To January
2022.

This query resulted in 929 items. By keeping research articles only (peer-
reviewed conference and journal articles), we reduced this number to 646. In the
following paragraphs, we discuss how the selection, classification, and analysis
of the data have been conducted.

3.3 Data Analysis: From Screening to Included Articles

The screening process followed the PRISMA 2020 guidelines [30]. The 646 papers
went through a skimming process to assess their relevance, where the minimum
requirement was to include the phrase ‘citizen science’, ‘citizen scientist’ or ‘citi-
zen scientists’ within their title, abstract or keywords. The process was not auto-
mated; all the abstracts have been read to ensure the inclusion of works that may
have differently phrased CS-related concepts. Furthermore, to assess the validity,

1 https://libraries.acm.org/digital-library/acm-guide-to-computing-literature.

https://libraries.acm.org/digital-library/acm-guide-to-computing-literature
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Fig. 1. PRISMA chart and details of exclusion

in case of uncertainty, the process was extended to the discussion and conclusion
paragraphs. The skimming process resulted in a selection of 129 papers. These
papers then underwent the categorization process. The 129 selected papers have
been fully read and classified in a spreadsheet for the following characteristics:
CS score, field of interest, and impact area (Fig. 1).

In order to be included in this study, the articles had to i) refer directly to
a CS experience, ii) describe software and tools that have been tested in the
CS project (or for future implementation), and/or iii) present methodologies for
future and innovative CS work.

It is important to note that the whole process considered what was stated in
the papers rather than the CS project to which they referred. For instance, if a
study reported that the participants collected data, we assume that they only
took part in that research phase, therefore excluding further involvement in
other phases of the process. This choice was made in the interest of an objective
survey; in this way, we can avoid making assumptions about non-reported items.

After the screening, 27 papers remained for the last phase of analysis. In this
phase, all the papers were processed once more by reading them and comparing
them with their entries in the spreadsheets to ensure the correctness of the
analysis. No major changes were made. Two papers were excluded because they



420 T. Zambon et al.

were from the same authors and they discussed the same issues or simply because
they were the same papers found in two different editions.

The final selection includes 27 papers, distributed evenly between 2016 to
2021, with 3 publications per year (4 in 2017), while only one paper per year
during 2015 and 2014, the remaining 6 papers were published in 2013.

4 Findings

This survey is structured around dimensions that have been used to categorize
the papers included in the review: field of interest, CS score, and impact area.
In this section, in order to answer our RQs, we discuss the classification of the
papers and draw a picture that describes the overall set of included studies.

4.1 Field of Interest

The field of interest is a relevant dimension as it depicts an image of the inter-
ests of HCI for CS. We identified seven fields of interest: education, biodiversity,
environment, sustainability, health, policy, and equality. A single project may
fall into different fields of interest, nonetheless, we opted to indicate the main
area of contribution of the project. In Fig. 2, we can look at the distribution of
studies based on their main field of interest. The topics of major interest are edu-
cation, environment and biodiversity. CS has great literature on projects about
biodiversity and environmental topics, and it is renowned for its achievements
in such areas. Meanwhile, education studies seem to be rooted in the interest in
the innovation of technologies for communication (HCI). Furthermore, six out
of seven papers interested in education have been published between 2017 and
2021, hence making this thematic a novelty in the field of HCI studies that make
use of CS as their main research paradigm.

Fig. 2. Distribution of paper for main field of interest

All the considered papers share a degree of interest in multiple areas of impact
like the study presented in [19], which edges between environment and policy.
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Therefore, the aim of this subsection is to provide a representation of interests’
distribution of the included studies, whilst keeping in mind that the interest of
a project is rather nuanced than fixed. We will discuss in-depth the three fields
of interest which are covered by the highest number of studies, and later we will
discuss the remaining ones.

Education. All the projects within the realm of education drift toward Open
Science, looking into granting access to citizens in the development of the sci-
entific community. The included studies tackle open research from three major
standpoints: (i) innovative research questions, (ii) open science and knowledge
creation, and (iii) self-development and growth opportunities.

(i) Projects that are looking to generate new ideas for interesting research
questions are collaborating with citizens because they find value in the great
variety of perspectives, expertise, knowledge levels, and cultural and social back-
grounds of the participants. In project experiences like Gut Instinct [31] and
Docent [32], the volunteers cover a central role, and the participation is open to
everyone without any expertise ceiling. In fact, their objective is to let innova-
tion and creative ideas stem from profane contributions around scientific research
topics. The heterogeneity is the element that brings value and validity to these
methods; this way the unpredictability of the discourse can facilitate out-of-the-
box thinking processes.

(ii) Open science is one of the main objectives that citizen science tries to
achieve with its research ethic. The projects falling in this area create opportu-
nities for the citizen to access culture and knowledge, while through their active
involvement, they can also help in preserving and sharing [46]. In these projects,
citizen scientists’ role is particularly variegated and foresees their engagement in
an array of different tasks. For example, in the ExploreAT! project, the citizen
is involved from the very beginning of the design and throughout the multi-
ple stages of the research process, contributing to participatory experiments,
common idea-collection, and testing and evaluation of existing prototypes and
research tools [16]. The ExploreAT! platform links cultural knowledge to folklore
artifacts present in museums, enabling citizens to access culture through digital
experiences. Therefore, the platform functions as a tool to give everyone open
access to culture and knowledge. In the same fashion, Interlinking Pictura [46] is
digitalizing a piece of cultural heritage in the form of a wiki-style platform. The
opera is by F. J. Bertuch (1790–1830), and it is called Bilderbuch für Kinder
(illustrated book for children). With this project, retired teachers, researchers,
and autonomous associations are trying to create an interlinked corpus about
Bertuch‘s illustrated book by connecting the distributed knowledge about its
creation, reception, and usage in pedagogical practices [46]. These projects are
dedicated to preserving folklore and cultural heritage, whilst in the meantime
creating opportunities to further promote open science, also beyond active par-
ticipation in the projects themselves.

(iii) The production of knowledge, open science, and research skill devel-
opment can bind together and foster self-development and growth opportuni-
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ties, as in the Wikipedia Classroom Experiment [5]. Within this experience,
classrooms of students conducted research and wrote Wikipedia articles. After
experts’ reviews and polishing, they have been published on the famous website.
Following this example, there are other projects that enable citizen scientists to
be authors other than researchers, like the Crowd Research project [45]. Through
a system of peer credit allocation, participants are recognized for their merit as
citizen scientists in direct proportion to the quantity and quality of their efforts
and production. Through this system, citizen scientists can improve their skills
in article writing and reviewing and can gain credibility through the acknowledg-
ment of their contributions in publications. A similar approach was investigated
In Trento (Italy), where researchers involved schools, students, and the general
public in practical experiments to learn firsthand about ICT, with the aim of
reducing the digital divide and furnishing basic knowledge for the use of digi-
tal tools, both for personal use and scientific research [12]. Lastly, Interactive
cloud experimentation for biology [20] present a cloud experimentation archi-
tecture to share and execute many experiments for chemotactic experiments in
parallel, remotely, and interactively at all time. Its versatility allows for integra-
tion with various biological specimens and tools to facilitate scalable interactive
online education, collaborations, research, and citizen science [20]. This paper
addresses education at an advanced level, and it aims at reducing the skill gap
that citizens have to face when approaching biology projects for citizen science,
therefore pursuing education for a specific target and reason.

Generally, projects that are addressing education as their first area of interest
tend to focus on the volunteers’ direct and lived experience to flourish. The very
nature of educational projects stands within the fulfillment of the participants
and of the general public that they address, rather than on external factors (e.g.,
natural science projects).

Biodiversity and Environment. Biodiversity preservation (5 papers) and
Environment (5 papers) are the second most addressed issues within the con-
sidered studies. Citizen Science is renowned for its efforts in natural sciences
and attention to local fauna and flora. “The National Audubon Society’s Christ-
mas Bird Count had begun in 1900” [3] and it is canonically attested as the first
experience of citizen science, while also starting a strong tradition of biodiversity
preservation and research within the paradigm.

HCI is interested in these areas mainly to test technology that can support
the data-gathering process. With a focus on the cultural embedment of new
technologies in social practices, [47] within their study Making local knowledge
matter, propose a smartphone application suited for non-literate people. Their
application enables Mbendjele hunter-gatherers to “share their environmental
knowledge in scientifically valid and strategically targeted ways that can lead to
improvement in environmental governance, environmental justice, and manage-
ment practices” [47]. Furthermore, poaching poses a great danger to biodiversity
in the first place, but even to the population living in the territory, especially to
children. The application supports the community in different ways and provides
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valid motivation for keeping it in use, rather than being a mere measurement
tool.

Even in less extreme scenarios, cultural embedment of technology covers a
key role, as affirmed by the authors of Listening to the Forest and its Cura-
tors [27] “findings from interviews with members of the biodiversity community
revealed a tension between the technology and their established working prac-
tices”. In fact, the activity within the biodiversity community is not reducible
to data collection, especially considering that participation is on a voluntary
basis and that many people take part to stay in nature. Hence, the intervie-
wees lamented that the excessive presence and use of technology disrupted their
workflow and general appreciation of their work in the field, as an integral part
of it was annotating sightings in a diary or using paper guides. Finally, tech-
nology and tools that simplify tasks raised concerns among the Cicada Hunt
community. It appears that such simplification of the processes can be poten-
tially harmful to the research and to the cicadas themselves. The high number
of non-properly-trained participants, attracted to the project by these tools, end
up posing Cicada and their environment at risk, rather than supporting their
preservation.

On the other hand, POSEIDON [35] brings a positive experience in terms of
merging tourism with citizen science. This project will be later further presented,
but here is worth noting that technology enhances the experience of tourists
that are practicing whale watching by enabling them to hear live whale sounds,
whilst in the meantime collaborating to create a database for scientific purposes.
Biodiversity can be addressed by different groups of people and through different
modalities, but its fragile nature demands attention from a design standpoint. In
scenarios as the POSEIDON project shows, proper technological implementation
can enhance both research and recreational activities.

Tool evaluations remain a key interest within the HCI field when discussing
citizen science, the next studies present design evaluations about their software
and platforms advancing suggestions and advice for future work. First, Planting
for Pollinators [50] is a tool embedded in the BeeWatch platform. It provides
precise information regarding the favorite flowers of the different species of bum-
blebees. Hence, citizens can make an informed decision about which plants and
flowers to plant in their gardens and balconies to favor bumblebees during the
pollinating season in their area. Second, Exploration of Aural & Visual Media
About Birds Informs Lessons for Citizen Science Design [29] tested a tool to
educate birdwatchers (with different levels of expertise) in recognizing aural and
visual media. The tool revealed great enthusiasm together with some challenges
for future work, nonetheless, the participants’ feedback was positive, and over
time engagement in bird recognition and education about their lives increased.

Overall, biodiversity preservation can happen in any environment. Forests,
woods, oceans, urban neighborhoods, and more, such a variety poses infinite
possibilities and challenges for tools and software developments in support of this
kind of project. Nonetheless, a topic of interest remains how to create a sense of
engagement and interest in the participants of a project. Within this paragraph
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emerged that cultural variables are key when designing tools for citizen science,
but it is not the only element. It is in fact essential to devise tools based on
the period and level of engagement of the volunteers, as it is possible to create
long-lasting communities like in the case of Mbendjele hunter-gatherers or just
one-time contributors as in the POSEIDON experience.

The environment is equally represented in the CS paper within HCI, and the
topics span between extreme weather events [19], high-tide floodings [14], local
environmental data monitoring [15], urban noise-pollution [7], and air pollution
[21]. Within our publications pool, we find projects that are using apps and
GPS to report extraordinary events [14,19] to keep records of such events and
the relatively long time consequences. Apps are also used to monitor common
variables such as noise [7] and smell [21] in the air, these projects’ employment
shows us two completely different approaches to a similar problem. One is to
delegate detection to external and dedicated sensors [7] to gather data that can
be used for policy making regarding urban noise pollution; the other one [21]
gets rid of dedicated sensors and even further, doesn’t use any sensors, but only
the sense of smell of the people to address air quality in specific areas of the
city. Different approaches are needed for different cultural realities, and with
the work of [15] we see that the social embeddedness of technology can be also
achieved by integrating the user in the process of design of the tools that will be
used to gather and communicate data. The last three projects are approaching
similar issues on a different scale of participation and with very different tools
at their disposal, while the final objective is always data gathering for informed
policy-making for the environment and the quality of life of those living in it.

Sustainability, Health, Governance, and Equality. The remaining fields
of interest are scarcely discussed within the HCI community invested in citizen
science.

Concerning health, Sharing heartbeats [10] describes the ambitious project
that many countries tried to accomplish during the covid-19 pandemic: limit-
ing covid-19 outbreaks by registering contacts with infected people through an
application. Meanwhile, [26] study describes a mobile game that “harnesses the
human computing capability to align multiple sequences of genomes and use the
results to help geneticists to understand the genetic code”.

Sustainability is mostly addressed by means of bottom-up processes. The
first study reports homemade food science experience in local communities [25],
arguing that the expertise generated by self-education and the use of everyday
artifacts can shape the way in which science is perceived, explored, and made.
The social value of technology can therefore spark innovation and generate useful
approaches to more complex problems at a higher level of research, meanwhile
enhancing citizen expertise and know-how toward scientific matters.

Similarly, technology can gain social value as demonstrated in another study
where two communities engaged in a project with living sensing organisms [24].
The citizen scientists adopted the solution of using microorganisms as long-term
technology to record pollution in their area.
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Governance follows a bottom-up process within the citizen science commu-
nity. BudgetMap [23] is a platform where citizens can tag government policies
and categorize them according to the social area that they affect. This pro-
cess allows for a better frame of the Budgeting plans and gives the opportu-
nity to the citizen to learn about budgeting while in the meantime helping
to reshape it depending on their necessities. Public transport is the focus of
Data4UrbanMobility [44], a platform that collects data about urban pathways
suggesting versatile routes and agile urban planning.

Finally, [38] proposes the concept of impromptu crowd science taking inspi-
ration from the Bechdel-Wallace movement which seeks through a scoring sys-
tem the level of gender equality in movies. The study theorizes the opportu-
nity for “hybridizations between such impromptu crowd science and academic
inquiries [to] stimulate crowd theorizing” [38]. Equality is rather difficult to
address through citizen science, and although this paper is only theorizing a
possible approach rather than describing an active project experience, we argue
that it is important to give highlight the presence of such work in the collection
of ACM Digital Library.

4.2 Citizen Science Score

In order to answer RQ1, we computed a citizen science score. This score does not
represent the value of a specific CS project but represents the level of information
that the authors of a given publication reported within their work, enabling the
reader to understand how many of the ECSA guidelines have been addressed.
After analyzing each paper, we assigned a score by checking the list of the 10
principles (one point per addressed principle). The sum of the points constitutes
the final CS score, ranging from 0 (no principle addressed) to 10 (all the principles
addressed).

As shown in Fig. 3, 22 papers are above 8 in the CS score scale and each
Field of interest has at least two or more papers above this threshold, except for
Equality (which only has one paper). Three are the papers scoring 7 points based
on the ECSA guidelines, interested in equality, biodiversity, and environment.
The remaining two articles scored 6 and 5 points, respectively papers from the
field of environment and education.

In the following subsections, we will present a detailed analysis of all the
papers, in order to answer our sub-RQs in terms of (i) field of interest and (ii)
impact area.

4.3 Impact Area

Every project is characterized by its impact area, meaning the territorial level
at which the project is working and the area it is expected to affect. This aspect
highly impacts the socialization, communication, and approach to the research
[8,9,17], therefore we decided to analyze and discuss differences in this regard
within the literature. We identified four levels: i) local, ii) urban, iii) national,
and iv) global. We also added a fifth level, tailor-made for a paper that has a
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Fig. 3. Papers distributed per CS score and colour coded per field of interest.

theoretical focus and discusses a method for the ‘scalability’ of the project, start-
ing from the local and expanding its reach with time and when other variables
allow it. This fifth impact area was identified with v) scalable. Figure 4 presents
the distributions of papers per impact area.

Fig. 4. Number of papers per Impact Area.

Local. At this level, projects tend to work with the local population, where
cultural heritage [15,25,43], local knowledge [47], the ability to work in small
groups [27], are key to the development of the project and great booster for
the community’s cohesion itself. Furthermore, the local projects give immediate
feedback to the participants, maintaining a high degree of both personal and
communitarian investment. Volunteers that participate in these projects tend to
get in direct contact and meet regularly, therefore, creating opportunities for the
community to strengthen. The immediate feedback provided by these projects
helps citizen scientists build a sense of accomplishment through their work. For
example, during public workshops, as described in [15], the process of “Build-
ing a personal device leaves participants with the satisfaction of completing a
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project and building a craft. [...] This in turn can spark activism in communi-
ties”. Finally, the pre-existent social relations may favor a deeper collaboration
leading to greater social cohesion, therefore, helping to perpetuate the projects
which often become independent institutions [13].

Urban. The urban projects have a reasonable impact area, where projects’
effects are perceptible by the individual, but the community tends to be lesser
dense and its members don’t always meet each other. The main moment of
community bonding will happen during events rather than periodic meetings.
Volunteers are likely to participate and contribute to individual work rather
than organized groups. This picture is well-represented by the Smell Pittsburgh
project where citizen scientists contribute singularly to the creation of the public
database. Moreover, “there are typically two types of community data, which are
generated from either sensors or proactive human reports” that contribute to the
dataset of smells, but the focus of the two communities of data is different. As
proactive human reports are mainly contributing to a representation of the lived
experiences of the citizens affected by the different smells in the different parts of
the city, therefore, qualitatively speaking, providing more detailed information
about a given specific odor and area.

Proactive human reports are in fact mainly concerning projects that want to
investigate social issues. Data4UrbanMobility project [44] makes use of the MiC
app “to complement available datasets with intermodal mobility data (i.e., data
about journeys that involve more than one mode of mobility)”. The resulting
database can be employed by the public administration for efficient city plan-
ning, given that D4UM focuses on data otherwise rarely available, for example,
information regarding bike routes and others. This data can narrate the lived
experience of citizens that navigate the urban environment in the most disparate
ways. Similarly, with Smell Pittsburgh project [21] participants contribute indi-
vidually without participating in an active social community. Therefore, the
effect of scientific research is perceived by the citizens, but the citizen scientists’
community remains hidden.

On the other hand, there are experiences that keep a discrete degree of com-
munitarian participation even in the urban environment. A great example would
be A Maker Approach For The Future Of Learning [12], which through the maker
philosophy and two FabLabs is actively involving schools and the general public
to address and learn ICT.

National. What characterizes these projects is the direct impact on the lives
of citizens on a national level Usually, ministries, governments, or other major
national institutions fund or partially fund these initiatives. National institutions
manage to address problems at a capillary level through the contribution of
individual volunteers. By gathering information through crowdsensing or active
reporting of specific pieces of information, these projects are used to dispatch a
clearer image of a specific scenario to interested stakeholders, thereby enabling
them to make informed decisions and favor more efficient policymaking. The case
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of ‘Sharing Heartbeats’ [10] is a current topic: covid-19 prevention. Such a project
provides “citizens with the opportunity to share their health data from fitness
trackers and smartwatches, with the aim to better record and understand the
spread of COVID-19, detecting local fever outbreaks potentially associated with
COVID-19” [10]. Within this project, the participants have a passive role, leaning
towards the crowd-sensing paradigm; nonetheless, their participation was not
limited to the data gathering, enabling them to take part in different parts of the
project. Another example is BudgetMap [23]. This project enables taxpayers to
tag government programs in order to classify them based on the social issues that
they tackle. Furthermore, citizens can query these programs using the tag system
enabling the government organization to follow the changes in public interests
regarding policymaking. The authors show how “participants’ awareness and
understanding of budgetary issues increased after using BudgetMap, while they
collaboratively identified issue-budget links with quality comparable to expert-
generated links” [23]. Finally, another large-territory project is Damage Tracker
[19] constitutes a database for research on tornados meanwhile it does also create
a catalog of the damages caused in Alabama state. Hence, geo-tagging makes
use of the expertise of the volunteers, facilitating location recognition given that
they are often unrecognizable after such catastrophic phenomena.

Global. This category, together with the local category, collects the highest
number of citizen science-related papers in our survey. Usually, projects at this
level are hosted within some major platforms like Zooniverse, iNaturalist, Citi-
zenGrid, hackAIR, CAPTOR (and more). These platforms bring together mil-
lions of users around the world, contributing hugely to academic and scientific
research. In this context, platforms, and software play a key role in citizen science
projects. In fact, they constitute both the main instrument for data gathering
and the mean through which the communities thrive. These communities are
mostly ‘virtual’ communities, similar to projects at national levels the individ-
uals do not know each other personally, and public events for meetings are not
common within these kinds of communities.

Furthermore, the effects of the research have no direct impact on the lives of
the participants. In fact, the aim of the projects that work at this level is to cre-
ate large databases (e.g., Galaxy Zoo, Foldit, iNaturalist) rather than improving
the living situations of citizens in a specific territory as local, urban, and national
projects tend to do. Even though there are exceptions to this scenario, POSEI-
DON [35] is a project that takes place in Madeira. The isle is one the principal
location in Europe for whale watching. Here tourists can become citizen sci-
entists during their excursions using the specific and appositely designed app.
POSEIDON “goes beyond merely capturing acoustic data, deploying a novel
on-board mobile application for augmenting the user experiences with real-time
sound detection and classification of cetaceans” [35]. The result is a detailed
dataset visualization openly available to environmental conservation authorities
and the scientific community. This project manages to unfold at a local level
while delivering results, and therefore impacting, on a global level.
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In this category, we can find projects which focus on finding new ways to
think about research rather than on data collection, classification, or analysis.
Gut Instinct [32] provides an environment where ‘profane’ questions and answers
are the center of attention, and through them, innovation and new ideas can be
considered. Gut Instinct values the heterogeneity of the contributions that it can
collect through the different backgrounds and perspectives of its participants.
On a similar note, Docent [32] seeks to create scientific hypotheses starting
from the lived experience of the participants, who, through an online learning
architecture, provide system principles for people to brainstorm causal scientific
theories [32]. The lens shifts even more towards the participants’ expertise and
research acknowledgment with Crowd Research [45]. All these experiences lead to
innovation in the scientific and academic field, therefore impacting a worldwide
community and engaging participants from all over the world.

Scalable. This is the last impact area individuated even though it does compre-
hend only one study, we think it sets a valid discussion point about approaches
to the citizen science methodology. In fact, the paper addresses a methodological
discussion introducing “PLACE, an iterative, mixed-fidelity approach to Proto-
typing Location, Activities, Collective experience, and Experience over time in
LBAGs” [5]. PLACE offers a protocol for projects that want to start at a local
level and slowly expand their impact with the growth of the community and of
the project’s resources. One further strength of this protocol is that it does not
rely on any kind of tool, software, or platform, and it is, therefore, applicable to
any project.

5 Discussion

In this section, we present our reflections based both on the HCI perspective on
CS and the findings of our systematic literature review.

As argued by Preece in her seminal work about HCI and CS, “HCI researchers
can empower citizen scientists to dramatically increase what they do and how
they do it” [34]. Even though she focused on biodiversity citizen science, she puts
light on two main fields of interest where HCI specialists and citizen scientists
can leverage each other’s skills for positive change: (i) supporting the develop-
ment of (sustainable) technologies to foster sustainability and (ii) contributing
to educational efforts [that serve the environmental cause] through citizen sci-
ence. This is actually aligned with our output, where, besides the clear interest
of researchers in applying CS to projects about the environment, biodiversity,
and sustainability, education through CS resulted in being a hot topic in HCI.

Preece envisioned four main topics (and the related challenges) where a
research agenda on stimulating action across HCI and CS should focus: (i) com-
munity (participation and motivation), (ii) data (quality and issues about shar-
ing, aggregating, and archiving), (iii) technology (deciding which technology to
use, active data collection citizen science projects such as iNaturalist VS pas-
sive data collection with sensors, tracking devices, cameras, and drones, etc.),



430 T. Zambon et al.

(iv) design (including privacy issues in terms of respect for persons, beneficence,
and justice) [34]. In analyzing the literature about CS in HCI, we realized that
most of the papers focus on at least one of these four macro areas. Nonethe-
less, our screening activity emphasized the fact that, even though all the studies
mentioned CS, it was not possible to grasp the whole CS experience. In other
words, it is not possible to assess if the community’s engagement/the design
method/the developed technology/the data model will actually succeed in a real
word CS action. This claim is motivated by the fact that CS is a complex con-
cept; several researchers and practitioners tried to define it without finding an
agreement [34]. One of all, the fact that a strong discussion is still existing about
whether crowdsourcing is or isn’t a CS practice. We were able to overcome this
issue by considering the ECSA 10 principles of Citizen Science as the frame-
work to assess the studies. In fact, the ECSA principles provide guidelines to
assess community, data, and design as integral parts of the CS action. On top
of that, we added the technological aspect, which is crucial in HCI research [34].
Based on that framework, 100 papers were excluded, reinforcing the need for
HCI researchers to better situate their study in the CS complex scenario.

Moving now to the 27 papers included in our systematic review, in general,
we noticed a lack of clarity in defining if and how the participants can take
part in multiple phases of the project (correlated to the community and design
Preece’s topics [34]). Nonetheless, from the majority, it is deductible by the
research design and the general description of the results. A step toward affinity
with CS definition by ECSA would be the implementation of participant demo-
graphic. Unfortunately, 14 out of 27 papers did not provide such information
about their participants. Clarity about CS case studies would improve if authors
included specific details about the number of involved volunteers and their demo-
graphic information. Furthermore, the considered papers lack a description of
the involved communities and their nature (formal, informal, sporadic, or reg-
ular meetings). As it’s been discussed throughout this systematic review, the
relevance of the subcultural dimension is key for technology to be fruitfully
employed in a group. Therefore, HCI studies would benefit from providing addi-
tional information regarding the social settings in which the projects unfold.

Finally, one of the strengths of CS is its capability to educate and help develop
specific skills in its participants. Usually, this process is mediated by expert
researchers that can overwatch the project. However, most of the papers did not
address this issue in detail. For this reason, we suggest that research articles,
especially those interested in studying and enhancing the level of engagement of
citizen scientists, should pay more attention to the effects that their tools and
methodologies can have in this regard.

6 Conclusions and Limitations

This paper presents and discusses the results of a systematic literature review
about CS in HCI studies within the ACM Digital Library, over the last ten years.
A peculiar element of this review is the adoption of the ECSA 10 principles of
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Citizen Science as a framework to assess the pertinence of the studies to the
concept of CS. The aim was to assess, through the use of such guidelines, the
understanding and employment of CS practices within the HCI field. Applying
the PRISMA method, we selected 27 papers that were categorized, analyzed, and
compared through the HCI lens, which seeks to grasp the core features of the
projects based on what we call ‘CS score’ (scoring system based on the number
of the 10 ECSA principle addressed in a research article), ‘field of interest’ (the
main topic of the project), and ‘impact area’ (geographical level of projects’
activities). This framework highlighted the main qualities and interests of these
studies while granting the integrity of the CS concept. Through our analysis, we
pointed out the risk of inflation of the term citizen science, which is often used
loosely, causing it to lose its significance instead of empowering the relationship
between HCI and CS. This seems one of the consequences of the lack of a common
definition of CS, that the ECSA guidelines can help to overcome. As a final
consideration, CS has proved to be a great proving ground for breaking ground
technologies and methodologies while promoting open research and bottom-up
innovation processes. Our systematic review consolidates this view, suggesting
taking a step toward better defining what CS is, granting the integrity of the
core principles of this paradigm.

The findings of this study have to be seen in light of some limitations. (1)
The major limitation of this systematic review is that the query was conducted
on the sole ACM Digital Library. Therefore, even though it was our interest to
consider only this part of the literature (considering the fact that most of the
more relevant and well-established conferences and journals about HCI are pub-
lished there), it is important to underline that, with this decision, we excluded
potential HCI papers about CS published elsewhere. (2) Given the focus of this
particular literature review, we preferred maintaining a stricter query, including
in our study the article that actively and consciously referred to CS. In particu-
lar, we searched the ACM Digital Library by querying the terms ‘citizen science’
and ‘citizen scientists’. This decision improved, on one side, the accuracy of our
search, whilst, on the other side, it could make us miss some relevant contribu-
tions. (3) We are aware of the strict variables we adopted to select the papers
in our final step, resulting in a limited sample of works. On the other hand, this
should underline the importance of finding a proper and fitting definition for
citizen science, given that applying the ECSA guidelines was the main reason
for papers to be discarded.
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Abstract. Integration of agile and user experience (UX) remains a chal-
lenge despite being a major research interest for both agile software
development (ASD) and UX stakeholders. Typically, ASD stakeholders’
primary focus is delivering working software, whereas UX stakeholders
focus on designing systems that meet user needs. These differences lead
to friction between developers and designers. In this paper, we focus on
ASD stakeholders working in an agile-UX setting and explore the gap
between their UX literacy and UX practices. We adopted a case study
approach involving ASD stakeholders from two organisations working in
agile-UX settings. We studied both organisations for over a year, starting
at the end of 2021. Specifically, we compared data about their UX literacy
collected by questionnaire and semi-structured interview, to data about
their UX practices collected by observation. We administered the ques-
tionnaire and conducted the semi-structured interviews twice, in rounds
six months apart. We used participant observation in projects with which
we were involved as UX researchers and designers. Our findings show
that ASD stakeholders’ UX practices do not match their yet acceptable
level of UX literacy. For example, ASD stakeholders still engage in pre-
mature development activities, although they understand the problems
associated with late design changes. We encourage UX practitioners and
researchers to conduct UX maturity assessments and address identified
disparities, as we believe this will reduce the friction between different
stakeholder groups and facilitate the integration of ASD and UX.

Keywords: UX literacy · UX practice · UX maturity · UX maturity
assessment · Case study

1 Introduction

The integration of ASD and UX has been a major research interest of both ASD
and UX communities since the late 2000s [6]. Despite an abundance of related
literature [20], their integration remains challenging, due to frictions between the
approaches [35]. First, each community has diverging needs. ASD aims to satisfy
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customers by frequently delivering working software [6,17] and avoiding failed
projects by responding to changing customer requirements [12]. UX aims to sat-
isfy user needs and requirements while limiting late design changes to reduce
development time and costs or preventing user errors to reduce technical sup-
port requests [3]. Second, ASD and UX principles seem opposed: ASD welcomes
changing requirements, whereas UX does not [6,12,41,49]. Third, the focus on
developers and code production in ASD versus the focus on users in UX shows
the further discrepancy between the two approaches [20]. These incompatibilities
prevent or slow down the successful integration of ASD and UX.

To overcome these barriers, several models for integrating ASD and UX have
emerged. A 2022 systematic literature review [20] reports on 18 primary models
for ASD UX integration. Each comprises a series of generic principles for ASD
UX integration related to lifecycle or primary processes, from upfront UX design
a sprint ahead of agile [44] to parallel and synchronised tracks [6]. Nevertheless,
these models do not integrate enough UX. First, the requirements specifica-
tion remains product-oriented, as none of these models provide usable guidance
for integrating user needs into the requirements. This lack of UX is surprising,
since user requirements are necessary to deliver products that people actually
want [12]. Second, none provide UX designers with a formal decision-making
role, e.g., involving UX designers in iteration backlog or planning activities [8],
although it is essential to prioritise system features according to UX so as to meet
user needs [12]. Further, we identify a lack of UX literacy, characterised by mis-
understanding of UX, as another barrier to UX integration. Symptoms of lack of
UX literacy in ASD or software development, in general, include mistaking UX
for aesthetics or visual design [15], mistaking users with customers or domain-
experts [2,12], belief that performing UX requires no UX expertise [3], belief that
UX can be performed informally [5,8], contentious attitudes towards users [12],
and lack of understanding of UX return on investment (ROI) [3]. Lack of UX
literacy is typical in low UX maturity contexts [40] and may lead to ostracism
of UX experts, e.g. by excluding them from decision-making processes [23].

Despite these barriers, it now seems a given in the ASD community that users
need a good user experience to adopt systems, and therefore that developers
need UX to deliver competitive systems [6,12,20]. But then, how to explain the
aforementioned lack of UX literacy, especially in agile-UX settings? Furthermore,
how do ASD stakeholders working in an agile-UX setting perceive UX? How do
their perceptions of UX translate into their UX practices? How do their actual
and perceived UX practices compare?

To answer these questions, we conducted a case study in two organisations
working in an agile-UX setting, referred to in the following as Org. A and Org. B.
We used questionnaire, interview and observation to explore how ASD stake-
holders perceive UX in lower UX maturity contexts during early phases of ASD
UX integration, and the consequences of their perception of UX on UX prac-
tices. This research was motivated by our experiences within industrial projects
encountering the aforementioned barriers while integrating UX into formal soft-
ware development model: 1st author as UX consultant in Org. A (Nov 2021 to
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Nov 2022), 2nd author as UX researcher in Org. B (Nov 2018 to present), 3rd

as UX researcher (2012–2017) and as UX advisor in both Org. A and B (Nov
2018 to present). Our missions in Org. A and B did not include the study of
UX practices, but focused on the integration of UX into software development
models. These missions gave us hands-on experience with the barriers, so we
took this opportunity to explore the gap between UX literacy and UX practices
at different maturity levels. To the best of our knowledge, the literature has
not addressed this gap, although problems in ASD UX integration were iden-
tified [10,12,25–28,44,45]. The remainder of this article is organised as follows:
after a background section, we present the methodology, the results and their
discussion, before concluding the paper.

2 Background

2.1 UX and UX Strategy

UX is defined as “a person’s perceptions and responses that result from the use
or anticipated use of a product, system or service” [22]. It is an umbrella term
for the hedonic and pragmatic aspects of how users interact with the product or
service in different physical or temporal contexts [19]. UX is grounded in user-
centred design (UCD), a process that places the users, their needs, and their
tasks at the centre of development focus. UCD has four phases: specification of
the context of use, specification of the user requirements, production of design
solutions, and evaluation of design solutions [22].

UX strategy aims to align business goals and UX activities while improving
the development and UX of products [4,16]. Implementing UX strategy achieves
economy of scale while reducing maintenance and development costs, need for
technical support of users, documentation, and training, job turnover, user errors
and mistrust [3,40,48]. Despite the obvious benefits of UX, its integration into
software development is paved with obstacles [26,46] stemming from an insuf-
ficient understanding of UCD [2,7], poor comprehension of UX and UX exper-
tise [4,7,8], contentious attitudes towards users [12], and lack of awareness of
UX ROI [3,7]. Project failure due to poor UX may present decision-makers an
opportunity to push UX adoption and overcome barriers [4].

2.2 UX Maturity/Capability Models (UXCMMs)

UX maturity refers to the ability of an organisation to consistently implement
UX processes, while UX capability refers to the ability to achieve the required
goals of UX processes [13,34]. To address obstacles preventing the adoption
of UX, UX capability/maturity models (UXCMMs) [7,14,42,48] have emerged
allowing organisations to assess their UX capabilities and improve their UX
maturity. The literature highlights the importance of UXCMMs during both
project planning and project execution [18]. Attributes of UX maturity include,
but are not limited to: integration of UX practices in the development cycle,
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human-centred leadership or organisational human-centredness [14]; a success
stories database, education and training, budget and dedicated staffing [42];
focus on users, process management, infrastructure and resources [48].

One of the prominent models for measuring human-centredness in organi-
sations is Earthy’s usability maturity model (UMM) [14]. The model has five
levels: X (Unrecognised), A (Recognised), B (Considered), C (Implemented),
D (Integrated), and E (Institutionalised). At level X, organisations have no UX
practices and are unaware of UX ROI. At level A, stakeholders recognise the need
to improve software development practices due to poor UX with their products.
Practices that could inform user requirements are performed inconsistently. At
level B, ASD stakeholders are aware of the importance of quality of use, engage
in awareness raising and training to improve UX literacy, and account for user
requirements during development. At level C, the organisation implements UX
processes and techniques appropriate for each new project. At Level D, the soft-
ware development model integrates UX to ensure high quality in all relevant
products. Adequate resources are allocated for UX activities and staff members
can use UX artifacts. At Level E, organisations are driven by UX, and leverage
it to increase the value of internal and external products. UX issues are given
equal treatment to other system issues, and human-centered skills are held to
the same standard as engineering skills. Each level is described using a set of
attributes that are rated on a 4-point scale (none (N), partially (P), largely (L),
and fully (F)). To transition to a higher maturity level, an organisation must
first fully or largely achieve the attributes of the current level.

In this paper, we argue that high UX maturity cannot be achieved without
UX literacy and we break down UX literacy into four attributes: understanding
of UCD processes, understanding of UX, attitude towards users, and awareness
of UX ROI. We consider these attributes prerequisite for successfully perform-
ing UX processes [14,48], involving users [14], and integrating UX with other
processes [14,42]. The earlier users are involved in development, the higher the
UX maturity [18].

2.3 ASD and UX Integration

Although superficially compatible, integration of ASD and UX challenges prac-
titioners and organisations attempting it [10,11,45]. Challenges include: power
struggles between developers and designers to maintain involvement in projects,
lack of a common vision of the product, high workloads for too few UX design-
ers [25], low usability and user needs prioritisation, lack of time for upfront activ-
ities, and lack or poor communication between designers and developers [1,24].
These challenges may occur in all organisations, regardless of size [7]. More-
over, “a communication gap between UX and non-UX practitioners” represents
a major challenge for ASD practitioners when integrating UX practices into the
organisational software development model [28].

However, up-front UX work such as user research and UI design, also referred
to as sprint zero, might help ASD teams to build a shared UX vision and increase
the speed of later sprints [44]. Further, Brhel et al. [6] advocate for a shift from
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up-front design to up-front analysis so as to deliver the right product, i.e. one
with a high degree of innovation, usable and useful, beyond the scope of ASD.
The authors also recommend that UX and ASD activities should be iterative
and incremental, organised in parallel tracks, and continuously involve users.

3 Methodology

3.1 Study Goals and Overview

To answer questions raised in Sect. 1, we set three goals: (1) assess changes in
the UX literacy and perception of UX of ASD stakeholders working in an agile-
UX setting; (2) observe their UX practices; (3) compare actual UX practices
and UX literacy, and identify problems during ASD UX integration. To achieve
these goals, we used a mixed-method approach involving survey, observation,
and interview (Fig. 1). The survey assessed UX literacy (goal 1), the observation
captured UX practices (goal 2), and the interview gathered insights about their
beliefs regarding UX, opportunities for UX, and barriers to UX (goal 3).

We adopted a case study approach involving the ASD stakeholders from
Org. A and Org. B, two organisations working in an agile-UX setting. We stud-
ied both organisations for over a year, starting at the end of 2021, collecting
data from a single project in Org. A and from multiple projects in Org. B. We
compared UX literacy data collected by survey and interview to UX practice
data collected by participant observation. We administered the questionnaire
and conducted interviews in two rounds, December 2021 to June 2022 (R1) and
July 2022 to December 2022 (R2). Following the agile-UX lifecycle presented
in [29], UX and developers worked along parallel, interwoven tracks, and we
conducted user tests at the end of each iteration. We used the UX process refer-
ence model presented in [30] to select UX methods, based on teams’ immediate
objectives rather than on their UX maturity.

Fig. 1. Methodology: overview.
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3.2 Organisations A and B

Org. A is a medium-sized company desiring to create software to support their
employees through automation. They decided to integrate UX activities into
the development of this software, having recently experienced a project failure
due to a lack of UX considerations, significantly reducing their organisational
efficiencies. Org. A hired an external ASD team to develop the new software, and
the 1st and 3rd authors as UX practitioner and advisor respectively. Both Org. A
and the external ASD team were integrating UX activities into ASD processes
for the first time. This is indicative of low UX maturity, Recognised (level A)
on Earthy’s model [14], as Org. A’s management is beginning to understand the
UX ROI, and recognise a need to improve the UX of its systems.

Org. B is a large company and major automotive parts supplier. This study
covers multiple projects of a department in Org. B that underwent an agile
transformation in 2012 and primarily develops software for automotive solutions.
Authors 2 and 3 were enrolled in 2018 to formally perform UX activities, moving
from ad-hoc and scattered UX to budgeted and more structured UX, with the
goal of promoting UX across the organisation. This indicates an intermediate UX
maturity, between Considered (level B) and Implemented (level C) on Earthy’s
model [14]. Implemented UX processes show good results; however, skilled UX
staff are not yet involved in all stages of development or when required and some
ASD stakeholders are unaware of UX as an attribute of the system.

3.3 Participants and Stakeholder Groups

As UX practitioners, we planned and executed UX activities, advised, and
worked directly with ASD teams. This allowed us to informally discuss with
ASD stakeholders, observe the conduct of UX activities, take field notes, and
recruit participants for this study. In both Org. A and B, we recruited partici-
pants from three ASD stakeholder groups for analysis and comparison purposes:
developers, managers, and senior managers. Developers’ primary task is software
development, from which we excluded designers. Managers oversee developers,
designers, and UX staff. Senior managers are top-level managers responsible for
strategic decisions at project and company level.

The survey involved 30 participants, 13 from Org. A and 17 from
Org. B (Table 1). Eleven participants from Org. A and 13 from Org. B par-
ticipated in both rounds, totalling 48 responses. Eight participants were inter-
viewed, four per organisation. No Org. A developer was available for interview in
R2 and no Org. B senior manager was available in R1. The same Org. A senior
manager, and Org. B manager were interviewed in both rounds. Participants
read and signed a consent form, on paper before the interview, electronically
before the survey. The subcontracting agreement executed with Org. A and the
memorandum of understanding entered into with Org. B authorised collection
of observational data.
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Table 1. Summary profile of participants sorted by ASD stakeholder group (Dev:
developers; Mgr: managers; SMgr: senior managers), organisation and round.

Dev Mgr SMgr Dev Mgr SMgr

Org. A R1 R2

N 5 3 4 3 2 4

Age range 23-35 30-40 39-52 23-25 36-41 32-52

Years experience 0.5-2 1-3 1,5-5 0.5-1.33 0.75-3 2-5

Org. B R1 R2

N 5 4 3 12 2 2

Age range 28-50 28-49 43-48 29-55 46-49 43-48

Years experience 0.6-3 0.17-2 0.17-5 2-20 5-8 6-18

3.4 Methods

We created a 6-module questionnaire (Table 2), inspired by [32]. The first four
modules measure ASD stakeholders’ UX literacy: understanding of user-centred
design processes (UCD); understanding of UX concepts, roles and definitions
(UUX); attitude towards users, their needs and requirements (ATU); aware-
ness of UX ROI and the benefits of integrating UX into development (ROI).
The last two modules, opportunities for UX integration (OPP) and barriers
to UX integration (BAR), collect data on problem recognition and integration,
two attributes of Earthy’s UMM [14]. Problem recognition is “the extent to
which members of the organisation understand that there is a problem with the
quality in use of the systems produced”. Integration is “the extent to which
human-centred processes are integrated with other processes”. We used these
two attributes to collect more accurate data related to maturity levels A to D,
having estimated the UX maturity level of Org. A as level A, and level B or C
for Org. B.

Except for UUX, which contains six, each module contains four statements,
half being reverse-worded to reduce agreement bias [47]. Participants rate their
agreement with each statement between 1 (strongly disagree) and 5 (strongly
agree) on a Likert scale. Answer accuracy tends to decline over time, so we
maximise answer quality through exclusive use of close-ended questions, which
requires less participant motivation and skill, and progressively decrease question
complexity throughout [47]. The questionnaire takes 5 to 10 min to complete.

We used participant observation through the 1st and 2nd authors, who were
directly involved in projects in Org. A and B, respectively. We kept notes on
events occurring in the field (e.g., meetings, decisions, and discussions) between
ASD stakeholders. We used these notes as sources of observational data.

To elaborate upon the survey, we conducted semi-structured interviews based
on UX attributes and observational data. We covered nine topics, each providing
insights into one or more of the attributes, and ASD stakeholders’ current under-
standings and beliefs regarding UX practices. Table 3 displays the topics, their
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attributes, and with whom they were discussed. We interviewed and recorded
participants in person or via online video conference.

To analyse survey data, we calculated mean scores per UX attribute and
stakeholder group and looked for outliers. We sought statements with notable
low means across all respondents, and for each organisation per round, to use as
cues to investigate qualitative data. Further, we transcribed interviews verbatim,
and collected quotations linked to UX attributes (Table 3). In addition, since
interview and survey questions were structured per UX attribute, we were able
to cross-analyse interview and survey results, linking qualitative and quantitative
data. Finally, we connected our findings to relevant observational data.

4 Results

4.1 Survey

As shown in Table 4, ATU, BAR, and OPP notably decreased between rounds
in Org. A; conversely, UCD, ATU, ROI, and OPP notably increased between
rounds in Org. B. Table 4 also presents the average score of UX attributes. Org. A
developers and managers exhibited similar mean levels of UX literacy. Excepting
OPP, senior managers scored higher in all UX attributes. Org. B developers had
higher means than managers. In R2 senior managers showed notably higher UCD
and ROI than developers and managers. Table 5 shows differences in scoring for
participants from both organisations who took part in both rounds. The ATU,
BAR, and OPP scores decreased in Org. A, while ROI and UUX scores increased
in Org. B.

Eight individual questionnaire statements had mean values below a neutral
score (3) across all ASD stakeholder groups. In the ATU attribute, ASD stake-
holders disagreed with the statement “Users are able to express what they want”
(M = 2.83, SD = 0.72 in Org. A; M = 2.81, SD = 0.96 in Org. B) and agreed
with “User expectations are difficult to manage” (M = 2.46, SD = 0.79 in
Org. A; M = 2.56, SD = 0.92 in Org. B.). In the ROI attribute, Org. A gener-
ally agreed that “UX activities increase development costs and time” (M = 2.67,
SD = 1.08). In contrast, Org. B. scored better (M = 3.22, SD = 1.05). Results
for this statement are a negative outlier within the attribute. Each statement
from the OPP attribute received negative scores.

4.2 Observation

Table 6 summarises discrepancies between planned and executed UX activities.
In Org. A, at the start of the project, managers attended a 2-hour UX train-
ing session. The same training was planned for developers, but never occurred.
The first key touch point, at the end of the UX analysis, allowed stakeholders
to develop a shared understanding of user needs and requirements, technical
restraints, and opportunities. Lacking prior UX experience, ASD stakeholders
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Table 2. Questionnaire statements by UX attribute, rated on a 5-point Likert scale
from strongly disagree to strongly agree (standard) or from strongly agree to strongly
disagree (reverse).

Statement Scale

Understanding of UCD processes (UCD)

Grounded in-depth understanding of users, tasks and environments should be a
focus at the start of development [2]

standard

UX research (user needs analysis and user requirements specification) is a
“blocker” to the real development work [2]

reverse

UX research (user needs analysis and user requirements specification) is an
optional add-on [2]

reverse

Design should be driven by user tasks, goals and evaluation [38] standard

Understanding of UX (UUX)

Graphic design and UX design are the same and therefore are performed by the
same person [4]

reverse

UX is subjective and therefore cannot be measured [4] reverse

UX awareness is all you need to design good user interfaces or good user
experience [4]

reverse

Non-utilitarian concepts (e.g., joy, stimulation, aesthetics) are part of
UX [19,31,39]

standard

Utilitarian concepts (e.g., efficiency, effectiveness, satisfaction) are part of
UX [19,31,39]

standard

UX is essential for acceptance, adoption, and trust in a product [19,31,39] standard

Attitude towards users (ATU)

Users do not need a good UX, they just need training [4] reverse

Users are able to express what they want [4] standard

User expectations are difficult to manage [4] reverse

Users should be at the centre of product development, not just have a
supporting role [38]

standard

Awareness of UX ROI (ROI)

UX activities increase product attractiveness [3] standard

UX activities reduce sales and revenues [3] reverse

UX activities help reduce users’ need for training and technical support [3] standard

UX activities increase development costs and time [3] reverse

Opportunities (wake-up call) (OPP)

Some of our projects or products fail because of poor UX design [4] reverse

User needs for training and technical support are important [4] reverse

The overall net loss in user productivity from UX issues is insignificant [4] standard

The overall net loss in late design changes from UX issues is insignificant [4] standard

Barriers (BAR)

We have enough resources (time, budget, staff) for UX [4] standard

We have enough skills to conduct UX activities [4] standard

UX conflicts with our current software development model [4] reverse

Our projects are too small to incorporate UX into our software development
model [4]

reverse
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Table 3. Semi-structured interview: guiding questions. UCD stands for understanding
of user-centred design, UUX for understanding of UX, ATU for attitude towards users,
ROI for awareness of UX ROI, BAR for barriers, and OPP for opportunities. Dev
stands for developers, Mgr for managers, and SMgr for senior managers.

Topic Questions Attribute Who

UX activities integration into
current software development
model

How do UX activities
integrate into or modify the
current software development
model?

UCD, ROI Mgr

UX activities integration How did the introduction of
UX activities affect your job?

ROI, BAR, OPP Mgr, Dev

User involvement effect in
the final product

What does user involvement
bring or not bring to the final
product?

UCD, ATU Mgr, Dev, SMgr

Prospect of doing UX
activities in other projects

Why would you consider or
not consider using UX for
other projects?

ROI, BAR, OPP Mgr, Dev, SMgr

Upside to carrying out UX
activities

What would you describe as
the main upside to carrying
out UX activities?

UUX, ROI Mgr, Dev, SMgr

Downside to carrying out UX
activities

What would you describe as
the main downside to
carrying out UX activities?

UUX, ROI Mgr, Dev, SMgr

Communication of UX
findings

Describe the role and
importance of UX artifacts in
your work

ROI, BAR, OPP Mgr, Dev

Communication of UX
findings

Where do you receive
UX-related information
from? Informally, verbally,
UX artifacts, documentation?

UUX Mgr, Dev

Prospect of doing UX
activities in the project

What kind of information
related to UX do you expect
or would like to see to help
decision-making?

UUX, ROI Mgr

were reluctant to adopt users’ points of view. Although expedited, ASD stake-
holders started development while UX research was ongoing. Planned UX activi-
ties were abandoned. Overlooking UX research results and UCD, ASD stakehold-
ers discussed and ‘validated’ data models and prototypes with users in ASD-led
activities. UX research results went unheeded. Results from successful UX activ-
ities with managers did not reach developers. The low-fidelity prototype was
evaluated while being altered. No time to re-evaluate it was allocated, leaving
key UX issues unresolved. During coding, software modification became resource
intensive and had to be delayed post-launch. Final user tests were conducted with
few users on an unstable software version, hence suboptimal usability at launch.

Org. B more successfully executed planned activities, possibly due to commit-
ment to, and experience in, UX-driven projects. During R1, Org. B was engaged
in a long-term project. The team adopted ASD while following UCD processes,



446 D. Azevedo et al.

Table 4. Questionnaire: mean scores per UX attribute and ASD stakeholder group.
Round average in second column for all ASD stakeholders. Orange/Green: noteworthy
decrease/increase (± 0.2 points) in scores between rounds. AVG: UX attributes average.

Org. Round Role UCD UUX ATU ROI BAR OPP AVG

Dev 3.50 3.93 3.40 3.40 3.75 2.85 3.47

A 1 Mgr 3.50 3.79 3.56 3.89 3.42 3.46 3.17 3.52 3.17 3.39 3.00 2.72 3.30

SMgr 4.38 4.17 3.56 4.00 3.25 2.31 3.61

Dev 3.42 3.61 3.25 3.50 3.00 2.25 3.17

A 2 Mgr 3.88 3.81 3.75 3.86 3.00 3.15 3.50 3.58 3.25 3.08 2.00 2.29 3.23

SMgr 4.13 4.21 3.19 3.75 3.00 2.63 3.48

Dev 4.20 4.23 3.50 4.00 3.55 2.40 3.65

B 1 Mgr 3.60 3.82 3.47 3.99 2.75 3.14 3.40 3.80 3.00 3.18 1.70 2.20 2.99

SMgr 3.67 4.28 3.17 4.00 3.00 2.50 3.44

Dev 4.25 4.22 3.65 3.96 3.50 2.44 3.67

B 2 Mgr 4.00 4.42 3.83 4.10 3.75 3.67 3.75 4.19 3.00 3.25 2.25 2.40 3.43

SMgr 5.00 4.25 3.63 4.88 3.25 2.50 3.92

Table 5. Variation between rounds for both round participants.

Org. A Org. B

Dim. Round Dev Dev Mgr Mgr SMgr SMgr SMgr Dev Dev Dev Dev Mgr SMgr SMgr

UCD 1 3.25 4.00 3.50 3.50 4.25 4.00 4.25 3.25 3.75 4.75 5.00 4.00 4.50 3.00

2 3.00 3.50 4.00 3.75 4.50 3.50 4.25 4.25 4.00 4.50 5.00 4.00 5.00 5.00

UUX 1 3.67 4.17 3.67 3.50 3.83 4.00 4.50 4.50 3.83 4.33 4.50 3.83 4.17 5.00

2 3.33 4.17 3.50 4.00 4.17 4.00 4.33 4.67 4.00 4.00 5.00 4.33 3.50 5.00

ATU 1 3.50 3.50 3.25 3.50 3.25 3.25 4.00 3.75 2.75 3.75 4.00 4.00 4.00 3.50

2 2.75 3.75 3.00 3.00 2.75 3.50 3.25 4.00 3.00 3.25 5.00 4.00 3.25 4.00

ROI 1 3.00 3.50 3.25 3.25 3.50 4.00 4.00 4.00 3.75 3.50 4.75 4.50 4.25 4.50

2 3.25 3.75 3.50 3.50 4.00 4.00 4.00 4.25 3.00 4.00 5.00 4.75 4.75 5.00

BAR 1 3.50 4.25 3.25 3.50 3.00 3.50 3.25 3.75 3.25 3.50 3.25 4.00 3.50 2.75

2 2.25 3.50 3.25 3.25 3.00 3.00 3.00 4.00 3.00 3.25 3.25 4.25 3.50 3.00

OPP 1 3.00 2.50 2.75 2.75 2.25 2.75 2.50 2.00 2.50 2.25 2.00 2.25 2.50 2.50

2 2.25 1.75 2.25 1.75 2.25 2.50 2.75 1.50 3.25 2.25 1.75 1.75 2.50 2.50

wherein the final design solution resulted from six iterations of UX evaluations
with six to eight users. At touchpoints, ASD and UX stakeholders analysed UX
evaluation data and deliberated design changes. However, implementing the two
parallel interwoven ASD UX tracks was challenging. In a subsequent project,
Org. B struggled to convince the customer and business developers to start UX
activities (e.g., user interviews, personas). The development team focused on
delivering a functional prototype to satisfy the customer, who thought UX could
be performed later. UX was not integrated in all projects and UX staff frequently
had to jump between projects and finish many tasks on short deadlines.
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4.3 Interview

UCD. Org. A’s developer believed developers need not be involved in UX activ-
ities, “not [caring] about [them]”. UX activities were criticised by the managers

Table 6. Discrepancies between planned and actual execution of UX activities, with
status of objectives. Obj. = objective A = achieved; PA = partially achieved; F = failed.

UX activities timeline Obj. Execution

Org. A R1 - December 2021 - June 2022

Conduct contextual inquiry with users A Conducted as planned

Create user profiles based on user data F User profiles have not been done

Analyse user data and create shared

understanding of user needs and requirements

PA Unproductive collaboration lead to UX

team to do it alone

Elaborate UX goals to meet, validate and

end iteration

PA Created list of UX goals yet to be

shared with developers

Rework task org. and sequence models F Models overlooked

Design based on reworked models F Models abandoned

Create wireframes based on user data PA Wireframes based on leaders’ vision,

’validated’ by focus group

Usability test before coding starts Coding started without testing

Use style Guide as communication artifact F Style Guide disregarded

Org. A R2 - July 2022 - December 2022

Conduct user tests to evaluate wireframes

with ten users

PA Evaluation with fewer users and

modification before/during test

Rework wireframes after evaluation PA Partial major rework pre-launch

Evaluate reworked wireframes with users F Direct coding of final product

Final evaluation of product before launch PA Delayed evaluation, semi-launch before

feedback was possible

Launch product once UX goals and metrics

are met (validation)

F UX goals and metrics not met at launch

(no validation)

Org. B R1 - December 2021 - June 2022

Design a wizard-of-Oz prototype A Conducted as planned

Conduct a six-iteration formative UX

evaluation of the prototype

A Conducted as planned

Analyse user data and create shared

understanding of user needs and requirements

A Conducted as planned

Conduct a summative UX evaluation of the

prototype

F Lack of time, opted for other formative

evaluation iteration

Conduct contextual inquiry in the field F UX activities deemed premature by

business developers

Conduct interviews to identify user needs F Customer wanted a functional prototype

Create personas based on user interviews PA Alternative people interviewed

Use personas to guide development F Personas ignored by business

Org. B R2 - July 2022 - December 2022

Build an interactive wireframe prototype A Conducted as planned

Conduct usability test on wireframes A Conducted as planned

Build a severity/value matrix as a

communication artifact

A Conducted as planned

Improve the prototype based on usability

test findings using severity/value matrix

A Conducted as planned

Conduct interviews with product users PA Few current users were available
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and a senior manager due to resource-intensity and “untimeliness”, believ-
ing development “had to” precede UX research completion. They wanted UX
research to start a sprint ahead of development so as to fully leverage it in the
future. Since UX evaluation started during software programming, fixing UX
issues would lead to time and budgetary overrun, and R2’s manager lamented
resultantly insufficient improvements. The senior manager recognised UX aware-
ness alone is insufficient to meet user needs and requirements, and observation of
users performing tasks is necessary. Org. B understood the goals and outcomes of
UCD’s four phases, and follows the analysis-design-evaluation cycle. The senior
manager believed UCD reduces late design changes and decreases the risk of
developing suboptimal products. Nevertheless, much convincing is required to
run UX-driven projects, as Org. B’s culture tends to be engineering-oriented.

UUX. R1’s Org. A developer’s believed users are “just humans”, and thus inher-
ently uniform, disregarding user background and characteristics in development,
perceiving users’ specific needs and requirements as unjustified. R2’s manager
and the senior manager did not share this view, recognising UX as key to solving
workflow problems and improving user efficiency and general hedonic aspects.
Org. B’s ASD stakeholders see the value of UX in identifying and solving real
user problems. They believed UX is necessary for any project unless the time-
frame is prohibitive or the project is purely technical. They recognised the roles
and importance of UX-trained staff, believing in a transversal UX approach,
wherein discussion of UX activities is a basis for stakeholder meetings. However,
only some projects were driven by users’ needs and requirements.

ATU. Org. A’s developer regarded UX and user involvement as relevant only
to the low-level details of software otherwise conceptualised by managers. ASD
stakeholders struggle to fully take into account users’ feedback, believing users
are biased by their current cognitive work models. The senior manager, believ-
ing users should be at the core, was particularly dismayed by developers’ “lack
of empathy”, as “the end user would never be capable of using what they
deliver”. Having observed UX evaluations, Org. B’s developers supported UCD,
and understood how UX activities help reduce bias, stating “It’s normal to take
[user] motivations, choices, and desires into account”. R1’s manager believed
“even if [users] cannot explain [their preferences]”, their feedback aids in design,
and multiple prototypes and iterative evaluations are necessary.

ROI. Org. A’s senior manager, though unsurprised by UX findings, understood
the need to formalise them. The managers and the senior manager recognised
UX reduces late development revisions and increases product value, yet prema-
turely proceeded with development, believing the then incomplete UX analysis’
findings would be irrelevant. By R2, having delayed release, the senior manager
regretted this decision, recognising the software would require post-launch recti-
fication to improve UX and user efficiency. The senior manager was disappointed
by the insufficient leveraging of UX findings throughout development. Having
conducted several UX-driven projects, Org. B’s ASD stakeholders regarded UX
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as necessary, requiring sufficient time, staff, and budget. The senior manager and
manager recognised user data as valuable to development decision-making and
convincing customers to revise products. R2’s manager believed UX activities
uncover UX issues key to development. Org. B’s ASD stakeholders believed UX
costs are offset by returns from product attractiveness, improved user satisfac-
tion and performance, shorter delivery time, and reduced late design changes.

OPP. Org. A’s R1 manager believed UX revealed the “pain” of users’ work
among other otherwise overlooked issues, while the R2 manager appreciated
the bias reduction derived from UX. Both managers believed UX clarifies user
needs, enabling the creation of UX goals and adaptation of user stories. In R2,
the senior manager opined, “User experience is not a luxury, [...] it’s a neces-
sity” but the difficulty lies in balancing user and technical requirements. User
involvement is key to development, since without it, the project would be a
“probable failure”. Org. B has past success with UX integration, providing a
basis for ASD stakeholders to further expand UX activities and strengthen ASD
UX integration. They often claimed issues lie in balancing the work of UX and
development staff, resulting in rushed sprints and constant re-prioritisation of
the sprint backlog.

BAR. In R1, Org. A ASD stakeholders believed UX analysis results were in line
with already planned solutions. They also believed UX reduces requirements for
software revision in late development, and that the product’s value increased. At
the end of R2, the managers and senior manager concluded that despite desiring
to adopt UCD, timeline and budgetary constraints prevented UX integration.
Org. B. faced barriers when expanding UX to new projects; ASD stakeholders
often had to be persuaded to include UX activities. The senior manager regarded
many ASD stakeholders as not understanding UX and explained that “we will
save time later” by conducting UX activities instead of rushing into development.

5 Discussion

5.1 Interpretation

Table 7 shows the UX maturity assessment of both organisations using Earthy’s
UMM [14]. Each author assessed their organisation using observational data
and personal experiences gained from fieldwork. To maintain consistency, the 3rd

author, having knowledge of practices in both organisations, provided additional
insights to reach consensus. We rated attributes of levels B (Considered) and
C (Implemented), as lower levels are achieved, while higher ones are not.

At level B, two attributes are analysed: B1 assesses ASD stakeholders’ aware-
ness of quality in use (i.e., efficiency, effectiveness, and user satisfaction), while B2
evaluates user focus by considering end users’ needs and requirements through-
out the development process. At level C, three attributes are analysed: the user
involvement attribute (C1) represents the extent of user data elicited from rep-
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resentative users; the human factor (HF) technology attribute (C2), the extent
UCD methods and techniques are used; the HF skills attribute (C3), the extent
to which HF skills are used in human-centred processes.

Table 7. Level B and C of Usability Maturity Model [14] management practices and
assessment of both organisations. N: not achieved, P: partially achieved, L: largely
achieved, F: fully achieved.

Attribute Org. A Org. B

B1.1 Quality in use training P L

B1.2 Human-centred methods training P L

B1.3 Human-system interaction training P L

B2.1 User consideration training P L

B2.2 Context of use training P L

C1.1 Active involvement of users N L

C1.2 Elicitation of user experience P F

C1.3 End users define quality-in-use N F

C1.4 Continuous evaluation P L

C2.1 Provide appropriate human-centred methods N L

C2.2 Provide suitable facilities and tools P L

C2.3 Maintain quality in use techniques N P

C3.1 Decide on required skills N P

C3.2 Develop appropriate skills N P

C3.3 Deploy appropriate skills N N

Org. A. Org. A attained level B UX maturity, partially achieving the practices
of this level. ASD stakeholders were only partially aware of quality in use, as
only one external consultant had sufficient UX training (B1.1) and only the
managers had any UX training, which was brief (B1.2). ASD stakeholders often
mistook UX for UI and underestimated the scope and impact of UX activi-
ties (B1.3). Further, ASD stakeholders struggled to prioritise user needs and
requirements: the value of UX evaluations was understood, though UX research
was disregarded (B2.1). User background and contexts of use were frequently
disregarded, resulting in software developed without users in mind. Neglecting
end-users is particularly concerning for UX, which prioritises their experiential
response during system interactions [35]. However, by the end of R2, the man-
agers and senior manager understood users have specific needs and requirements
(B2.2). Further, Org. A only partially achieved three practices from level C: user
tests were conducted on medium- and high-fidelity prototypes with end users;
however, the allocated time was inadequate, as were the number of iterations
and participants (C1.2); the number and the extent of UX evaluations were
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insufficient, and occurred after development started (C1.4); and, since facilities
and tools were unsuitable, outsourcing was necessary (C2.2). These findings are
indicative of low UX maturity [7], as is the absence of UX in decision-making [24]
and limited UX resources [35].

Org. B. Org. B attained level C UX maturity, as they largely achieved practices
from level B, but failed to achieve all from level C. Staff executing UCD processes
were largely aware of quality in use as a system attribute, and those performing
processes relating to user-facing elements accounted for the human beings who
will use it. Throughout development, appropriate UX methods using representa-
tive users identified user needs and requirements: in all development phases user
feedback was collected, analysed, and integrated to improve the product, though
not in all projects (C1.1); users interacted with phase-appropriate prototypes
(C1.2); user characteristics defined the evaluation measures of quality in use for
prototypes (C1.3); and UX evaluations were performed until quality in use was
satisfactory (C1.4). UCD methods and techniques were selected during develop-
ment: user needs defined project objectives, UX methods to elicit user needs and
evaluate prototypes were appropriate to each phase (C2.1); tools and facilities
invested in (C2.2); however, UX staff resources were insufficient (C2.3). HF skills
were partially used in human-centred processes: required competencies identified
(C3.1) and some UX skills partially developed (C3.2); but limited UX staff meant
UX was absent in some phases (C3.3). Lack of UX resources limits achievable
outcomes and creates bottlenecks [36]. ASD UX integration requires coordina-
tion through mutual adjustment and frequent communication [43], necessitating
efficient collaboration. Successful designer-developer collaboration depends on
seven factors [24] and is key to raising UX maturity. Despite Org. B’s designers
and developers working closely, communicating often, and from an early stage,
UX processes are far from being stable and embedded into organisational culture,
as UX involvement varied with project and customer, echoing [43].

UX literacy vs. UX practices. The gap between UX literacy and UX practices
is most salient in Org. A and their moderate UX literacy prevents UX-driven
development. Although UX consultants increased its capacity to do UX (e.g.,
correctly applying UX methods), Org. A still lacked the capacity to use UX (e.g.,
using UX knowledge during development processes), the difference between do
and use being introduced in [37]. ASD stakeholders need expertise and commu-
nication to avoid relying on assumptions and to properly understand user needs
in UX activities [33]. Within Org. A, ingrained belief that solutions based on per-
sonal opinion are equal to or better than UCD trumped UX literacy. This belief
resulted in neglecting UX research findings and initiating development prior to
completing key UX activities, thereby causing delays in software launch and
raising costs: lack of UX resources stifles UX’s potential, bottlenecking develop-
ment [36]. The decrease in ATU derives from a belief that simply asking users
for their needs and requirements suffices, and changes in users’ opinions reflect
users’ unreliability. A combination of aversion to UCD, lack of understanding of
UX artifacts and reliance on pseudo-UX activities led (senior) managers to often
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deviate from strategic UX planning and insufficiently grasp user characteristics,
needs, and requirements. UX evaluations were conducted too late and insuffi-
cient time was allocated to address UX issues. These obstacles are in line with
findings in [36]. The increase in time and development cost led to a decrease in
OPP and alerted ASD stakeholders to the necessity of conducting UX activities.

Org. B has higher UX literacy and is becoming UX-driven. The manager and
senior managers had the highest UX ROI awareness, while developers supported
UX integration. Even though commitment from top management is crucial to
improve UX maturity [18], some remaining barriers prevent Org. B from adopt-
ing UCD. Only innovation projects were UX-driven, showing room for further
expansion of UX practices and culture. Org. B’s in-house UX team, with four
years experience and wide knowledge of UX, produced relatively high UCD,
UUX, and ROI scores. Org. B seeks a competitive advantage through integra-
tion of UX, recognising the value of solving real user problems.

Prospects. Both Org. A and B are striving to improve their UX maturity level.
Org. A aims to involve more users, perform additional user tests, prioritise UX
by temporarily halting development until UX research is complete, and leverage
UX to more effectively manage their IT budget. Org. B needs to expand their
UX workforce, enhance the UX literacy of ASD stakeholders, and systematically
start projects with UX research. We cannot provide standardised recommenda-
tions to facilitate the integration of ASD and UX, since according to [18] such
recommendations must depend on the context of the organisation (e.g., UX
maturity), project (e.g., related business goals), and team (e.g., UX literacy).

5.2 Limitations and Strengths

The limitations of this paper mainly regard internal validity. First, we cannot use
Cronbach’s alpha to statistically validate the questionnaire, since participants
with low UX literacy produce inconsistent scores within questionnaire attributes.
Second, some ASD stakeholders left between rounds, preventing us from track-
ing the evolution of some participants’ perceptions and attitudes toward UX
throughout the study. We offset this by incorporating new participants and inter-
viewing members of all ASD stakeholder groups at least once. Third, our rela-
tionships with participants may have influenced their responses, as may have the
introduced UX methods. Specifically, we worked closely with some participants
for over a year, integrating UX activities into projects, suggesting methods, and
guiding implementation during software development. Nevertheless, we reduced
this potential bias with the following counter-measures. On the one hand, we
controlled the instrumentation threat to internal validity [9] by using the same
interview guide in both organisations (Table 3). On the other hand, we commit-
ted to our role as UX practitioners throughout our missions. Lastly, our consult-
ing work presented an opportunity to undertake this study in the field but did
not change our approach to UX consulting or our behaviour as practitioners.

The primary strength of this work lies in the mixed-method approach,
which minimises result subjectivity, as the observational data gives nuance to
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self-reported survey and interview data. When possible, we triangulated data
sources collected with all three methods, cross-checked the findings, and 1st

and 2nd authors independently analysed and discussed their interpretations for
coherency [21]. E.g., quantitative survey results guided our search for qualita-
tive evidence in observation data to elaborate why ASD stakeholders held certain
beliefs, helping us to explain the gap between their UX practices and literacy.
Our longitudinal approach strengthens result validity beyond a mere snapshot:
we repeatedly collected data for over a year, contextualised the data, and iden-
tified patterns in UX practices. Finally, we carefully selected participants from
different stakeholder groups (i.e. developers, managers, and senior managers)
with different roles and perspectives on UX, so as to target key positions in
software development.

6 Conclusion and Future Work

We performed a case study of two organisations presenting the characteristics
of lower levels of UX maturity, working in agile-UX settings. From this case
study, we showed ASD UX integration is better achieved when ASD stakeholders
exhibit higher level of UX literacy, which enables organisations to improve their
UX maturity. However, their UX practices under-perform compared to their
UX literacy, as there is a gap between what they understand, what they think
they do, and what they actually do. Through a mixed-method approach, we
identified a gap between ASD stakeholders’ knowledge of UX and their UX
practices. Further, we linked our findings to UX maturity levels using Earthy’s
model. This case study shows the variation and differences in this gap between
UX literacy and UX practices in two organisations.

Org. A exhibits a low UX maturity level; Org. B exhibits a medium level.
In Org. A, the largest issues stem from low UX literacy, which hinders UX
practices implementation during product design and development, resulting in
deviation from strategically planned UX activities. This leads to friction between
ASD stakeholders and UX practitioners, and to an end product with poor UX.
Failure to conduct proper UX activities delayed product launch, enabling ASD
stakeholders to recognise the criticality of UX to product success. In Org. B,
initial barriers to UX integration were overcome before the study started. Our
findings reveal that beliefs and practices may shift depending on the course of
action and struggles that occur within an organisation. Prior success stories help
foster positive attitudes towards UX. Managers were aware of the value of UX
and developers were unopposed to user involvement in development.

In future work, this study should be followed by longitudinal studies con-
taining various touch points, multiple participants and organisations, across all
levels of UX maturity. These studies would enable collection of further empirical
evidence on the UX literacy and UX practices gap and its nature across all UX
maturity levels. To provide recommendations for integration of UX in agile work
practices, we should focus on providing guidelines for reducing the gap between
UX literacy and UX practices.
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reference model for UX. CCIS 1, 128–152 (2020). https://doi.org/10.1007/978-3-
030-41590-7

https://doi.org/10.1145/3344947
https://doi.org/10.1515/icom-2020-0029
https://doi.org/10.1007/1-4020-2967-5_4
https://doi.org/10.1007/1-4020-2967-5_4
https://doi.org/10.1007/978-3-540-45051-1_10
https://doi.org/10.1007/978-3-540-45051-1_10
https://doi.org/10.1080/10447318.2019.1587856
https://doi.org/10.1080/10447318.2019.1587856
https://doi.org/10.1109/AGILE.2014.17
https://doi.org/10.1109/AGILE.2014.17
https://doi.org/10.1016/j.jss.2019.03.066
https://doi.org/10.48550/ARXIV.1610.04774
https://doi.org/10.48550/ARXIV.1610.04774
https://doi.org/10.7717/peerj-cs.130
https://doi.org/10.24251/HICSS.2017.070
https://doi.org/10.24251/HICSS.2017.070
https://doi.org/10.1007/978-3-030-41590-7
https://doi.org/10.1007/978-3-030-41590-7


456 D. Azevedo et al.
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35. Law, E.L.C., Lárusdóttir, M.K.: Whose experience do we care about? analysis of
the fitness of scrum and kanban to user experience. Int. J. Hum.-Comput. Interact.
31(9), 584–602 (2015). https://doi.org/10.1080/10447318.2015.1065693

36. MacDonald, C.M.: “It takes a village”: on UX librarianship and building UX capac-
ity in libraries. J. Libr. Adm. 57(2), 194–214 (2017). https://doi.org/10.1080/
01930826.2016.1232942

37. MacDonald, C.M., Sosebee, J., Srp, A.: A framework for assessing organizational
user experience (UX) capacity. Int. J. Hum.-Comput. Interact. 38(11), 1064–1080
(2022). https://doi.org/10.1080/10447318.2021.1979811

38. Maguire, M.: Methods to support human-centred design. Int. J. Hum Comput
Stud. 55(4), 587–634 (2001). https://doi.org/10.1006/ijhc.2001.0503

39. Mahlke, S.: User experience of interaction with technical systems. Berlin Technical
University (2008)

40. Nielsen, J., Berger, J., Gilutz, S., Whitenton, K.: Return on investment (ROI) for
usability. Nielsen Norman Group (2013)

41. Øvad, T., Larsen, L.B.: The prevalence of UX design in agile development processes
in industry. In: Proceedings of the 2015 Agile Conference, AGILE 2015, pp. 40–49.
IEEE Computer Society, USA (2015). https://doi.org/10.1109/Agile.2015.13

42. Peres, A.L., Da Silva, T., Silva, F.S., Soares, F.F., Rosemberg, C., Romero, S.:
Agileux model: towards a reference model on integrating UX in developing software
using agile methodologies. In: 2014 Agile Conference, pp. 61–63. IEEE (2014)
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Abstract. Video review is commonly performed by learners to clarify
or make up for the content they have missed. However, it is not well
supported in the current video learning environment. In this paper, we
investigated the design of techniques to facilitate effective video review.
Through a preliminary study, we observed learners’ review behaviors,
identified their challenges, and derived three design goals. We then
designed two review techniques, concept map based review (CMRe-
view) and text summary based review (TSReview). Evaluation studies
were conducted to understand learners’ post-review learning performance
and review experiences using both techniques on short and long videos.
Results showed similar learning performance for short videos across both
techniques, but CMReview improved understanding for long videos and
was preferred by most users. We conclude by discussing implications for
integrating with current video learning platforms.

Keywords: Video review · Concept map · Text summary

1 Introduction

Learning requires attention, but video learners can easily lose their attention
due to both external and internal factors such as external distractions [14] and
mind-wandering [16]. These factors not only cause learners to miss important
information but also hinder their understanding of the learning materials. As a
result, video review has become a popular study technique among learners to
mitigate concentration loss [26,42].
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During video review, learners revisit specific parts of the video material. This
process differs from their initial viewing (first watch) in terms of learning goals
and behaviors, as well as the challenges they faced. For instance, learners tend to
engage more in searching behaviors during review [42]. Additionally, they may
lack the meta-awareness to recognize when and where they have missed content
[38]. While much research has been done on ways to improve the video learning
experience during the initial viewing [30,41,51], less attention has been given to
the development of effective techniques for video review.

In this paper, we explored the design, development, and evaluation of tech-
niques for video review. We began with a preliminary study where we observed
learners’ review behaviors and interviewed them about the challenges they faced.
Based on these results, we derived three design goals for designing an effective
review technique: overview support, navigation support and attention-awareness.

To guide our design, we applied the Cognitive Theory of Multimedia Learning
(CTML) principles [24,37]. Following the signaling principle and segmenting
principle, we designed two review techniques: CMReview and TSReview. They
provide different formats of overview support, while sharing a similar design in
navigation support by hyperlinking each concept or sentence to video timestamp.
They also incorporate attention-awareness by highlighting missed content for
focused review.

We then evaluated the effectiveness of two review techniques in reviewing
short (6 min) and long (12 min) videos. Through an empirical study with 20
participants, we showed that CMReview improved understanding of learning
content of over 30% for long videos and were preferred by most participants.
However, for short videos, CMReview and TSReview share the same level of
post-review learning outcome.

Based on the findings, we discussed the design implications for how video
reviewing systems can adapt to different lengths of videos while considering the
cost benefit trade-off. For learning longer videos, where users encounter a larger
amount of information, using CMReview to review can significantly improve
learners’ understanding of the overall video content, and avoid the cognitive
overload. For 6-min or shorter videos, TSReview is recommended to improve
learners’ learning performance after review, and can also be easily integrated
with existing video learning platforms.

The contributions of this paper are threefold: 1) Enhanced our understand-
ing of video reviewing through a preliminary qualitative study. 2) Designed,
implemented and empirically investigated the two review techniques on review-
ing short and long videos. 3) Provided design implications for existing video
learning platforms and future systems to support effective video review.

2 Related Work

As an integral component of the broader scope of video learning, video review
has been related to subjects of various research efforts. We have categorized
previous research into three categories detailed below and discussed how they
are relevant to our research.
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2.1 Improving Video Learning Experiences for Overall Learners

To provide a generally improved video learning experience for learners, some
previous researchers often focused on refining the design of video learning mate-
rial itself, such as adding animations [21], exploring different ways of filming
techniques [10], and considering diverse video formats [19]. Meanwhile, some
other researchers have concentrated on enhancing interactions between learners
and video learning materials. These efforts range from incorporating prompting
questions in videos [43], introducing teaching annotations throughout the video
[48], to using interactive features that offer students more control [52]. While
their practice might not directly apply for the video review context, they all
align with the foundational learning theories for multimedia learning such as
the Cognitive Load Theory (CLT) [6] and the CTML design principles. In this
paper, we adhere to these theories to guide our design.

2.2 Providing Personalized Interventions to Individual Learners

Our research also corresponds with previous work in providing personalized
review content to learners, which forms part of the broad category of attention-
aware systems in video learning [9,34]. These works focused on monitoring learn-
ers’ attention and offering interventions to enhance their attention to optimize
video learning. Some interventions are dispatched in real-time when the attention
lapses are detected [15,25,31]; others suggest the segments where learners lost
their attention the most [46] or indicate the most challenging part for learners
to review [32]. Although they are successful in some respects, the primary focus
remains on managing attention lapses rather than facilitating learners’ video
review. Our research began with understanding learners’ review behaviors and
the challenges they encountered in order to design the most effective technique
for video review.

2.3 Concept Map in Video Learning

The concept map is a well-established model for organizing and representing
knowledge [29], with labeled nodes representing concepts and labeled links rep-
resenting relationships among these concepts. The process of creating a concept
map can facilitate meaningful learning [28] and has been employed in classroom
learning environments for decades [47]. In video learning, previous works have
primarily focused on facilitating the creation of concept maps from video con-
tent [13,53], while some have demonstrated that displaying a structured concept
map can reinforce learners’ understanding of video content [22]. In this paper,
we also utilize the hierarchical structure of the concept map, but we combine it
with other features to specifically target for the video review scenario.
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3 Study 1: Understanding Learners’ Video Reviewing
Behaviors

In this study, we sought to complement existing research by depicting a granu-
lar understanding of learners’ video reviewing behaviors and their challenges in
reviewing video content. To this end, we aim to answer the following research
questions:

RQ1. How do learners review video content?
RQ2. What challenges do learners face while reviewing?
To answer the research questions listed above, we conducted a preliminary

study with 12 participants to understand their behaviors and underlying reasons
during video review.

3.1 Study Design and Procedure

In this study, participants watched learning videos from introductory medical
and biological courses of Khan Academy. These topics were chosen for their
inclusion of factual knowledge [27], which aligns with our learning measures
of interest. To encourage participant review and simulate attention lapses and
information loss during video learning, we replaced portions of the original video
content with relaxing music videos. Approximately 33% of the video content was
intentionally blocked, aligning with previous studies on attention lapse ranges
[23,33,54]. While attention loss can stem from various factors and result in dif-
ferent outcomes, we chose to simulate the complete absence of content in these
portions to emphasize the need for thorough review. We avoided introducing
additional tasks like color counting tasks [35] to prevent mental fatigue or cogni-
tive overload, given the high cognitive load already demanded by our study. The
use of blocked content effectively balanced task complexity and participants’
ability to complete the session. Relaxing music was selected to minimize the
influence of emotional arousal on learning performance [49]. Smooth continuity
was ensured with 1-second transition effects between the music video clips and
the original video clip.

For this study, we chose a 14 min 56 s video length, within the range of
previous studies [3]. This duration allowed sufficient observation of user behavior.
The video was modified by blocking thirteen segments (1 × 1 min, 4 × 30 s, 4
× 20 s, 4 × 10 s, totaling 5 min) and replacing them with relaxing music of the
same duration. The shortest blocked segment was set at 10 s, as shorter periods
do not include meaningful information based on the video subtitles.

Participants and Apparatus. We recruited 12 participants (6 males, 6
females, age range: 19–31) from the local university community. All students
were regular video learners and had full working proficiency in English. None of
them majored in biology-related fields, to minimize the potential bias of prior
knowledge in relation to the selected video materials. Each participant (in all
studies) was compensated ≈ USD 7.25/h for their time.
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Procedure. The study was conducted in a one-to-one, face-to-face setting.
Participants were asked to watch the modified video without interacting or tak-
ing notes. After watching, they were instructed to review the original video to
make up for any missing information. They were allowed to interact with the
video player using the mouse or keyboard, such as pausing, rewinding, and fast-
forwarding, etc. The review process was limited to 7 min, which is less than half
the length of the video. Participants were informed that they needed to fill out
a questionnaire testing their learning performance after reviewing and that they
wouldn’t be able to complete the review if they only played the video at 2×
speed. An experimenter observed and recorded participant behaviors to min-
imize biases. Semi-structured interviews were conducted post-study to inquire
about participants’ experiences and explanations for their behaviors. The review
process was video-recorded while interview was audio-recorded. The entire study
lasted approximately 40 min.

3.2 Results

The observation notes and transcribed interview scripts were analyzed themati-
cally following Braun and Clarke [4].

3.3 RQ1: How Do Learners Review Video Content?

The majority of participants (10/12) employed the “skimming and pausing”
approach, progressing through the video content sequentially during their ini-
tial review. Conversely, two participants initiated skimming from the middle, for
perceiving the latter half as more crucial. Through skimming, they swiftly iden-
tified the “missed”, “difficult”, and “forgotten” content, stopped skimming and
watched those segments attentively. They utilized fast forwarding and increased
playback speed for skimming. After completing the first round of review, they
adopted the “jumping and pausing” strategy for subsequent rounds, navigating
the timeline to locate specific content for further clarification.

Contrary to our expectations, participants did not use “jumping” during the
first review due to two reasons. First, jumping to the relative timeline location
of the blocked content was very difficult as participants could not remember
what they had missed and/or the location of the missed content, “I have very
little idea on what I have missed (P5)”, “I know that I missed hemoglobin. But
I don’t know where it is. I’m afraid of overshooting if I don’t start from the
beginning (P6)”. Second, jumping to the relative timeline location could only
provide scattered information, whereas skimming from the beginning provides
contextual information for understanding the content as a whole, “If I directly
jump to the part I missed, I could not understand anything. I could not connect
it with the information I got the first time. (P3)”

3.4 RQ2: What Challenges Do Learners Face While Reviewing?

Participants highlighted two main challenges during video reviewing for learn-
ing. First, the video learning environment lacked the navigation aid at the con-
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cept level, making it hard to find concepts on demand. For example, when P6
expressed that he would like to check the part about hemoglobin again after
he finished reviewing the video content for the first time, “(The second time),
I go to the nearby place and search from there. But it’s still difficult for me to
locate where it is.” This difficulty was particularly exacerbated due to the lack
of an overview where they could easily find related concepts that could act as a
catalog.

Second, they could not identify the missed concepts quickly, which tally with
attention theories which posit people lack meta-awareness in realizing their inat-
tention states like mind-wandering [39,40]. Participants expressed their desire for
the system to highlight the specific parts they had missed, “I hope that system
can flag where I missed (P5)”.

3.5 Design Goals for Techniques to Support Video Reviewing

Based on our analysis, we identified three design goals for designing techniques
to support video review.

D1: Provide a concept overview of the video content to facilitate understanding
of context (overview support).

D2: Provide concept-level navigation to facilitate easy navigation of video con-
tent (navigation support).

D3: Highlight the content where learners lost attention to help them identify
which content to review (attention-awareness).

4 System Design

With the goals of our design in mind, we looked to CTML theory [24] for guid-
ance. CTML, inspired by CLT, offers established principles for managing cog-
nitive workload during multimedia learning. Specifically, two principles aligned
well with our context: signaling and segmenting [24,36].

– The signaling principle posits that people learn better when instructional
materials include cues that highlight relevant elements or organization of
the material.

– The segmenting principle posits that people learn better when multimedia
content is delivered in user-paced segments rather than as a continuous unit.

D3 aligns directly with the segmenting principle, while D2 corresponds to the
signaling principle’s emphasis on highlighting relevant elements. As for D1, the
signaling principle suggests two organizational formats: textual (e.g., text sum-
mary) and graphical (e.g., concept map) [37]. A text summary offers a preview
of the material, aiding comprehension in multimedia reading [17]. On the other
hand, a concept map is a visual representation [8,22] that organizes concepts
and relationships. Both formats provide an overview of video content. Hence, we
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adopted these two formats, along with navigation support and attention aware-
ness, to create two review techniques: Text Summary based Review (TSReview)
and Concept Map based Review (CMReview).

It’s important to note that while features like video transcripts on platforms
like Khan Academy and timestamp links in video descriptions on YouTube sup-
port signaling and segmentation, they differ fundamentally from the text sum-
mary used in TSReview. Full text transcripts can overwhelm learners due to
their volume, while timestamp links primarily focus on topics without provid-
ing concept-level navigation. In contrast, a text summary serves as an advanced
adaptation that strikes a balance between the sparsity of topic timestamp links
and the density of transcripts.

4.1 Creating Text Summaries and Concept Maps

Two researchers (co-authors) collaborated to extract key conceptual elements
(i.e., concept keywords and their relationships) from the video. For the text
summary, they connected these elements to form concise and meaningful sen-
tences, ranking them in chronological order. The same conceptual elements were
used to construct the concept map, with concepts represented as nodes and rela-
tionships as links. The nodes and links were organized hierarchically, following a
knowledge hierarchy, with general concepts positioned at the top and more spe-
cific ones at the bottom. This hierarchy facilitated a top-down and left-to-right
reading flow [5]. The researchers also validated the concept equivalence between
the concept map and text summary.

4.2 Converting to Review Techniques

In Fig. 1, the review techniques TSReview and CMReview are presented. These
techniques are derived from the text summary and concept map, respectively,
using the segmenting and signaling principles.

In the case of TSReview, the video content is segmented into summarized sen-
tences. Each sentence is linked to the corresponding video timestamps, enabling
users to selectively review specific segments. Missed content is highlighted in
pink, following a rule of thumb of highlighting sentences with over 30% missed
time. The choice of color considered clarity, opacity, and aesthetics. Similarly,
CMReview follows a similar design, linking concepts to video timestamps and
highlighting missed content in pink.

To enhance usability, during video playback, the current location is indicated
by temporarily highlighting the corresponding sentence or concept in orange.
Additionally, zoom in/out and pan functionalities are supported for both sys-
tems.

Development. The systems were implemented using HTML, CSS, JavaScript,
and the D3 library. Both systems consisted of a video player to display the video
on the left and a canvas to display the corresponding content organization on
the right. The concept map and text summary were written as JSON files and
were preloaded into the system.
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Fig. 1. Comparison between (a) CMReview and (b) TSReview. The two review
techniques shared the similar design but differs in the organization format. Con-
cepts/sentences where a learner missed certain content are highlighted in pink. The
learner can click on the concept/sentence to navigate to the corresponding content,
and the ongoing concept/sentence is highlighted in orange.

4.3 Study Design

While previous studies have shown some benefits in using non-linear concept
maps, the map may grow larger as the video length increases. Hence, this study
sought to compare the effects of two review techniques (CMReview, TSReview)
in reviewing two different lengths (short , long) of videos. Specifically, we aim to
investigate the following research question:

RQ3.How do different review techniques affect learners’ review experience
and post-review learning outcome on different video lengths?

RQ4.Which review technique is most suitable for integrating with current
video learning platforms?

Material Design. Previous studies, such as Guo et al. [11], have advocated for
an optimal video length of 6 min for MOOC platforms, noting that videos longer
than 12 min result in significantly lower student engagement. This is consistent
with the video length range adopted by online learning platforms like Coursera,
which typically utilize video clips ranging from 5 to 10 min [1]. With the aim
of designing review techniques that can be integrated into existing online video
learning platforms, we chose to examine effective strategies for reviewing two
distinct video lengths: relatively short videos (≈ 6 min) and relatively long videos
(≈ 12 min).

We initially selected eight videos from Khan Academy, four of each specified
duration, and piloted them to assess perceived difficulties using eight participants
from a non-biology major. After removing videos with overlapping concepts or
content that was overly complex or too simple, we ultimately selected two short
6-min videos (Vshort−1: Epidermis, Vshort−2: Micturition) and two 12-min long
videos (Vlong−1: Kawasaki disease, Vlong−2: Stem cell) (Table 1).
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Following the same process in study 1 (Sect. 3.1), we modified the selected
videos to have blocked content at random locations. For short videos, we blocked
a total of 2 min of content (2 × 30 s, 2 × 20 s, 2 × 10 s). For long videos, we
blocked a total of 4 min of content (4 × 30 s, 4 × 20 s, 4 × 10 s).

Table 1. Details of four selected videos. Original video source: khanacademymedi
cine YouTube

Videos Vshort−1 Vshort−2 Vlong−1 Vlong−2

Perceived Difficulty 4.91 4.83 5.91 6

Number of concepts 17 17 46 46

Number of relationships 16 15 51 49

Design of Review Duration. We piloted with 6 participants to determine
the video review duration. As we blocked one-third of the content (Sect. 4.3),
participants needed at least 2 min for the 6-min video and 4 min for the 12-
min video to review all the blocked content. Thus, we instructed participants
to review videos as efficiently as possible within the above duration but allowed
them to take unlimited 30 s extensions if needed. Analyzing all participants’
feedback, we settled with 3 min to review the short videos and 6 min to review
the long videos.

4.4 Measures

To answer our research questions, we assessed learning performance through
tests and gathered subjective ratings on learners’ experiences.

Learning Performance Tests. We measured learning performance using
Bloom’s taxonomy [18], specifically focusing on remembering’ (recall and recog-
nition) and understanding’ (understanding).

The recall test evaluated learners’ ability to retrieve information from mem-
ory with little to no clues. Fill-in-the-blank questions were used, with maximum
scores of 9 for short videos and 18 for long videos.

The recognition test assessed learners’ ability to identify correct information
from provided cues. Multiple-choice questions were used, with maximum scores
of 6 for short videos and 12 for long videos.

The understanding test measured learners’ synthesis abilities in organizing
information. Long answer questions were used, requiring learners to provide
examples, summaries, explanations, and comparisons. Maximum scores were 13
for short videos and 25 for long videos.

https://www.youtube.com/user/khanacademymedicine
https://www.youtube.com/user/khanacademymedicine
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Grading. For recall and recognition, each correct answer was awarded 1 point.
We verified the spelling of participants’ answers using the Levenshtein distance
[20]1. If the distance exceeded half the length of the word, no points were
awarded; otherwise, 1 point was given. For instance, if the word “ocean” (word
length = 5) was misspelled as “oecan”, 1 point was still awarded as the two
words are 2 units apart, which is less than half the length of the word.

For understanding , we adopted both semantic-level and character-level anal-
yses from prior literature [45]. The semantic-level analysis awarded one point for
each correct knowledge statement, while the character-level analysis utilized the
Levenshtein distance as an additional measure to capture variations in spelling
or phrasing. Each correct knowledge point received 1 mark cumulatively, and no
points were deducted for incorrect or missing points.

Subjective Rating. Given that cognitive load can impact learning [44], we
measured perceived cognitive load using the NASA-TLX [12]. Additionally, per-
ceived behaviors: Perceived help in Remembering (‘This technique [CMReview/
TSReview] helped me to remember the video content’), Perceived help in Under-
standing (‘This technique helped me to understand the video content’), and Per-
ceived help in Navigation (‘This technique helped me to easily navigate to any
specific segments of the video’) were collected using 7-point Likert scales (1 =
Strongly Disagree, 7 = Strongly Agree) to compare the perception of each review
technique. Additionally, the Likeness (‘I think that I would like to use this tech-
nique frequently.) was also collected using a 7-point Likert Scale to understand
the usability of the review technique [2].

4.5 Procedure

Figure 2 shows the experiment procedure with counterbalanced orders of review
techniques and increasing video length. On Day 1, participants signed consent,
familiarized themselves with CMReview and TSReview, and completed demo-
graphic questionnaires. The formal experiment session began with instructions
to watch and review videos for maximized learning outcomes. They watched
the modified Vshort−1 for 6 min and reviewed the original Vshort−1 with assigned
review technique for 3 min. Immediate tests on understanding , recall , and recog-
nition followed. Participants completed a questionnaire on perceived task load
and then repeated the process using the other review technique on Vshort−2.
A post-questionnaire and semi-structured interview captured their experiences.
The long videos were scheduled for Day 2 to control experiment length and
reduce fatigue. On Day 8 and Day 9, delayed tests were administered for short
and long videos. Participants were aware of their involvement on Day 8 and 9
but were unaware of the specific content. The experiment lasted ≈ 1–1.25 h on
Day 1 and 2, and around 20–40 min on Day 8 and 9.

1 Levenshtein distance calculates the minimum number of insertions, deletions, and
substitutions needed to correct the spelling.
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Fig. 2. Experiment procedure used in study 3 . The in-lab experiment was conducted
on two consecutive days (Day 1 and Day 2), each for short and long videos. The delayed
tests were administered online after seven days (Day 8 and Day 9).

4.6 Participants

We recruited 20 participants P1-20 (11 males, 9 females, age range: 19–26) from
the local university community. None of them majored in biology-related fields,
the same as in study 1 (Sect. 3.1).

5 Results

As the short and long videos were administered on multiple days and had dif-
ferent maximum scores, paired samples Student t-test or Wilcoxon signed-rank
tests (used in case of violation of normal distribution assumptions) were used to
analyze the differences of each review technique. The normality was tested using
the Shapiro-Wilk test.

5.1 Results of Short Videos

Overall, no significant (p > 0.05) differences were observed in terms of objec-
tive learning outcomes when reviewing short videos; however, subjective ratings
showed a preference for CMReview.

Learning Outcome. As shown in Fig. 3, there were no statistically significant
differences between review technique in terms of immediate and delayed recogni-
tion, recall , and understanding . This indicates that both CMReview and TSRe-
view help learners to achieve similar levels of learning performance in remem-
bering and understanding video material during review.

Subjective Preference. There were significant effects of review technique
(Fig. 4) on Perceived help in Understanding(CMReview: 5.80± 0.95; TSReview:
4.25 ± 1.07, p < 0.001), and Likeness (CMReview = 5.75 ± 1.02, TSReview =
4.55 ± 1.36, p = 0.02), indicating that participants felt that CMReview helped
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Fig. 3. Learning performance of 20 participants for short video review using the CMRe-
view and the TSReview. Individual charts represent the immediate and delayed scores
for recall , recognition, and understanding . The error bars represent the standard errors
of the data.

them to understand the content better, and as a result, it was more preferred.
There were no significant differences in Perceived help in Remembering , Perceived
help in Navigation, and NASA-TLX indices. This result suggests a discrepancy
between Perceived help in Understanding and actual learning performance on
understanding tests. We delved into the participants’ interviews to find out why,
and will discuss this further in Sect. 7.

Fig. 4. Subjective Rating comparison between the CMReview and the TSReview of 20
participants in reviewing short videos.

5.2 Results of Long Videos

Overall, we observed significant (p < 0.05) differences in objective learning out-
comes as well as subjective ratings, where CMReview performed better than
TSReview for long videos.

Learning Outcomes. As shown in Fig. 5, CMReview showed significant (p <
0.01) improvement over TSReview in terms of understanding , but not (p > 0.05)
in recall nor recognition.
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For both immediate and delayed tests, CMReview had significantly higher
understanding than TSReview, indicating that CMReview is able to have an
immediate and lasting effect in helping learners better understand the video
content (immediate understanding : CMReview = 15.85 ± 5.91, TSReview =
12.15 ± 5.4, mean improvement = 30.5%, p = 0.006; delayed understanding :
CMReview = 12.20±6.39, TSReview = 9.05±6.13, mean improvement = 34.8%,
p = 0.008).

As there were no significant differences (p > 0.05) in recall or recognition for
both immediate and delayed tests, CMReview and TSReview help learners to
achieve similar performance in remembering.

Fig. 5. Immediate and delayed recall , recognition, and understanding scores of 20 par-
ticipants using the CMReview and the TSReview for reviewing long videos. The error
bars represent the standard errors of the data.

Subjective Ratings. Overall, as shown in Fig. 6, we found significant differ-
ences in almost all measures. Specifically, there was a significant difference in the
Mental Demand index in NASA-TLX scores (Fig. 6a, CMReview = 79.25±17.49,
TSReview = 84.25 ± 12.38, p = 0.038) but not in other indices. Moreover, there

Fig. 6. Mental Demand and Subjective Ratings between the CMReview and the TSRe-
view of 20 participants in reviewing long videos.
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were significant differences in Perceived help in Remembering (CMReview =
5.7 ± 0.98 TSReview = 4.5 ± 1.40, p = 0.008), Perceived help in Understanding
(CMReview = 5.95 ± 0.93; TSReview = 4.05 ± 1.82, p = 0.001), Perceived help
in Navigation (CMReview = 5.55 ± 0.83, TSReview = 4.6 ± 1.35, p = 0.020),
and Likeness (CMReview = 5.85 ± 1.27, TSReview = 4.25 ± 1.68, p = 0.004).

6 Additional Study: Comparing TSReview
with self-review

To validate the effectiveness of our review techniques compared to self-review
(self-review), we conducted an additional study. We compared TSReview with
self-review for reviewing short videos with 12 participants (6 females, Age:
21.83±1.90) from a non-biology background. Participants watched and reviewed
the short videos following a procedure similar to Sect. 4.5, with the 7-day delayed
test changed to 3 day to reduce the experiment duration.

The results showed significant (p < 0.05) differences in both objective learn-
ing outcomes and subjective ratings (Fig. 7 and Fig. 8). TSReview outperformed
self-review in terms of immediate recall and understand (immediate recall :
TSReview = 5.92± 1.73, self-review = 4.58± 2.43, p = 0.039; immediate under-
stand : TSReview = 8±3.44, self-review = 5.92±2.91, p = 0.035). These results
indicate that TSReview improved immediate recall by 29.3% and understanding
by 35.1% compared to self-review .

Similarly, for delayed tests, TSReview had significantly higher recall and
understand than self-review (delayed recall : TSReview = 4.83±1.85, self-review
= 3.58±2.54, p = 0.045; delayed understand : TSReview = 7.67±3.42, self-review
= 5.75±3.39, p = 0.032). These results indicate that TSReview can significantly
improve learners’ delayed recall by 34.9% and understanding by 33.3% compared
with self-review .

For subjective ratings, there were significant differences on Perceived help
in Remembering (TSReview = 5.92 ± 0.9, self-review = 4 ± 1.13, p < 0.001),

Fig. 7. Immediate and delayed recall , recognition, and understanding scores of 12 par-
ticipants using the self-review and the TSReview for reviewing short videos. The error
bars represent the standard errors.
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Fig. 8. Subjective Rating comparison between the self-review and the TSReview of 12
participants in reviewing short videos.

Perceived help in Understanding (TSReview = 5.83 ± 1.03, self-review = 3.92 ±
1.44, p < 0.001), Perceived help in Navigation (TSReview = 6.42 ± 0.67, self-
review = 3±1.71, p = 0.002), and Likeness (TSReview = 5.83±0.94, self-review
= 3.83 ± 1.40, p < 0.001). No significant differences were found for NASA-TLX
indices. These results demonstrate the effectiveness of our review techniques.

7 Discussion

We now answer our initial research questions based on the study results.

7.1 RQ3: Review Experience and Post-review Learning Outcome
on Short and Long Videos

Based on our results, both CMReview and TSReview produced similar learning
outcomes in terms of remembering and understanding when learners reviewed
short videos. In contrast, when reviewing longer videos, CMReview was more
effective than TSReview in helping learners understand the content.

This can be attributed to the hierarchical structure of CMReview which
reduces the cognitive load of reviewing longer videos. According to the CLT,
there are three types of cognitive load during learning: intrinsic load (induced by
the learning content itself), extraneous load (induced by material outside of con-
tent), and germane load (induced by learners’ efforts in building a deeper under-
standing) [36,44]. In our experiment, while increasing video length imposed an
extra intrinsic load on understanding long videos, CMReview relieved the extra-
neous load by providing a graphical representation that matches the knowledge
structure, thus resulting in lower mental demand for reviewing.

This benefit of CMReview was also apparent in subjective ratings when
reviewing long videos, where it was perceived as more helpful for remembering,
understanding, and navigating information, thus preferred by most participants
(16/20) than TSReview. As P12 remarked, “even though long videos were dif-
ficult to process as compared to short videos, it [CMReview] helped me quickly
grasp the video flow... and easy to navigate through branches.”
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However, not all participants appreciated the benefits of concise concepts and
associated relationships (i.e., branches) in CMReview. While branches made it
“easy to see the breakdown of video”, they failed to provide “context like what
he [the lecturer] is talking about before and after this concept”. Furthermore,
the visual elements required to depict the CMReview (e.g., boxes, lines, arrows)
sacrificed “a great deal of limited space for displaying information (P7)”. This
was particularly the case for lengthy and informative videos, in which CMReview
needed to be zoomed out to fit the visible viewpoint.

In contrast, TSReview which was organized similarly to online video tran-
scripts, could provide a concise summary in a more compact way, which was pre-
ferred by the remaining (4/20) participants. Yet, as expected, too many details
in a long video can result in the textual presentation becoming “wordy”, which
made some participants feel “overwhelmed and exhausted”, prompting them to
appreciate CMReview more.

It is interesting to note that the perceived difference between two review
techniques was mitigated by the reduced video length. Although CMReview was
still preferred over TSReview, participants regarded the text summary as almost
equally helpful for navigation and remembering. As P3 mentioned, “Text sum-
mary is like the YouTube timestamp annotation, which I am more familiar with”.
Similarly, P14 mentioned that “it [TSReview] is more like notes taken in class
that I used to prepare for final exams”. These findings suggested the potential
value of TSReview, if other design parameters (e.g., length/amount of informa-
tion) could be considered, as discussed in the subsequent section (Sect. 7.2).

7.2 RQ4: Which Review Technique is Most Suitable for Integrating
with Current Video Learning Platforms?

The above empirical showed that for long video learning, CMReview may be a
better option as it significantly improved learners’ understanding of the content
and was preferred by the majority of participants. However, since short videos
(i.e., 6 min) are widely used in current video learning platforms [11], it remains
unclear which review technique is optimal for use, as both produced similar
learning outcomes.

Here, we consulted educators’ perspectives by conducting a focus group inter-
view with four professional instructors (T1–T4), who have more than 3 years of
experience in creating content for MOOC courses, by demonstrating the two pro-
posed review techniques to provoke an initial discussion. The educators brought
in an important perspective: cost-effectiveness. Due to their busy schedules, cost-
effectiveness is often the single most important criterion when considering adopt-
ing a new technique into their teaching. That is, if two techniques have similar
effects, the one that’s much simpler and easy to integrate will have a much higher
chance of getting adopted “efficiency and cost effectiveness is always an impor-
tant concern when choosing which technique to use in my teaching (T4)”. When
comparing TSReview and CMReview, all instructors mentioned that they were
leaning towards TSReview for most educational videos as it was “much easier to
produce (T1)” and “would consider using CMReview only for some of the most
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important and complex topics (T3)”. Taken together, we suggest TSReview as
the most suited review technique to use in current video learning platforms, as
it achieves a better balance between similar learning gains (effectiveness) and
ease of production (cost).

7.3 Adapting Review Techniques for Current Video Learning
Platforms

Adaptability and Effectiveness of Review Techniques. Looking forward,
we envision an adaptive reviewing system that could be seamlessly integrated
with current video learning platforms to optimize learning performance. Here,
we provided an example by adopting our two review techniques into Coursera
(see Fig. 9). In particular, for long or complex video learning, where learners suf-
fer from an extraneous mental load due to the intensive amount of information,
we recommend using concept maps as a better option by providing a graphi-
cal presentation of concise concepts with suggested relationships (see Fig. 9b).
For short video learning, where the knowledge is less intensive and easier to
digest, TSReview is a potential alternative in maintaining the learning effects
and be easily created and incorporated (see Fig. 9a). It is important to note
that, although in our studies, video lengths was identified as a key determinant
of cognitive load, other factors identified as contributing to mental demand in
video learning should also be considered, including perceived difficulty [32], the
familiarity [7] of learning material.

Fig. 9. A mock-up of Coursera interface integrated with both review techniques

Scalability of Review Techniques with Increasing Video Duration. Our
CMReview and TSReview results on short and long videos suggest that CMRe-
view scales better as video duration increases from 6 to 12 min. We did not
test longer videos, as they are not considered the optimal length adopted by
current video learning platforms. However, even though our longer videos are
12 min in length, they were intentionally selected to include about 50 complex
biological concepts, which is more than twice the number in the short 6-min
videos (Table 1). The success of CMReview on these videos demonstrates its
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potential applicability to longer videos with an equivalent number of concepts.
As the complexity of the concept map is likely to increase with video length, a
potential solution could be to separate the information into multiple sub-maps,
in line with Guo et al.’s [11] recommendation to break long videos into smaller
segments for improved learning.

8 Limitation and Future Work

First, in our paper, we manually blocked some content to simulate learners’
missing information due to attention lapses either from external distractions or
internal mind-wandering. However, learners in our experiment could lose atten-
tion in other parts of the video content. Thus, in a realistic implementation,
we need to capture such dynamic lapses using attention detection system (e.g.,
[50]) to identify the missed content. Considering that attention detection is not
100% accurate, catering to such inaccurate detection during review needs further
investigation to verify its effects.

Second, although our results are significant, the sample size of participants
is relatively small. Furthermore, our participants were all recruited from the
local university community with an age range from 18 to 34. While this is a
representative user group for video learning, how our findings apply to other
user groups (e.g., K12 education) can be further tested in future studies.

9 Conclusion

In this work, we developed the two review techniques, CMReview and TSRe-
view, to facilitate learners’ video review. The two systems were designed fol-
lowing the design goals we identified in the preliminary formative study and
CTML theories. Through the empirical studies, we demonstrate that CMReview
outperformed TSReview in improving learners’ understanding for long videos.
While both reviewing techniques are effective, with the additional consideration
of cost effectiveness, we recommend TSReview for reviewing videos with 6 min or
less, CMReview for longer videos. By incorporating these reviewing techniques,
we seek significant improvement in learning outcomes to mitigate the negative
effects of mind wandering and unwanted distractions associated with today’s
online video learning activities.
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Abstract. Complete and unambiguous descriptions of user tasks is a cornerstone
of user centered design approaches as they provide a unique way of describing
precisely and entirely users’ actions that have to be performed in order for them
to reach their goals and perform their work. Three key challenges in describing
these user tasks lay in the quantity and type of information to embed, the level
of details of the type of actions and the level of refinement in the hierarchy of
tasks. For “standard” interactions, such as performing work using desktop-like
interactive applications, several notations have been proposed and make explicit
how to address these challenges. Interactions on the move raise additional issues
as physical movement of the operator have to be accounted for and described. Cur-
rently no task notation is able to describe adequately users’ movements making it
impossible to reason about quantity of movement to perform a task and about the
issues for performing incorrect movements. This paper extends current knowledge
and practice in tasks modelling taking into account in a systematic manner users’
movements and more precisely body parts, body size, range of motion, articula-
tions and position of body parts relatively to objects in the environment. Through
two different case studies we show the importance of adding those elements to
describe and analyze users’ work and tasks when users perform physical interac-
tions. We also demonstrate that such models are of prime importance to reason
about quantity of movements, muscular fatigue and safety.

Keywords: Task modelling · Safety · Task analysis ·Work · Human Body

1 Introduction

When interacting with a system, users may perform their tasks by involving the body or
at least parts of the body. For example, taking a picture with a smartphone may include
the following tasks: grabbing the smartphone with one hand, moving the arm of the
hand, moving the head to locate the target and triggering the capture by pressing the
camera button with one of the fingers of the hand. This is one way of performing the
action but alternatives are possible to reach the same goal (e.g. grabbing the camera
with two hands, pointing using two arms and triggering the capture by voice). Beyond
personal choice, the performance of the physical tasks may depend on the user physical
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abilities, permanent or temporary, as well as on the instructions the user received when
learning how to use the system. Performing the tasks in the most appropriate way might
reduce fatigue, improve performance and reduce errors which may have (in the context
of safety-critical operations), catastrophic consequences (according to the ARP 4754
classification [1]). For example, in the field of air transportation, there is a risk of losing
the last engine of the aircraft if a pilot pushes the button corresponding to the other
engine, discharging the agent in the engine not on fire, as this happened in Kegworth
accident in 1987 [1]. Another example is the risk of contamination of a hospital if an
employee executes a disinfection task in an incomplete way [18].

In multiple contexts (e.g. enrichment of physical interaction, prediction of worker
fatigue, calculus of possible range of movements), the design of interactive systems
requires understanding the implications on the body-related activities of the user. Such
body-related activities require explicit account for involved body parts, possible and
impossible postures, body size, range of motion of articulations, physical reachability.
As these physical movements will take place in workplace, the body of the user must
be positioned in that environment and with the objects of interest in that environment.
Such information is thus major for the design of critical interactive system and requires
explicit means of identification and representation to support meaningful analysis.

Task analysis is a cornerstone of user-centered design approaches [13]. Task models
provide complete and unambiguous description of the users’ tasks, which enables ensur-
ing the effectiveness factor of usability of an interactive system [39], i.e., to guarantee
that users can perform their work and can reach their goals. Task analysis and modelling
are the means to identify and record precisely user tasks, along with knowledge, data,
objects and devices required to perform the tasks [27]. Such techniques are useful even
for the usability experts who may miss issues without methodological support [20]. The
application of task modelling techniques enables to ensure systematic description of
tasks and systematic assessment of the possible issues for each task.

Though the expressive power of taskmodelling notations increased in the last decade
as demonstrated in [26], no task modeling notation is able to represent information about
involved body parts, possible postures, body position, or range of motion. This is very
surprising as current research in the field of HCI focusses on physical interactions, either
involving all fingers from both hands [8] or even the entire body [9]). This paper extends
an existing notation for modelling tasks (called HAMSTERS [27]) to embed these body-
related information. HAMSTERS was chosen due to its customizability (as described
in [26]) but the proposed contribution could be embedded in any task modeling notation
such as KMAD [12] or CTT [31].

We demonstrate the utility and validity of these extensions to the HAMSTERS
notation for the analysis of user physical tasks, both on an illustrative examples of
material handling and on the execution of a commercial aircraft engine management
procedure. This demonstrates the relevance of the extension for both mundane and
safety-critical applications.

Next section highlights the importance and relevance of identifying and describing
body-related information in users’ tasks, as well as the specific information needed for
this description. Using two case studies (material handling and engine fire management
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in aircrafts), we show that current task modelling notations can only embed very lim-
ited body-related information. Section 2 synthesizes the related work on body-related
information in tasks models. It will show that this information is usual informal and thus
cannot be used for analysis. Section 4 presents the proposed extensions to the HAM-
STERS notation to integrate in a complete and unambiguous manner body movements
inside and with task models. Section 5 demonstrates the usefulness and benefits of these
extensions on both case studies introduced in Sect. 2 and provide detailed analysis of
the models exploiting this additional information.

2 Related Work on Representing Body Tasks with Task Models

Task modeling notations are usually designed and used to match analysis needs for
which the task models are built. This induces that the notation elements of a given task
modeling notation enable to represent and describe only some of the aspects of users’
work with the objective of making a specific analysis, but these elements may not enable
to make a different type of analysis [26]. Usually, task modeling notations target several
types of analysis, for the design and development of interactive system, as well as for
the design, development and implementation of the training program for the users of an
interactive system [25] but also to identify user errors and the cost for recovering from
them [38].

The minimum set of common ground elements for a task modeling notation includes
the hierarchy between user goals, sub-goals and tasks [1]; the task types [31] and their
temporal ordering [1, 31]; the objects [12] and the knowledge [22] required to perform
the tasks; and at last, the collaborative tasks between different users [37]. Over the
years, task types have been refined to gain precision as for instance users tasks types
from [31] have been refined to represent that a task may be perceptive, cognitive or
motor [25]. Depending on the application domain or there might be the need to refine
further the task types or the information and objects manipulated by the tasks. For
this reason, [26] proposed a tool supported modeling notation with customizable task
types and information types. This is a first step that enables designers to increase the
expressive power of task modeling notations for their needs. For example, it enables to
refine motor task types into body part tasks, such as “finger press motor task”. However,
this approach does not cover the needs when describing body-related information (as
described in previous sections: body parts, possible postures, body size, range of motion
and position of body parts relatively to objects in the environment).

Beyond increasing the expressive power of taskmodeling notations, Fahssi et al. [15]
proposed to associate representation of cyber-physical elements to specific elements of
notation in task models. For example, the description of an input (or output) device
required to perform a task in a task model can be associated to the representation of
this input (or output) device in a 3D layout representation of the work environment.
In the same way, the description of a UI widget required to perform a task in a task
model can be associated to the graphical representation of this UI widget in a 2D layout
representation of the UI.

Extensions to the task modeling notations, as well as association of task models with
representations and information that are outside of the task model are thus useful to
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support the analysis of tasks in work environment, and the impact of the physical layout
on the activities. The approach presented in this paper takes advantages of both philoso-
phies (extension and association) and goes beyond the state of the art by integrating in
a systematic and unambiguous way the body parts and movements involved in the user
tasks.

3 Importance and Benefits of Describing Body-Related Information
in Tasks: Illustration with Real Cases Scenarios

The identification and description of body-related information (such as movements) is
particularly useful and used in contexts where the involvement of the user body has an
impact on the possibility to execute the task and/or on the outcome of the execution of
the task. Body movements may be feasible or not (e.g. user is able to reach lever, user
arm is available and not used in another concurrent task), or influence the results of the
execution of the task (e.g. user changed the lever position, user arm fatigue increases).
We will demonstrate that these issues are important to take into account at design time,
in order to design work practices and interactions that fit the user.

3.1 Description of Body Movements in Tasks

The identification and description of body movements not only supports the design and
evaluation of physical interaction with systems, but also the training of their users.

For Design and Evaluation Purpose. When designing a physical object or an inter-
active system, the description of the sequence of possible postures and movements can
serve to test physical object designs. A posture is defined as the “configuration of the
body’s head, trunk and limbs in space” [35]. According to [16] the description of the
possible postures and movements: informs about real-life use, enables analyzing dif-
ferent possible interactive system configurations, as well as enables analyzing comfort
in addition to reachability and to communicate between stakeholders. Beyond postures
and movements, the description of the human body itself can serve as a design con-
straint or as a reference, this in order to ensure that the object of interactive system will
physically fit the user body [17] (e.g. human body size and possible postures to design
a bike). In more details, the description of the human body enables to identify adequate
postures for the tasks in terms of [1]: functional reachability (“reach volume”, “range
of movement”), appropriate body parts for contact pressure, impact on physical effort
(angles of less discomfort, internal pressures, efforts muscle and energy expenditure).
It is important to note that the description used to analyze functional reachability has
to contain the range of motion and boundaries of each involved body part, as the
reachability is processed using range of motion and boundaries of the body parts. The
description of the involved body parts also enables to categorize workload and associ-
ated physical/cognitive fatigue to identify and mitigate incidents [23]. For that purpose,
the description should contain the situation of the involved body part in the hierarchy of
body parts in addition to the position of the body in the environment and with respect
to objects used for performing the tasks. Finally, the description of the human body
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enables to [14]: analyze physical interactions, enrich physical interactions and exploit
human asymmetric gestures capabilities. For this matter, the description must contain
the movements of involved body parts, the side(s) of the body that is (are) involved, and
the situation of the body part(s) in the whole hierarchy of the body parts.

Finally, while all humans share the same body structure and are in theory able to per-
form the same movements, individual variations including age [21], medical conditions
[3], or even geographical variations [3] and a lot more can lead to variation in range of
movements between individuals. Because of that, to ensure coverage of the full range
of motion, it is important that the description do not restrain any movement to a unique
and definitive range of motion, but instead to be editable to better fit a given task for a
given individual.

For Training Purpose. When training people to use an interactive system, the descrip-
tion of the position of the involved body part and of the device supports [34]: showing
the correct movement, guiding the direction of the movement, showing the location of
the device. Such guidance has proven useful to release memory load, splitting a complex
task into multiple sub-tasks [34]. Visual guidance also makes the task simple to repli-
cate. The description of the postures that have to be performed by the user along with
the positions of the different involved body parts also support to [36]: design training
exercises, monitor and guide users.

Synthesis andLessonsLearnt. Table 1 summarizes information types required in body
tasks descriptions in order to support the design, evaluation and training purposes.

Table 1. Summary of the types of information required for the description of body tasks

Body
parts

Movement
of the
involved
body parts

Hierarchy
of the
body parts

Body
postures

Position of
body parts
relatively to
objects in
the
environment

Body
boundaries

Range
of
motion
of body
parts

Design
and
evaluation
purpose

[16, 23] [1, 14, 36] [16, 23] [1, 16, 17, 36] [14, 23] [17] [1]

Training
purpose

[34] [34, 36] [36] [34]

In the remainder of the paper, each concept above is used to highlight the limitations
of the existing task modeling notations as well as to justify the extensions we propose.
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3.2 Illustrative Examples of Body Task Descriptions Using the HAMSTERS-XL
Task Modeling Notation

Our first illustrative example deals with a warehouse worker that need to move a box
from one location to another. If lifted incorrectly, this task can lead to damage to both
the worker and the box. Because of that, we must ensure that worker get proper training,
which involves lifting the item with the back straight [33]. Figure 1 a) presents the high-
level abstract tasks as a task model describing the lifting procedure which provides an
overview of the procedure. Under the main goal (top) labelled “Move box to another
location”, the tasks have to be performed in sequence (described using the sequence
temporal ordering operator “>>”). This sequence is composed of 7 abstract user tasks:
“Estimate if box can be lifted”, “Get in front of the box”, “Crouch”, “Grabbing the box”,
“Lifting the box”, “Stand up” and “Walking to destination”.

Fig. 1. The seven tasks of the task model “Move box to another location”

Figure 1 b) shows the task “Crouch” detailed. It is decomposed into a sequence in
three parts, first a visual perceptive task “Look at the box” using a physical object “Box”.
Then a cognitive decision task “Decide to crouch to reach the box”. The last element is a
disable operator “[>”, meaning that the left part will first start and, at any time, the right
part can start, stopping the current task. The left part is a motor task “Flex”. This task
is iterative (represented with a blue circle arrow) meaning it will repeat until stopped.
The right part is a sequence of two tasks: first a visual perceptive task, “See the item is
within reach” using the physical object “box”, followed by the cognitive decision task
“Decide to stop flexing”.

The taskmodel “Move box to another location” including the detailed representation
of the crouch task does not provide:

• A description of the body parts involved: from the description, it is not possible to
identify which parts of the body are used to crouch and to flex.

• A description of the movements required to be performed by the body parts involved:
the motor task indicates that the user has to flex, but neither which part of the body
the user has to flex, nor of how much it or they should be flexed are included.

• A description of the postures corresponding to each motor task: there is no overview
of the position of the head, trunk and limbs before and after the crouch movement is
performed.

• A description of the relative position of the body with respect to the box.
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• The very important information that the back must remain straight.

From the task models, it is thus not possible to analyze: which are the required body
parts that should be available for the task, whether the task can or should be performed
in an asymmetric way. In addition, from the information available in the task model it
is not possible to assess whether the task may have an impact on the user body and on
which part if it does.

Moving from this very simple illustrative example we propose another context from
the aviation domain. Here the task corresponds to the emergency procedure (for an A320
aircraft) to be performed when one of the engines is on fire. This task is critical for the
safety of all the passengers of the flight and involvesmultiples interactionswithmultiples
devices located in multiple locations in the aircraft cockpit. Due to the critical nature of
the task, the modeling of this task needs to be unambiguous and exhaustive as movement
not performed or wrongly performed may affect operations safety.

Fig. 2. Top level tasks of the task model “Handle engine fire during flight”

Figure 2 presents the high-level abstract tasks of the ENG FIRE as described in
the Flight Crew Operating Manual [10]. Under the main goal called “Handle engine
fire during flight”, the highest-level decomposition is a sequence of task as on previ-
ous example. This sequence of three tasks is “Stop master warning”, “Notice the fire”
and “Fire engine procedure”. This last task is decomposed into the following sequence:
“Confirm the failure to the co-pilot”, “Put thrust lever in idle mode”, “Read next instruc-
tion”, “Turn off engine master”,” Read next instruction”, “Fire push button procedure”,
“read next instruction” and “Discharge fire button”. Each task requires interacting with
a different part of the cockpit, numbered from 1 to 7. The location of these parts are
presented in Fig. 3.
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Fig. 3. Picture of an A320 aircraft cockpit showing the parts involved in the procedure

Figure 4 presents a refinement of the last two tasks “Read next instruction” and
“Discharge fire button”. On that figure, the first abstract task “Read next instruction” is
refined into a sequence in three parts. First, a cognitive decision task, “Decide to read the
next step”, then a disable operator “[>” that will repeat an iterative motor task “Move
the head towards the screen”. This task can be stopped at any time when the following
sequence occurs: a visual perceptive task “See the screen is readable”, followed by a
cognitive decision task “Decide to stop moving the head”. Finally, the pilot performs
an output task “Read next instruction”, on the Electronic Centralized Aircraft Monitor
(ECAM) display running the software application “Flight warning procedure”. In the
procedure, the next task requires waiting for 6 s, so it produces a duration of 6 s.

Fig. 4. Refinement of the tasks “Read next instruction” and “Discharge fire button” from Fig. 3

The abstract task “Discharge fire button” is refined into a sequence of three sub-parts.
This first one is a concurrent temporal ordering operator “|||” which means that the two
sub-parts below it must be performed but in any order. The first part is a timed user task



490 A. Carayon et al.

labelled “Wait for 6 s”, consuming the duration created previously. The second part is a
sequence of actions. First, a disable operator, that repeat the iterative motor task “Move
the head up” until stopped by the right part sequence: a visual perceptive task “See
the button” followed by a cognitive decision task “Decide to stop moving the head».
Then the sequence continues with a cognitive decision task “Decide to press the button”
followed by another disable operator. The left part of the operator is an iterative motor
task “Move hand towards the button” that is stopped when the sequence on the right
occurs i.e., a visual perceptive task “See the button is reached” followed by a cognitive
decision task “Decide to stop reaching the button”.

The complete sequence represents the fact that the operator must wait 6 s, but that
the operator can prepare to press the button in an interleaved way. Once done, the two
remaining tasks in the sequence are an input task “Press the button” using the input device
“Discharge fire button” and finally a visual perception task “Notice the fire button is off”
using the input output device “Fire button”.

Even though this task model provides detailed information about the tasks to be
performed, the devices and applications to use, the model does not contain:

• A description of the body parts involved: indeed, it is not possible to identify all of
the parts of the body are required to press the button. Despite the model contain a
subset of information about the body parts involved inside the text description of the
tasks (e.g. “head” in “Move head”, “hand” in “Move hands towards the button”), it
is not described in an explicit way and information is not represented as a notation
element but more as a comment in the task name.

• A description of the movements to be performed by the body parts involved: the
motor task indicates that the operator has to move hand towards the button, but we
do not know neither if moving the hand only is enough (or if the arm and shoulder
have to be used), nor how much it should be moved to reach the desired button.

From this task model, it is thus not possible to analyze: which are the required body
parts that should be available for the task, whether the task can or should be performed
in an asymmetric way. At last, from the information available in the task model it is not
possible to assess whether the buttons are reachable from the current position of the user.

4 A Systematic Account for Integrating the Body Components
in Tasks Descriptions

Thedescription of body-related information in tasks performed in a physical environment
requires to extend task modeling notations as well as to associate these extensions to
information required for the description of tasks.

Table 2 summarizes the body-related information to take into account in order to
cover all the elements identified in the literature. Table 2 also presents the structure of
the next section. In this section we present in an exhaustive manner all the body-related
information andhowwehaveproposed its integration in theHAMSTERS task-modelling
notation. We chose the HAMSTERS task-modelling notation because it embeds the
common ground elements required to describe user tasks and that the notation enables
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Table 2. Structuration of the types of information for the description of body tasks (from Table 1)

Elements of notations for
task models (Sect. 4.1)

Information required to be associated to elements of notations in
task models (Sect. 4.2)

Body parts
(Sect. 4.1,
first
sub-section)

Movement
of the
involved
body parts
(Sect. 4.1,
second
sub-section)

Hierarchy
of the body
parts
(First
sub-section)

Body
postures
(Second
sub-section)

Body position in its environment
and boundaries (Sect. 4.2, third
and fourth sub-sections)

Position of
body parts
relatively to
objects in
the
environment

Body
boundaries

Range
of
motion
of
body
parts

Design
and
evaluation
purpose

[16, 23] [1, 14, 36] [16, 23] [1, 16, 17, 36] [14, 23] [17] [1]

Training
purpose

[34] [34, 36] [36] [34]

the refinement of user task types and objects required to perform the tasks by using
HAMSTERS-XL [26].

As it is not relevant to integrate everything as a graphical element of a task model,
we make an explicit distinction between types of information that should be described in
task models and types of information that should be associated to elements of notation
in task models.

4.1 Elements of Notations for Task Models

While latest surveys in computer vision [7] showsmultiple kind of models for the human
body, we chose the Norkin & White abstraction [29] because it is used as a reference
for research work on body joint motion, including in the industrial engineering domain
[30]. It is the reference book for several faculties ofmedical education, themeasurements
have been regularly updated in each edition.

Figure 5 presents the overview of the hierarchy of the human body as proposed in
[29]. The body decomposes into a head, an upper left part, an upper right part….Then
the head in turn decomposed into eyes, nose, ear… The hierarchical view presented
in Fig. 5 is not directly an element of notation for task models, but each body part
is. We start introducing it before the elements of notation for task models for a better
understandability of the notation. The hierarchical view is an information required to be
associated to task models (presented in Sect. 4.2).
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Fig. 5. Hierarchy of body parts from [29] (only left part detailed for readability purpose)

Body Part Involved in a Task. First, we consider now that each motor task in a task
model will be performed by at least one body part. Figure 6 a) presents the proposed
representation of a body part in a taskmodel while Fig. 6 b) presents how representations
of body parts are associated to a motor task. The model of Fig. 6 b) reads as the “Flex”
motor task uses the lower body left and right knees of the user (plain line between the
“Flex” motor task and the body parts labelled “Body Part: Lower body left knee” and
“Body Part: Lower body right knee”).

Fig. 6. Representation of a) the element of notation body part b) its usage in a task model
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Movement of the Body Part Involved in a Task. To take into account movements, we
consider that human motor task has to be refined into body movements involving body
parts. Figure 7 a) presents the new movement task type. Each body movement can be
performed with a minimum and maximum range of motion values (both values being
respectively the beginning and the end of a motion [29] (chapter 1, page 7). Figure 7
b) presents the range of motion data type holding the range information. This data type
aims at describing the expected range of motion of a movement in order to perform the
task but this value must remain within the possible range.

Fig. 7. Representation of a) the task type “movement” b) the notation for “Range of motion”
parameter

Figure 8 presents the usage of both elements of notation to describe movement tasks
with their associated body part and range of motion constraint.

Fig. 8. Representation of the usage of a movement task with range of motion constraints in a task
model

Figure 8 a) presents a task movement of the material handling illustrative example.
It is an extension (movement task labelled “extension”) performed by the thoracolumbar
spine (body part labelled “Body Part: Thoracolumbar spine”). This extension must not
exceed 5° or the user body safety will be at stake. Figure 8 b) presents a task movement
of the engine fire procedure illustrative example. It is a flexion (movement task labelled
“flexion”) performed by the right shoulder (body part labelled “Body Part: Right shoul-
der”). This flexion must be superior to 170° or the movement will not enable to press
the discharge button in the appropriate way, which will lead to fire not stopping in the
engine and could cause the death of the passengers of the aircraft.
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4.2 Information Required to Be Associated to Elements of Notations in Task
Models

Hierarchy of the Body Parts and Its Involvement in a Task. Figure 5 presents the
hierarchy of the body parts and identifies the different parts of the human body that may
be involved in a task. The presented work is based on the work of Norkin and White
[29] but can be adapted to potential evolutions of medicine. In the example below all
the body parts are relevant, but in other cases only some parts would be included. The
hierarchy of the body parts enables to identify the body parts involved in a task, as well
as to identify whether a body part is available for a given task. For example, when a user
opens a door with the left hand, the task involves the upper body left (in Fig. 5), and it
is not possible to add a concurrent task requiring the upper body left.

Posture of the Body Before and After Performing the Task. The user body is in a
specific posture before performing a motor task, and may be in another specific posture
after having performed a motor task. It is thus required to identify both postures and to
connect them to the task model. Figure 9 a) presents how postures are represented with
drawing and are associated the first task of the task model (initial posture) and to the end
of the task (final posture).

Fig. 9. a) Example of association of postures to a motor task, b) reference points

Body Position in its Environment. The user performs tasks in a given environment and
the user body parts have lengths that may fit or not to this environment. Such information
must be identified, represented and connected to the task model.

Figure 10 provides detailed information about body parts positions using the data
template. As Fig. 9 a) contains 2 postures, Fig. 10 defines the body positions for each
posture (columns). The body positions have to be defined according to a given point of
reference which has to be defined for the body and for each object used in the task. This
is represented in Fig. 9 b).
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Fig. 10. The generic template for absolute body positions applied to the example in Fig. 9 a)

Figure 11 presents the data template to identify and describe the relative position of
the body parts to the devices or objects in the user environment. It enables to describe
at what distance each body part is located from the environment objects or devices used
in the task model. This figure contains values for the box in each posture described in
Fig. 9 a).

Fig. 11. Template for relative position of body parts with respect to position of objects (or devices)

Both types of information (absolute and relative positions) are required to analyze
reachability, quantity of movement, fatigue, or occlusion (among many others).

Generic Human Boundaries and Range of Motion
This section describes the last set of data useful for integration body-related information
in task models. This information embed data related to the limitations of human body
in terms of size (human boundaries) and of movement capabilities (range of motion).

BodyBoundaries. The user body parts have boundaries, i.e. anthropometric dimensions.
Figure 12 presents an extract of human body dimensions taken from the Virtual Fit Test
[30]. This type of information is also required to analyze reachability and occlusion, as
well as to analyze if the profile of target users fits with the environment in which the
tasks have to be performed. This is represented as constraints in the task models.

This data set was selected because the Human Factors and Ergonomics Society
recommends it as practitioner tool [30]. However, virtually any other can be associated
with the notation, provided that it contains minimum andmaximum values for each body
part.

Range of Motion. Human body parts have minimum and maximum range of motion.
Figure 13 presents an extract of minimum and maximum range of motions for a set of
body parts and for different user groups [29]. This type of information enables to describe
precisely the movement to be performed, as well as to analyze the task feasibility (with
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Fig. 12. Extract of boundary manikins in the anthropometric data set of the Virtual Fit Test [30]

an average body). These values can be tuned to a given user or given user group when
they are known.

Fig. 13. Possible range of motions for a selection of joints [29]

The range of motion parameter enables to describe the minimum andmaximum joint
angle for one of the possible degrees of freedom of a body part (e.g. “Medial rotation”
of the “left hip” should be from “28°” to “32°” in Fig. 14). Thus, the proposed notation
allows describing the possible range for joint angles, this for eachmove of a body part on
one of its possible degrees of freedom. There are multiple methods known to calculate
the expected angle of multiple joints after a movement, such as inverse kinematics,
which are commonly used in computer graphics [6]. After a movement is performed, if
all of the joints involved in the movement have reached their expected position, we can
consider the movement is successfully executed. However, since we are dealing with
movements performed by humans and not by a machine, it can be difficult to perform a
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movement and reach a very exact angle on multiples joints at the same time. To allow
human-feasible movement description, it is preferable instead to constraints containing
a minimum and/or maximum degree to a movement. Those constraints representing an
acceptable threshold in which the movement is considered valid.

5 Validation: Extended Models and Comparisons with Standard
Models

We applied the new elements of notation to the examples ofmaterial handling and engine
fire procedure described and modeled in Sect. 2. We then compare the differences to
demonstrate the usefulness of extending task-modelling notations with body-related
information in order to perform specific analyses.

For a person who is trained to the notation, it took about 2 h to build the full model of
the extract presented in the paper for the case study ofmaterial handling tasks, and 3 h for
the case study of the engine fire. This duration includes identification of involved body
parts, their movements and the maximum and minimum joint angle for each movement
(range of motion).

5.1 Case Study of the Modelling of Material Handling Tasks

Extended Model. Figure 14 shows the task model of the “Crouch” task, embedding
the motor task “Flex” refined using the new elements of notation. First, the motor task
“Crouch” now links to two Body part called “Left Lower body” and “Right Lower
body”. Second, the task can now be further decomposed into a group of interleaved tasks
(represented with the “|||” operator), meaning tasks can run in an interleaved order. Those
new tasks are movement tasks with Range ofMotion constraints (presented in Sect. 4.1).
The user has to perform the movement task “Dorsiflexion” with the “Left Ankle” and
“Right Ankle” of at least 15° but should not overcome the limit of 5° (Range of motion
parameter labelled “Range of Mo: 15°<param<20°”). The user also has to perform the
movement tasks: “Flexion” with the “Left Knee” and “Right Knee” constrained between
85° and 95°, “Flexion” with the “Left Hip” and “Right Hip” constrained between 110°
and 120°, “Medial rotation” with the “Left Hip” and “Right Hip” constrained between
28° and 32°, and “Lateral rotation” with the “Left Hip” and “Right Hip” constrained
between 60° and 65°. The two remaining tasks are optional movement tasks (represented
by two blues arrows), meaning that while that they can occur, but are not mandatory.
The two tasks are “Flexion” and “Extension” both tied to “Thoracolumbar spine” with
the same constraint below 5°.

Analysis from the Models and Their Associated Information. As described in the
modeling above, the new elements of notation enable to identify that the task requires
the use of the Lower body (left and right), Trunk and Upper Body. The description also
enables to identify that the material handling task requires that the user is able to flex
ankles between 15° and 20°, flex knees between 85° and 95°, flex hips between 110° and
120°, perform a medial rotation of the hips between 28° and 32° and perform a lateral
rotation of the hips between 60° and 65°.Moreover, it also shows that while spine can
be bend, it should not, with a threshold of 5° authorized.
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Fig. 14. Extended model for the task crouch

From this description, we get information that was missing in the initial task model
(without extensions, in Sect. 3.2) and that is required to analyze working posture. For
example, it is now possible to apply the Ovako Working Posture Analysing System
(OWAS) [24]. This analysis technique is commonly used for working posture analysis.
The flex movement task influences the back position, upper limbs position, lower limbs
position and according to the OWAS, it is class 2 posture, meaning that it must be
considered during the next regular check of working method.

Furthermore, the descriptions are detailed enough so that we assess them in the light
of the safety recommendations for safe lifting procedure [33]. The procedure requires
that the back should stay straight. The new elements of notation allow representing
the flexion/extension of the Thoracolumbar spine (supporting the back) as an optional
movement and constrains them to 5° max. This allows us to represent that while this
movement can occur, it should not happen, with a tolerance of 5°. Combined with
the association of the before/after posture to the task “Flex”, we can now highlight the
correct and safe posture before and after the execution and all the in-between movement.
By giving before and after posture and describing all the movements possible with their
constraints, this removes the previous ambiguity andmake it usable for training purposes.
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5.2 Case Study of the Modelling of the Engine Fire Procedure

Extended Model. Figure 15 describes the abstract task “Discharge fire button” updated
from the Fig. 4, with the new elements of notation. First, this adds a decomposition to
the input task “Fire button”, separating the user and system part. This is represented
by two interleaved actions, the system input task “Register button input” that can occur
while the motor task “Press button is performing”. This motor task is now tied to a Body
part “Right hand” showing that the button should be pressed with the right hand. This
motor task now also decompose itself into 5 movement tasks all called “Flexion”. The
first one is not optional and performed with the body part “right shoulder” with a range
of motion superior to 170° (labelled “Range of motion: param >170°”. The four others
flexions tasks are constrained with the same range of motion (between 0° and 5°) but
each of them linked to a different body part: right wrist, right index DIP, right index PIP
and right index MCP. The iterative motor task “Move the head up” is now also refined
with three concurrent movement tasks: “Extension” linked to the cervical spine with a
constraint between 0° and 70° and two optional ones, “Right rotation” and “Right lateral
flexion”, also using the “Cervical Spine” but with a constraint of 0°, meaning it can
occur but shouldn’t. Last, the iterative motor task “Move hand towards the button” was
also extended with eight concurrent movement tasks, and two “Flexion” tasks, linked
to the body part “Right shoulder” and “Right elbow”, with a range of motion constraint
“param>0°” and “param>100°” respectively. Other six are optional movement tasks:
“Pronation” linked to “Right Elbow”, “Flexion” linked to “Right wrist”, “Extension”
linked to “Thoracolumbar spine”, “Extension” linked to “RightElbow”and “Right lateral
flexion” and “Right rotation” linked to “Thoracolumbar spine”, all six of them tied to
their own constraints.

Analysis From theModels and Their Associated Information. Compared to existing
modelling notations, themodels produced using proposed extensions and their associated
information enable to infer that the engine fire handling task requires the following body
parts: Neck, Torso, Right Arm, Right Forearm, Right hand, Right index, Right middle
finger. From the model and its association to the hierarchical view on the body parts
(presented in Fig. 5), we understand that the operator performs an asymmetric task
requiring the user to have the right arm available. From the task model in Fig. 15, we get
information that was missing in the initial task model (without extensions, in Sect. 3.2)
and that is required to analyze working postures. For example, it is now possible to apply
the Rapid Upper Limb Assessment [28] (RULA) used for evaluation of working posture
related to upper limbs. It takes into account Shoulder, Elbow, Wrist and position to
evaluate the potential risk on a movement. If we apply to this model, the RULA analysis
put a scoring of 6 out of 7, meaning that “Investigation and changes are required soon”,
because of arm position and neck in extension. Moreover, the task being part of a critical
procedure, happening when an engine in the airplane take fire, it is primordial that the
task can be physically done and we must ensure that a part of the body can be used for
a task.

With the new elements of notations, bounding body parts to tasks this means that
we can now detect if required body part is already in use by another task, which would
prevent an operator to perform physically this critical procedure. The description of
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Fig. 15. Extended model for “Discharge fire button” task

the task movements, used in association with body position in its environment and
boundaries (presented in Sect. 4.2) also enables to analyze whether the operator should
be able to reach the button. Such estimation becomes possible by processing the task
movements in the task model with the relative position of the involved body parts to the
button, as well as according with the boundaries of the operator arm and hand.

6 Conclusion and Perspectives

ISO 9241 definition of usability of interactive applications [39] identifies efficiency,
effectiveness and satisfaction as three contributing factors to usability. Assessing the
usability of or designing for usability interactive applications, requires assessing the effi-
ciency (performance in the execution of tasks, error and costs for recovering of errors)
the effectiveness (percentage of tasks supported by the application) and the satisfaction
(perceived satisfaction of users while performing the tasks with the interactive appli-
cation). This definition makes salient the fact that the exhaustive identification of users
tasks is key for ensuring usability and for assessing its level for interactive applications.

This paper argued that notmaking explicit body-related informationwhile describing
users tasks reduces the possibility to assess effectiveness of interactive application and
prevent some analysis such as quantity of movement for performing a task, physical
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fatigue or occlusion (among others). Besides training of users without very detailed
account of body movement and postures might lead to injuries and safety issues [24].

The contribution of the paper builds on the work in the area of physiology to identify
body-related information: the body parts and the body parts hierarchy, the connectors
(i.e. articulations), the average shape and length of body parts, the range of motion of
the articulations. The paper proposes a set of extensions to an existing task modeling
notation to incorporate each type of information in task models in order to provide
exhaustive and unambiguous descriptions of body-related information. The paper has
demonstrated on two case studies, how this information is presented in task models and
how these models with augmented expressive power can be used for analysis purposed
of the users work. The supplementary material presents the extensions performed on the
HAMSTERS-XLE customizable tool [26] to edit those augmented task models.

This work is part of a more ambitious project aiming at supporting the training of
operators performing tasks in cyber-physical environments such as large command and
control rooms where operators manipulate not only software systems but also physical
devices and lever while moving in that environment. Beyond, we are also exploiting
the new task modeling notation introduced in the paper for describing reeducation and
rehabilitation exercises for post-stroke rehabilitation.
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Abstract. The IVY workbench is a model-based tool for the formal
modelling and verification of interactive systems. The tool uses model
checking to carry out the verification step. The goal is not to replace,
but to complement more exploratory and iterative user-centred design
approaches. However, the need for formal and rigorous modelling and
reasoning raises challenges for the integration of both approaches. This
paper presents a new plugin that aims to provide support for the inte-
gration of the formal methods based analysis supported by the tool, with
user-centred design. The plugin is described, and an initial validation of
its functionalities presented.
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1 Introduction

The design of safety critical interactive systems needs to provide assurance
regarding the quality and safety of the interaction. The exploratory nature of tra-
ditional User-Centred Design (UCD) approaches (cf. [2,9]) does not necessarily
guarantee a depth of analysis that provides this assurance. Formal (mathemat-
ically rigorous) modelling and verification are able to provide a thorough and
repeatable analysis, but interactive systems pose particular challenges for their
application (see [11,13] for discussions about these challenges).

A number of tools has been proposed that aim to address this from different
angles (see [3,6], for reviews). Of particular interest here is the IVY workbench
tool [7]. The focus of the tool’s development has been to ease the application of
formal modelling and verification to interactive systems design. Experience with
using the tool (cf. [5,14]) has highlighted the need to find solutions to commu-
nicate the model (for validation) and the verification results (for interpretation)
to domain and human factors experts. Prototyping seems a promising approach
to bridge this gap.

The contribution of this paper is thus an approach for the integration of
prototyping support into the IVY workbench. The goal is to enable the creation
of prototypes by linking early mock-ups of the user interface with their models
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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developed in IVY. The mock-ups provide a concrete illustration of the visual
appearance of the interface, while the model provides its behaviour. Together
they enable the simulation of the system behaviour.

2 Background

Mock-up editors focus on the physical design of the system, allowing users and
designers to identify potential problems with the interface or generating ideas
for new functionalities [1]. Adobe XD and Figma provide a set of built-in compo-
nents, representing different user interface (UI) controls, which designers can use
to build mock-ups. More advanced features such as components with multiple
states, which support a more economical modelling of how the appearance of
the mock-up changes with user interactions, can also be found in some of these
tools. In general, however, mock-up editors have limited support for prototyp-
ing UI behaviour, as this implies some notion of the underlying system’s state.
Traditionally, these tools allow designers to define navigation rules, but without
any associated control logic. These rules capture the navigation from mock-up to
mock-up in response to user events, such as mouse clicks, but the lack of control
logic means they are static and unable to express complex behaviours.

Model-based user interface analysis tools support early detection of UI design
problems [3,6]. However, formal modelling does not integrate well with the
exploratory nature of UCD approaches. Formal modelling is also outside the
typical toolbox of a UCD practitioner. This creates barriers to adoption, even in
situations where these tools might be valuable. The IVY Workbench supports the
application of formal methods to interactive systems’ design, from writing the
models to interpreting the results of verification (performed using the NuSMV
model checker [10]). IVY is designed for simplicity, aiming to provide modelling
and analysis tools that are easily usable by non-experts and to communicate
results effectively within an interdisciplinary team. Models are expressed in the
MAL interactors language [8]. A detailed description of the language is outside
this paper’s scope. In the present context, what is relevant is that interactors
have a state (a collection of typed attributes) and actions that act on that state.
Attributes capture the contents of the user interface, and any relevant internal
state of the device. Actions capture user-triggered events, as well as relevant
internal events, which cause changes to the state.

Using the IVY tool typically involves a number of steps: model develop-
ment, model validation, property development and verification, and analysis and
interpretation of verification results. The validation and interpretation of results
require input from domain and human factors experts. While the model captures
the structure and behaviour of the user interface, a prototype representation of
the interface would make it much easier to communicate the intended design
and the verification results.

Tools such as Circus [12] or PVSio-web [15] place a greater emphasis on
prototyping than IVY has done so far. The former on high-fidelity prototyping,
the latter focusing more on the earlier stages of design. Other authors have
explored the problem of integrating formal methods and UCD in ways that are
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Fig. 1. Prototyping plugin’s architecture

complementary to what is proposed herein. In [4] the goal is to bring informal
design artefacts into a formal setting by finding ways to formally describing
them, while herein the goal is to make formal artefacts accessible to designers.

3 Prototyping Plugin

To build a prototype from a MAL model, one must bring together the model,
which defines the contents and behaviour of the interface, and a mock-up pro-
viding a graphical representation of that interface. Mock-ups are assumed to be
vector graphics drawings in SVG [16]. This is achieved by configuring two types
of bindings. Event bindings specify how the prototype responds to user interac-
tions. They are established between user generated events in the mock-up (e.g.
clicking an SVG element) and actions of the formal model. State bindings specify
how the mock-up represents the state of the model. They are established between
attributes in the model and the components in the mock-up. User interaction
with the prototype triggers events, which cause the bound actions in the model
to be executed. The resulting update of the model’s attributes then generates
changes in the prototype according to the configured state bindings.

3.1 Architecture

The prototyping plugin’s architecture (see Fig. 1) follows the Model-View-
Controller design pattern. The Model holds the prototype’s configuration, such
as the events and states and their mapping to the MAL model. The View defines
the UI of the plugin (using Java Swing). The Controller acts as a mediator
between View and Model. Additionally, the Framework component offers utility
methods. It includes two essential components: SVGEngine and ScriptEngine.

The SVGEngine contains methods for prototype initialization, particularly
the generic SVG parser. SVG files are read using the Apache Batik library, and
the parser leverages the DOM (Document Object Model) structure thus gener-
ated to identify all SVG elements that support user interaction. These elements
are assigned a UUID on their id property to ensure their uniqueness, allowing
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Fig. 2. User interface of the plugin – (1) SVG renderer; (2) SVG sidebar; (3) Configu-
ration sidebar; (4) Access to animation mode; (5) Prototype configuration

fast document queries. The engine has been shown to work with Inkscape, Evolus
Pencil, Adobe Illustrator, and Adobe XD-generated SVG files.

The ScriptEngine provides support for externally loaded widgets and scripts
execution support. The inclusion of support for widgets in SVG mock-ups pro-
vides additional expressive power and simplifies the creation of mock-ups. Wid-
gets consist of a set of SVG shapes and Javascript code that specifies the widget’s
behaviour (e.g. which shape should be presented based on conditions). A library
of such widgets is being created that, at the time of writing, includes from simple
widgets such as a switch, a toggle button, a checkbox, a led light or a progress
bar, to complex widgets such as a dual mode clock face (hours/alarm) or the
display of the B. Braun Perfusor medical device (see Sect. 4).

The scripting environment is responsible for the initialisation of imported
widgets. Using the Rhino Javascript engine, it extracts the widgets’ properties
and methods needed for the prototype’s configuration. Furthermore, the environ-
ment performs the management of all widget element identifiers to ensure their
uniqueness. This task prevents problems from scenarios where a user builds a
prototype containing multiple instances of the same widget. The scripting envi-
ronment is also responsible for binding the SVG mock-up and the MAL model.
This feature is essential for combining the formal model capabilities of IVY with
the mock-up. During prototype animation, the environment invokes the widgets’
methods with relevant values obtained from the model. These methods use DOM
queries to select SVG elements. Then, they modify the CSS properties of those
elements according to the parameters received.

3.2 The Plugin’s UI

The prototyping plugin’s UI (see Fig. 2) features the SVG renderer, the SVG
sidebar and the Configuration sidebar. An animation mode is also provided.
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The renderer uses the Apache Batik library to render the SVG mock-up, and
supports SVG elements selection by clicking. The SVG tree sidebar displays
the SVG’s hierarchical structure. It provides basic SVG editing functionalities,
including visibility toggling, and element deletion and insertion.

The Configuration sidebar supports the definition of the binding between
mock-up and model. The states tab allows users to bind SVG elements to
the model’s attributes. Each element has a default state representing its initial
appearance. Users can modify the properties of that state, or add more states
that are triggered when a specific condition is met. SVG tags, such as g, have
a predefined set of properties that can be configured (e.g. their visibility), while
externally loaded widgets allow users to configure any properties presented in
their props object. The UI guides users in selecting valid values for the prop-
erties, listing attributes according to the type required by each property. This
helps prevent binding errors. At animation time, the environment checks whether
any of the defined conditions of an element matches its criteria. If this happens,
then the matched state will be rendered. Otherwise, the simulation renders the
default state of the element.

The events tab allows users to bind events at the SVG level (triggers) with
formal model’s actions. A trigger can be a user interaction or a periodic timer
event. A trigger can be defined to directly execute a widget function. This offers
the possibility to change the prototype’s appearance without the formal model’s
assistance. This feature supports the creation of advanced prototypes without
the need for creating complex formal models, by isolating cosmetic changes at
the SVG level.

The animation window displays the prototype (in a SVG renderer), and the
list of available actions (see Fig. 3). The environment uses IVY’s internal mes-
saging system to communicate with the NuSMV model checker and obtain the
current state of the prototype. Users can interact with the prototype through
the mock-up, triggering the defined events, or with the actions in the list.

4 An Example – The B. Braun Perfusor R© Space

The B. Braun Perfusor R© Space is a programmable infusion pump that automates
the administration of drugs to patients. Although the device offers multiple con-
figuration modes, herein we will focus on the programming of the value to be
infused (VTBI). We will briefly describe the formal model, the UI mock-up, and
the prototype’s configuration and running.

The goal of the formal model is to capture the behaviour of the device.
The VTBI is presented on the display (see Fig. 3). Digits can be increased and
decreased by pressing the up and down keys. A cursor (identified by a black
square) highlights the currently selected digit. The left and right arrow keys move
the cursor between digits. The start/stop button, controls drug administration.
When the device is administering the drug, the running indicator lights up. In
this mode, users cannot interact with the cursor, and the value represented in
the display decreases over time.

The infusion pump model consists of a MAL interactor capturing the con-
tents and behaviour of its user interface. A detailed description of the model is
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Fig. 3. Mock-up of the B. Braun Perfusor R© Space UI

not feasible herein. Enough will be described to make the example clear. This
amounts to explaining which attributes and actions are needed in the model.
Looking at Fig. 3, the following attributes are relevant: digits (an array holding
the value of each digit in the display), position (an integer indicating the cur-
sor position in the display), running (a boolean indicating whether the device
is in infusion mode). As for actions, the model defines the following: up/down
(increase/decrease the value in the selected digit), left/right (increase/decrease
the position attribute – i.e. move the cursor), startStop (start/stop the infusion
process), infuse (internal action that represents the progression of the infusion
process by decreasing the volume to be infused until it reaches 0 or the device
is stopped). This is expressed in MAL as (axioms ommited for brevity):

i n t e r a c t o r main
a t t r i b u t e s

[ v i s ] d i g i t s : a r r a y 0 . .MAXDIG o f i n t
[ v i s ] p o s i t i o n : 0 . .MAXDIG
[ v i s ] r unn ing : boo l ean

a c t i o n s
[ v i s ] up down l e f t r i g h t s t a r t S t o p
i n f u s e

Figure 3 presents the device’s UI mock-up. Besides basic SVG shapes rep-
resenting buttons and static information, it features two widgets: led and cursor.
The led widget is used to indicate if the device is in infusion mode. It has a prop-
erty (On) to control whether the led is light-up. The cursor widget was explicitly
developed to represent the digits screen of this pump. Its main properties are
Digits (each of the digits displayed) and Cursor Position (the position of the
cursor in the display).

To have a running prototype, bindings between model and mock-up need
to be defined. Configuration of the cursor widget is done by binding the attributes
digits and position from the model to the properties Digits and Cursor Position,
respectively. Configuration of the led widget is done by binding the running
attribute from the model to the On property of this widget. The click events
of the arrow buttons and the start/stop button are bound to the appropriate
actions (up, down, left, right, startStop). Finally, the infuse action was bound to
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a timer event, which executes every one second. Once all the steps just described
were performed, users were able to interact with the prototype in the simulation
window. Figure 3 is in fact a screen capture of the contents of that window,
annotated for readability.

5 Validation

The medical device above served as validation of the functional capabilities of
the new plugin. The next phase of the project will be to validate the role of
the plugin as a bridge between formal methods and human factors and domain
experts. This will entail exploring its use to validate formal models by allowing
domain experts to interact with the model via the prototype, thus validating the
captured behaviour, as well as using the prototype to replay behaviours resulting
from the verification process, to support the identification of errors.

As a first step, however, we were interested in evaluating whether the pro-
cess of creating prototypes is itself accessible to non-experts. We have carried
out the pilot of a user test designed to evaluate this. The test consists of setting
up the prototype for the B. Braun device, given the formal model and the mock-
up. The trial sessions were performed on a laptop with the IVY Workbench
installed, and the required model and mock-up available. A consent form, a test
script containing a brief introduction to IVY, a step-by-step guide to prototype
configuration, and a final questionnaire were also made available. The step-by-
step guide explained the configuration of a toggle button. The questionnaire
served to collect demographic data (name, age, sex and background experience)
and collect feedback on the tool. The full test procedure was the following: (1)
welcome and consent form signing; (2) test script presentation and brief expla-
nation of the tool and the activities to perform; (3) execution of the step-by-step
example and clarification of any questions related to the tool; (4) execution of
the actual test (recorded via screen capturing); (5) answering the questionnaire.

The pilot involved 5 participants (one male and four female) with average
age 23.6 years (σ = 2.1). Participants were selected to cover a wide range of
backgrounds. One participant had a software engineering background. Two par-
ticipants had design backgrounds. And the last two participants did not have
a background in either of the areas. Two participants indicated that they had
previous experience with mock-up editors, none had experience with IVY.

All participants were able to complete the configuration of the prototype.
The average time required to fulfil the task was 8 min 55 s (σ = 2m17s). Over-
all the pilot validated the testing protocol and a number of observations was
already possible. Users were able to quickly select the appropriated attributes of
the formal model to configure the required states of the elements in the mock-
up. However, they had difficulties selecting SVG elements composed from other
SVG elements. Users rarely selected elements by interacting with the renderer.
Instead, they prefered the SVG tree sidebar. Initially, users had some difficulties
in distinguishing the differences between states and events. These were overcome
as they interacted more with the tool.
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As mentioned, at the end of the test a number of questions were asked about
the tool. Regarding their overall impression of the system, all participants made
a positive overall evaluation. As most positive aspects of the system, participants
mentioned the simplicity of the UI. Three participants approved the possibility
of selecting SVG elements both with the SVG tree sidebar and the renderer.
One participant mentioned the attribute selection guidance in the states con-
figuration process. As most negative aspects, participants mentioned difficulties
in selecting groups of SVG elements. As most surprising aspects of the system,
three participants mentioned the use of widgets in the mock-ups, two partic-
ipants pointed out periodic time events, and one participants mentioned the
tool’s capabilities to create running prototypes with ease. As for missing func-
tionalities, two participants pointed out drag and drop and SVG group selection
in the renderer. Only two participants (those with prior experience with mock-
up editors) were able to compare the functionalities of the plugin with other
UI prototyping tools. Both participants appreciated the capabilities of adding
behaviour to prototypes afforded by the tool.

6 Conclusion

We have presented a new plugin for the IVY workbench. The plugin aims to
provide support for the integration of the formal methods based analysis, with
user centred design. It proposes to achieve this through supporting the process of
creating user interface prototypes by binding together the formal models used for
analysis, and the mock-ups used for user centred design. These prototypes will
be instrumental in, first, validating the behaviour captured by the model with
domain experts and human factors experts, and, second, communicate the results
of the analysis to the same stakeholders. The goal is not to replace tools like
Figma, rather integrate the workflows of such tools with the formal verification
workflow. In any case, in doing this we achieve prototypes that are able to exhibit
a level of behaviour that is not easily achieved with mock-up editors.

Besides describing the plugin, the paper describes the initial steps taken
to validate the tool. Although preliminary, the tests already emphasised the
strengths and weaknesses of the new prototyping features. Users recognised the
widgets’ capabilities and generally found the developed UI intuitive. However,
users had difficulties selecting SVG elements in the renderer, suggesting some
improvements are needed to support group selection as default instead of single
element selection.

Future work will include further developing the widgets library and proceed-
ing with the evaluation of the tool. First by completing the evaluation mentioned
above. Then, by exploring the role that the tool might have as a bridge between
formal methods and user-centred design.
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Abstract. Slight variations in user interface response times can signifi-
cantly impact the user experience provided by an interface. Load testing
is used to evaluate how an application behaves under increasing loads.
For interactive applications, load testing can be done by directly calling
services at the business logic or through the user interface. In modern
web applications, there is a considerable amount of control logic on the
browser side. The impact of this logic on applications’ behaviour is only
fully considered if the tests are done through the user interface. Capture
reply tools are used for this, but their use can become costly. Lever-
aging an existing model-based testing tool, we propose an approach to
automate load testing done through the user interface.

Keywords: Model-based testing · load testing · capture and replay

1 Introduction

Software testing [9] aims to increase confidence in the quality of a piece of soft-
ware. Load testing is a particular type of software testing, which aims at testing
a system’s response under varying load conditions by simulating multiple users
accessing the application concurrently.

Load testing can be split into API and UI (User Interface) load testing.
API load testing is done by directly calling the services at the business layer
level. This avoids the complexity, and work load, of automating the interaction
with the application’s user interface. Although strategies can be used to create
combinations of different types of request, side stepping the UI risks making
the tests less representative of actual use. Tests that ignore the user interface
do not take into account the control logic programmed into the browser. This
logic can range from dialogue control, which can help mask or exacerbate delays
in the access to back-end services, to the full business logic of the application,
depending on the type of web application under test. In any case, the impact
of, at least, part of the application logic on performance is not assessed. This
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is relevant because small variations in user interface response times can have a
huge impact on their user experience [4].

UI load testing addresses this by interacting with the browser to simulate user
interaction. This type of test is expensive to setup, usually requiring a capture
phase where use behaviour is recorded for later replay during testing.

In this paper, we present an approach to automate UI load testing of web
applications. This work is part of an ongoing effort to explore the use of model-
based testing to automate the testing of user interfaces.

2 Background

Load tests are non-functional tests, aimed at determining how well a system
performs under high work loads. In the web applications’ context, load testing
involves the use of tools to simulate the execution of the application when sub-
jected to a specific workload, and the analysis of measurements according to
predefined benchmarks. These benchmarks cover metrics such as the number of
virtual users, throughput, errors per second, response time, latency and bytes
per second [6]. The goal is to identify performance bottlenecks in order to prevent
end-users from encountering any problems during peak load.

The need to automate the testing process is essentially due to the need to
repeat the same tests, as well as the need to increase test coverage. Model-based
testing (MBT) [13] is a black-box testing technique that supports the automation
of software testing, from test generation to test results’ analysis [1,12]. This
method compares the state and behaviour of a product (the system under test –
SUT) with an abstract model (the oracle) that represents the behaviour of the
SUT. Discovery of system errors is achieved by comparing the results of the tests
in the SUT with the predictions of the oracle, in order to detect inconsistencies
between both. MBT’s main limitations are connected to the need to develop and
maintain the oracle, and the potential for an explosion of test cases during the
generation process. We chose to explore MBT due to its potential to automate
the testing process from a model of the SUT.

Several authors have explored the application of MBT techniques to Graph-
ical User Interfaces (GUI) (examples include [7,8,10], but see also [11] for a
review). It should be noted, however that the focus has been product quality,
much more than quality in use (cf. the ISO/IEC 25010 standard [5]). This is
to be expected, since the oracle typically captures functional requirements of
the SUT. An example of folding usage considerations into an MBT process is
presented in [2]. The paper is part on an ongoing effort to explore how MBT can
be used to automate the testing of user interfaces. In the context of this effort
we have developed the TOM tool [10]. Here we look at how the tool might be
used to perform UI load testing.

3 Design of the Proposed Approach

In order to support automated model-based load testing from the GUI, assuming
a model of the SUT is available, four requirements were identified: (Step 1)
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Fig. 1. The TOM framework

generation of multiple similar tests from the model; (Step 2) automation of the
interaction with the browser; (Step 3) load simulation on the application by
running multiple tests concurrently; (Step 4) capture of performance metrics
and generation of reports for results’ analysis.

The TOM framework (see Fig. 1) already provides initial solutions for the
first two steps. Its test cases generation component (TOM Generator) receives
as input a model of the application’s GUI (a state machine, represented in XML,
where states represent windows or pages of the interface), and generates exe-
cutable tests in Java using Selenium WebDriver (Step 1). Models are abstract
representations of the interface, that is, the state machine does not identify the
concrete elements of the implementation. TOM performs both the step of gen-
erating abstract tests over the model and refining them to concrete (executable)
ones. For this, it needs two additional inputs (a Mapping file and a Values file).

The Mapping file identifies which implementation elements correspond to
which logical (abstract) elements in the model. It consists of a JSON object
defining a mapping between the model and the elements present in the HTML
page. The Values file defines concrete values to be used when creating executable
tests. As mentioned above, interaction with the browser (Step 2) is achieved
through Selenium WebDrive, a remote control interface that enables program-
matic introspection and control of the browser.

The next step (Step 3) is to test the SUT. We divide this into two sub-steps: a
functional testing phase to guarantee that all test cases are successful, followed
by a load testing phase. A solution to run tests concurrently is needed as, in
the available version, TOM can only run tests sequentially. Apache JMeter1 is
used to achieve this. However, since the goal is to perform load tests through
the application’s UI, it is not possible to use the traditional HTTP Request

1 https://jmeter.apache.org/.

https://jmeter.apache.org/
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component that JMeter offers, as this type of component is used to make requests
to the application’s API. Thus, it was necessary to explore alternatives support-
ing the execution of tests written using Selenium WebDriver. These are called
samplers. JMeter features several types of samplers, and after analysis, the option
was to use the JUnit Request sampler.

In the last step of the process (Step 4), it is necessary to evaluate and analyse
the results of the test cases’ execution. As the main goal is to analyse the effect of
load on the application, it is relevant to analyse performance metrics. However,
as mentioned above, there is a first testing phase where each test is executed
separately (to find possible failing tests). Besides supporting functional tests, this
guarantees that only non-failing tests are performed in the load testing phase in
order not to waste resources and time. This is relevant since load testing requires
a large amount of resources and computing power. After analysis of alternatives,
the Allure framework was adopted to present the results of the functional testing
phase. Regarding the analysis of the load testing phase, JMeter provides reports
on this aspect.

4 Implementation

The TOM framework is composed of three components: TOM Generator, TOM
Editor and TOM App. TOM Generator (see Fig. 1) contains the core of the TOM
Framework. This component has a modular architecture to ensure the adapt-
ability of the framework and includes modules to read and translate different
types of models to their internal representation, as well as the modules to gen-
erate, transform and execute the test cases. The TOM Editor (see Fig. 3, right)
is a browser extension that is responsible for developing GUI models. The editor
supports capturing the user’s interaction and defining the system model based
on that interaction. The TOM App (see Fig. 2) consists of the presentation layer
of the TOM Framework. It supports the process of generating and executing test
cases.

A number of changes had to be made to the existing TOM framework imple-
mentation in order to support the execution of load tests. These were done both
on the framework’s back-end (TOM Generator) and front-end (TOM App).

4.1 Back-End – TOM Generator

Two main changes were made in the back-end. One was the implementation
of the Headless Mode property, the other the implementation of an option to
generate random data.

Headless mode is a process of executing tests in browsers without displaying
the user interface. This means that the HTML page that is under test is not
rendered on the screen (which should save time during test execution). This
mechanism helps run multiple concurrent tests in a single machine, or in remote
machines. Without it, multiple browser instances would have to be concurrently
opened and closed, which is likely to have a significant impact on the time
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needed to run the tests. This mode is optional to cater for situations where
actually displaying the pages is considered relevant (for example, when the GUI’s
rendering times need to be considered). Implementing it, meant changes mostly
to the test cases generation process, which is responsible for converting abstract
tests into concrete test cases.

The other change was the implementation of an option to generate random
data. Originally, the TOM Generator allowed the filling of forms with the data
directly present in the Values file. This becomes a problem when performing load
tests, as we have to execute the same test multiple times. Repeatedly using the
same values will, in many cases, fail (consider the task of user registration). This
problem was solved by adding a property to the Mapping file that tells TOM
Generator to generate random data (based on the value provided). This prevents
exactly identical executable tests. The code needed to read the configuration
files was updated to process the new attributes added to the mapping file, in
particular, related to the generation of random values.

A new exporter was created to generate the load tests. This was done start-
ing from a generic test template in JMX (a JMeter format) to which the tests
are added. Routes to support access to the new functionalities were also imple-
mented.

4.2 Front-End – TOM App

A new version of the TOM framework front-end (the TOM App) was developed
to support the new functionalities. The UI of the application is divided in three
main tabs (see Fig. 2): Projects, Generation Requests, and Generation Results.

The Projects tab contains all the functionalities for managing projects. Users
can view the list of their projects and add new projects. Additionally, users can
observe all the components that make up the project, such as the System Model,
the Mapping file and the Values file. Deleting the project and downloading it
are also available options.

The generation of test cases is available in the Generation Requests tab.
This process involves three phases. In the first phase, global configurations are
set, such as the URL for which the test cases will be generated, whether to use
headless mode, and the graph traversal algorithm to be used to generate test
cases. In the second phase, the project that will be used to generate the tests is
selected (the UI model, etc.). At this stage, the user may also visualise all the
configuration files that constitute the project. Finally, in the third phase, the
user is presented with all the information about the test generation request and
the option to execute it (which sends it to TOM Generator).

In the Generate results tab (see Fig. 2) the results of previous test case gen-
eration requests are presented. Regarding each result, it is possible to visualise
properties such as the number of tests generated and the time needed to generate
the tests, as well as download the corresponding files to run the tests at a later
date and in an appropriate setup, or open the test set. Opening a particular test
set provides access to the execution of the tests. This is done in two phases as
explained above.
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Fig. 2. TOM App: Generation Results

5 Applying the Framework

We now briefly describe two applications of the framework. The first is its appli-
cation to a preexisting e-commerce platform (Retail Marketplace) developed in
the scope of a MSc. curricular unit by the first author and colleagues.

The concrete functionality tested herein consists of the process of registering
a buyer. Users must initially navigate to the login form, where they find the
option “register new user”. Then, they must chooses the option “register as pur-
chaser”, and finally fill in the registration form on the platform (see Fig. 3, left).
The model of the user interface was developed using the TOM Editor, which
partially automates the process using capture-replay. A test was generated to
exercise the registration process. Originally, this test consisted of registering a
user with name “Bruno Teixeira” using the email “bruno@mail.com” and pass-
word “1234”. This test passed successfully when run on its own (first stage of
testing). Load testing consisted of simulating 20 users performing the registra-
tion process simultaneously. For testing purposes the test was run locally, and
configured to use headless mode. As required for load testing, random values
were used for the inputs. As can be seen at the top of Fig. 4, from the 20 tests
executed, two failed. This failure may be related to a delay in receiving the
reply from the Retail Marketplace app, which meant that subsequent attempts
to locate elements in the interface failed. While this in itself is an indication
of degraded performance (indeed performance degrades substantially with 18
threads), in the future, the possibility of defining the pace of the interaction
should be supported.

Another example of use is the application of the framework to the analysis
of the TOM app itself. This involved the creation of a model of the app. The
model consisted of 23 states, and 297 tests were generated (in 556 ms). All tests
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Fig. 3. The Retail Marketplace registration form (left) and TOM Editor (right) –
from [3]

passed the first stage. For the second phase, 11 tests were selected for execution.
The tests were run on remote machines using the Google Cloud platform. Several
scenarios were attempted, with the goal of assessing the impact of headless mode
and the impact of performing the test through the UI versus direct back-end
API calls. It was possible to conclude that using headless mode provided some
level of improvement in terms of time required to run the tests, although not
as much as we were expecting – on average a time saving of 5.7%. The main
conclusion, however, was that the computing power required to perform realistic
tests (in terms of number of concurrent accesses) increases quite considerable
when running the test through the UI, even in headless mode. In an environment
with 32 virtual CPUs, each with 138 MB of RAM, it was not possible to run
the tests for 1500 threads in the UI case, while in the back-end API case it was
possible to reach more than 30000 threads. In the future, strategies to decreases
the resources demand of the framework should be researched.

6 Conclusions and Future Work

We have described a model based approach to automate the load testing of web
applications that takes into consideration their user interface layer. The short
term goal has been to support the automated generation and execution of more
realistic load tests. Web application are increasingly using client side code and
testing the back-end APIs directly does not take into consideration this code.
However, creating UI load tests that interact with the application through the
user interface is time consuming. By using a model-based approach we were able
to considerably automate the process. One pending problem is the high level
of computational resources required to run the tests. What level of resources is
needed to run the approach effectively, and whether the resources requirements
can be decreased, will have to be further investigated.
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Fig. 4. JMeter reports

The long term goal is to support the consideration of user experience criteria
when load testing web applications. Small differences in UI reaction time can
have a great impact on user experience. How the user interface uses the back-end
services can help mask or exacerbate delays created by the back-end. It can also
create delays in the user interface itself. This means that from a user experience
perspective, the impact of load on the application must be measured at the user
interface. In future work we plan to explore how the approach proposed herein
can be used to assess these aspects, and also how the approach compares to API
load testing for different classes of applications. Web applications with different
levels of logic on the client side (the browser) will be tested and the results
compared with tests run directly on their business logic APIs.
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Abstract. Social drones are autonomous flying machines designed to
operate in inhabited environments. Yet, little is known about how their
proximity might impact people’s well-being. This knowledge is critical as
drones are often perceived as potential threats due to their design (e.g.,
visible propellers, unpleasant noise) and capabilities (e.g., moving at high
speed, surveillance). In parallel, Virtual Reality (VR) is a promising tool
to study human–drone interactions. However, important questions remain
as to whether VR is ecologically valid for exploring human–drone inter-
actions. Here, we present a between-within subjects user study (N = 42)
showing that participants’ stress significantly differs between different
drone states and locations. They felt more comfortable when the drone
retreated from their personal space. Discomfort and stress were strongly
correlated with the perceived drone’s threat level. Similar findings were
found across real and virtual environments. We demonstrate that drones’
behaviour and proximity can threaten peoples’ well-being and comfort,
and propose evidence-based guidelines to mitigate these impacts.

Keywords: Proxemics · Social Drones · Virtual Reality

1 Introduction

Increasing interest in drones as well as technological progress within the fields
of artificial intelligence and sensors foreshadow the impending advent of social
drones. Designed to help people in their everyday life and increase well-being,
these autonomous flying machines [8] might soon become users’ favorite running
partner [7], security guard [49] or even emotional support device [42]. But behind
this radiant future hides the problematic fact that current drones are often per-
ceived as potential physical and privacy-related threats [20]. Beyond the require-
ment for drones to be trusted to integrate them into society [61], it is important
to explore and understand the kinds of negative impacts that drone interactions
might have on people. If peoples’ encounters with drones cause perceived emo-
tional, physical, or privacy-related threats, then further integration of drones
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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into social spaces might generate stressful environments and trigger defensive
behaviors among people (e.g., maintain greater distances [27,87], attack [12]).

Developing a fuller understanding of the reasoning behind people’s reactions
near drones (Human–Drone Proxemics (HDP)) is therefore critical. Investigating
HDP will unlock interaction opportunities relying on closeness (e.g., touch [1,
53], body landing [4]), while facilitating the design of proxemic-aware social
drones [37]. Like humans in our everyday life, such social drones could accurately
adapt their behaviors and design to specific users (e.g., visually impaired [5],
children [34]), environments (e.g., public spaces [85], homes [9,48]), context [44]
and applications [43]. Thus, this fuller understanding HDI contributes to the
development of human-friendly and socially acceptable social drones.

Nevertheless, the potential danger that drones’ proximity to humans repre-
sents, as well as the practical and legal limitations of these machines, have hin-
dered HDP research to date. To overcome these difficulties, a promising approach
is the use of Virtual reality (VR) as a proxy for real-world HDP experiments
[91]. While VR has many advantages compared to real-world HDI studies (e.g.,
safety, replicability), it remains unclear the extent to which a virtual environment
might alter underlying proxemic mechanisms and resulting participants’ prefer-
ences and reactions during human–drone interactions. As such, understanding
the extent to which virtual drone interactions approximate real interactions with
social drones represents another valuable research question to address.

We present a user study (N = 42) aiming to understand 1) the impact of
drones’ presence and proximity on people’s well-being and 2) the extent to which
VR alters the results of human–drone proxemic experiments. In a real-world
environment and its virtual replica, and for two drone’s speed conditions (1m/s,
0.25m/s), we compared participants’ perceived stress in a resting baseline and
in different flying phases (static far, approach, static close). We then measured
their discomfort level and preferences for different drone’s locations. After each
speed condition, participants rated how threatening they thought the drone was.

We found that participants’ perceived stress significantly differs between dif-
ferent drone states and locations. Drones moving away from participants’ per-
sonal space induced significant decrease in discomfort. Both discomfort and stress
were strongly positively correlated with the perceived drone’s threat level. Sim-
ilar results were discovered in both real and virtual environments, indicating
that VR findings can be transferred to the real world. Semi-structured inter-
views uncovered many factors of threat perception like sound, unpredictability,
propellers, camera, proximity, and movements. This study highlights that drones
readily threaten peoples’ well-being and thus calls into question the readiness
of these machines for deployment into social spheres. We nonetheless propose
potential guidelines for future work to explore to help bring safe, trusted, and
reliable social drones closer to reality.

Contribution Statement. This work contributes to the human–drone interaction
field with: 1) A theoretically grounded user study (N = 42) that advances our
comprehension of people’s perceptions and behaviours near drones. We propose
guidelines for designers to reduce the perceived threat and increase acceptability
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of drones operating in close proximity to humans. 2) The first VR/real-world
comparison in HDI that helps understand the transferability of VR findings’
to the real world and unveils key considerations for the use of VR to study
human–drone proxemics.

2 Related Work

2.1 Proxemic

Function Specific Spaces. In 1966, Edward T. Hall described a “series of bub-
bles or irregularly shaped balloons that serves at maintaining proper spacing
between individuals” and coined the term proxemic for these phenomenons [39].
He proposed four zones of high social relevance (intimate, personal, social, and
public). Yet as pointed out by Vignemont and Iannetti [87], other “bubbles” exist,
and they serve distinct functions [3,87]. Each of these “carrier mechanisms” [41]
of people’s space management might impact human–drone proxemics [15], or,
how close people are comfortable with drones operating near them. Leichtmann
emphasizes this point in his meta-analysis of proxemics in human–robot inter-
action [50], and encourages researchers to discuss the most relevant frameworks
to consider given the context of their experiment. Assuming a drone’s encounter
results in perceived emotional, physical, or privacy-related threats, we consider
the proxemic protective function can be a major determinant of people’s prox-
emic behaviours.

Defensive Space. Dosey and Meisels (1969) described personal space as a “buffer
zone” to serve as protection against perceived emotional, physical, or privacy-
related threats [3,27]. Similarly, another space-related concept, peripersonal
space (PPS; defined as reaching space around the body) is associated with a
“safety margin” [73] around the body. PPS is very flexible [55] and its repre-
sentation relies on individual-specific integration of salient sensory inputs in a
given situation. Orientation of threatening objects [21], their approach [16,86],
acute stress [29] and personality (e.g., anxiety [73,82]) are known factors of PPS.
Other theories related to defensive behaviours and stressful encounters describe
the detection, proximity and intensity of a perceived threat as triggering specific
behaviours (Risk Assessment [11,12] and Cognitive appraisal [14,32]). Unlike
previous Human–Drone proxemic studies, we will build on these theories to drive
the explanation of our results.

2.2 Human–Drone Proxemics

Proxemics has been identified as a critical design concern for social drones [8].
Wojciechowska et al. [91] showed that participants’ preferred a straight front
moderately fast (0.5m/s) approach, with a drone stopping in the personal space
(1.2m). Yet they did not report on whether drone’s approaches affected individ-
uals’ stress level or threat perception. Reflecting on people’s reactions to drone
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collision, Zhu et al. [93] found that the drone’s unpredictability, propeller sound
and degree of protection all influenced perceived threat in a crashing situation.
They mentioned that less threatened participants were more comfortable with
closer drone distances. Whether threat has been induced by the crashing situa-
tion or the drone per se remains unclear. Their results are therefore limited in
that they investigate participant’s perception during a crashing situation and
cannot be generalized to more common interactions and drone’s behaviours.
[1] showed that a safe-to-touch drone induced significantly closer distance and
more engaging interactions compared to a control drone. While it shows that the
drone’s design impact user’s overall perception and safety feeling, it doesn’t say
much about how the drone’s behaviour dynamically affect people. Auda et al. [4]
report safety as a main participant’s concern for drone body landing. Contrar-
ily, exploring natural human–drone interactions, Cauchard et al. [18] report few
safety concerns amongst participants. They found the drone’s noise and wind
are linked to the participants’ discomfort level and longer preferred distances
from the drone. In light of these results, it remains unclear whether perceived
threat or other components (drone’s sound, wind) are responsible for people pre-
ferred distances and discomfort. Our work aims to deconstruct this phenomenon
by providing a theoretically informed and focused contribution on the impact
of drone’s presence, approach and proximity on individuals’ stress, discomfort
and threat perception. We investigate whether dynamic variables that deter-
mine the drone’s behaviours can greatly affect participant’s well-being using a
child-friendly consumer drone.

While a growing body of literature has begun to examine human factors
during human–drone collocated interactions, some researchers [15,28,52] have
pointed out the potential impact of safety techniques on peoples’ reactions
near drones (e.g., minimum distance [2,28,40], transparent wall [40], fixed drone
[28,92], or fake drone [20]). In parallel, Virtual reality is a relatively novel yet
promising approach for the HDI field. It is safe, reproducible, and moderately
realistic [91]. It has been used to investigate human drone proxemics for co-
existing context [15], body landing [4], path planning algorithm for in-home
monitoring [9] and novel drones’ shapes [17]. Yet, VR benefits are valuable only
if we understand how and why obtained results are transferable to the real world.
In particular, we wonder whether a virtual drone can affect people in a similar
way as a real one, in terms of induced stress, threat and discomfort. For this,
our work evaluates a direct comparison between VR and real-world environments
during a human–drone interaction.

2.3 Virtual Reality as a Methodological Tool

Virtual Reality (VR) as a research methodology draws researchers’ attention for
years. In 1999, Loomis et al. [54] introduced VR as a promising solution to the
issues of its field. It would “eliminate the trade-off between mundane realism and
experimental control, [. . . ] target population more representatively and reduce the
difficulty of replication” [13]. Since then, virtual environments have been exten-
sively used in Social Psychology [71], in Human–Computer Interaction (HCI)
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[23,57,60] or Human–Robot Interaction (HRI) [72,90]. It remains that these ben-
efits rely on the ability of VR to induce natural participants’ reactions to the
stimuli of interest. It has been shown that VR can reproduce stressful situations
and instinctive defensive reactions [6,69,70], but participants will react differently
based on their immersion (i.e., Place and plausibility illusion [79], Presence [24]
and Embodiment [33,88]). As it varies between individuals [25,64], immersion is
hard to predict but can be measured [66,75,77]. Comparing proxemic preferences
and impressions of a humanoid ground robot between a real and virtual environ-
ment, Kamid et al. [47] did not find significant differences in terms of desired space
despite different subjective impressions. Conversely, Li et al. [51] found incon-
sistent proxemic preferences between Live and VR ground robots but no major
changes between different VR settings. These mixed results and the lack of theory-
driven explanations leaves a gap of uncertainty regarding the validity of VR for
Human–Robot proxemic experiments. In addition, drones are drastically different
from ground robots. As suggested by a previous direct comparison [2], the driven
mechanisms of people proxemic may be different between ground and flying robots,
involving different considerations for the use of VR for proxemic experiments.
Therefore, we conducted a comparison between virtual reality (VR) and real-world
scenarios in the context of human-drone interaction (HDI) to gain insights into how
VR findings can be applied in the real world, and to identify important factors to
consider when using VR to study HDI.

3 Methodology

This study aims to investigate 1) the impact of drones’ presence and proxim-
ity on people’s well-being and 2) the extent to which VR alters the results of
human–drone proxemic experiments. To that end, we compared participants’
perceived stress between a resting baseline and different flying conditions (static
far, approach, and static close) for two drone speed conditions (1m/s, 0.25m/s).
Participants perceived drone’s threat level is assessed after each speed condi-
tion. This way, we can identify whether a flying drone induces any perceived
stress and if its state (approaching, static), proximity (close, far), and speed can
modulate it. It also allows for investigating the association between the stress
induced by the drone and its threat level. Participants then performed a modified
stop-distancing procedure (see Subsect. 3.2). We asked the participants to rate
their level of discomfort and how ideal the current drone position was for different
locations (from 40 cm to 450 cm from the participant). This allows understanding
participants’ proxemic preferences and thereby mapping how discomfort varies
with the distance. Although the intimate zone margin [39] is 0.45, we chose to
position the drone within that range rather than at its border. For this, we opted
for a slightly closer distance (0.4m). Finally, participants are divided into two
groups: one experiences a real-world setting and the other its virtual replica.
We investigate the impact of the environment on perceived stress, discomfort,
and distance ratings. We also statistically evaluate each environment to check
whether we obtain similar findings.
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3.1 Experimental Design and Hypotheses

This study consists of a block (A) investigating the impact of different HDI sit-
uations on participants’ perceived stress and its relationship with the perceived
drone’s threat level, and a block (B) assessing proxemic preferences in a mod-
ified stop-distancing procedure. Both blocks (A then B) are performed twice,
one time for each speed condition (1m/s or 0.25m/s), either in a real or virtual
environment. Block B investigates the participant’s perception towards the stop-
ping distance after the drone has approached at a certain speed. The participant
observes the drone’s speed in block A. Thus, block A must come before B.

Block (A) follows a 2× 2× 4 mixed split-plot design with the Environment as a
two-level (Real, VR) between-participant factor, the drone’s Speed as a two-level
(1m/s, 0.25m/s) within-participant factor, and the Phase as a four-level within-
participant factor (Baseline, Static Far, Approach, Static Close). The dependent
variable is the self-reported stress for each phase for each condition. The drone’s
threat level is assessed for each condition. If the drone is perceived as a potential
threat, the participant’s perceived stress should evolve as the situational threat
changes from a static distant threat, to an approaching (looming) threat, to a
static close threat. We, therefore, expect H0 participants’ perceived stress to
be significantly different between the different phases, with the approach being
the most stressful due to the danger ambiguity [12] (unknown stop distance)
and the instinctive response to looming objects [86], followed by the close static
threat (within PPS), the distant static threat and finally the resting baseline.
Looming objects (i.e., approaching) trigger specific defensive responses that can
be modulated by the threat the object represents and its approach speed [86].
We, therefore, expect H1: the perceived stress to be significantly higher when
approaching at 1m/s compared to 0.25m/s and H2: the reported participant
threat to be positively associated with the perceived stress. H3: We expect
the previous hypothesis to be verified in both environments but considering the
reduced danger that the drone represents in VR, we expect the perceived stress
to be significantly lower in the virtual environment compared to in the real world.

Block (B) follows a 2× 2× 6 mixed split-plot design with as input variables the
Speed, Environment and the six-level within-participant variable Stop_distance
(C0: Intimate Space (40cm), C1: 83 cm, C2: Personal Space (120 cm), C3: 240 cm,
C4: Social Space (360 cm), C5: 450 cm). The stop distance starts near the inti-
mate space’s frontier (where the drone stops its approach) and then reaches half
of the personal space, its frontier, half of the social space, its frontier, and finally
the maximum distance allowed by the experimental setting which is within the
public space. Hall’s framework [39] is extensively used in human–drone proxemics
[40,52,91], using these scales allows other researchers to more easily compare
their results with ours. We aim to map people’s personal space via the measure
of their discomfort level and distance ratings (too close or too far from their
ideal distance). H4: We expect the discomfort level to be significantly higher at
the intimate frontier (PPS) compared to the other conditions. H5: the discom-
fort level to be positively associated with the perceived threat level. The speed
conditions’ order was randomized using a Latin square.
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3.2 Measures

Self-Reported Stress. For each phase, participants verbally indicated their per-
ceived stress on a scale from 0 (no stress at all) - 5 (moderate stress) - to 10 (extreme
stress). This was validated in [76].

Threat Level. After each speed condition, participants rated how threatening
they think the drone was on a scale from 0 (not threatening at all) - 5 (moderately
threatening) - to 10 (extremely threatening).

Stop Distance and Discomfort Ratings. After each condition, we performed a dis-
tancing procedure. Initially located at the intimate’s frontier, the drone moved
back 5 times. Considering Hall’s framework [39], the drone stop-positions cor-
responded to the intimate space (40 cm), half of the personal space (83 cm),
personal space limit (120 cm), half of the social space (240 cm), social space
limit (360 cm), and in the public space (max distance of 450 cm). For each stop
position, we asked “How ideal is the drone stop position, from -100 (Too close) to
0 (ideal stop distance) to 100 (Too far)? A negative number means you consider
the drone stopped too close to you and the higher the number is the more intense
you feel about it. Conversely, a positive number means you think it is too far. A
rating close to zero means you think the drone is not far from what you consider
its ideal stop position.” In addition, they must verbally estimate their level of
discomfort. The experimenter asked “How much do you rate your level of dis-
comfort on a scale from 0 (no discomfort at all), to 100 (maximum discomfort)?
50 is moderate discomfort. The higher you rate, the more discomfort you feel.”
A similar rating has already been used in previous experiments [89].

Questionnaires. Before the experiment, participants responded to a demograph-
ics questionnaire (age, gender, prior experience with drones and virtual reality,
reluctance about drones’ safety), Big Five Inventory (BFI) - 10 (measures the
participants’ five personality dimensions of extraversion, agreeableness, consci-
entiousness, neuroticism, openness) [68], the Fear of pain questionnaire (FPQ)
- 9 (measures the fear and anxiety associated with pain) [58], and the STAI
(State-Trait Anxiety Inventory) [83]. Each of the questionnaires is used to assess
potential confounding factors. Trait anxiety, personality (neuroticism), fear of
pain has been shown to impact the size of the defensive distances [67,73,82] or
the risks that a situation represents [38]. Questionnaires have been created on
FormR and were answered online before the experiment on the experimenter’s
computer in the lab. Participants in the VR group additionally answered the
Igroup Presence Questionnaire (presence assessment) [75], Avatar Embodiment
Questionnaire [66], and a plausibility questionnaire [77].

Semi-directed Interview. Post-experiment semi-directed interviews were then
conducted focusing on threat perception, coping or defensive strategy, and VR.
We used an affinity diagram [56] to find patterns and themes in participants’
responses. To develop the insights, we transcribed the interviews, and catego-
rized responses by first-degree similarity (e.g., same drone’s component, virtual



532 R. Bretin et al.

environment characteristics or behaviours), then regrouped responses by concept
(e.g., safety, appeal, annoyance).

3.3 Setup and Apparatus

Drone Programming. For the real-world condition, we programmed a DJI Tello
(98× 92.5× 41mm) on Python using the DJI Tello SDK. The code is available
on the experimenter’s Github (anonymized for submission). Connected by Wi-Fi
to the experimenter’s computer, the drone executes the commands such as taking
off and moving forward for X distance at Y speed allowing us to accurately pre-
dict its stop distance. The drone’s accuracy relies on optical flow. We optimized
the environment by ensuring suitable lighting and using the drone manufac-
turer’s mission pads which serve as identifiable surface patterns that guide the
drone. Relying on this accuracy and fixing the initial participant-drone distance
(450 cm), we can move the drone to a specific proxemic area (e.g., personal space
- 120 cm, intimate space - 40 cm). The experimenter manually set the drone’s
height to match the eye level per participant. The drone is partially autonomous
in that it follows a pre-programmed algorithm but the experimenter still has con-
trol via the computer. The DJI Tello has been used in recent HDI experiments
[35,36] (Fig. 1).

Fig. 1. Experimental Room (left) and its replica created in Unity 3D (right)

Virtual Environment. The virtual experiment was created with Unity 3D and
consists of a replica of the real setting as it has been done in a previous virtual
HDP experiment [15]. We aimed to accurately reproduce the main elements of
the real environments to increase the presence [78,81] and foster natural partic-
ipant’s reaction [79,80]. Distances, drone’s characteristics (appearance, sound,
and behavior), room’s dimensions and arrangement, and avatars’ position (par-
ticipant and experimenter) have also been carefully reproduced to limit the alter-
ation of potential confounding factors in participants’ evaluation of the situation
(risk assessment [12] or cognitive appraisal [32]). The spatial audio we used relies
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on a high-quality drone recording, and the size replicate the real drone’s size. We
animated the virtual drone to show the rotating propellers, and imitate hovering
imperfections (e.g., shakes).

3.4 Participants

We recruited 42 participants (17 male, 24 female, and one non-binary), mainly
undergraduate and post-graduate students from scientific backgrounds (Com-
puting Science, Psychology, Veterinary), between 21 to 42 years old (M= 26.69,
SD= 4.98) and with little experience with drones or VR and mainly from Europe
(35%) and Asia/Pacific (43%). We randomly assigned each participant to one
of the two groups (Real-world/VR), trying to maximize the gender parity and
reach a similar size.

Fig. 2. Overview of the protocol. a) Resting baseline (300 s): The drone is on the ground
at 450 cm from the participant. b) The drone takes off and remains stationary for 60 s.
c) “Face detection approach”: the drone approaches the participant at the target speed
condition (0.25 or 1m/s) and stops at the intimate frontier (40 cm). d) Static Close:
It stays in front of the participant for 60s. e) Distancing procedure: Stop distance and
discomfort ratings for 6 predefined drone positions. f) Resting period: The drone lands
and rests for 300 s. Then the protocol resets to step b for the second speed condition.

3.5 Protocol

After welcoming the participant to the experimental room, we invited them to
fill in the consent form and read the participant protocol. The protocol stated
we wish to test a feature of our autonomous drone called the “face-detection
approach” and study how people feel about it. They were told the drone will
move toward them two times and stop once it detects their face, but did not
know the stop distance. We additionally warned them that malfunctioning can
happen. They were allowed to move away if they thought they had to or if we
asked them to avoid the drone. The VR group wore the Oculus Quest 2 and
was immersed in a replica of the experimental room. The rest of the experiment
was similar for both groups (see Fig. 2). Participants were asked to rate their
stress level (0-no stress at all to 10-maximum stress) during each phase and how
threatening the drone was (0-not threatening at all to 10-extremely threatening)
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after each condition. After the experiment, the VR group answered VR-related
questionnaires (IPQ [75], Plausibility questionnaire [77], AEQ [66]). We finally
performed a semi-directed interview aiming to better understand the process
through which they rated their stress and threat level. The VR group shared
their impression of the virtual environment while the real-world group described
what would be important to make them feel and behave the same if the experi-
ment was performed in VR. We also explored their behaviours in the case of a
malfunctioning drone or a similar situation outside of the experimental context.

3.6 Limitations

While this study provides valuable and novel insights into HDI proxemics and
people’s well being around drones, the generalizability of its results is limited in
that they have been obtained in a given context (indoor, sitting on a chair, in
presence of the experimenter) for a specific task (face detection approach) and
drone and they might significantly differ from other settings. Moreover, while
self-reported stress measures are widely used and valuable indicators, they pro-
vide only limited information on physiological stress reactivity and biological
outcomes compared to measures such as heart rate and skin conductance, and
participants may be hesitant or unable to accurately report their true stress
levels. Another issue is that the drone slightly moved in the real environment
condition due to limitations in hardware and the sensors responsible for balanc-
ing the drone. This may have had an impact on participants. This is not an issue
in VR, though, as the drone’s movements were fully controlled.

4 Results

The subsequent section presents a detailed analysis of the results and statistical
tests. Summary tables, which include a direct comparison between real-world
and VR measures, can be found in the appendix (see Sect. A).

4.1 Perceived Stress

The study showed that the different phases of the drone’s flight had a significant
effect on participants’ perceived stress, with the Approach phase being the most
stressful. However, there was no significant difference in stress levels between
fast (1m/s) and slow (0.25m/s) approaches. Additionally, the study found that
participants’ perceived threat was found to be strongly correlated with their
perceived stress. These findings were consistent in both the real and virtual
environments, with no statistically significant difference between them.

Phase (Significant). A Friedman test was run for each Environment group to
determine if there were differences in perceived stress between Phases. Pair-
wise comparisons were performed with a Bonferroni correction for multiple
comparisons. There was a statistically significant impact of the phases on per-
ceived stress, in the real (χ2(4)= 51.14, p < .0001) and virtual environment
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(χ2(4)= 53.07, p < .0001). In VR, post hoc analysis revealed statistically sig-
nificant differences in perceived stress between the Baseline (Md = 1.17) and
the other phases except the resting period (Static Far [Md = 1.89 , p = 0.025],
Approach [Md = 4.5, p = 0.003], Static Close [Md = 4.14, p = 0.005]). The App-
roach was also significantly different than the Static Far (p = 0.028), and the
Resting (p = 0.003) and the Static Close significantly differed from the Static
Far (p = 0.044) and the Resting (p = 0.003). In the real environment, the per-
ceived stress was statistically significantly different between the Approach (Md =
4.37) and each of the other phases (Baseline [Md = 1.35,p = 0.0009], Static Far
[Md = 1.89, p = 0.0006], Static Close [Md = 3.39, p = 0.028], Resting [Md = 1.52,
p = 0.0006]. The Static Close was also significantly different than the Resting
(p = 0.015).

Speed(No statistically significant difference). A Wilcoxon signed-rank test was
conducted for each Environment group to determine the effect of Speed on
perceived stress during the drone’s approach. In both environments, there
was a median decrease in perceived stress between the approach at 1m/s
(Real_Md = 4.67, VR_Md = 4.61) compared to 0.25m/s (Real_Md = 3.95,
VR_Md = 4.39), but this difference was not statistically significant in the real
environment (z = 32.5, p = .121) and in VR (z = 36, p = .83).

Fig. 3. A A Kendall’s tau-b test revealed a significant strong positive correlation
between the drone’s threat level and perceived stress during the flying phases in the
real (tau= 0.58, p< 0.05) and virtual (tau= 0.64, p<0.05) environments. B Kendall’s
tau-b correlation tests revealed a significantly strong correlation between the reported
drone’s threat level and participants’ discomfort for each stop distance. We however
notice a decrease in the correlation strength when leaving the intimate space (40 cm).

Environment (No statistically significant difference). A Kruskal-Wallis H test
was conducted to determine if there were differences in perceived stress between
groups that performed the experiment in a real environment (N = 23) or in a
virtual replica (N = 18). Distributions of perceived stress were similar for both
groups, as assessed by visual inspection of a boxplot. Perceived stress scores
increased from the Real (Md = 2.5), to the VR group (Md = 2.79), but the dif-
ferences were not statistically significant, χ2(1) = 0.000691, p = 0.979.
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Threat Relationship (Significant). In both environments, Kendall’s tau-b cor-
relation was run to assess the relationship between threat level and perceived
stress during the flying phases (see Fig. 3). Preliminary analysis showed the rela-
tionship to be monotonic. There was a statistically significant, strong positive
correlation between these two variables in the real (tau(41) = .56, p < .0005.)
and virtual environment (tau(34)= .64, p< 0.0005).

4.2 Proxemics

The study showed that the distance at which the drone stopped had a signifi-
cant effect on participants’ discomfort, with the closest stop distance being the
most uncomfortable. Additionally, the study found that participants’ pre-threat
assessment was strongly correlated with both their discomfort and distance rat-
ings. However, there was no significant difference in discomfort levels between the
different speed conditions. These findings were consistent in both the real and
virtual environments, with no statistically significant difference between them.

Stop Distance (Significant). A Friedman test was run for each Environ-
ment group to determine if there were differences in discomfort and dis-
tance ratings between Stop distances. Pairwise comparisons were performed
with a Bonferroni correction for multiple comparisons. There was a statisti-
cally significant impact of the stop distances on discomfort level, in the
real (χ2(5)= 70.46, p < .0001) and virtual environment (χ2(5)= 65.42, p <
.0001). In the real environment, post hoc analysis revealed statistically sig-
nificant differences in discomfort between the intimate space (40 cm)(Md = 41.3)
and the other conditions (Md(83 cm)= 20.6, Md(120 cm)= 13.5, Md(240 cm)=
9.81, Md(360 cm)= 8.49, Md(450 cm)= 6.9). The condition 83 cm was also sig-
nificantly different than Personal Space (120 cm). In VR, both the intimate
space(40 cm)(Md = 47.2) and the 83 cm (Md = 32.3) conditions were statisti-
cally significantly different compared to the other conditions (Md(120 cm)= 25.5
< Md(240 cm)= 20.9 < Md(360 cm)= 19 < Md(450 cm)= 14). There was
a statistically significant impact of the stop distance on distance rat-
ings, in the real (χ2(5)= 104.46, p < .0001) and virtual environment
(χ2(5)= 89.08, p < .0001). In the real environment, post hoc analysis
revealed statistically significant differences in distance rating between each
conditions (Md(40 cm)=−52 < Md(83 cm)=−19.1 < Md(120 cm)=−3.57
< Md(240 cm)= 15.1 < Md(360 cm)= 31.8 < Md(450 cm)= 46.4) In VR,
each condition was also statistically significantly different to the oth-
ers (Md(40 cm)=−54.4 < Md(83 cm)=−25.5 < Md(120 cm)=−10.4 <
Md(240 cm)= 13.1 < Md(360 cm)= 35.5 < Md(450 cm)= 55.2).

Speed(No statistically significant difference). A Wilcoxon signed-rank test was
conducted for each Environment group to determine the effect of Speed on dis-
comfort level and distance rating. In VR, there was a median decrease in dis-
comfort (Md(0.25)= 25.5 < Md(1)= 27.6) and a median increase in distance rat-
ing (Md(0.25)= 2.4 > Md(1)= 2.36) between 0.25m/s compared to 1m/s, but
these differences were not statistically significant (Discomfort: z = 30.5, p = .311,
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Distance rating: z = 63, p = .53). In the real environment, there was a median
increase in discomfort (Md(0.25)= 18.7 > Md(1)= 15) and a median decrease in
distance rating (Md(0.25)=−2.51 < Md(1)= 8.22) between 0.25m/s compared
to 1m/s, but these differences were not statistically significant (Discomfort: z =
99.5, p = .0.556, Distance rating: z = 54.5, p = 0.0619).

Environment(No statistically significant difference). A Kruskal-Wallis H test
was conducted to determine if there were differences in discomfort or distance
ratings between groups that performed the experiment in a real environment
(N = 23) or a virtual replica (N = 18). Distributions were similar for both groups,
as assessed by visual inspection of a boxplot. Distance ratings increased from the
VR (Md = 2.38), to Real group (Md = 2.92), and discomfort decreased from the
VR (Md = 26.5) to the Real group (Md = 16.8), but the differences were not
statistically significant, (Discomfort: χ2(1) = 1.04, p = 0.308. Distance ratings:
χ2(1) = 0.0118, p = 0.913).

Threat Relationship(Significant). In both environments, Kendall’s tau-b cor-
relation was run for each stop condition to assess the relationship between
threat level and discomfort level. Preliminary analysis showed the relationship
to be monotonic. There was a statistically significant, strong positive correlation
between these two variables as shown on Fig. 3 (Fig. 4).

Fig. 4. Discomfort level (left) and stop-distance ratings (right) in the real (top) and
virtual (bottom) environments for each stop condition. Friedman tests revealed a
statistically significant effect of the drone stop distance on participants’ discomfort
and distance rating in both environments. We can observe an increase in discomfort
when entering the personal space (below 120 cm). Overall, the personal space frontier
(120 cm) was rated the closest to participants’ ideal distance (rating of 0) in the real
(Md=−3.570) and virtual environment (Md =−10).
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4.3 Qualitative Results and Guidelines

After the experiment, we ran semi-directed interviews to unveil the factors
contributing to perceived danger of drones, explore participants’ defensive
behaviours and examine the potential impact of VR on these aspects.We present
the main themes from our affinity diagrams, with participant responses anno-
tated (P + participant ID) and “VR” for virtual group participants.

How to Decrease the (Perceived) Danger? Based on our discussions with
participants regarding the drone’s perceived dangerousness in this experiment,
we outline high-level guidelines to reduce the drone’s threat level and enhance
acceptability of proximity.

1) Positive associations: Beyond its loudness, the drone’s sound and design
are negatively connoted in participants’ minds. (P1) said “this drone looks a
little bit like a huge insect”, (P41-VR) “it looks like a military thing”. (P33-VR)
said “It’s like, constantly like a mosquito” and (P18) “Like something chop your
head.” Although it is hard to predict what associations might emerge in people’s
minds, fostering positive ones may orient participants’ framing [74] towards an
optimistic interpretation of the situation. Modifying the nature of the sound or
the drone’s design ((P15) “maybe like birds”, (P3) “have some cute sticker” or
(P13) “bright colours”) could help. Wojciechowska et al. [91] have investigated
the multifaceted people’s perception of existing drones’ design, Yeh et al. [92]
showed that using a round shape and displaying a face helped decrease personal
space, and Cauchard et al. [17] have found that radical drone forms strongly
affects the perception of drones and their interactive role.

2) Communicate its intention: As in prior work [93], the drone’s unpre-
dictability was reported as an important source of perceived danger. (P9) sug-
gested to “Add things to indicate what it does before doing it. Like a sensory
cue.” and (P37-VR) said, “there could be like a voice, alerting people that it’s
coming”. Researchers explored drone’s movements to communicate emotions [19]
or intents [10,22,84] and preferred acknowledgment distances [46].

3) Reduce threats’ saliency: The propellers, camera, and sound are promi-
nent threatening components of the drone. As threat assessment relies on the
perception and interpretation of sensory inputs, decreasing their salience might
help orient participants’ focus on other components and reduce the resulting
perceived threat. (P13) and (P21) suggested it would be better “not being able
to see” the propellers, remove the lights (camera) or “reduce the sound” (P1).
The reduced visibility of propellers has already been mentioned as a factor for
decreased threat perception in favour of other components (sound) [93]. Sim-
ilarly, participants in Yeh et al. [92] social proxemic experiment reported not
thinking about the propellers because they focused instead on the displayed
face.

4) Increase drone’s safety: It was also suggested to objectively decrease the
threats. From a design perspective, (P12) “increase the size of the guard pro-
pellers” or (P14) “if the propellers were at the back I know that there’s no
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chance of it interacting with my hair.” But also its size “because bigger drone
means bigger propellers and a more dangerous object closer to me” (P36-VR).
While (P7) proposed soft material for the propellers, Nguyen et al. [62] recently
presented safer deformable propellers. On a flying behaviour side, its position in
space with regards to the participants’ position, and flying speed has also been
reported as critical. (P23) said “If it was higher (not in the eyes’ line) it would
not be a problem” which is congruent with previous HDP findings [15]. Some
participants revealed being much more alert when it was close compared to when
it was far. Indeed, as illustrated by (P2), “you never really know what happens
if it’s close to you.” Finally, (P0) said that “more speed. It could be terrifying”.

5) Limit sensory inputs: The annoyance resulting from the overwhelming
sensory inputs (sound, air) following the drone’s approach has been reported
as a major concern by participants. It is congruent with previous findings [18].
The space people maintain with others also serves at maintaining an acceptable
level of arousal stimulation [3,50,65], which is compromised by sensory overload.
Reducing the sound level and produced air would probably greatly improve
the drone’s proximity acceptability. While the noise from rotors and downwash
generated are not negotiable with the available state of technology of consumer
drones, we argue that there is a need to push the boundaries to minimize the
drawbacks of today’s drones. VR can help investigate features that are unfeasible
today, to guide the manufacturing of future drones.

Defensive Behaviours. In a scenario where the drone would have continued
approaching participants until impact, they reported reactions that perfectly fit
with the “3 Fs” of defensive behaviours: fight, freeze, or flight [11]. Flight - Some
participants would have tried to avoid the drone with more or less intensity such
as (P34-VR) “I would have left the chair definitely.” or (P6) “I would have bent.”
Fight - Some others said they would have attacked, like (P33-VR) “I would hit
it with my hands like I would do to a mosquito.” or (P18) “My instinct was to
hit it away.” Freeze - Finally, some participants reported they would not have
moved away, as (P36-VR) “I would have closed my eyes and step back a little
bit.” or (P9) “There’s a strong chance I would be sitting here whispering is it
going to stop, is it going to stop?”. Their reactions are of different natures and
intensities and might be representative of the interaction between the perceived
threat level, the moment at which they would have intervened (the shorter, the
more intense and instinctive the response) [12], and their personality [67]. It is
no doubt that the experimental context has influenced these responses. When
asked whether they would react similarly in a real situation, participants gener-
ally reported more intense and precocious defensive reactions suggesting larger
defensive spaces. (P20) reported that “in the real life, I wouldn’t let the drone
approach me that close”. (P19) “would most probably punch it.” if it came as
close as the intimate frontier. During the experiment, some participants believed
the drone could not hurt them because they were in a controlled environment and
they trusted the experimenter. But all these certainties fall out when leaving the
experimental context. (P1) said “If it’s outside, it’s more like someone intends to
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attack me or something.”, (P19) “I don’t know who is behind that. I don’t like it”,
(P9) “It’s like what is happening and why is it happening?”. But also (P16) “with
a known person, I think I would be fine.” It is congruent with previous research
linking risk assessment with danger ambiguity [11]. It also highlights the impact
of a controlled experimental environment on participants’ risk assessment (and
therefore ecological validity) even without visible safety mechanisms.

Virtual Reality. The real group, having experienced a real drone, reflected
on what affected their reactions and provided valuable feedback to make the
VR experience of HDP more ecologicaly valid. Responses fit into five categories
(visual, sound, haptic, distances, environment) and emphasize the importance
of 1) the sensory inputs dynamic’s accuracy, indicating the drone’s location
relative to the participant and 2) the replica of threatening components. For the
visual category, (P20) said “It would have the propellers as that’s how I would
distinguish the drone from something else.”, for the sound (P14) said “If you can
control the sound [relative to my] position, it’s a bit more real because I would
be able to associate the distance with the sound” and (P19) “The noise as well,
I mean these components that felt threatening.” For the distances, (P19) said it
was important to replicate “how close it came to my face.” and (P18) “it needs to
come to me at my eye line, I think.” Apart from the air induced by the drone’s
propellers, our virtual environment matched these requirements as supported by
participants’ feedback. When asked what made the environment feel not real,
(P29-VR) said “No nothing at all. Everything was accurate.” Some participants
reported missing objects (e.g., their bag), poor resolution, and avatar mismatch
(e.g., skin color).

5 Discussion

We found that a drone’s state and location can induce significant stress among
participants, and that these factors also correlate with the drone’s perceived level
of threat. We found no significant effect of the drone’s speed or the environment
on participants’ stress, discomfort, and distance ratings. This section provides a
discussion of these results.

5.1 Threatening Drones

Unnoticed Speed. While participants reported the drone’s speed as an impor-
tant factor for the threat assessment, it had no significant effect on stress, threat
perception, or discomfort. Participants had not been informed that speed would
vary and we asked them during the interview whether they noticed the velocity
variation. Less than 50% of them noticed the drone going 4 times faster or slower
between the conditions. We expect the way the experiment was designed (5min
of resting period between conditions) and presented (focused on the drone’s stop
distance) distracted participants from the drone’s speed in favor of its proximity.
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Ultimately, most participants did not perceive the speed variation and inter-
preted both conditions as the same. According to the Situational Awareness
model, filtered perception and interpretation of sensory inputs are the first steps
in the process of understanding current and future states of a given situation
[30]. This means an input that exists but is not processed should not impact
the situational evaluation process. Nonetheless, it does not necessarily mean the
input is not important. It emphasizes the subjective nature of threat perception
and supports the proposed guideline “Reduce threat’s saliency”.

Proximity, Behaviour and Defensive Space. The drone’s proximity was
associated with greater stress and discomfort amongst participants. We explain
these results considering the cognitive appraisal theory [32], risk assessment
process [11,12], defensive peripersonal space [73,87], and protective function of
proxemic [3,27]. The drone’s presence triggers a vigilance behaviour (increased
watchfulness) associated with the detection of a potential threat [11,32]. Hence
participants reported shifting their attention from the environment towards the
drone when it took off, but drifted away after some time. Then, we argue that
there is a threshold distance (defensive space) below which participants’ per-
ceived ability to avoid the drones’ threat becomes significantly compromised
(ratio demand/available resources) [32] and that defensive behaviours occur to
reduce the threat level. Such defensive reactions would increase in intensity with
the magnitude of the perceived danger [73] and as the distance from the threat
decreases (from escape, hiding, to defensive threat, to defensive attack [11]).
Within this space (defensive space), attention is focused on the threat and the
body gathers resources to face it (inducing stress). The measured perceived stress
supports this explanation and participants reported being much more alert when
the drone was close compared to far. (P16) said “here (close) it can attack me
anytime and there (far) it wouldn’t matter. It was too far.” (P22) added that
“The weaving was less disconcerting when it was further away” suggesting an
interacting effect between proximity and drone’s behaviour on the interpreta-
tion of sensory inputs and risk assessment. Intruding the defensive space in a
non-natural way or when defensive reactions are not possible (e.g., experimental
context, crowded environment, social norms) would induce discomfort in that
it triggers a physiological need that cannot be fulfilled (i.e., reduce the threat
level). Considering the approach, as the distance decreased perceived danger
might have increased in parallel with the changing uncertainty that the drone
would stop, and higher demand/ability ratio. Hence, even though the looming of
visual stimuli instinctively triggers defense mechanisms, we believe this induced
more stress than the other phases as the highest perceived situational danger
occurred right before the drone stopped.

5.2 Other Carrier Mechanisms: Arousal Regulation, Communication,
Goal-Oriented

While this study primarily focuses on the proxemic protective function [27,73],
we acknowledge that other carrier mechanisms may have been involved during



542 R. Bretin et al.

the experiment and in HDI more broadly. In fact, we believe HDP behaviours to
be the result of a weighted mean of the active spaces surrounding the individual
in the given situation. For instance, a sound can be at the same time annoy-
ing and threatening, generating a distance above which its annoyance becomes
acceptable, and another to maintain the threat to an acceptable threshold. It
might have been exactly the case during this experiment, as the drone’s sound
has been characterized as very annoying and sometimes threatening. We have
identified cues of the arousal regulation function [3,65] linked to the sensory
overload due to the sound loudness when approaching. Some participants’ feed-
back also suggest that the communicative function [3,39] came into play. (P20)
explained their distance preference saying “that’s how I talk to people” and added
“I’ve never encountered a thinking drone so, it’s like meeting a new person.” and
(P13) said, “My brain still kind of thinks it’s a living creature, so I still kind of
try to look into its eyes (camera).” It suggests that the implementation of anthro-
pomorphic features (e.g., faces [42,92], eyes [63]) brings benefits but also adds
design considerations. The way we presented the experiment may have impacted
participants’ proxemic preferences as we believe some participants picked their
preferred distance with regards to the task the drone had to perform (face detec-
tion) which would involve the goal-oriented proxemic function [87].

5.3 Validity of Virtual Reality

In readiness for the use of VR as a valid methodological tool for the HDI field,
this study investigated the impact of VR on people’s perception near drones. We
found no significant differences between the real and virtual environments and
similar results in both. As mentioned earlier (see Sect. 4.3), these results might
be explained by the sensory inputs dynamic’s accuracy, indicating the drone’s
location with respect to participants’ position and the replica of the threatening
components. In other words, the elements involved in the evaluation of the sit-
uation with regards to participants’ position. However, VR can impact critical
factors such as the perception of distances [45,59], motor abilities [31], or threat
perception [26,33]. We, therefore, expected each measure to be significantly dif-
ferent between the two environments. Regarding the perception of distances,
we believe the transfer of depth markers (chairs, tables, experimenter) of the
same size and position from the real world to VR helped participants develop
an accurate distance estimation. For motor abilities, we used a wireless headset,
hand-tracking, and participants’ position was calibrated to be the same between
the two environments. They were able to use their hands, freely get up from the
chair and move without worrying to collide with anything (even though it never
happened in the study). Then for the threat perception, we noted an impact of
VR, as some participants reported not being afraid of the drone due to the vir-
tual context. Yet similar comments have been reported by participants from the
real-world setting, replacing “virtual” with “experimental” context. Threat per-
ception might have been equally biased between both environments.This study
shows that VR is extremely promising and can successfully replicate real-world
results. Beyond the regular considerations of VR designs (maximize immersion),
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new recommandations for researchers willing to use VR for Human–Drone Prox-
emics include 1) identifying the relevant underlying mechanisms linked to the
variables under investigation, 2) acknowledging the extent to which VR can alter
these elements, and 3) limiting VR’s impact through accurate replication of these
elements. In our case, the relevant underlying processes are linked to threat per-
ception and situational appraisal but it depends on the focus of the proxemic
experiment.

6 Conclusion and Future Work

This study confirms our concerns regarding the potential negative impact of
integrating drones into close social spaces on people’s well-being. Participants’
reactions during passive interaction with a drone aligned with expected responses
to perceived threats. Stress levels increased based on situational risk and were
strongly correlated with the intensity of the perceived drone’s threat level. Par-
ticipant discomfort significantly varied within their personal space and was also
correlated with the drone’s threat level. In sensitive cases such as in policing sce-
narios where individuals may already feel anxious or threatened, or in search and
rescue operations, where they may be in distress or vulnerable, it is essential to
ensure that drone interactions do not further escalate their discomfort or distress.
By incorporating the insights and guidelines from our research, drone designs
can be tailored to prioritize user well-being and minimize any potential negative
effects on individuals’ emotional states. Moreover, we believe that significant
shifts in drone designs, beyond slight variations such as changing colors, would
be beneficial. The current design spectrum, largely dominated by the default
four-propellers model, offers limited alternatives. This study also contributes to
the development of VR as a proxy for HDI experiments, enabling researchers to
explore possibilities beyond the constraints of reality. Recent work by Cauchard
et al., utilizing VR to explore disruptive drone forms, aligns with this ongoing
movement [17].
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A Summary Statistics

See Tables 1, 2 and 3.

Table 1. Direct comparison of Real-world and Virtual-Reality measures. This table
presents a direct comparison of measures between the real-world and virtual-reality
experimental settings. The measures are defined in the Measure subsection of the
Method section in the paper. The table includes means, and statistical tests conducted
to assess the differences between the two settings. No significant differences were found
between the real and virtual experimental settings.

χ2(1) = 0.000691, p = 0.979.

χ2(1) = 0.00168, p = 

χ2(1) = 1.04, p = 0.308

χ2(1) = 0.0118, p = 0.913
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Table 2. Friedman Test for Perceived Stress differences between phases in each envi-
ronment group, with bonferroni correction for multiple comparisons.

Environment n df p.value
Real 23 51.1 4 2.09e-10 0.556 (large)
Virtual 18 53.1 4 8.25e-11 0.737 (large)

Comparison Environment p value adjusted

Baseline vs Real 0.496 ns
Virtual 0.025 *

Baseline vs Approach Real 0.000941 ***
Virtual 0.000308 **

Baseline vs Real 0.05 ns
Virtual 0.000472 **

Baseline vs Real 1 ns
Virtual 0.341 ns

vs Approach Real 0.000607 ***
Virtual 0.003 *

vs Real 0.077 ns
Virtual 0.004 *
Real 1 ns
Virtual 0.014 ns

Approach vs Real 0.028 *
Virtual 0.228 ns
Real 0.000613 ***
Virtual 0.000471 **
Real 0.015 *
Virtual 0.00031 **
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Table 3. Friedman Test for Discomfort levels and Distance ratings Differences Between
Stop distances in Each Environment Group, with Bonferroni Correction for Multiple
Comparisons.

Measure Environment n df p.value e

Discomfort Real 22 70.3 5 9.09e-14 0.639 (large)
Virtual 18 65.4 5 9.15e-13 0.727 (large)
Real 22 104 5 6.49e-21 0.948 (large)
Virtual 18 89.1 5 1.05e-17 0.990 (large)

Comparison Measure Environment p value adjusted

40 cm vs 83 cm
Discomfort Real 0.001 **

Virtual 0.013 *
Real 0.000633 ***
Virtual 0.003 **

40 cm vs 120 cm
Discomfort Real 0.001 **

Virtual 0.007 **
Real 0.000644 ***
Virtual 0.003 **

40 cm vs 240 cm
Discomfort Real 0.002 **

Virtual 0.007 **
Real 0.000639 ***
Virtual 0.003 **

40 cm vs 360 cm
Discomfort Real 0.004 **

Virtual 0.007 **
Real 0.000640 ***
Virtual 0.003 **

40 cm vs 450 cm
Discomfort Real 0.006 **

Virtual 0.007 **
Real 0.000640 ***
Virtual 0.003 **

83 cm vs 120 cm
Discomfort Real 0.007 **

Virtual 0.013 *
Real 0.001 **
Virtual 0.007 **

83 cm vs 240 cm
Discomfort Real 0.062 ns

Virtual 0.011 *
Real 0.000947 ***
Virtual 0.003 **

83 cm vs 360 cm
Discomfort Real 0.072 ns

Virtual 0.007 **
Real 0.000948 ***
Virtual 0.003 **

83 cm vs 450 cm
Discomfort Real 0.078 ns

Virtual 0.016 *
Real 0.000956 ***
Virtual 0.003 **

120 cm vs 240 cm
Discomfort Real 0.444 ns

Virtual 0.412 ns
Real 0.003 **
Virtual 0.003 **

120 cm vs 360 cm
Discomfort Real 0.444 ns

Virtual 0.141 ns
Real 0.001 **
Virtual 0.003 **

120 cm vs 450 cm
Discomfort Real 0.444 ns

Virtual 0.160 ns
Real 0.001 **
Virtual 0.003 **

240 cm vs 360 cm
Discomfort Real 0.444 ns

Virtual 1 ns
Real 0.003 **
Virtual 0.005 **

240 cm vs 450 cm
Discomfort Real 0.444 ns

Virtual 0.414 ns
Real 0.003 **
Virtual 0.005 **

360 cm vs 450 cm
Discomfort

Real 0.444 ns

Virtual 1 ns
Real 0.007 **
Virtual 0.007 **
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Abstract. A substantial number of Virtual Reality (VR) users (studies
report 30–80%) suffer from cyber sickness, a negative experience caused
by a sensory mismatch of real and virtual stimuli. Prior research proposed
different mitigation strategies. Yet, it remains unclear how effectively
they work, considering users’ real-world susceptibility to motion sickness.
We present a lab experiment, in which we assessed 146 users’ real-world
susceptibility to nausea, dizziness, and eye strain before exposing them
to a roller coaster ride with low or high visual resolution. We found
that nausea is significantly lower for higher resolution but real-world
motion susceptibility has a much stronger effect on dizziness, nausea,
and eye strain. Our work points towards a need for research investigating
the effectiveness of approaches to mitigate motion sickness so as not to
include them from VR use and access to the metaverse.

Keywords: virtual reality · motion sickness · resolution

1 Introduction

Motion sickness is a common, negative experience many people suffer from, for
example, in the form of seasickness on boats or dizziness when reading while
driving. The same phenomenon occurs in Virtual Reality (VR): studies report
that 30–80% of users experience motion sickness symptoms, depending on the
type of virtual application [45,51]. While permanent damage is not known and
severe symptoms are rather rare [21], symptoms ranging from dizziness, eye pain,
and malaise, to vomiting can last for several hours [20].

Motion sickness has been a major challenge in VR since its inception and may
likely turn into a major issue as we progress towards the vision of a metaverse
to which head-mounted displays (HMDs) are likely to become a primary means
of access [42]. A long history of prior research investigated factors and measures
that influence motion sickness in VR, both from a human perspective as well as
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from a software and technology perspective. For example, much of the early work
on VR looked into how motion sickness could be mitigated through technical
improvements, such as higher resolution or shorter latency [53]. More recently,
researchers investigated approaches of reducing motion sickness through aligning
motion between VR and the real world [36] or visualizing motion flow in VR [11].
At the same time, it remains an open question how effective such measures are for
people with a high susceptibility to motion sickness. In other words: will people
who easily experience real-world motion sickness experience lower cybersickness
with technical mitigation strategies?

This paper contributes a controlled lab experiment (N = 146), in which users
suffering from motion sickness symptoms (disorientation, dizziness, nausea, eye
strain) to varying degrees are exposed to a VR experience (i.e. a roller coaster
ride) in one of two different resolutions. Our findings show that while nausea is
significantly lower for high resolution, disorientation, and eye strain are hardly
affected. At the same time, real-world motion sickness susceptibility has a much
more pronounced effect on symptoms of motion sickness (disorientation, nausea,
and eye strain). This suggests that the effect of mitigation strategies on users
strongly differs based on personal factors, i.e. their motion sickness susceptibility.

We consider our work as a first step towards better understanding the inter-
play between users’ susceptibility to different symptoms of motion sickness, and
software- and technology-based mitigation approaches. Our findings reveal a
need for a broader investigation of existing approaches to understand how VR
environments of the future need to be designed so as to not exclude any users
from a future in which VR might be a ubiquitous technology.

2 Background and Related Work

Our work draws from several strands of prior research: (1) motion sickness
research, (2) factors causing motion sickness and their mitigation strategies,
and (3) approaches to measuring cybersickness.

2.1 Introduction to Motion Sickness

Movement can be perceived physically and/or visually. In general, both types,
even independently, can trigger motion sickness in people [4,39]. There is still
disagreement in the scientific community about the exact cause of this anomaly
[8]. However, it has been repeatedly found that people without a functioning
vestibular organ or inner ear are immune to motion sickness [4,23,39]. Surpris-
ingly, this is also true for purely visually induced motion sickness (VIMS) [4,10],
that is the occurrence of motion sickness symptoms triggered solely by visual
movement, in a physically static person [21].

The ‘Sensory Conflict Theory’ of Reason and Brand (1975) [43] states that
conflicting signals from the sensory organs are the triggers for motion sickness
[32,39]. This largely accepted approach has been steadily refined by studies. In
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this context, every form of physical motion and each type of visual motion repre-
sentation offers its own influencing factors on motion sickness. Speed, frequency,
acceleration, and direction of motion are among the more obvious variables [4].
But also other influences, such as autonomous control of transportation, have
an effect on motion sickness likelihood [54]. Accordingly, drivers are less suscep-
tible than passengers as they anticipate motion to a certain extent, preparing
the body for it [46]. Similarly, sitting in the opposite direction of travel increases
motion sickness as being below deck increases sea sickness [54].

Visual fore-warnings of impending physical movement are limited here and do
not allow for adjustment of physical anticipation. According to Mittelstaed [37],
the discrepancy between expected and actual movement (termed “subjective ver-
tical”) is a trigger for motion sickness and is consequently elevated in passengers
[4]. As explained, VIMS elicits a physiological response due to a purely visual
stimulus. In contrast to physically induced motion sickness, it is the visual sig-
nals and not the vestibular organ that is primarily exposed to the stimuli [24].
The symptoms of affected individuals largely overlap with those of classic motion
sickness and may eventually lead to vomiting. However, VIMS place a greater
strain on the oculomotor system of the eye. Thus, affected individuals are more
likely to report eye pain, blurred vision, and headaches [24].

Regardless of the type of motion sickness, the duration of movement exposure
is relevant. Basically, the longer the person is exposed to the stimulus, the more
likely and more intense the motion sickness symptoms will be [51]. Motion sick-
ness symptoms are not currently measurable in purely hormonal or biochemical
terms, although studies suggest a link to Melatonin levels [24]. In a recent paper,
Keshavarz and Golding [26] mention that motion sickness has been the focus of
attention in two contexts: automated vehicles, and VR. However, the focus is
on either one of these two areas, and there is currently no efficient method to
reliably prevent or minimize motion sickness (in real-time).

2.2 Motion Sickness in VR: Factors and Assessment Strategies

Motion sickness in VR is often referred to as cybersickness [52,59]. Prior research
explored the reasons behind cybersickness in VR and the different ways it can
be reduced or mitigated through the design of VR environments (cf. Davis et al.
[13]). People experience cybersickness in VR with varying degrees, depending on
personal aspects, application, and duration of exposure [49,60].

Prior work looked at individual differences in experiencing cybersickness.
Influencing factors in VR include age [31], gender, illnesses, and posture [33,35].
VR motion sickness can be amplified or mitigated by the used VR hardware and
software [48]. Latency, flicker, and poor calibration are all factors that may affect
cybersickness in VR [35]. In addition to properties, such as frame rate, depth
blur, and jitter, a study by Wang et al. [57] suggests that also resolution quality
has an impact on motion sickness probability. Here, higher resolution seems to
have a mitigating effect on motion sickness. Cybersickness can also occur because
of the physical eye apparatus, e.g. vergence-accommodation conflict [3], and not
just because of pure image perception.
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Rebenitsch and Owen investigated the individual susceptibility to cybersick-
ness [44]. Based on the data provided by the subjects (n = 20), they concluded
that a previous history of motion sickness while playing video games predicted
cybersickness best. A review by the same authors [45] summarizes state-of-the-
art methods, theories, and known aspects associated with cybersickness: besides
application design aspects, the influence of application design in general, field
of view, and navigation are strongly correlated with cybersickness. The effect of
visual displays is so far not well understood and needs further investigation.

The VR environment and task itself can affect cybersickness. McGill et al.
[36] conducted an on-road and in-motion study (n = 18) to investigate the effects
of different visualizations on motion sickness in VR. In a study by Chang et al.
[9], they examined motion sickness in participants (n = 20) who were passengers
in virtual vehicles and asked how motion sickness and the postural antecedents
of motion sickness might be influenced by participants’ prior experiences of driv-
ing physical vehicles. They showed that the postural movements of participants
who later became seasick differed from those who did not. In addition, the phys-
ical driving experience during exposure to the virtual vehicle was related to the
patterns of postural activity that preceded motion sickness. The results are con-
sistent with the postural instability theory of motion sickness, which states that
motion sickness is caused by loss of postural control [58]. An experiment (n = 20)
by Carnegie and Rhee [7] was able to demonstrate that artificial depth blur
reduces visual discomfort in VR HMDs. In this experiment, depth of field was
integrated into the VR application by software, which simulates natural focusing
by a dynamic blur effect. VR users view the center of the screen for about 82%
of the time they are using the application. Therefore, an algorithm can detect
the focus point of the eyes to a certain degree and adjust the blur accordingly.
However, it has not been possible to imitate natural vision completely with this
method. Park et al. [41], investigated the relationship between motion sickness
in VR and eye and pupil movements through a user study (n = 24). It was found
that participants showed irregular patterns of pupil rhythms after experiencing
motion sickness in VR using HMDs. Based on this data, a method able to quan-
titatively measure and monitor motion sickness in real time using an infrared
camera was proposed. However, this has neither an influence on the perceived
motion sickness of the user nor on reducing it.

2.3 Measuring Cybersickness

Somrak et al. used the Simulator Sickness Questionnaire (SSQ) in combination
with the User Experience Questionnaire (UEQ) [34,47] in a user study (n = 14)
conducted in 2019 [50]. Other research explored the use of physiological mea-
sures such as EEG, heart rate [38], respiration rate [30], and skin conductance,
to measure sickness in VR. In a recent study by Garrido et al. [16], focused on
the examination of the cybersickness phenomenon, 92 participants experienced
a ten-minute VR immersion in two environments. The results showed that even
with new HMDs, 65.2% of the participants experienced cybersickness, and 23.9%
experienced severe cybersickness. In addition, susceptibility to motion sickness,
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cognitive stress, and recent headaches clearly predicted higher severity of cyber-
sickness, while age showed a negative association [16] (see Table 1).

Table 1. Overview of Prior Work including User Studies

Focus of Prior Work Authors Sample

Investigates the resolution trade-off in
gameplay experience, performance, and
simulator sickness for VR games

Wang et al. [57] 16

Investigation of the individual susceptibility to
cybersickness

Rebenitsch and Owen [44] 20

On-road and in-motion study investigating
effects of different visualizations on VR sickness

McGill et al. [36] 18

Integrates depth of field into VR application,
simulating natural focus by a dynamic blur
effect

Carnegie and Rhee [7] 20

Investigates the relationship between motion
sickness in VR and eye and pupil movements

Park et al. [41] 24

User study of the effects of VR technology on
VR sickness and user experience

Somrak et al. [50] 14

Examines the cybersickness phenomenon in a
ten-minute VR immersion in two environments

Garrido et al. [16] 92

Most studies considered measuring cybersickness/motion sickness in VR, uti-
lizing self-reported standardized questionnaires, such as the widely adopted Sim-
ulator Sickness Questionnaire (SSQ) [25]. Golding [18,19] introduced the Motion
Sickness Susceptibility Questionnaire (MSSQ) to predict an individual’s suscep-
tibility to motion sickness, based on a person’s past history of motion sickness
as a child or adult. Other questionnaires include the Virtual Reality Symptom
Questionnaire [1], the Virtual Reality Sickness Questionnaire (VRSQ) [29], and
single-item questionnaires, such as that from Bos et al. [5]. A more recently intro-
duced questionnaire is the six-item Visually Induced Motion Sickness Susceptibil-
ity Questionnaire (VIMSSQ/VIMSSQ-short) by Golding et al. (2021) [17], which
is based on the SSQ [25]. The VIMSSQ is a useful complement to the MSSQ
in predicting visually induced motion sickness. Other predictors are migraine,
syncope and social and work impact of dizziness [28]. Also more recently, and
closely related to our current work, Freiwald et al. [15], introduced the Cyber-
sickness Susceptibility Questionnaire which is meant to be administered before
the VR experiment so as to predict cybersickness that may be experienced by
participants. Table 2 provides an overview of these questionnaires.

2.4 Summary

Our work differs from this research in several ways: first, we explore the rela-
tionship between real-world motion sickness susceptibility and sickness in VR in
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Table 2. Overview of Existing Questionnaires

Name Author(s) Year

Simulator Sickness Questionnaire (SSQ) Kennedy et al. [25] 1993

Motion Sickness Susceptibility Questionnaire (MSSQ) Golding, JF [18] 1998

Virtual Reality Symptom Questionnaire Ames et al. [1] 2005

Virtual Reality Sickness Questionnaire (VRSQ) Kim et al. [29] 2018

Cybersickness Susceptibility Questionnaire (CSSQ) Freiwald et al. [15] 2020

Visually Induced Motion Sickness Susceptibility
Questionnaire (VIMSSQ/VIMSSQ-short)

Golding et al. [17] 2021

a large-scale study (n = 146). Additionally, we investigate particular symptoms
of motion sickness (disorientation, nausea, eye strain). Finally, we compare the
effect of resolution as a technology-based factor relating to cybersickness, to the
personal-based factor of susceptibility to motion sickness in the real world.

3 Research Approach

3.1 Research Questions and Hypotheses

Motion sickness susceptibility depends on the stimulus and the individual per-
son [19]. VR environments can trigger visually induced motion sickness [21]. An
individual’s prior motion sickness experience is considered a valid measurable
predictor of their susceptibility [18]. Accordingly, hypothesis H1 assumes that
triggered by the VR stimulus, the general individual motion sickness suscepti-
bility is reflected in the form of motion sickness symptoms:

H1 Users who are more susceptible to motion sickness in everyday life show
stronger motion sickness symptoms after being exposed to a VR experience.

In addition to H1 investigating personal aspects, we investigate the interplay
between real-world susceptibility and resolution which was shown to have an
effect on motion sickness in VR [57]. By investigating how resolution affects
motion sickness, we can better understand how the visual system contributes to
the development of motion sickness symptoms. We test the following hypothesis:

H2 Users who experience a VR environment in high resolution will exhibit lower
motion sickness symptoms after testing than users who experience a VR envi-
ronment in lower resolution.

In addition to the type of stimulus, personality-related factors are crucial for
motion sickness symptoms [19]. Known motion sickness triggers such as vertical,
jerky, and simulated self-motion are essentially unaffected by resolution quality.
Considering previous studies, the effect size of resolution quality on motion sick-
ness is comparatively smaller [57]. We hypothesize the type of motion sickness
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susceptibility to have a greater influence on motion sickness symptoms than res-
olution quality. The groups with motion sickness-susceptible participants would
thus be expected to have the strongest symptoms, followed by test condition
type. Hypotheses H3a-d subsume this assumption:

H3a The test group with increased motion sickness susceptibility and low-
resolution quality (T1b) will exhibit the strongest post-test VR motion sick-
ness symptoms.

H3b The test group with increased motion sickness susceptibility and high VR
device resolution (T1a) exhibits the second most severe symptoms.

H3c The test group with low motion sickness susceptibility and low VR device
resolution (T2b) exhibits the third most severe symptoms.

H3d The test group with low motion sickness susceptibility and high VR device
resolution (T2a) exhibits the least severe symptoms.

3.2 Apparatus

To investigate the research questions and test the hypothesis, we chose the HTC
VIVE Pro 1. This VR device was chosen for its comparably high resolution (2880
× 1600 pixels) and large field of view (110◦) at the time. The tracking is enabled
by two external infrared sensors.

According to our literature review of motion sickness and prior work, we
identified several factors that need to be considered when building a VR appli-
cation for testing our hypothesis. First, passengers are more prone to motion
sickness than drivers. Vertical, jerky movements with rapid changes in direc-
tion are also strongly conducive to motion sickness. For comparability of the
stimuli, replicable runs with the same runtime should also be possible. There-
fore, interactive VR game mechanics were unsuitable. We chose the application
‘Motor-ride Roller-coaster VR’ from the developer Split Light Studio1, offered
on the gaming platform Steam, as it fulfills the aforementioned criteria. The VR
experience simulates a predefined motorcycle ride through rough terrain.

An evaluation of Steam user reviews suggests a strong motion sickness-
inducing experience overall (Valve Corporation, 2020)2. To reflect the different
test conditions in resolution quality, the graphics settings are changed. Using the
Steam VR driver, Condition A (High Resolution) displays the full total resolu-
tion of 2880 × 1600 pixels, and Condition B (Low Resolution) reduces this to
2228 × 1237 pixels (-23%). This roughly corresponds to the resolution of an HTC
Vive 1st generation. The effect of the reduced resolution quality is additionally
intensified by the graphics settings of the VR application. Thus, in condition B,
texture resolution, edge smoothing (anti-aliasing) and anisotropic filtering were
reduced to the lowest level, resulting in a visual difference in color dynamics and
saturation. The test conditions thus differ noticeably in the overall impression

1 https://store.steampowered.com/app/1346890/Motoride Rollercoaster VR/.
2 https://steamcommunity.com/app/1346890/reviews/?p=1&

browsefilter=mostrecent.

https://store.steampowered.com/app/1346890/Motoride_Rollercoaster_VR/
https://steamcommunity.com/app/1346890/reviews/?p=1&browsefilter=mostrecent
https://steamcommunity.com/app/1346890/reviews/?p=1&browsefilter=mostrecent
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of the resolution quality and color representation (see Fig. 1). Regardless of the
condition, the frame rate was constantly set to 60 FPS and the refresh rate
to 90 Hz. Graphics settings regarding the viewing distance or field of view also
remained unaffected. The purely software-based modification of the test condi-
tions also excludes a possible influence by different VR HMD models. Still, the
same VR HMD was always used in the subsequently described experiment.

Fig. 1. Sample screens from the high and low-resolution conditions

3.3 Questionnaires

During the study, we used several questionnaires. During the initial question-
naire (cf. Table 3), we first assessed whether participants owned a VR HMD and
how familiar were with VR in general (I1, I2). In addition, we asked how they
currently felt (I3). We then assessed their susceptibility to dizziness (I4) and
nausea (I5) using the MSSQ and had them self-assess (I6) how strongly they
felt to be susceptible to motion sickness. Therefore we used Golding’s (1998)
revised MSSQ [18]. Specifically, for consistency we used a 7-Point Likert scale
and reduced the number of items by focusing on those relevant to VR motion
sickness symptomatology, according to the purpose of the study.

In the post-VR stimulus questionnaire (cf. Table 4), we first asked them
whether they completed the experience (P1). Then, using the VRSQ [29], we
assessed disorientation (P2a), nausea (P2b), and eye strain (P2c). Again, we
used a 7-Point Likert scale. Afterwards, we assessed the perceived hedonic ben-
efits (P3a), telepresence (P3c), exploratory behavior (P3d), and attractiveness
of the stimulus, using the UEQ (P3e). This block also contained an attention
check (P3b)The questionnaire concluded with demographic questions (P4) and
whether they had any suggestions or comments about the experiment (P5).



560 O. Hein et al.

4 User Study

We designed a 2× 2 between-subjects study with resolution and susceptibil-
ity as independent variables. Participants were assigned to either the High
Resolution (A) or Low Resolution (B) condition. The split into the High
Susceptibility or Low Susceptibility conditions was done during the eval-
uation.

4.1 Procedure

The study was conducted in a quiet lab room in which the VR HMD setup was
prepared. Participants were first introduced to the study and signed a consent
form. Then, they filled out the first questionnaire. After completing the first
questionnaire participants were randomly assigned to test condition A – High
Resolution or condition B – Low Resolution. Equal distribution was ensured.
Subjects then run through the respective VR stimulus. After the end of the
task, participants answered a second questionnaire, including a subjective eval-
uation of motion sickness symptoms that may have arisen during or after the
VR stimulus. The motorcycle ride application lasts exactly 6:20 min and seam-
lessly covers three different environments. Hints about the upcoming route are
not possible and direction changes are usually unexpected. Beyond fast and
slow motion passages, jumps and turns additionally vary the displayed speed.
The application thus is different from roller coaster simulations in that it is less
predictable. However, the user cannot intervene on the track. The seated VR
experience offers 3-DoF and puts the user in a purely observational position.

The total duration including the questionnaire amounts to 15 min per par-
ticipant, including appr. 6 min for the motorcycle ride (Fig. 2).

Fig. 2. Study Procedure

4.2 Study Limitations

Although there are several influencing factors that can trigger motion sickness
(visual and auditory), the focus here was on visually induced motion sickness, as
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Table 3. Questionnaire 1: Before VR Stimulus

Construct Question Statement

I1 Do you own a VR HMD? - Yes: model (+open statement)

– No, not anymore

– No

I2: Involvement Please indicate the extent to

which you agree or disagree

with the following

statements. (Likert 1–7)

[Strongly disagree – Strongly

agree]

– I already experienced VR

– I have access to a VR HMD

– I use VR HMD regularly

– I use VR HMD regularly

– I generally enjoy VR

experiences with a VR HMD

I3: Feeling How are you feeling right

now? (Likert 1–7) [Not at all

– Very much]

– Hungry

– Thirsty

– Weak

– Full of energy

– Tired

– Awake

– Relaxed

– Stressed

I4: Susceptibility to Dizziness

(MSSQ) [18]

Do you generally tend to

experience: (Likert 1–7) [Not

at all – Very strongly]

– Dizzy spells

– Dizziness:

– when flying

– while driving a car

– while watching television

– while reading while driving

– Seasickness

I5: Susceptibility to Nausea (MSSQ)

[18]

Do you generally tend to

experience: (Likert 1–7) [Not

at all – Very strongly]

– Fear of heights

– Nausea:

– while riding a train

– while driving a car (passenger)

– while flying

– while watching television

– while reading while driving

I6: Self-assessment (MSSQ) [18] Rate yourself as: (Likert 1–7)

[Not at all – Very much]

– Susceptible to motion sickness?

this exerts the strongest impact on the overall experience [27]. However, there are
several ways in which motion sickness can be induced visually, such as movements
in the real world that do not translate properly in VR, or movements in VR
that have no relation to the users’ movements in the real world. In our study,
we decided to use an application that builds on the first mentioned approach
because this type of motion sickness is much more prevalent than other ways of
inducting motion sickness [28]. We decided to choose a VR game to be able to
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Table 4. Questionnaire 2: After VR Stimulus

Construct Question Statement

P1: Did you complete the VR

experience to the end?

– Yes

– No, I stopped at approx.

minutes: (+open indication).

P2a: Disorientation (VRSQ) [29] Did you feel after, or during

the testing:

– Dizziness

– Orientation problems

P2b: Nausea (VRSQ) [29] (Likert 1–7)

[Not at all - Very much]

- Nausea

– Sweating

P2c:Eye Strain (VRSQ) [29] – Headache

– Problems with focusing

(vision)

– Eye Strain

P3a: Hedonistic benefits [55] Please indicate the extent to

which you agree or disagree

with the following

statements. (Likert 1–7) [Not

agree at all - Fully agree]

– The VR experience was fun

– The VR experience was

entertaining

– The VR experience is a

good way to pass the time

P3b: Attention – To show that you are still

attentive, click here value

‘two’

P3c: Telepresence [22] – It felt like I was actually in

the VR environment

– It felt like everything I saw

was real

– I lost track of time during

the VR experience

P3d: Exploratory behavior (Flow) [12] – I appreciate unique VR

experiences

– VR experiences feel like

exploring a new world

– I would like to know more

about VR experiences

P3e: Attractiveness (UEQ) [34] – I find wearing a VR HMD

comfortable

– I could easily use a VR

HMD for a longer period of

time at a stretch

P4: Demographics – Age

– Gender

– Education

– Occupation

P5: Do you have any suggestions

or comments about the

experiment?

– (open statement)

compare to other VR studies, as games are readily used here to investigate, for
example, navigation techniques and interaction techniques [2]. However, we do
acknowledge that investigations in other contexts might yield different results.

There are high-end VR headsets with higher-resolution displays available at
the moment. Yet, we decided to focus on affordable consumer VR HMSs. With
a resolution of 1440 × 1600 pixels per eye, a refresh rate of 90 Hz, and a field of
view of 98◦, the HTC Vive Pro 1 is still one of the best consumer devices [6].

Finally, the correlation between age and motion sickness susceptibility is
scientifically controversial [14,16,40]. Our sample mainly consisted of students.
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Therefore, future work may want to look into different age groups to verify
whether the findings generalize to a broader population.

5 Results

5.1 Demographics and Motion Susceptibility Condition Assignment

We recruited 151 volunteers for the study via internal university mailing lists,
social media, and personal contacts. Sweets were offered as an incentive. As the
study was conducted on campus, the vast majority of participants were students.

Five participants who failed to correctly answer the attention check question
(see Table 4) were removed. Our final data set consisted of 146 participants (54
female, 92 male, mean age 24), of which 72 were assigned to Condition A –
High Resolution and 74 were assigned to Condition B – Low Resolution. Only
11 (7.5%) of the participants reported owning a VR HMD.

Premature discontinuation of the VR stimulus due to symptoms does not lead
to exclusion from the study. A corresponding item in the second questionnaire
records cessation or discontinuation at the respective test minute. 22 partici-
pants (15.1%) terminated the VR stimulus prematurely. Broken down by test
condition, 11 of these belong to test condition A and 11 to condition B. The
average termination time is minute 3:19 after the start of the VR stimulus.

A researcher observed and noted down symptoms during data collection.
Participants’ symptoms ranged from no symptoms at all to severe malaise and
nausea. In condition B, poor graphics quality was sporadically mentioned.

Deriving the Motion Sickness Susceptibility Condition. For a compu-
tational test of the stated hypotheses, new variables are established from the
dataset (Table 5). Items for self-assessment of motion sickness susceptibility of
dizziness, nausea, and general susceptibility were merged under the new vari-
able ‘Motion Sickness Susceptibility’. Similarly, the items for motion sickness
symptoms recorded after the VR stimulus, categorized into disorientation, nau-
sea, and eye strain, were computed as ‘Motion Sickness Symptoms Combined’.
Reliability analysis by Cronbach’s alpha value is performed before combination.

Categorizing Participants in Susceptibility Condition. To categorize par-
ticipants according to their susceptibility type, the mean and median of all tested
participants are considered (Table 6). Subjects with a motion sickness suscep-
tibility of <= 1.923 are categorized as Low Motion Sickness Susceptibility and
>1.923 as High Motion Sickness Susceptibility.

5.2 Influence of Real World Motion Sickness Susceptibility

Correlation analysis of the variables Motion Sickness Susceptibility and
Motion Sickness Symptoms Combined investigates the relationship suspected
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Table 5. Merging the Variable Categories on a Mean Value Basis

Construct Statement Cronbach’s α New Variable

Merge of Motion Sickness Susceptibility (before VR stimulus)∗
Susceptibility to dizziness Dizzy spells in general

Dizzy when flying

Dizzy while driving a car

Dizzy while watching televi-

sion

Dizzy when reading while

driving Seasickness

.908 Motion Sickness

Susceptibility

Susceptibility to nausea Fear of heights

Nausea while riding a train

Nausea while riding a car

(passenger)

Nausea while flying

Nausea while watching televi-

sion

Nausea when reading while

driving

Self-Assessment Susceptible to motion

sickness

Merge of Motion Sickness Susceptibility (after VR stimulus) ∗
Symptom Disorientation Dizziness Orientation

problems

.809 Disorientation

Symptom Nausea Nausea Sweating .889 Nausea

Symptom Eye Strain Nausea Sweating .830 Eye Strain

Disorientation Nausea Eye Strain .823 Motion Sickness

Symptoms Combined

∗ based on mean values

Table 6. Classification into Motion Sickness Susceptibility Types by Median

Susceptibility Type N Percent Mean* Median* Standard Deviation*

Low Susceptibility 75 51.37% 2.223 1.923 1.006

High Susceptibility 71 48.63%

* of Motion Sickness Susceptibility, Scale Values 1–7

in H1: Users who are more susceptible to motion sickness in everyday life show
stronger motion sickness symptoms after testing. Here, H1 is confirmed as there
is a significant correlation between motion sickness experienced in everyday life
measured by questionnaire 1 (see Table 3) and motion sickness symptoms after
VR testing measured by questionnaire 2 (see Table 4)(Pearson correlation =
.655; Sig. 2-sided <0.01). A comparison of means of motion sickness symptoms
after VR testing with grouping by susceptibility type illustrates the relationship
graphically (see Fig. 3). A t-test also confirms significance considering all symp-
tom categories (see Table 7). A regression analysis reveals that 42.5% of motion
sickness symptoms can be explained by motion sickness susceptibility (Table 8).
The constancy of this influence is illustrated by including the additional variables
age and gender (Table 9).
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Motion Sickness
Symptoms Combined
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1
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Fig. 3. Mean Comparison including Variance by Motion Sickness Symptoms and
Motion Sickness Susceptibility Type

Table 7. t-Test of Independent Samples of Susceptibility Type and Motion Sickness
Symptoms

Levene-Test

F Sig. T df Sig.(2-sided)

Disorientation Same Variances 4.554 .035 −5.631 144 <.001

Different Variances −5.618 139.01 <.001

Nausea Same Variances 15.872 .000 −6.849 144 <.001

Different Variances −6,821 130.624 <.001

Eye Strain Same Variances 24.625 .000 −4.739 144 <.001

Different Variances −4.711 118.917 <.001

Motion Sickness Same Variances 24.431 .000 −6.983 144 <.001

Symptoms Combined Different Variances −6.945 122.404 <.001

Table 8. Regression Analysis of Effect Motion Sickness Susceptibility on Motion

Sickness Symptoms Combined

R R2 Corrected R2 Standard Error of the Subject

.655* .429 .425 1.408

*influencing Variables; (Constants), Susceptibility

Table 9. Regression Analysis with Additional Coefficients Age and Gender

Model not standardized standardized

Regression Coefficient B Standard Error Beta T Sig.

Constant 1.7566 .838 2.108 .037

Susceptibility .873 .095 .623 9.235 <.001

Gender −.269 .194 −0.94 −1.387 .168

Age −.022 .032 −.043 −.673 .502

*Dependent Variable: Motion Sickness Symptoms Combined
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5.3 Influence of Resolution on Motion Sickness

Hypothesis H2 hypothesizes lower motion sickness symptoms are experienced
when the resolution quality of the VR stimulus is higher (Condition A – High
Resolution) than when the resolution quality is poor (Condition B – Low Res-
olution). Considering the mean values for verification, the predicted tendency
emerges (Fig. 4). The effect differs in the individual symptom categories (dis-
orientation, nausea, eye strain). However, significant results are only recorded
for the motion sickness symptom Nausea (see Table 10). Although the predicted
tendency is fulfilled, hypothesis H2 can, thus, only be partially confirmed.

Motion Sickness
Symptoms Combined

Eye StrainNauseaDisorientation
1

2

3

4

5

6

2.56
2.1

2.64
2.94 2.86

2.13

3.323.14

M
ea
n
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m
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s
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ne

d

High Resolution
Low Resolution

Fig. 4. Mean Comparison including Variance by Motion Sickness Symptoms and Test
Condition

Table 10. Indep. Samples t-Test of Test Conditions and Motion Sickness Sympt.

Levene-Test

F Sig T df Sig.(2-sided)

Disorientation Same Variances 1.385 .241 −0.761 144 .448

Different Variances −0.76 142.01 .448

Nausea Same Variances 5.567 .019 −2.264 144 .025

Different Variances −2.269 141.568 .025

Eye Strain Same Variances 0.119 .731 −0.152 144 .879

Different Variances −0.152 139.448 .880

Motion Sickness Same Variances 0.108 .672 −1.339 144 .183

Symptoms Combined Different Variances −1.339 143.875 .183

The combined influence of test condition (low vs. high resolution) and motion
sickness susceptibility type (low vs. high susceptibility), as well as the ranking,
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hypothesized in H3, is first tested by a comparison of means (see Fig. 5). The
hypothesis, which assumes a greater influence of the motion sickness susceptibil-
ity type (high/low susceptibility) than that of the resolution quality (high/low
resolution), thus can be provisionally confirmed based on this comparison. Rank-
ing by type of susceptibility (low/high susceptibility) in the first instance, fol-
lowed by test condition (low/high resolution) in the second instance, also occurs
at the symptom level. A one-factor analysis of variance (ANOVA) demonstrates
the significant differences between the experimental groups (see Table 11), thus
confirming hypotheses H3a–d.

Fig. 5. Mean Comparison including Variance of Motion Sickness Symptoms split by
Test Condition and Motion Sickness Susceptibility Type

Table 11. One-Factorial ANOVA of Test Groups and ‘Motion Sickness Symptoms
Combined’

Sum of Squares df Means of Squares F Significance

Between Groups 71.796 3 23.932 16.556 <.001

Within Groups 205.263 142 1.446

Combined 277.059 145

*Dependent Variable: Motion Sickness Symptoms Combined

When the influence of the factors test conditions High Resolution/Low
Resolution and the motion sickness susceptibility types Low Motion Sickness
Susceptibility/Low Motion Sickness Susceptibility on the dependent
variable ‘Motion Sickness Symptoms Combined’ is tested in a two-factor
ANOVA, it is shown that only the susceptibility type lead to a significant effect
(see Table 12). The effect of resolution quality is measurable but not statistically
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significant, with a significance level of .293. In summary, the results confirm the
hypotheses’ presumed trends. However, significant results are for the most part
limited to motion sickness susceptibility type and not resolution quality.

6 Discussion and Implications

6.1 Effect of Personal vs. Technical Aspects in the Adoption of VR

The results from our study confirm hypothesis (H1) that real-world motion sick-
ness susceptibility plays a major role in the experience of cybersickness in VR
applications. Hypothesis H2, expecting that users who experience VR in high
resolution will exhibit lower motion sickness symptoms than users who expe-
rience VR in lower resolution, can only be partially confirmed for the motion
sickness symptom Nausea. The results show that the role of technical software
advancements, such as the enhancement of resolution, does not necessarily solve
the problem of cybersickness if the person is already susceptible in the real world.
This poses a challenge for the wide adoption of VR and its seamless integration
into our everyday life. This finding also raises ethical concerns about whether
some user groups would be excluded from the Metaverse.

Table 12. Effects of Test Condition and Motion Sickness Susceptibility Type on
‘Motion Sickness Symptoms Combined’

Source Squared Sum of Type III df Means of Squares F Sig. η2
p

Corrected Model 71.796 3 23.932 16.556 <.001 .259

Constant Term 1075.277 1 1075.277 743.871 <.001 .840

Susceptibility Type 68.360 1 68.360 47.291 <.001 .250

Test Condition 1.610 1 1.610 1.114 <.001 .008

Susceptibility Type* Condition 0.091 1 0.091 0.063 .803 <.001

Error 205.263 142 1.446

Combined 1350.238 146

Corrected Overall Variation 277.059 145

*R2 = .259(corrected R2 = .243)

Our study is only a first step towards unraveling this interplay between per-
sonal and technical factors that may affect the adoption of VR experiences.
Future research should continue considering and exploring the effect of personal
aspects and how these effects can be mitigated, for example by training or even
by medical interventions. Here, providers might learn from other disciplines, for
example, the training of astronauts undergoing Autogenic-Feedback Training
Exercises that mitigate the effects of motion sickness [56].

6.2 Factors to Consider During VR Experiment Setups

When selecting a test group for a VR study that relates to motion sickness, it is
recommended to subject the potential participants to a motion sickness question-
naire (e.g., CSSQ [15]) beforehand, since a significant correlation between motion
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sickness in everyday life and motion sickness in VR could be observed. Through
this prior test, the sampled group can be adjusted subsequently, depending on
whether the study and the tested hypothesis need predominantly participants
with low or high motion sickness susceptibility. In cases where the main objec-
tive is representative results, this approach allows for ensuring that both groups
are represented equally within the test group so as to avoid biases.

To reduce motion sickness in general, a VR HMD with the best possible
display resolution should be selected. This is especially recommended for appli-
cations known or expected to trigger nausea, as our results have shown. For the
implementation of a VR application, it is also recommended to choose a VR
HMD with the highest possible resolution, since motion sickness and nausea,
in particular, can be reduced in coordination with a suitable application. Addi-
tionally, if part of the research goal is to intentionally trigger motion sickness
symptoms, it is possible to artificially reduce the resolution via software, so that
the experience resembles that of a low-resolution VR HMD.

7 Conclusion and Outlook

As expected and confirmed in previous studies, individual personal factors
related to motion sickness susceptibility are valid predictors. Significant asso-
ciations between motion sickness symptoms and self-assessed motion sickness
susceptibility have been consistently demonstrated. In contrast, the effect of res-
olution quality, while smaller than speculated, offers promising insights for future
research in VR eyewear. A significant relationship between resolution quality and
the motion sickness symptom nausea was demonstrated. Nausea represents only
a part of the possible motion sickness symptoms.

Consequences for the use of VR glasses could nevertheless be crucial. As
examined in the study by Somrak et al. [50], there is a significant relationship
between motion sickness symptoms and user experience with VR headsets. In
the present study, a correlation between nausea and the hedonistic benefits of the
VR experience also emerged. Obviously, there is an assumption that individuals
who develop motion sickness symptoms while wearing VR goggles might derive a
lower entertainment benefit from the experience. Analysis of the results suggests
that resolution quality alone could only address this issue to a small degree.

The VR industry is continuously striving for new, higher-resolution screens
and experiences. It is also questionable whether continuously increasing resolu-
tions will have the same impact on motion sickness symptoms, especially since
the human eye can only detect resolution differences to a certain degree [61].
Therefore, future studies could investigate the influence of resolution quality
in higher resolution areas and diversify the age and occupational groups. The
phenomenon of motion sickness remains multifaceted. For the success and mass
suitability of VR glasses, it is nevertheless indispensable to identify as many
motion sickness-triggering factors as possible and to provide possible mitigation.
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Abstract. In the context of industrial settings, extensive research of in-
situ projections has proven their benefits for task performance. However,
to date, these projections have not explicitly addressed policies designed
to mitigate the dangers and health risks that are just as important,
if not more than task performance considerations in such settings. We
developed in-situ projections for three different use cases: (1) assembly
support at a workbench, (2) ergonomic lifting, (3) restricted areas, which
we studied with 15 representative target users. We found the expected
benefits of the task-supporting projection (use case 1), increasing task
performance and causing minimal cognitive load. However, our data also
suggest that the other projections (use case 2 and 3) did not improve
policy compliance. Our findings indicate that in-situ projections are not
the most suitable solution to nudge workers to policy compliance in an
industrial assembly setting, as most participants ignored the policy after
evaluating the dangers themselves. Furthermore, based on our limitations
and findings, we reflect on how current study practices can be improved
for ubiquitous systems, especially when aiding policy compliance.

Keywords: Spatial Augmented Reality · Pose Estimation · Human
Machine Interaction · Learnability · Cognitive Load · Ergonomic
Notifications · Collaborative Robot Safety Zone Awareness · Manual
Assembly Assistance · Industrial Assembly

1 Introduction

With industries recently rethinking the importance of work conditions, the direc-
tion is to move away from product-centric to human-centric production, which
is supported, e.g., by the EU initiative Industry 5.01. The main aim behind

1 https://research-and-innovation.ec.europa.eu/research-area/industry/industry-50.
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these initiatives is to ensure that technology assists humans instead of humans
assisting technology, which calls for new approaches to designing and evaluating
new high-technology solutions. There is an increased need to not only develop
and study assistive technology meant to increase task performance, but to focus
on how to implement technology in a way that improves “working conditions
for people, rather than ńjustż improving the interaction paradigms [. . . ]” [39].
One way to address that is to find ways how technology can help workers to
adhere to health and safety policies, as sometimes such policies are not even
deemed necessary by the workers themselves or just fade into the background
of everyday working routines and performance pressure. Seen as a nuisance, an
inhibition to efficient workflows, or simply forgotten when working, policy com-
pliance is not given high priority. In this work, we developed and evaluated a
Spatial Augmented Reality system primarily intended to serve as a reminder
and live-feedback for policy compliance in a factory setting.

The technical part of this work describes the combination of assistance sys-
tems with AI algorithms to optimize time and cost savings in industrial settings.
Specifically, we explore the potential of Spatial Augmented Reality (SAR) using
projection-based solutions to provide in-situ worker support, enhance task com-
pletion, and ensure policy compliance. Our work involved implementing three
distinct use cases: manual assembly assistance, ergonomic notifications, and col-
laborative robot safety zone awareness. To evaluate our approach, we engaged
15 representative target users in the assessment of these use cases. The man-
ual assembly assistance represents the “typical AR use case”, where workers are
aided in completing their activities at a workbench by providing them with
visual guides. The ergonomic notifications and collaborative robot safety zone
awareness, instead focus on policy compliance. The first one aims to alert work-
ers of improper ergonomic lifting with visual cues in the area where lifting is
required. The collaborative robot safety zone awareness should be achieved with
visual cues to inform workers about their proximity to an area that they should
not enter and an even stronger cue when entering the area. Both of these pro-
jections are intended to warn workers about dangers to their health and safety.
Similar solutions could also alert workers of overhead dangers such as cranes and
autonomously moving robots entering their spaces (or vice-versa). The significant
advantage compared to current safety measures is that their safety perimeter can
be updated with live information and would only need to encompass currently
active dangers and not all possible dangers.

To evaluate our three use cases from an operator-centered perspective, we
posed the following research questions:

– RQ1: How do the three different projector assistance systems affect efficiency,
effectiveness, and satisfaction?

– RQ2: How is the usage affecting operators’ cognitive load?
– RQ3: How effective is the learnability of the projector technology?

To answer these questions, we set up a laboratory study in which participants
experienced all three use cases. In our setting, we included multiple runs of
similar activities at the workbench to measure learnability and its potential
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effects on cognitive load. Specifically, we were interested in observing changes
with regard to task performance and policy compliance. Keeping in mind to
always stay out of dangerous zones and to lift ergonomically is tedious, and
people are prone to forget these things. If changes in behavior occurred, it would
show how effective it is in nudging towards healthy behavior and if participants
like using it.

The paper is structured as follows, after a section on related work, we present
our three use cases in more detail. Next, the evaluation study is presented, includ-
ing the study design and measurements. We then present the results, focusing
on how well projections worked for the classical workbench assistance compared
to the two policy-related use cases. We close the paper with a discussion on the
suitability of in-situ projections to support policy compliance and the limitations
of our evaluation design.

2 Related Work

According to [14], Industrial Augmented Reality (IAR) pertains to the use of Aug-
mented Reality technology in industrial settings. This area is currently the subject
of ongoing research, with studies such as [4,28] exploring maintenance applica-
tions, while [15] discuss IAR’s potential for supporting shipyard production. The
present work focuses on Industrial Augmented Reality for worker assistance.

Technological Variety and Different Applications

There are several ways to technically implement AR which all have their pros and
cons. A basic distinction is made in Optical See-Through (OST) or Video See-
Through (VST). Lately, powerful HMDs, which through their semi-transparent
glasses are OST, have emerged on the market. Examples are Microsoft HoloLens
II or Magic Leap, which integrate on-board computers and environmental per-
ception modules into one device. They can generate high-quality content and do
an excellent job in situations where users do not have to wear the device a longer
time, see [18] for training or [5] for teleoperation.

Currently, on the shop floor itself the use of HMDs is limited due to several
factors: The environment may often be harsh and cluttered, which could disturb
the internal sensors. Moreover, positioning the HMD in a user’s visual field is
a complex yet highly important factor for, e.g., comfort and task efficiency [26]
too. Additionally, the precision of the HMD’s internal positioning sensors is
mostly below the precision needed for industrial work. For example, an HMD
cannot be used to show drilling positions within a position error of 0.5mm, see
[19]. Furthermore, battery would not last a whole shift of an industrial worker.
Tablet-based XR, which is an example for VST, on the other side is a practical
solution on the shop floor, especially if operators already use tablets for their
work.

A further important technology is Spatial Augmented Reality (SAR). With
SAR, a projecting device (LED, LCD, DPL, laser-projectors, etc.) directly
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projects the virtual information in the scene on the workpiece of interest. This
is non-intrusive for the users as they do not have to wear special devices. In
addition to that, it is inherently multi-user capable and saves the cost of a HMD
for each participating person. In a SAR setup, perception is done with external
cameras. Beside the high achievable precision of perception, this allows also to
capture images of the human itself.

Projector-based AR systems are well-studied subjects in computational sci-
ence, since the early days of AR, see [2,3]. Applying SAR in manual industrial
work to provide in-situ assistance is a popular topic in research, as can be seen,
e.g., in early papers by [40] for welding. The clear sequence of working steps
makes manual assembly tasks a good fit for doing research regarding in-situ pro-
jections. [24] as well as [17] show that impaired persons benefit from projecting
instructions.

[23] present a Context-aware assistive system (CAAS) which combines pro-
jection with motion recognition and object recognition. [16] present a long time-
study of in-situ projection at a manual work place. [6,37] show that the potential
for this technology is still high. Context-awareness is a desired aspect for technol-
ogy of this kind as it reduces the need for supervision as exemplified in [31,32],
respectively, using wearable sensors.

Pose Estimation

The raise of deep learning has been a game-changer in Computer Vision and
affects all related research fields. The so far listed state of the art builds on
traditional image processing which is not as powerful as modern algorithms.
Especially the emerged pose estimation algorithms, see e.g. [7] or [38], are able
to fit human skeletons into images. This allows the full digitization of human
poses and their perception through computers.

There are several works which combine pose estimation with SAR, mainly on
a large-scale interaction areas, see e.g. [22,33] as utility for distancing technol-
ogy or for interfacing industrial production environments see [21,30]. The last
two see production environments as coherent production information systems
and utilize XR to interact ubiquitously with them. [21] introduce the idea of
spatial interaction areas (trigger zones) as special areas on the floor, which in
the simplest case send a software event as soon as a user enters. Technically, the
detection is done by a pose estimation algorithm. In more advanced settings,
events are sent depending on the action the user performs inside the region,
e.g. results of ergonomic assessment, see [30]. The events cause reactions of the
production information system.

However, the technological aspects, e.g., accuracy, of pose estimation are only
one part of the full picture. Correct detection alone does not imply change in
behavior as the form of notification the workers receive matters too, as can be
seen, e.g., in [9]. Active recognition of the notification is a problem too, as we
will see in the results of our study.

Many researchers in the HCI and ubiquitous computing community have
highlighted the unique challenge posed when evaluating ubiquitous systems,
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namely the interaction triangulation between users, technology, and environment
[1]. To address this issue, heuristic approaches have been developed that incorpo-
rate these interaction paradigms while considering factors such as transparency
and privacy [34,35]. Others defined 24 suitable software measures for ubiqui-
tous system evaluation [8]. In our approach, we tackle this challenge through the
design of the assignment in our evaluation study, as outlined in Sect. 4.

3 Envisioned Use Cases

The proposed work utilizes deep learning algorithms as weak AI systems to access
broader application possibilities for assistive technologies in Industry 5.0. Espe-
cially the idea of trigger zones has been adopted and assembled to reality-near
use cases for health and safety policy compliance. We developed the following
three use cases to cover various XR applications for human-centered industrial
work and demonstrate the potential of a state-of-the-art AI algorithm for not
only assisting task performance, but also policy compliance. The use cases were
intentionally designed in a way that allows us to integrate all of them in a single
laboratory study (see Sect. 4). The first use case of “Manual Assembly Assis-
tance” (see Fig. 3) represents the typical aid in task performance use case for in-
situ projections. “Areas for Ergonmoic Monitoring” (see Fig. 3) and “Restricted
Area around a Robot” (see Fig. 3) represent use cases of in-situ projections to
communicate health and safty risks and foster policy compliance (Fig. 1).

Fig. 1. 3D sketches of the three use cases in the factory lab. (a) Workbench for Assem-
bly; (b) Areas for Ergonomic Monitoring; (c) Restricted Area around a Robot.

3.1 Manual Assembly Assistance

Figure 3 depicts a workbench where task-aiding information is directly projected
on the work piece utilizing SAR. In this simplified setup, the worker has to peg in
clamps on a board. The systems assists by highlighting right and wrong positions.
The setup is fully functioning by using an AIModule with an object detection
based on the work of [10]. The detector is trained such that it can robustly
detect partially occluded holes too in various lighting conditions, which would
be hard to achieve without deep learning. The technical software architecture
is based on micro-services. Images are sent by cameras as ImageProvider which
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are processed by the ProjectionLogic and displayed by the ProjectionModel. The
ProjectionLogic itself can utilize various AIModules. The used software is part of
the product suite of PROFACTOR2. From the hardware side, the used cameras
are of type Teledyne DALSA Genie Nano C-2590. Use case 1 and 2 utilize the
same camera. All focal lengths are calculated to fit the lab environment. For Use
case 1 a standard short-throw beamer in a setup similar to [30] is used, whereas
Use case 2 utilized a high-performance Panasonic PT-MZ880 laser projector. In
Use case 3 again a standard office beamer is used for projection.

3.2 Ergonomic Notification

Workplace ergonomic issues are significant risk factors to occupational safety
and health issues. They are thought to contribute to the rising prevalence of
musculoskeletal disorders (MSD) among workers, as elaborated in [29]. AI-based
ergonomic online-monitoring of workers is in the focus of current research, as
can be seen in, e.g., [13]. However, once detected, it is an open problem how
the information of an ergonomic problem is communicated to the worker, as we
have already seen in [9]. Figure 3 depicts the setup of the use case. The floor-near
projector in the middle projects a white circle, which marks the interaction area.
If a worker steps in, it is either filled green if there are no detected ergonomic
problems in the circle, or red if ergonomic problems are present. Technically, the
interaction area is automatically activated by stepping into the circle. Unfortu-
nately, there is no computer-based ergonomic assessment tool available at the
research lab, this is why the corresponding AIModule only extracts the skeleton
and asks an observing human for the assessment. However, recent publications
report that the pose estimation algorithms already in use can be extended for
ergonomic assessment too, as [27] elaborated on.

3.3 Collaborative Robot Safety Zone Awareness

Collaborative Robots (Cobots) are constructed to perform work in a collabo-
rative workspace together with humans. Cobots operate on slower speeds when
collaborating with humans. ISO/TS 150663 defines multiple spaces around the
robot which are mapped to different speed of the robot and danger for the
humans. For mobile cobots, it is an open problem to communicate these spaces
to human workers, therefore this use case was chosen to represent safety haz-
ard communication. Figure 3 shows the setup of a mobile cobot, which has a
projected white rectangular area around it. This area is defining the “restricted
area”. As soon as a worker enters the rectangle it turns red. In a real application,
the robot would have to be stopped. This use case has a fully operating AIMod-
ule which utilizes pose estimation to check whether a human is in the restricted
area. A similar setup has been shown by [21], but was not evaluated regarding
its usability.

2 For a demo version of the software please contact the authors.
3 https://www.iso.org/standard/62996.html.

https://www.iso.org/standard/62996.html
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4 Evaluation

The goal of our evaluation was to explore with representative target users if
in-situ projections are not only suitable for aiding task performance but also for
fostering health and safety compliance. To answer our research questions, we set
up an experiment in the factory lab of PROFACTOR. Our fundamental intention
was to center our evaluation study around use case 1 - workbench assembly
in order not to point participants toward the fact that we were interested in
observing if they take the other two projection use cases into account during the
study.

We instructed participants that the overall assignment was to assemble parts
at the workbench. First, they had to scan a provided QR code with the instruc-
tions for the next step at the workbench (using a scanner placed above the work-
bench), locate marked parts in a specific area, and attach them to a perforated
plate at the workbench at specified locations (Fig. 2 - right). We told them that
they needed to adhere to the following policies while working: lifting ergonomi-
cally, avoiding the robot, keeping the workplace clean, and awaiting confirmation
to proceed to the next task (Fig. 2 - left). Participants had to repeat this activity
10 times in total to fulfill the overall assignment at the workbench.

Fig. 2. Policy and exemplary step description

The study was designed so that participants were confronted with the three
in-situ projections but were not reliant on the information communicated by the
systems to complete the assembly task at the workbench. We explicitly did not
tell our participants how they were to complete the given assignment. Instead,
they should work as they are used to, with priorities and experiences shaped
by their real-life job. We wanted them to show us where their focus lies in how
to facilitate the work and not influence them to overuse the projections simply
because we want to assess their usefulness. With this evaluation set-up, all three
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in-situ projections were covered in a representative scenario, which participants
could relate to from their actual work experience.

Participants had to (ergonomically) pick up a box to get the parts needed at
the workstation. They had to transport the materials to the workstation while
avoiding the restricted area. Then, they had to complete the assembly at the
workbench with projector-displayed instructions (as well as additionally provided
printed instructions). Combining the three use cases into one scenario and not
testing them individually was based on the idea of presenting participants with
a meaningful activity therefore, they do not spend their time questioning during
the study why they had to pick up something ten times in a row. This would most
likely introduce bias since they would question why they were invited instead of
focusing on the assignment - even though they were informed that the study is
testing the projection technology and not them.

To detect changes in policy compliance and task performance not only
between on and off states of the SAR system, but especially in off states after
having interacted with the technology, the projections switched between active
and inactive at fixed repetitions during the 10 times participants had to repeat
the activity.

4.1 Participants and Conduct

Fifteen representative target users participated in the study. They were recruited
from customers and partner companies of PROFACTOR, mainly from the auto-
motive industry. They were voluntary respondents of flyers distributed at their
workplaces. Special care was taken that all participants currently work or had
worked directly in industrial production. 9 participants had more than 3 years
of experience working with industrial automation, while only 4 had less than
3 months of experience. Participants’ age ranged from 20 to 62 years, with an
average of 39.31 years. Among the them, only one was left-handed, and none
were color-blind. Five participants self-assessed their spatial sense as above-
average. We complied with COVID-19-related regulations and guidelines. During
the trial, all participants and researchers wore protective masks. Dangers for par-
ticipants were minimized in the study setup as well. The participants received
monetary compensation for the time required for participation in the study.

4.2 Measures and Methods

To answer our research questions on efficiency, effectiveness, satisfaction, cogni-
tive load4, and learnability we designed a mixed methods approach combining
multiple types of qualitative and quantitative data, aiming to gain a compre-
hensive understanding of why and how the three different projector technologies
support people in their working tasks. We used the following methods for col-
lecting data were selected:

4 Since there is currently no agreed-upon way to interpret objective measures used to
estimate cognitive load meaningfully [11], we opted to use the presented mix.
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– Time required for each step at the work bench (measure for efficiency)
– Successful policy compliance and completion of tasks (measures for effective-

ness)
– NASA-TLX Survey [20] (for evaluating cognitive load)
– SUS-Survey [25] (to evaluate usability and learnability)
– Semi-structured interviews (for evaluating satisfaction and learnability)
– Think-aloud-protocol [12] [36, p. 158] (as a measure of cognitive load, a control

for learnability and control whether the system is actually considered during
the experiment, since it is not required for completion or compliance)

– A count of how many times the SAR system was active until now (behavioral
cognitive load measure)

Notes and observations during the study and in the analysis of the video
footage were used to complement our measures and inform the interpretation of
the results. To ensure that the trials are comparable and as similar as possible,
an extensive test procedure guideline was created in advance, outlining every
step and everything to be done and said by the instructors (fellow researchers
can request the guidelines to replicate the study from the authors). Figure 3
visualizes the overall study procedure.

4.3 Analysis

For data analysis, we first defined the coding criteria for extracting our measure-
ments from the trial videos for comparable quantitative analysis.

Completion time is valid and comparable between subjects only for the man-
ual assembly assistance. The starting time was taken the moment the first part
to be placed was released by the participant, and the end time was taken the
moment the last part that needed to be re-positioned was released. This measure
captures the timespan that was spent mostly on the task with little distraction
and noise from other sources (no walking between destinations, no searching for
parts).

Success for the manual assembly assistance was defined as the number of
correctly placed parts at the end time. Parts may be moved and corrected later,
but if the participant declared that they were finished with a step, they also
take responsibility for the correctness of their placement. The success criteria
for obstacle avoidance was defined as “not colliding with the robot”. Trespassing
in the marked restricted area was also extracted but not defined as a success
criterion since the policy was to avoid the robot, nothing more. For ergonomically
correct lifting, success was defined as participants not bending their lower back
and instead lifting ergonomically from the knees.

The other measures were mainly from sources outside the video recordings
and are (apart from survey scores) harder to clearly define and quantify. Satis-
faction was derived from the SUS survey score and combined with experience
reports from the post-trial interviews. Learnability was considered with multiple
aspects in mind. Considering the differences in completion time between the tri-
als can show how much participants improved (with the projections active and
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Fig. 3. Flow of the Experiment Procedure. Details which methods were used and data
was gathered in which step. The green region marks the research focus during the
repeated trials with the technology. The lavender region marks where the participant
focus was expected during the repeated trials. (Color figure online)

without). Additionally, participants were asked about their learning progress in
the post-trial interviews and the learnability score extracted from the SUS sur-
vey [25]. In addition to the score from the NASA-TLX survey, Cognitive load
can be indicated based on these parameters: 1) if thinking aloud was followed,
the load increased considerably if the talking stopped all of a sudden, 2) when
counting how many times the assistance system was on, mistakes might also indi-
cate a higher cognitive load, and 3) afterward if the guidelines can (partially)
be reproduced correctly by the participant, the cognitive load might have been
low(er).

To analyze completion time, we wanted to compare steps with the projec-
tion assistance to steps without. We took the averages of steps with the active
projection and compared them to the averages of steps without assistance per
participant. We used a Wilcoxon signed-rank test to determine the likelihood
that they are equally efficient. To analyze the effectiveness of the workbench
projection, we compared the number of falsely and correctly placed parts with
and without the in-situ projection active and tested them with a Barnard’s exact
test. The same procedure was done for the lifting assistance projection but with
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ergonomically correct pickups. Robot avoidance effectiveness did not need further
analysis since nobody collided with the robot.

4.4 Expected Results

Similarly to [17], we expected to see an improvement in efficiency, effectiveness,
and satisfaction through the in-situ projection. Since efficiency is hardly measur-
able for ergonomic notifications and collaborative robot safety zone awareness,
the focus of efforts was laid on effectiveness and satisfaction for these two tasks,
respectively. Furthermore, an initial increase in cognitive load while still learn-
ing how the projector system operates and which information it communicates
was expected. As the learning curve dropped, a decrease in cognitive load was
assumed.

Additionally, it was not expected that the difference in cognitive load, in the
beginning, would be high since the visual aids seem non-intrusive, hence not
adding much load, and should relieve the participants by not actively having
to think about, e.g., ergonomics or restricted areas. Similarly, high learnability
(a fast plateauing of performance) was expected, as the projector system does
not add complex interaction possibilities. Therefore, it was assumed that the
benefits of the projector technology would be greater than a possible increase
in cognitive load. In fact, predicting that the use of the projector will result in
a lower cognitive load overall at the end when learning has plateaued seemed
adequate since the system allowed participants to keep things in mind easily;
one would otherwise forget but does so unobtrusively.

A priori, it was assumed that the most valuable insights could be gathered
when comparing how single participants change their behavior between trials.
Especially when comparing the behavior between projector assistance off, pro-
jector assistance on, and projector assistance off again. It was predicted that
major changes in behavior would ensue when comparing both scenarios where
the projector assistance is not active due to a change in situation awareness.
These changes would most likely include different regard on how much distance
to the obstacle must be kept, how ergonomically correct the parts would be
picked up, and how the printed/displayed instructions would be used.

5 Results

The results of our study are presented in a structured manner, according to
the research questions addressed. The first three sections focus on answering
RQ1, which pertains to the efficiency, effectiveness, and satisfaction levels of each
assistance system. This is followed by a section that addresses the overarching
measures, including cognitive load (RQ2) and learnability (RQ3).

5.1 RQ1 - Manual Assembly Assistance

In general, all participants completed assignment according to the outlined pro-
cedure. Therefore, the data is actually comparable because the participants fol-
lowed the same instructions. However, there are two cases that require special
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treatment: Participant 7 in run 5 checked the positions of all objects by counting
manually whether they are in the correct position, which took them 00:07:01.
Therefore, the time of this specific run of this specific participant was left out
intentionally when averaging all values. Participant 8 completely ignored any
placement information for parts and therefore is not comparable to other partici-
pants’ behavior. The data was removed for success analysis, since it would heavily
skew error rates. The completion times were not normally distributed. Figure 4
shows a boxplot of all completion times per step. A Wilcoxon test confirms that
the completion time for steps with an active projection (Mdn = 7.912s) was
significantly lower than with an inactive projection (Mdn = 23.259s), T = 2.0,
p < 0.0002, r = −0.601. This suggests that using the in-situ projection makes
the workbench task considerably faster. The only participants with low time in
runs without projector assistance (participant 8 and 13) did not try to accurately
place the parts and therefore had a very high error rate.

Fig. 4. Boxplot of Completion Time per Step (left), Avg. Completion Time per Par-
ticipant when Active/Inactive with Error Rates (right). Runs with Manual Assembly
Assistance (2, 3, 6, 8, 10) were Considerably Faster.

As the data from Table 1 shows, in runs, when the in-situ projection was
active, less mistakes were made in placement. Barnard’s exact statistic for this
contingency table is about −4.781 with a p-value of 2.074 ∗ 10−5. Based on
the odds ratio, the odds of a participant placing a part correctly was 17.739
times higher with projection assistance than without. These findings are also
supported by participants’ thinking-aloud and in the post-trial interviews. They
mostly enjoyed working with the workbench projection even though some were
confused by what it was trying to communicate (which is understandable as it
was not directly explained to them in advance).

5.2 RQ1 - Ergonomic Notification

Lifting success was similarly analyzed, but the results were quite different, as
can be seen in Table 1. The Barnard’s exact statistic is about 0.462 with a p-
value of 0.719 and the decrease in odds ratio of 0.856 is therefore not significant.
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Table 1. Contingency Tables. Left: Part Placement on the Work Bench. Right: Lift-
ing Ergonomically. With Manual Assembly Assistance Participants Made Significantly
Fewer Mistakes in Placement. We Observed no Significant Difference with Ergonomic
Notification Active.

In-situ \ Location Correct Incorrect
Inactive 46 24
Active 68 2

In-situ \ Lifting Ergonomically Yes No
Inactive 43 45
Active 27 33

The in-situ projection does not really seem to have the same impact as for
the workbench use case. This also coincides with findings from the post-trial
interviews in which participants did not name the lifting projection as part
of the assistive technology solution. Only about a third of participants even
noticed the projection and most of them did not attribute much meaning to it.
The decision of how to lift the parts was either done following usual workplace
practices or with the judgement call that the parts were not heavy enough to
warrant the effort of lifting ergonomically. Either way, the reminder for correct
lifting implemented as in-situ projection was not visible enough or not available
at the right time to be meaningful for our participants.

5.3 RQ1 - Collaborative Robot Safety Zone Awareness

Since there was no collision at all, the numeric data of this small sample size
was not helpful in determining the impact of the in-situ projection. However,
twelve participants noticed the projection and six of them attributed the correct
meaning to it. However, after seeing the robot move and not determining it as
a threat, all but two participants started to ignore the projection warning when
entering the working space of the robot.

5.4 RQ 2 and 3 - Overarching Measures

System Usability Scale - Since participants reported perceiving the workbench
projection as the main SAR system (or sometimes the only) and some partici-
pants explicitly stated filling out the survey with only the workbench in mind,
the survey answers had to be analyzed as referring to the workbench projection
and not all three use cases.

Compared to the distributions represented in [25], the collected SUS results
are higher. Only four results are below the pessimistic distribution median with
none below the 1st quartile and seven results are at or above the 3rd quartile.
This suggests high usability.

Learnability - Since meaningful time measurement could solely be taken for the
workbench, it became our sole behavioral learnability measure (see Fig. 5). Hav-
ing few repeated trials to compare makes detailed analysis hard, but there are
some things which can be observed. There is no observable decrease in time
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Table 2. Descriptive Statistics of SUS and the Factorisation in Usability and Learn-
ability (with Values Scaled to 0-100 to Match SUS). Results Indicate High Usability
and Learnability.

Score Usability Learnability

N 13 13 14
Mean 81.731 80.769 86.607
Standard Deviation 11.105 13.612 18.647
Minimum 60 50 37.5
1st Quartile 72.5 75 78.125
Median 85 84.375 93.75
3rd Quartile 87.5 90.625 100
Maximum 100 100 100

required over trials with or without the in-situ projection active. The differences
between runs with the same projection state can be explained by differing dif-
ficulty. The lack of speed increase can have multiple reasons. Since there is not
much active interaction and little user knowledge required, it leaves little room
for improvement by learning the interaction. Participants reported not trusting
the assistive technology solution too much since they interpreted the switching
states of assistance as the projection malfunctioning. This lack of consistency
could also be an explanation of why there was no observable improvement. In
their SUS answers, seven participants gave the highest possible learnability score
(also transformed to be between 0 and 100) and only one participant a score
below average leading to a mean of 86.6 (refer to Table 2).

Fig. 5. Avg. Completion Times per Step with 95% Confidence Interval. Blue: Projec-
tion Inactive, Orange: Projection Active. There was no Observable Decrease in Time
Required over Trials. (Color figure online)

Cognitive Load - To measure cognitive load, we used behavioral data in addition
to the NASA-TLX [20] survey. Six of the fifteen participants made errors count-
ing how many steps they have been assisted by the projection. After the study,
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participants were also asked to recount the four policies which were part of the
instruction. Nine participants recounted three, two participants recounted two
and one policy respectively and one participant recounted none. One participant
was not asked to recount because of an error. Thinking-aloud participation time
was not included as a cognitive load measure, since it was hard to quantify into
meaningful data (Table 3).

Table 3. NASA-TLX Descriptive Statistics. Results indicate Low Cognitive Load.

Task Load Task Load

N 14
Mean 21.488 Median 20.833
Standard Deviation 9.814
Minimum 7.5 1st Quartile 15.417
Maximum 44.167 3rd Quartile 26.458

Participants did not always exactly mark at indicated values, when filling in
the paper-based questionnaire, but sometimes marked between steps. We inter-
preted these between scale answers as halfway between scales (so a mark between
1 and 2 was interpreted as 1.5). Since single measures are averaged to provide
the final score and only the final score is used for analysis, this interpretation
should not introduce relevant bias.

Since there is no benchmark with normalized TLX data, it is hard to say
what measured load is acceptable. A one sided t-test with the median of possible
scores (50) as expected value shows our sample (M = 21.488, SE = 2.623) as
significantly lower t(13) = −10.871, p < 3.4∗10−8, r = 0.949. However, this does
not mean that 50 represents an actual expected value of NASA-TLX surveys
and therefore can only be seen as an indication of a lower score. Our findings of
low mental load are supported by interview answers of participants calling the
system extremely simple and very easy to use. Albeit, participants were mostly
referring to use case 1 (Fig. 3) with their survey and interview responses, since
it was perceived as the main and important system as it aided them in fulfilling
the task. Considering [11] in addition to our findings, it is very likely, that most
of the cognitive load arose from the additional tasks to evaluate the SAR system,
resulting in even lower actual load for the tested technology.

Additional Qualitative Insights - The following paragraphs are collated insights
gathered from thinking-aloud protocol, post-trial interviews and observations
during the study or from the video recordings. Our representative participants
did not put much emphasis on the policy-related projections (use case 2 and 3),
since they did not perceive them as important, as they did not aid them with
task completion. While participants did not state this directly, there was a clear
focus on “getting the job done” and health and safety policies were secondary.
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From our post-trial interviews, we could gather a lot of information sur-
rounding the interaction, as well as the study setup in general. Participants,
who interpreted the enabling and disabling of the SAR system as intentional,
reported to like working with the projection. Participants, who did not interpret
it as intentional, felt like they could not rely on the aid and therefore would not
want to use it in a working environment.

In general, participants did not like not knowing how exactly to work with
the technology or fulfill the task optimally, since they were used to having exact
and clear instructions and schooling for new tasks and technology. Therefore,
when asked for critique, most participants wanted to improve the study setup
and not the technology per se. They gave feedback on how to improve their
task completion above all else. The main technology critique was the scanner’s
little feedback when loading the next set of instructions for the workbench. The
scanner was only added to better structure the study design, not as a necessary
part of the technology.

Policy compliance and non-compliance was always explained by the partici-
pant’s work routine. If participants mentioned the importance of always lifting
correctly, they also did it during our study. If they only did it for heavy objects,
they did not regard it as important as soon as they realized the parts in our
study were very light. How they regarded the robot was also influenced heavily
by their prior experience. One participant stated that the robot could not be
dangerous since the safety regulations for a dangerous robot were not met in the
setup and therefore deemed it harmless and ignored it. Others assumed that this
robot also simply stopped when its safety perimeter was crossed. Some thought
it imperative not to interrupt its processes and others aimed to maximize their
own efficiency. The one common theme is that they regarded the robot exactly
as they were used to from their work.

The most interesting finding from observing and talking to our participants
was that they fully trusted the part placement information on the screen and
never questioned it. It was therefore used as ground truth to verify the informa-
tion from the projection making it clear that they trusted the information from
the screen more.

6 Limitations

Regarding the collaborative robot safety zone awareness - based on our data -
it can be stated that static, physical markings on the floor and the own danger
recognition/intuition are clearly preferred compared to the tested SAR projec-
tions. However, testing less subtle projections with a dedicated introduction of
the guidelines might narrow down how much physical markings are preferred.
Making the projections less distinguishable from physical markings can also be
of help in this regard. Ergonomic notifications via projection were ignored most
of the time. Factors for this were 1) the little weight of the parts 2) the design of
the notification 3) trusting the own judgement more than the system. Further-
more, manual assembly assistance based on projections was positively received
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and explicitly stated that it makes the workflow much easier as can also be
backed up by our data.

Finally, a lab study setup as it was the case within this work might not be
sufficient to thoroughly analyze the impact of subtle projections regarding work
place policies. The more pervasive and embedded our technologies aim to become,
the harder it is to isolate their impact in a highly controlled setting. Controlled
settings are always artificial and pervasive and embedded technologies aim to fit
seamlessly into their environment. Many of the issues found in this work arise from
the artificial lab setup, even though it was already conducted in a factory lab.
Our representative participants identifying it as an artificial, sub-optimal factory
heavily influenced their behaviour, some even calling it a fun game. The stakes
and aims normally present in a live setting could not be reproduced. Therefore, we
need to better establish what can be learnt from lab settings and what needs to be
tested in live production. We argue that a lab study of pervasive technology only
serves as a base trial to identify obvious errors in the technology and to determine
how to test its impact in a live environment. A lab study is not enough to yield
conclusive findings on the impact of pervasive technology due to its embedded
nature and interactions with uncontrollable factors.

7 Discussion and Conclusion

The expected increase in usability for task-related in-situ projections [17] was
replicated in this study. This confirms that our participants behaved similarly to
[17] when aided by a task-related in-situ projection. However, the same cannot
be said about the policy-related projections. Even 150 runs in total were not
enough to produce one collision with the robot. Therefore, statements about its
effectiveness are hard to make. Compared to their experiences with danger com-
munication from work, participants found it more, less or similarly effective at
communicating the danger. The ergonomic notifications yielded no measurable
benefit when deployed. Most of this is probably to be attributed to a lack of
explanation and varying visibility in changing lighting conditions. Participants
who noticed the ergonomic notifications (6/15) found them very subtle and did
not comment much on their usefulness and it did not measurably change their
behavior. With factory contexts varying widely, a one size fits all solution will
probably not yield the health benefits estimated by [13,29]. Even our locally
sampled representative target participants had widely differing experiences with
health and safety policies in their everyday worklife and opinions regarding the
importance of policy compliance vs. task focus. Therefore, it is to be expected
that in-situ projections for policy compliance will need to be adapted to existing
work routines or vice-versa before yielding major benefits. When given a task
to complete while complying with policy for their own good, our participants
prioritized the task. It stands to reason that even adequate and timely health
information would again be ignored if workers did not deem it worth their effort.
Maybe not remembering to lift ergonomically is only half of the story and always
lifting correctly is simply tedious. Many of our results lead us to reflect on the
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impact of lab study settings with increasingly pervasive technology. The more
pervasive the technology is, the less it will be perceived as a tool and the more
it will blend into the environment. We observed this effect with our three tested
projections. The manual assembly assistance was in the center of the field of
view when completing the task. It provided duplicate information required for
task completion which was also available on a screen nearby, albeit in a more
convenient visualization. It was recognised (15/15) and used to much benefit.
The cobot safety zone communication was also somewhat duplicate information,
since participants were able to observe the repeating movement of the robot
and construct their own safety zone. They were also directly confronted with
the robot at times blocking their way to parts required for task completion. It
was mostly recognised (12/15) but we cannot say much about how effectively it
was used. The ergonomic notifications were the single source of information on
ergonomically correct lifting. Additionally, participants were not directly con-
fronted with the information when completing the task, since they needed to
focus on the shape of the area and then on the color of parts, but were not
informed of any color information inside the area. It was badly noticed (6/15)
and not really used to any measurable benefit.

We interpret that our participants only used the projections which they could
validate with other data. Without a ground truth providing task-relevant infor-
mation it was hard for them to justify using the technology in their solving
process. Providing duplicate information in pervasive/ubiquitous systems might
therefore be necessary in the adoption process (as well as lab studies testing
users’ interactions), since it is otherwise hard for users to build trust. A poten-
tial way of mitigating these lab-study-related problems is to use live production
data with guided adoption. However, implementing this is expensive and time
consuming and might not lead to the desired results as the technology could
still fail in a similar way as in a lab study. Based on our findings, we suggest
not changing the technology but test the policy-related projections in a live set-
ting. This is not because we think that the technology is at its best possible
state. Since our current data does not allow us to give conclusive answers, future
work would entail testing the technology in live production embedded into actual
workflows. If differences in behavior or performance occur, changing the tech-
nology beforehand would only confuse if improvements were due to the realistic
setting or due to the changes to the technology.
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Abstract. Museums and cultural heritage institutions have an impor-
tant role in presenting accurate information and sharing cultural knowl-
edge, and new technologies are increasingly implemented. For the best
results, the appropriateness of a specific technology must be evaluated for
each context. Research has shown the need for participatory methods and
local knowledge in Indigenous design contexts. We describe a case study
where an Indigenous Sámi museum exhibition was augmented with inter-
active technology through multidisciplinary co-design work with museum
experts, designers, and developers. The traditional clothing of the Sámi
people was digitized by filming, and information related to it was pre-
sented as a touchscreen installation in a renewed exhibition. User tests
including interactive tasks and interviews (n = 7) and a questionnaire
(n = 27) were completed on-site. The installation was rated interesting
and easy to use, while some users struggled to find all the features. Our
study shows that a technically relatively simple digital installation can
be easy-to-use but interesting for a standard museum visitor. Addition-
ally, the work demonstrates how to build successful collaborations that
highlight Indigenous cultural heritage. We discuss the implications of
using technology to promote cultural heritage and identities.

Keywords: Interactive systems · User studies · Digital cultural
heritage · Museum exhibitions · Indigenous HCI

1 Introduction

Museums have an essential role when societies’ histories and identities are con-
sidered. They provide information about the past but also reflect what are con-
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sidered the building blocks of society, community, or nation and their culture.
The role has both external and internal functions [21], as the museum exhibitions
project an image of the community to the outsiders visiting the place, but are also
part of the community’s identity building. Thus, how museum exhibitions reflect
the identity and culture of a group or an entity is essential. Museums are lim-
ited by their size and resources. Hence a variety of solutions can be considered,
depending on the case. Technologies can assist museums in creating engaging
and educational interactive content [35], e.g. with multi-sensory applications.
The designers and developers of the technologies in a cultural context have to
pay special attention to make the process fair and beneficial to the museum.

This paper describes a case study of developing a digital touchscreen program
for an Indigenous Sámi museum, presenting traditional clothes. The motivation
was to showcase Sámi cultural heritage using digital tools and to provide equal
opportunities for sharing their histories and stories in an interactive and acces-
sible way in the museum. The study acts as an example of a practical case
study, where a part of the material heritage of Indigenous Sámi culture was
applied as a digital museum exhibit. The program was co-designed iteratively
with the museum and two universities working together, and aimed to showcase
the clothes and their history and meaning by renewing an existing exhibition.
The Sámi perspective of the museum experts was there to guide the design
process from the first concepts to the final product. While there have been tech-
nologies applied to Sámi museums, not much has been published from the point
of view of HCI researchers based on our research. Sámi museums face a challenge
in representing the culture and the aspects of modernity/traditionality [48].

In this study, our target was to evaluate how a new program and the renewed
exhibition were received by museum visitors. We were also interested in how the
participants perceived combining the new technology and cultural heritage and
how the participants felt about the image of the culture projected by the exhibi-
tion. In this paper, we also describe the issues that were part of the development
process and how those were solved, thus sharing the lessons learned. Our work
allows the HCI community to get insight into the design context of Indigenous
museums and consider taking into account different cultural settings and apply-
ing technologies in the wild in a culturally sensitive design context. Our work
contributes to providing different cultures with a better chance of equal oppor-
tunities and allows technology to cater for fruitful cross-cultural exchanges.

The paper is structured as follows; first, related work to HCI development
and evaluation in Indigenous and museum contexts is presented, after which
the design process and method are described. Then the results are presented,
followed by a discussion, including lessons learned and notes on how the program
was improved, then finally going through the study’s limitations and conclusions.

2 Related Work

Our work takes place in the cross-section of design and development as well as
Indigenous cultural and museum contexts. Historical events and political cur-
rents affect people’s views and feelings on cultural heritage and museums. When
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designing technologies for Indigenous communities and museums, the design con-
text, ethics, and cultural sensitivities need to be considered [11]. One perspective
which can be applied is decolonizing design, see e.g. Tlostanova [45]. Parsons et
al. [36] have studied the collaborative aspects of Indigenous and academic work,
and suggested a pluralistic way of looking at Indigenous and Western world-
views. Lazem et al. [26] write, “Indigenous knowledge is an important resource,
and we should utilise the tools and methods that we have at our disposal to
enhance it.” When highlighting the need for ethical processes, Lazem et al. also
call for researchers to apply flexibility, respect, and sensitivity towards the local
culture. A literature review we previously conducted on working with technol-
ogy and cultural heritage through decolonizing design highlights the need for
participatory methods and working with local values and cultural contexts [34].

2.1 Indigenous Context and HCI

The Indigenous Sámi collections were transferred from the Museum of Ethnog-
raphy to Ájtte, the Swedish Mountain and Sámi Museum in Jokkmokk, when it
was opened in 1989 as the only Sámi museum in Sweden. Museums and their
work are an important part of identity building; as Silvén [43] writes, “During
more than hundred years Sámi representation in heritage and museums has con-
tributed to defining Sámi identity and the position of Sámi in society”. Silvén
has also later described that while it is positive that Sámi people are recognized
and made more visible, e.g. in museums, new interpretations should also be made
so that the image of Sámi is not locked only into the history [44]. In 2008 Harlin
[12] suggested that for Sámi Cultural Heritage, collecting information on the
existing objects and their location can be a step in the process of repatriation,
which means returning cultural heritage back to the community. Lately, there
have been efforts to gather information about the collections of Sámi Heritage
around Europe and bring them under one search portal service for better acces-
sibility [10]. This has been made possible by the digitalization of archives and
new digital tools, allowing users to see old pictures of traditional objects and
clothes. Traditions and their presentation have been researched e.g. by Cocq [7],
who focuses on the Sámi in Sweden. They write about traditionalization and
its relationship to revitalization, exploring how traditions are presented online
by different institutions and their effect on people’s identities [7]. Aikio [1] has
looked at photographs in the old exhibition of Sámi Museum Siida and analyzed
how Sáminess was presented there, noting that the old exhibition did not include
enough of contemporary Sámi life, but shows it as something in the past. The
museum renewed its exhibitions in 2022 and involved Sámi communities in the
process [1].

Indigenous HCI as a concept has been around for a while, [18] but appears to
be somewhat still lacking in the broader HCI community discussion. A workshop
organized by Lawrence et al. [25] was aimed at anyone involved or interested in
the context, and included a definition; “Indigenous HCI involves work across
all aspects of the computing ecosystem including education, research, design,
development and implementation.” Different approaches can be applied when
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working with Indigenous communities and HCI topics. For instance, cultural
adaptation in user interface (UI) design has been demonstrated and applied by
integrating local objects and components into the GUI metaphor design [14,52].
Co-design and Indigenous-led processes have been suggested. Magnani et al.
[30] have presented a community-based method of making digital 3D models of
Sámi cultural heritage objects. An approach to HCI design projects with Indige-
nous people leading them has been described by Peters et al. [38], who do not
think mere participation is enough. Their approach includes user-leadership in
the co-design process led by Indigenous university students. One suggested way
of exploring and promoting Sámi identities and intangible cultural heritage by
the community has been game development, e.g. through the event Sámi Game
Jam by Laiti et al. [24]. Their approach involves Sámi people participating in
game-making and telling stories through interactive digital media: video games.
Heimgärtner [13] has suggested a model for cultural influence on HCI, including
the local and Indigenous contexts. Different cultures have varying perspectives
on concepts such as time, communication, and space, which should be considered
in the design and development process. Through co-creation methods, Indige-
nous knowledge can be conveyed into digital technologies [49]. Zaman and Falak
[53], who have sought to create an Indigenous HCI paradigm, emphasize the
need for designers to engage with the local community. While technology can be
adapted to different contexts, in some cases, applying digital technologies has
been entirely discarded in the design process due to them not fitting the goal of
the projects or the local community goals, as noted by Kelly and Taffe [22] in
their case study with Indigenous community museum. Their involvement with
co-design work led to the understanding that the digital solutions would not be
optimal in the presented scenario, but it is noted that they should be evaluated
case-by-case. Thus, technology should not be leading the design process.

2.2 Designing and Evaluating Digital Heritage Applications

A plethora of studies exists that have addressed the different aspects of designing
interactive technologies for museums and exhibitions and evaluating their usabil-
ity and UX. The area has been of interest to many researchers, and designing
for cultural heritage fosters an active research community in HCI [2,6]. Much of
the prior art has presented examples and case studies of integrating digital con-
tent and interactive technologies into museums and reported the advantages of
interactive exhibitions. For instance, Hornecker and Stifter [17] have addressed
interaction design in museum exhibitions. They note how the interactive instal-
lations with tangible physical elements interested all kinds of users. Our earlier
study on museum experiences confirmed the need for interactivity and noted the
importance of considering ethical issues [33]. Konstantakis and Caridakis [23]
suggest that cultural heritage institutions should consider the User Experience
before, during, and after the visit for better satisfaction and impact on visitors.
They conducted a survey to represent different aspects related to Cultural User
Experience by looking at 37 applications in the field. They also note the impor-
tance of the user’s expectations, which will affect their actual perception of the
experience.
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In our research, we especially focus on presenting digital 3D content as part
of the museum exhibition. A case study by Micoli et al. [31] shares the design
process of an interactive touchscreen application with 3D content and hotspots,
explaining the different content levels and relations between the selected objects
and the different levels of the program. The content for their app is a complex
museum collection, and they suggest giving the visitors connections between the
physical exhibition and digital information. When comparing the visitor’s expe-
rience between attending physical and virtual exhibits, Wolf et al. [50] report
the pros and cons. Whereas VR was appreciated for allowing access from any-
where, anytime, the VR experience was criticized by participants for losing the
authentic atmosphere.

The prior art has also addressed the methodological approaches to studying
museum experiences. Hornecker and Nicol [16] have performed a comparison of
user studies both in a lab setting and in the wild with the same museum game
application on touchscreens. They note how the context of the study matters
and details such as the installation setup or group behaviours and interactions.
Konstantakis and Caridakis [23] also note how instead of only lab studies, field
studies are needed to understand the audience. Karoulis et al. [20] conducted a
survey and a walkthrough session to evaluate a system with experts. They sug-
gest that domain experts (e.g. museum curators) and usability experts should
be utilized when conducting expert usability evaluations for museum applica-
tions for best results. Barbieri et al. [3] have proposed a user study methodology
for virtual museums, in their case, comparing two design alternatives for inter-
active 3D content presented on a screen. Their methodology included metric
tasks, a questionnaire as well as an interview. Using multiple methods allows for
understanding the results more deeply.

3 Design Context and Process

In this section, we share the background of the design context, as well as the
design processes.

Sámi culture. The Indigenous Sámi people live in Sápmi, in the Northern parts
of Norway, Sweden, Finland, and Russia, with many subgroups and languages
(e.g. Valkonen et al., [46]). The research and design process presented in the
following focuses on the theme of the Sámi dress, Gapta (Gákti in Northern
Sámi). The dress is traditional Indigenous clothing but continues evolving with
the culture, like Magga [29, p.50] writes, ‘A living gákti tradition implies a living
Sámi culture. And vice versa.’ Thus, the Gapta is a central part of the living
Sámi culture and identity building and in a key role when a museum exhibition is
considered. The exhibition included nine showcases, each with 2-3 Gaptas from
different regions of Sápmi. This also meant that the designed program was pre-
sented on nine different screens next to the showcases. The aim of the exhibition
was both to show the old dresses, as well as modern skills in dressmaking and
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evolving traditions, showing that the culture is still living (Fig. 1). During the
development process, three seminars were organized for understanding the Sámi
culture for the outsiders of the Sámi community.

Fig. 1. Testing the program’s UI in the lab (left) and at the museum (right).

The Development Process. We organized three teams, each with different
roles in the program development (Fig. 2). First, the programming team devel-
oped the technical part of the program with Unity 2022. Second, the design
team worked on the graphics and UI, including the program’s UI layout, icon
design, typography, usability, and user flow. Third, the museum experts eval-
uated whether the program fulfilled the requirements for their exhibition, pro-
vided the content for the program, and finally acted as quality assurance testers,
identified any errors to fix, and confirmed the program’s quality. Initially, various
technologies were proposed (e.g., holography, augmented reality, and virtual real-
ity); however, the ideas using them were discarded due to a disaccord between
the technologies, the context of the exhibition, and the selected topic. Collabo-
rating with Sámi culture experts was educational and it helped the designers to
understand cultural factors that needed to be considered in addition to usabil-
ity and technology, for a successful outcome. Special care had to be put into
ethical perspectives, in order to support the Sámi experts’ visions and highlight
their culture in an inclusive way. Trust and good communication were essential
parts of the collaboration in order to learn and understand the cultural mean-
ings and their significance. A similar iterative five-step framework for developing
a game in a museum context has been described by Gestwicki and McNely [9],
and the authors highlight that regular meetings with the project team encourage
empathy.

During the development, each team co-operated to improve the program’s
quality iteratively. For example, after the initial concept was decided, the pro-
gramming team worked with the design team to concretize the program layout



Augmenting Indigenous Sámi Exhibition 603

and user flow. Meanwhile, the design team communicated with the quality assur-
ance team to clarify the design requirements. The quality assurance team then
talked with the programming team to confirm whether a desired feature for
the program was feasible within resources. A weekly meeting was held with all
three groups to synchronize the development process, share updates on each
team’s status, and identify more improvements for our program. The work was
conducted online because of the COVID-pandemic and long distances, but the
team members were able to meet during the final user testing and data gathering.

Fig. 2. Roles for each team in the program development.

The dresses are quite detailed and have a lot of different textures and pat-
terns. Instead of using 3D models, which require professional skills (e.g., mod-
elling and texturing) to create with a certain level of quality for the exhibition,
the dresses were filmed as 360-degree videos. The resulting video was then imple-
mented in Unity to appear as a 360-object, which can be observed from all sides
by rotating with the user’s touch gesture. Considering the environmental context
and readability of Gapta content, we used nine Windows PCs with 17-inch touch
screens with 1920× 1080 resolution to run our program for the Gapta exhibition.
The hardware was hidden behind the walls and showcases to avoid hindrance to
user engagement for the exhibition.

User Experience and User Interface. In the UI design process, much atten-
tion was paid to the wishes of the museum experts, as they know the content
best. The UI was designed to suit the museum’s style regarding fonts and colours.
The exhibition room was renovated, therefore, the new program’s visual look was
considered to fit the space and aesthetic. In addition to the visual look, issues
related to usability had to be considered, such as how readable texts and pic-
tures are. Special attention was paid to ensuring that the program was inclusive
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and usable from visual and cognitive standpoints and physical aspects, such as
the user’s height. The prototype was tested on a simulated colourblindness site
and several font sizes to consider different users. The design focused on assisting
people in navigating the program by using icons and animations, for example,
on the hotspots, encouraging users to notice them. Special care was put into the
graphic design of the map, which shows the area where the clothes are tradition-
ally used. As Sápmi hasn’t traditionally regarded country borders, the designed
map only featured a dotted line as the borders between Finland, Sweden, and
Norway.

We used a virtual prototyping method (e.g. Wang [47]) during the design
process. It helped to focus on what the UI must enable in interaction scenarios.
Virtual prototyping created an opportunity to test and develop the UI iteratively
and allowed the museum experts to test the prototypes remotely. We decided to
utilize only touch-based interaction due to the environmental context. Firstly,
Remote gesture-based interaction (e.g., hand or full body tracking) were not
applied in order to avoid too challenging a learning phase for interaction. Touch-
based interaction is a familiar modality for people in the smartphone era; hence,
we employed it as the primary interaction modality. Secondly, since the nine
programs work in the same space, audio-based interaction (i.e. voice command
and auditory output) would cause a jarring scene with overlapping sounds. Since
hearing is one of the five human senses, sounds could take a huge role in an overall
user experience either positively or else [19,27,51].

Fig. 3. Visitor using the touchscreen in the museum exhibition, with the physical
Gaptas in a showcase.

4 Method

Here, the methodologies applied to the conducted user studies are described.
We conducted two types of user evaluation to gain a better understanding of
how the visitors received the renewed exhibition and program. The first was a
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questionnaire comprising general questions about the museum exhibition and
the short version of the User Experience Questionnaire (UEQ) [42]. Another
evaluation was individual interviews and complimentary surveys (SUS) [5] with
exhibition visitors. The two evaluations had a different set of participants from
each other.

Questionnaire. We prepared a three-page questionnaire, including a consent
form to ask for participants’ agreement for data collection. The questionnaire
was left for two weeks near the Gapta exhibition (Fig. 3) with an advertisement
for the museum visitors to fill it in. The participants were asked to return their
answered questionnaire to the museum reception before they left. The question-
naire had 27 participants, ages 16 to 79, with a a mean of 41,8. Most of the
participants identified as female (78%), 19% as male, and one participant as
“other”. Six participants had never visited the museum exhibition before, while
13 participants had only visited the old exhibition, one only the renewed exhi-
bition, and seven participants had visited the old and the new one. 19 people
reported that they were from Sweden and the rest from Europe and Africa.

The first part of the questionnaire included background questions and gen-
eral questions related to the exhibition and its subjective usability. The next
page featured UEQ, and to reduce the answering time for the museum visitors,
we used the short version of UEQ, which only has 8 out of the 26 items from
the original version. Four items (“obstructive/supportive,” “complicated/easy,”
“inefficient/efficient,” and “confusing/clear”) in the short version UEQ repre-
sent a pragmatic quality related to perceived usability. The other four items
(“boring/exciting,” “not interesting/interesting,” “conventional/inventive,” and
“usual/leading edge”) represent a hedonic quality of user experience. Partici-
pants rated their impression of the program on a 7-step scale from −3 to 3.
Selecting a negative value meant the participant thought the negative term fit
the experience. In contrast, a positive value referred a positive term. When the
participant felt none of the terms fit, they were asked to select zero as neutral.
The questionnaire also included additional questions to identify helpful design
elements for using the program. In addition, we asked whether the museum vis-
itors would have wanted to use a different interaction modality for input (e.g.,
a voice command, or body gesture) and output (e.g., music or speech).

We utilized the analysis tool provided by UEQ developers [15]. With this
tool, we could get the means of each item, quality, and overall evaluation. The
results were also benchmarked based on the data from 21,175 persons from 468
studies to check how well the program performed [15]. The additional answers
were then coded [41] to find which elements were helpful for using the program
and what is the museum visitors’ opinion regarding the interaction modality of
the program.
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Fig. 4. The interview data was organized by affinity mapping

Interview and Observation. For deeper qualitative insights we conducted
one-on-one interview-based usability tests with seven participants. The partic-
ipants were recruited from museum visitors by both the researchers and the
museum staff. The interviews were conducted in a private room at the museum,
where the participants were presented with a screen that resembled the one used
in the exhibition. All the participants (n=7) were female, with six Swedish and
one Finnish participant. One of the participants reported their age to be between
26-35, one participant was 36-45, another 56-65, and the rest, four participants
were 66+ years old. When it comes to the demographics, it is worth noting that
215 people visited the museum during the two days of user testing, of which 190
were locals. The local town’s population of around 4,800 is mainly seniors over
65 years old. One of the participants had never visited the museum before, while
four had already visited the old exhibition and two the new one. One usability
test session lasted approximately 20 min, and the participants were compensated
for their time with a small gift from the museum shop.

The in-depth user study process consisted of the following stages:

– 1) Initial briefing about the study and filling out the consent form,
– 2) performing three tasks and participating in a semi-structured interview,
– 3) filling out the end questionnaire and System Usability Scale (SUS)

Informed consent was explained by the researcher and signed by the partic-
ipant before the study was conducted. The participant was tasked with finding
the manufacturer of the clothing, a map, and a close-up photo of the lower part
of the jacket or shoes. Their interactions with the touchscreen were recorded and
counted. Immediately after the participants finished the tasks, we conducted a
semi-structured interview about their experience, the touchscreens’ perceived
usability, and functions. The interview was audio-recorded and transcribed. It
was followed by a short questionnaire, where the participant filled out their
background information and answered three open-ended questions. Finally, the
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participant filled out the System Usability Scale (SUS), which is used to measure
subjective usability. It consists of a ten-item questionnaire with a 5-point Lik-
ert scale, from strongly agree to strongly disagree. The SUS score was counted,
and the interviews were analysed by affinity mapping [28,32] the answers and
observations (Fig. 4). The users’ performance was calculated by the number of
interactions with the touchscreen. The SUS score and performance results were
validated by comparing them to their individual performance.

5 Results

Here, the results of the two data sets are shared, first the general questionnaire
and then the user testing session, including an interview, observation, and survey.

5.1 Questionnaire

While there were 27 participants total, one participant stopped answering the
questionnaire after the background questions and one general question and wrote
that the screens did not work. The questionnaire respondents were presented
with three 5-Step Likert-scale questions related to the exhibit;

– The Gapta exhibit was interesting (n = 27). mean = 4,74
– The Gapta exhibit was easy to use (n = 26). mean = 4,73
– I feel like the Gapta exhibit is part of my culture (n = 23). mean = 4,05

A few participants pointed out in the third question that they were not Sámi,
thus unable to respond.

When asked about their feelings on combining technology with old museum
objects, 23 participants responded positively, such as: “Good. The technology
provides opportunities for extensive information on a small and discreet surface”
(Participant 8) and “Super! Easy to navigate and immerse themselves in what
you think is interesting” (P18). Three felt neutral or had mixed opinions, saying
“It’s good as long as it works” (P23) and “I would say it wouldn’t hurt to combine
technology with the museum object as long as it doesn’t override” (P4). When
asked for their first impressions of the exhibition, the participants expressed
things related to visuals, such as colours, lights, information, culture, dresses,
and atmosphere. When asked for other comments on the topic, participants
reported various things, such as general notes on the exhibits, opening hours, or
missing information. A few participants expressed pride related to the culture
being showcased well; “I like to see our culture highlighted in such a good way”
(P16), “Feeling proud of this cultural, historical heritage” (P7). One participant
reported that the touch function was hard to use (P22), and another pointed
out related to the dolls and their gender and that it was nice to see the children,
not only with women (P20). One person commented that they missed the old
texts from the previous exhibition, “..they showed the important things we do
not always talk about in Sápmi” (P17).
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Fig. 5. The mean values of each item in the user experience questionnaire (UEQ).

Regarding the UEQ data, two participants (P11 and P25) were removed from
the analysis due to missing answers. One participant (P25) skipped answering
the additional questions about interaction modality. In total, 25 participants’
questionnaire responses were used for the UEQ data analysis, and 26 partic-
ipants’ responses to the questions about interaction modality were examined.
We got a mean of over 1.67 for all items from a scale of −3 to 3. The item
“confusing/clear” received the highest mean of 2.58, followed by “not interest-
ing/interesting” with a mean of 2.40. On the other hand, the item “usual/leading
edge” was rated with the lowest mean of 1.67. The second lowest item was “con-
ventional/inventive” with a mean of 1.88. Figure 5 depicts the means and 95%
confidence interval of each item. Since all the items received positive results, they
are highlighted with bold text. The pragmatic quality received 2.27, while the
hedonic quality achieved 2.03 on a scale of -3 to 3. Consequently, our program
was evaluated positively for both pragmatic and hedonic aspects, with a mean
of 2.15 for the overall quality. The benchmark result (Fig. 6) suggested that our
program is rated positively for all qualities compared to other programs. The
results of every item reached an “Excellent” grade, the highest grade in the
benchmark.

For helpful elements chosen by the visitors, icons were found to be the most
helpful for navigating the program by 23 participants, colour differences by seven
participants and familiar designs by “six” participants. Altogether 25 partici-
pants answered yes when asked if they liked controlling the screen with touch,
and two (P22 and P25) did not respond. Some of the explanations for enjoying
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Fig. 6. The benchmark result, based on 21,175 persons’ answers from 468 studies.

it included it being easy (P4, P1, P11, and P12), being able to choose what to
read or see (P15, P21, P23, and P27), “To be able to see the 3D model”, proba-
bly meaning the rotatable dress (P20), feeling activated (P24), and participating
(P14). The participants were asked whether they would like to use another way
to avoid touching the screen, and eight agreed. Four selected hand gestures as an
alternative way, two chose body gestures, and one selected “other” and wanted
to use a pointer. 21 participants answered “yes” when asked if the texts were easy
to read; three gave a mixed answer, one said no, and another did not respond.
Regards to the text, the responses indicated that it was clear (P5, P12, P18, and
P23), the font size was right (P4, P13, and P22), it had good resolution (P4) but
was too long (P2 and P22), spacing was dense (P24) and scrolling to read the
text was a negative experience (P1 and P27). 14 participants wished that the
pilot would contain audio. Five people wrote they wanted to hear music (P2, P3,
P4, P15, and P23), two wished for joik, which is traditional Sámi singing (P5
and P12), speech was requested by three participants (P11 and P14), and also
the need for the texts to be read aloud was expressed by two participants (P17
and P18), a narration was wished by two; one who also liked to have music (P4)
and another participant wanted an artisan to explain about their process (P9).
The last participant, who answered that there was no need for audio, noted that
headphones would be needed if there were any sounds (P8).

5.2 Interview, Observation and Survey

As part of the interview analysis, the qualitative information was categorized
and sorted using an affinity diagram, called affinity mapping. We noted that the
participants’ previous technical knowledge affected their use of the touchscreen,
as two participants had previous work experience that supported learning new
functions and searching for information. In contrast, one participant had no
technical knowledge and required guidance to use the screen. The participant
could not finish the procedure without help from the facilitator. The different
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technical knowledge levels helped us comprehensively understand the museum
visitors’ needs. Overall the participants scored the touchscreen very highly on the
SUS, with an overall score of 85, “excellent” (Table 1). The participant with the
lowest rated SUS score (62.5, good) was also the one with the least experience
with technology. Even when she noticed the added value of the touchscreen, she
would not necessarily use it in her everyday life, as she stated, “You look if you
are interested, as simple as that.” (Interview Participant 2). When analyzing
performance, time, observation, and clicks had to be considered. We found that
some users progressed by touching the touchscreen immediately, while others
read the whole page and interacted only after considering the options.

Table 1. Table of each participant’s time and clicks required for completing the tasks,
with the SUS score to compare.

Participant Manu-factorer Map Lower part of the jacket or shoes SUS

nr age clicks sec clicks sec clicks sec score

IP1 26-35 10 58 1 12 26 40 87.5

IP2 66+ 8 158 1 16 4 50 62.5

IP3 36-45 1 7 1 3 10 26 90

IP4 56-65 2 9 1 1 27 92 85

IP5 66+ 1 7 1 6 7 145 92.5

IP6 66+ 1 3 2 6 4 83 85

IP7 66+ 1 5 1 4 3 48 95

Mean: 3.43 35.29 1.14 6.86 11.57 69.14 85.36

With the help of the survey results and affinity mapping, we were able to
evaluate the perceived usability and learnability of the touchscreens. Two things
stood out very clearly in the results. Firstly, recognizable functions improve the
participant’s immersion and comprehension of the interface and secondly, unrec-
ognizable icons lead to the participants not finding and using functions that
would have made the use easier or opened up new sections in the program, e.g.
stating after task 3 (find the lower part of the jacket or shoes), “it is clear that
it[the experience] will be completely different if knowing it[the function]” (IP7).
The problem was mostly remarked on the sliding gesture and hotspots. As a
result of the participants not understanding the rotating mechanism, they could
not comprehend and use hotspots, which led to them never discovering the close-
up photos on their own. During the analysis, we noted and categorized the visual
aspects that stood out in the data. Three participants mentioned that the inter-
face was either calm, discreet, or non-intrusive, and most participants mentioned
the size or amount of pictures as a positive influence on their experience. The
neutral, photo-centric interface was believed to present the images more clearly,
as one participant stated, “The picture was the one that caught my eye. It’s
probably because of the layout” (IP1). While the participants appreciated the
amount of data included in the application, it also exhausted them.
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As for innovations and suggestions for improvements, the participants
expressed a need for more languages, such as Sámi languages. At the time of test-
ing, there was only Swedish and English present. Participants deemed English
necessary, but adding more languages could add to the accessibility and inclusiv-
ity. Some participants had knowledge of the local culture and identity, e.g. one
participant recognized a familiar name on the list of manufacturers and was vis-
ibly delighted. One of the participants pointed out that the height of the screens
should always be set to the standard and be adjustable for better visibility, e.g.
stating “ ..I would like to be able to adjust the height where the screen is placed.
The screen’s viewing angles are such that when the screen is not at eye level, the
colours start fading at the edge” (IP1).

6 Discussion

The design process and the results of user experience evaluation in situ using mul-
tiple methods have been presented. Next, we reflect on our findings and design
considerations and discuss the limitations. Both UEQ and SUS data showed
“excellent” results, suggesting that the program’s user experience and perceived
usability worked well in the wild. Some features were not easily found by the
participants in the interview and user evaluation. The positive aspects reported
by the participants were the visual aspects and the amount and size of photos,
and the familiar icons and interaction method were seen as helpful. The results
also indicate that people could connect to the culture (e.g. feeling proud) when
looking at it on display. When designing interactive screens in a museum envi-
ronment, one should take accessibility, understandability, and learnability into
consideration, in addition to the cultural aspects. In the co-design process, lis-
tening to the substance experts was found critical when choosing the direction
to proceed with development.

6.1 Indigenous Museum as a Design Context

Indigenous museums are a particular design context, requiring special care and
methods. The research presented in this paper was part of a larger work effort
focusing on developing a shared Sámi Museum Language, to be used in the future
for all the Sámi museums working on the topic, featuring museum partners from
Finland, Sweden, and Norway. The process involved creating shared icons for
the museums and imagining and prototyping different ways of presenting cul-
tural heritage content in museums with digital technologies. Perhaps through
co-design methods, interactive technologies can provide a contemporary inter-
pretation of the Sámi culture, which Silvén [44] calls for in order to create new
meanings for traditions. To enable safe and fruitful collaboration, much thought
had to be put into the design work from ethical and cultural viewpoints [11].
This case example operates as a starting point for the work, but further work
needs to be done, as there are multiple museums with varying needs, resources
and cultural areas. As noted in the literature [23], both usability and content
experts are needed to evaluate an interface; therefore, multidisciplinary devel-
opment should be encouraged.
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Some of our results indicated the feeling of cultural identity and the partici-
pants being proud of seeing their culture shown positively. Thus, museums can
have a remarkable role when building a picture of peoples, cultures, and areas,
both for the community and outsiders. As emphasized by Harlin [12], for the
Sámi people, material culture, including objects such as clothes, is important
and a way to express things like ethnicity and where one is from. So they can be
an important way of expressing identity, which can also be showcased through
digital storytelling and enhancing traditional physical exhibits with technology.
The literature suggested that sometimes digital technologies can be left out
entirely [22] if a suitable way of including them is not found.

6.2 Familiarity Supporting the User

We found that the overall user experience in terms of pragmatic and hedonic
aspects is positive for the program. Two items in the pragmatic quality, “confus-
ing/clear” and “complicated/easy,” received the highest positive values (i.e., 2.58
for “clear” and 2.28 for “easy”), and we identified potential factors that affect the
user experience from additional questions. The icon was selected by 88% of par-
ticipants (23 out of 26 participants), which could imply that the icon significantly
influenced the positive results. A few participants chose the colour differences for
UI components and familiar UI layout designs. Since familiar design elements
(e.g., UI layout and icon design) are helpful in building an intuitive interface
[4,39], the icon design and UI layout are designed to present a friendly image
that the participants might have experienced before. The questionnaire results
implied that the UI designed with familiar images might help participants get
used to the program through an easy experience. The participants preferred to
interact with their fingers due to the intuitiveness and familiarity of touch inter-
action. Although some participants sought an alternative interaction modality
instead of touching a screen due to the concern of hygiene after the COVID-
19 pandemic, more than half of the participants (17 out of 26) preferred to
use touch interaction. Hand or body gesture-based interactions require knowing
specific motions to give a command properly.

6.3 Typography for Multi-line Text

We identified that font size and text alignment are impactful elements for reading
in a dim exhibition space. As bigger font size and larger line spacing could
improve the readability [40], tests were performed on readability starting with
size 20 font, 1 line spacing, and various design elements in typography, including
font size, colours, and line and letter spacing. A virtual prototype was used to
test different sizes and types to find a font size that is readable even if the user
wears glasses or their eyesight is not good.

The screens are installed at a height of about 100 cm to enable interaction for
people of different heights, therefore, the taller participants have to look down-
ward. We concluded that the font size 30 with 1 line spacing and sans serif type-
face is suitable for texts with multiple lines. White colour for the text and dark
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green for the background was used to give a higher contrast. Positive feedback
was received regarding the font size for reading from most participants. How-
ever, some noted low readability for various reasons, including lengthy text and
typography-related issues. People are diverse in terms of height, sight, concentra-
tion, and preferences. Accordingly, a possible solution to improve the readability
could be to support customizable font sizes with different line spacing [8].

6.4 Updates and Design Considerations for the Future

After the user tests were conducted at the exhibition, the UI and the system
received small changes, taking into consideration the results (Fig. 7). The biggest
changes included having the top buttons look more like buttons to increase the
UI’s intuitiveness and slowing down the rotation speed for easier interaction and
a better view of the Gapta’s details and adding a 360-icon under the doll to indi-
cate that it can be rotated freely with a swipe gesture. Small adjustments were
also made, such as an updated icon and changing the term for manufacturer to
artisan for clarity. The participants wished for the inclusion of Sámi language(s),
which was the initial plan but was cut out for resource reasons. We hope that
in the future, they can be added. Other desired features included adding audio
and narration, which the museum could consider.

Although the program aimed to offer inclusive design [37] for visitors of all
skill levels, a participant not being able to finish the usability testing tasks with-
out assistance could indicate that touch-based interaction method (i.e., press
and swipe) might be too much for some. Perhaps they can benefit from a shared
experience and join others who navigate the technology in a shared experience.
Several participants wished for audio output while viewing the content in the pro-
gram. We decided to omit any sounds from our program due to the environment
in the exhibition room. However, if a directional speaker could be used, the pro-
gram could enrich the overall experience Furthermore, adding another channel to
deliver the content to the museum visitor could support people with disabilities,
or if a supported interaction modality is not applicable to the museum visitor.

6.5 Limitations

We acknowledge that our work is limited by the number of participants. In our
study, the demographic was not balanced in genders and ages, but the regular
visitors of the museum have to be considered. As this was a study only on one
exhibition, more extensive work could be conducted on different exhibits and
museums to get a broader view of the topic. Also, as mentioned earlier, users’
expectations of the experience will affect their perception of the experience [23],
and as our participants had already chosen to go to the museum, they might
have some positive expectations on the visit.

None of the authors in this paper was Indigenous; thus, we approached the
topic as outsiders looking in. We communicated actively regarding the program
design between the UI designers, program developers, and Sámi museum experts.
An even better understanding of each other’s domain could have been included
if we had more chances to share knowledge.
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Fig. 7. The program being tested after making the changes.

7 Conclusion

Our case study has shown an example of an HCI development process in the
Indigenous design context. Our results implied that the program was received
well by the participants in general as part of the renewed exhibition. We found
some perceived usability issues related to features and finding them, which were
then used to update the program. We also presented suggestions on what to
develop in the future, if possible. We discussed the meaning of applying tech-
nologies to promote cultural identities and heritage, allowing people to learn,
appreciate and recall cultural aspects at a museum. There needs to be more
work between different disciplines in order to showcase Indigenous cultures in
museums in the best way possible.

The process was based on the needs of the museum and the Sámi commu-
nity, focusing on clear information and simple interactions. We feel this topic
is essential in making the HCI community think about specific design consid-
erations related to Indigenous HCI topics, e.g. when working with Indigenous
museums. We hope we can give them insight, on what things to focus on in such
a context. More work is needed around the world in regard to Indigenous HCI.
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Abstract. Virtual reality (VR) technology capably complements exhi-
bitions. Despite the considerable attention to the development of VR
exhibitions, corresponding 3D user interface (UIs) design is in strong
need. In this paper, we focus on the design of 3D UIs for VR exhibi-
tions based on head-mounted displays (HMDs). The paper presents two
workshops: one explores UI design paradigms that improve the user’s
perceived usability and sense of immersion in the VR space, while the
other examines ergonomic arrangements of the UI to address spatial
layout issues. We aim to assist designers and developers by suggesting
design choices, thus saving them time and avoiding the need to start
from scratch.

Keywords: VR exhibitions · Design paradigms · 3D user interfaces

1 Introduction

Virtual reality (VR) technology facilitates access to exhibitions in an innovative
way [1]. With VR exhibitions, visitors can remotely experience digital artefacts
and exhibits without having to physically visit the exhibition site [15]. In phys-
ical exhibitions, visitors are accustomed to specific interaction patterns, such as
navigating around exhibits and reading text or multimedia information on labels
or posters. However, in VR exhibitions, visitors engage in 3D interaction within
the VR space, where visitors perform 3D selection and manipulation tasks, or
navigate by walking or controllers. Although some initial issues in 3D UIs (i.e.,
UIs that involve 3D interaction [14]) have been addressed within the context of
VR environments recently [13,28], there is still a need for research on design
paradigms for 3D UIs that are tailored specifically for VR exhibitions.

The sense of immersion [10] is a crucial factor in exhibitions, as it has been
shown to lead to a greater potential for learning and pleasure [3]. This sense of
immersion is even more important in VR exhibitions, where VR itself functions
as an immersion technology for simulating real-world experiences. Therefore,
designing 3D UIs that enhance the sense of immersion in VR exhibitions should
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be a top priority. Poorly designed 3D UIs can reduce the sense of immersion and
even cause VR sickness or disrupt the virtual environment. Moreover, designers
must consider usability and ergonomic requirements during the design process
to ensure a positive user experience.

In this paper, we target head-mounted displays-based (HMD-based) VR envi-
ronments, where VR exhibitions are 3D modelled for visitors to freely navigate
and interact with 3D virtual objects [7,18,19]. Our goal is to offer a collection
of design paradigms for 3D user interfaces in HMD-based exhibitions. These
paradigms will help designers and developers save time by suggesting design
choices, eliminating the need to start from scratch.

We first conduct an interview to investigate the challenges people face when
designing 3D UIs. We then organise two workshops: a paradigm workshop to
explore the ideal templates for 3D UIs in VR exhibitions, and a layout workshop
to explore their optimal ergonomic arrangements. Based on the outcomes of
the workshops, we contribute to the design paradigms for 3D user interfaces
specifically tailored for HMD-based exhibitions.

2 Related Work

The current state of research on VR exhibitions can be viewed from three pri-
mary perspectives. Firstly, some researchers have concentrated on analysing the
general structures and experiences associated with VR exhibitions [21,24]. Sec-
ondly, attention has been given to the development platforms [12,30]. Lastly,
there have been comprehensive reviews conducted on VR exhibitions [26,29]. In
this work, we particularly focus on the design of 3D UIs in VR exhibitions.

The topic of UI design for VR exhibits has not been extensively explored in
research. Previous works have mainly focused on UI design in physical exhibi-
tion environments, which may not necessarily be directly applicable to VR ones.
Many researchers have studied UIs on PDAs or other mobile devices, [11,17].
For instance, Li et al. [17] presented a prototype for an interactive user interface
based on a mobile platform to enhance on-site museum experiences. Addition-
ally, some researchers have designed and implemented UIs for web platforms, as
exemplified by [27] or for AR platforms [9,23]. However, overall, there is still a
gap in research when it comes to UI design specifically for VR exhibitions.

Furthermore, existing works on UI design in VR environments are not typ-
ically customized for exhibition environments. Some of these works focused on
examining various interaction methods that support VR manipulations, includ-
ing tablet interaction [6], object selection [16], 3D gestures [5], and gaze input [4].
Some of these works conducted case studies and presented UI designs for eval-
uation. Bhowmick et al. [2] proposed an HMD-VR interface to help students
understand atomic structures, while Weiss et al. [28] designed 2D, 3D, and speech
interfaces for completing predefined furnishing tasks in VR environments. Some
studies [8,20] focused on the comprehensive UI evaluation of VR environments.
Lastly, some works, such as [22], aimed to obtain guidelines for VR UI design.
Our paper focuses on studying the 3D UI design specifically for VR exhibits,
with the goal of achieving high usability and immersive user experiences.
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3 Methods

We aim to identify the general design issues in developing 3D UIs for VR exhibits
and proposed solutions by exploring the UI paradigms. The study lasted five
weeks and contained one interview and two workshops. We first conducted the
interview to investigate the difficulties people may have when designing UIs.
The following two workshops were held to explore UIs’ optimum templates and
ergonomic arrangements, respectively.

3.1 Exhibition Scenarios and Participants

We built exhibits in two different example exhibitions: an Egyptian Exhibition
presenting the historic Egyptian culture, and a Computer Exhibition presenting
the technology development of computers. In both exhibitions, we set up several
exhibits related to the exhibition themes, which were well arranged. We designed
the locations and sizes of the exhibits and the stands and kept the space in a
good balance as if in a real-world exhibition. Both exhibitions were developed
on Unity platform and were deployed on the HTC Vive Pro Eye device [25]. All
the exhibit models originated from open-source databases.

There were two groups of participants recruited in this study. The first group
had four experts with rich experience in VR or museum design: three HCI prac-
titioners in VR and one museum researcher. They were all fully experienced with
VR platforms and familiar with the VR device. In this study, they participated
in the interview and the two following workshops. The second group consisted
of five experienced VR users recruited from the computer science department of
a university. All participants had rich prior experience with VR spanning over
three years and were regular users of the VR device. In this study, they took
part in the evaluation of the design choices in the first workshop.

3.2 Interview

The interview was conducted to learn the issues people may have when designing
VR UIs. We first asked the four experts in the first group to design UIs freely
for the exhibits from scratch. We provided them with background information
(including videos, images, and text) introducing each exhibit. During and after
that, we recorded their design process and asked them questions on two aspects:
the workflow of developing UIs and the difficulties they had when designing and
developing UIs. We summarize our findings as follows:

Workflow of Developing UIs. Based on the feedback from the interviewees,
the process for UI development typically involved two main stages. The first
stage involved creating or selecting UI elements. For instance, they designed UI
elements such as image and video components, as well as operational panels.
Additionally, they chose raycasting as the hand-controlling method for the UIs.
The second stage of the process involved arranging the selected UIs around an
exhibit, which involved determining their spatial layout in relation to the exhibit.
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Design Difficulties. When discussing the issues in creating and selecting UI
elements in VR, one interviewee commented that there were too many options
when deciding how UIs looked, which cost a lot of time for him to hesitate and
make a choice. They argued that there were few previous cases concerning UI
design for VR exhibits, except for realistic exhibits. One interviewee mentioned
that it would be better if there had been some UI templates already validated as
the ideal form of VR exhibit UIs. When discussing the issues in arranging UIs
around an exhibit, all interviewees commented that it was very time-consuming
and exhausting to arrange every UI element near an exhibit properly.

3.3 UI Paradigm Workshop

The goal of this workshop was to explore the UI paradigms for VR exhibits, based
on design difficulties articulated above in Sect. 3.2. We invited those four expert
participants to brainstorm possible UI types in VR. After brainstorming, they
designed and implemented these UIs for exhibits in both exhibitions scenarios.
We conducted the evaluation of UI choices to explore the UI paradigms.

Preparation. To provide consistent VR experiences for participants, we stan-
dardised participant avatars’ parameters when they start navigating. In the VR
scene, we set the initial height of the camera (i.e., the avatar’s eyes) to 1.75m, as
the expected average height of a person. This height standardisation was kept
along all the VR scenarios in this paper afterwards.

Brainstorm and Implementation. In the brainstorming session, participants
were asked to find the UI paradigm solutions. They first came up with four com-
mon UI element types for VR exhibits, including video UIs, image UIs, text
UIs, and operation UIs. They also discussed the 3D manipulation (3D touch-
ing, selecting, and clicking) and spatial navigation methods that could highly
impact the interaction experience in VR. Later, when asked about the specific
design choices for each of the UI types, they concluded with different design
paradigms for image UIs and operation UIs. They also agreed on several common
3D manipulations and spatial navigation methods. In the end, they implemented
these design choices in the two example scenarios, as shown in Fig. 1. They also
agreed on one typical type of text UIs and one typical type of video UIs as the
UI design choices, as illustrated in Fig. 2.

Evaluation. We invited five experienced VR participants as stated in Sect. 3.1,
to evaluate the proposed design choices. They went through three rounds of
evaluation given a set of UIs for one random exhibit. To control the variables,
at each round, except the UIs or interaction methods to be evaluated, other UIs
or methods in the set were randomly given. At round I, participants were given
two operation UIs associated with two 3D manipulation methods, forming four
combinations (O1-S1, O2-S1, O1-S2, O2-S2). At round II, participants were
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Fig. 1. Design options for UI paradigms in VR exhibitions. O1 and O2 are represen-
tative operation UIs. S1 and S2 are representative 3D manipulation methods. I1 and
I2 are representative image UIs. N1, N2, and N3 are representative spatial navigation
methods.

given two image UIs (I1 and I2). At round III, participants were given three
navigation methods (N1, N2 and N3). Participants ranked UI choices by the
extent to which they would like to use this UI based on their perceived level
of usability and sense of immersion, and provided feedback in a brief interview
after each round. We will present the evaluation results in Sect. 4.1.

3.4 UI Layout Workshop

The goal of this workshop was to explore the optimum ergonomic arrangements
for UIs in VR exhibition scenarios as part of the UI layout problem discussed in
the previous interview. As there is usually an optimum area for participants to
stand and observe the exhibits in the real world, we aim to find this optimum area
for the VR ones. Furthermore, we target UI design for an individual exhibit, we
concentrate on looking for the ergonomic arrangements for it when participants
stand in its optimum observed area.

Procedure. We invited the four experts to brainstorm the UI ergonomic
arrangements. During the process, they proposed three key points that are
commonly concerned nowadays when designing UIs in VR: viewer-UI distance,
the field of view, and text size. Despite some similar guidelines summarised by
designers previously (published on blogs or video websites by designers from VR
companies), we aimed to discover the specific ergonomic arrangements for VR
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exhibits. As the complexity of ergonomic issues, we asked the participants to try
as many options as possible and give their feedback on the optimum ergonomic
arrangements through experimenting on several exhibit UIs. We will present the
workshop results in Sect. 4.2.

4 Results

We present the results from the above two workshop studies. The summary of
our findings is illustrated in Table 1.

Table 1. Summary of the design paradigms and optimal ergonomic arrangements for
3D UIs in VR exhibitions.

Operation UI &
Manipulation
Methods (O-S)

Image UIs (I) Navigation
Methods (N)

Viewer-UI
Distance

Depression Angle
for Operation UIs

Font Size for
Text UIs

Participant
Feedback

O1-S1 (0%); Demonstration 9.8 degrees 0.1 under Scale 1

O2-S1 (0%); I1 (100%) N1 (0%) UIs: 3.5m;

O1-S2 (100%); I2 (0%) N2 (0%) Operation

O2-S2 (0%) N3 (100%) UIs: 2.6m

4.1 UI Paradigms

We present results from the paradigm workshop. 100% of the participants ranked
O1-S2 the most favourable UI design out of four choices. They reached an agree-
ment that O1 was easier to use than O2. Some commented “having all functions
in one panel makes O1 clean and compact”. Concerning the 3D manipulation
methods, they thought that the hand touch method (S1) required a closer dis-
tance between UIs and participants preventing the content on UIs from being
clearly seen. One added that the hand-touch method demanded higher selec-
tion accuracy. On the contrary, they concurred that the raycasting manipulation
method (S2) was more convenient and easier to use, since it allowed participants
to control manipulation wherever they stood. When ranking image UIs, 100%
of the participants preferred the animated image-switching bar (I1). They liked
its smooth image-switching effect and commented that it was more interesting
and interactive, compared to a typical image-switching bar (I2). When rank-
ing the spatial navigation methods, 100% of the participants voted to choose
N3. They mentioned that the movement method (N1) was closer to real-world
walking circumstances and more precise, but it could cause dizziness problems.
The teleportation method (N2) had higher efficiency in movement but lacked
precision. N3 took advantage of both methods and facilitate a more immersive
experience, while one participant mentioned that it might require more learning
costs. Based on the results from the paradigm workshop, we proposed the UI
paradigm solution for individual VR exhibits. We implemented the UI paradigms
in the example scenarios, as shown in Fig. 2. We adopted intuitive text UIs and
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Fig. 2. Illustration of the UI paradigms from the workshop conclusion. T are adopted
text UIs, O1 are adopted operation UIs with all elements in one panel, I1 are adopted
image UIs with dynamic switch, and V are adopted video UIs. S2 are adopted ray-
casting manipulation method. N3 are adopted blend navigation method.

video UIs proposed by the participants’ designs in this workshop. We also imple-
mented the chosen operation UIs with all elements in one panel and the chosen
image UIs with dynamic switch. Lastly, we applied the 3D raycasting manipula-
tion method and the blend spatial navigation method combining both movement
and teleportation approaches.

4.2 Ergonomic Arrangements

We present results from the layout workshop. For each exhibit, participants
reached a mutual result on the optimum viewer-UI distance. When standing in
front of an exhibit, the participants’ best distance to demonstration UIs (such
as video UIs, image UIs, and text UIs) is around 3.5m, while the best distance
to operation UIs is around 2.6m, as operation UIs had a stronger interactive
need. According to the participants’ comments, long distances decreased a sense
of participation in the exhibit, while short distances discomforted them with
squeezed interaction space. The current viewer-UI distance reached a good bal-
ance between the sense of participation and free space. For each exhibit, the par-
ticipants also found the optimum depression angle for operation UIs is around 9.8
degrees, fitting the participants’ comfortable field of view and hand-controlling
posture. Higher operation UIs are unfriendly to hand-controlling postures, while
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Fig. 3. Illustration of the ergonomic arrangements for UIs of VR exhibits.

lower operation UIs are unfriendly to the angle of the participants’ heads or eyes.
Lastly, the participants found that the suitable font size for text UIs is around
0.1 under Scale 1 defined by the Unity platform. This text size was proven to
satisfy participants’ recognition and aesthetic requirements of text description in
VR, given the optimum viewer-UI distance. The overall ergonomic arrangements
are shown in Fig. 3.

5 Discussion

We have presented a set of design paradigms for 3D user interfaces in VR exhibi-
tions, encompassing operation UIs, demonstration UIs, 3D manipulation meth-
ods, and spatial navigation methods. These paradigms aim to provide design-
ers and developers with suggestions for design choices, reducing the need to
start from scratch and saving time. We have also provided recommendations for
ergonomic arrangements of 3D UIs, taking into account viewer-UI distance, the
field of view, and text size.

As the initial study in the field of 3D UI design for VR exhibitions, it is
important to acknowledge that there exist additional types of 3D UIs that were
not covered due to the time and scope limitations of the study. Furthermore, the
evaluation study conducted was of a small scale and had a brief setting. Con-
ducting more in-depth qualitative studies could offer more valuable insights into
the design of 3D UIs. In addition to ergonomic arrangements, it is also important
to address design issues on the spatial arrangement of 3D UIs around the exhibi-
tion object in VR. One significant challenge is the absence of spatial constraints
within these UIs. Moving forward, our future work involves two aspects. First,
we aim to explore and study other diverse and multi-modal 3D UI types, such
as speech interfaces, haptic interfaces, and hand-tracking interfaces. Second, we
plan to conduct more in-depth user studies to examine how different UI choices
impact users’ perceived usability and sense of immersion in VR exhibitions.
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Abstract. This paper describes the design and evaluation of a Multisen-
sory Diorama (MSD) intended as a tool to provide an alternative learn-
ing environment for people with intellectual disabilities (ID) in muse-
ums. The MSD is designed to be interactive, engaging, and accessible to
accommodate the specificities of participants with ID, and to help contex-
tualize and consolidate previous knowledge. The MSD is a portable box
with RFID readers, LEDs, a fan, a photoresistor, a button, an Arduino
Uno, an MP3 shield, a speaker, and an external battery. The MSD offers
two different ways of engagement and interaction via exploration and
gamification: visitors can explore the augmented landscape and play a
matching game that reinforces their knowledge of the food chain in the
forest. In a formative evaluation approach focusing on the accessibility
and engagement with the MSD, a study was conducted with 12 adults
with ID, who provided valuable feedback to improve the design and make
necessary adjustments for future implementations. The MSD proved to
be a successful tool for engaging visitors and reinforcing their under-
standing of the food chain in an interactive and accessible way.

Keywords: Multisensory Experiences · Diorama · Accessibility ·
People with Intellectual Disabilities · Museum · Inclusion

1 Introduction

Museums are spaces of knowledge and cultural heritage, offering a range of expe-
riences that aim to inform, educate, and entertain visitors. Unfortunately, many
people face barriers when accessing and enjoying museums, including people
with intellectual disabilities (ID). The barriers include the complexity of infor-
mation and lack of inclusive interpretation. To address them, there has been
growing interest in developing inclusive practices and accessible environments in
museums. In particular, there has been a focus on enhancing the multisensory
experience of museums by engaging multiple senses and modes of communication
[11].
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Multisensory experiences can facilitate learning and engagement and can
enhance the accessibility of museums for people with ID. One approach to cre-
ating multisensory museum experiences is through dioramas, which are three-
dimensional models or displays showing a scene or an event. Dioramas, which
can provide a rich and immersive experience, allow visitors to explore different
perspectives, time periods, and cultural contexts while promoting and enhancing
learning and critical thinking.

This paper explores the potential of multisensory experience dioramas to
enhance accessibility and engagement in museums for individuals with intellec-
tual disabilities. Specifically, in Sect. 2, we will review the literature on intel-
lectual disabilities, museum accessibility, and multisensory experiences. Further,
Sect. 3 will present our objectives, implementation, and interaction and gamifi-
cation plan. Section 4 will present the evaluation of a multisensory experience
diorama designed for a museum exhibition. We will also discuss our findings
in Sect. 5. Finally, we conclude this paper and highlight limitations and future
considerations in Sect. 6.

2 Background and Related Work

Intellectual Disabilities (ID) are neurodevelopmental disorders characterized by
deficits in cognition and adaptive functioning [1]. The severity can vary widely,
with some people facing minor issues and being able to live relatively indepen-
dently with the right support, while others may need significant and perma-
nent assistance [26]. Assistance is especially needed in the context of formal
and informal education [20], as learning can be difficult for individuals with ID
without accommodations or modifications [15]. This is due, in part, to intellec-
tual function limits, which may include issues with abstract concepts, memory,
problem-solving, planning, reasoning, and generalization [1,9,32].

In recent efforts to provide inclusive interactive technologies, the multisen-
sory approach has received special attention [16]. Multisensoriality for people
with disabilities has been employed with different applications, ranging from
multisensory smart objects [2,13,24] to multisensory environments [5,18,25],
and with different goals, such as relaxation [10], communication [24], and learn-
ing [2]. Indeed, multiple sensory modalities can benefit learning [29] as they
present information that can be more accessible according to the preferences of
the learner [21], enhancing learning opportunities for everyone [4]. Multisensory
experiences can also be found in museums, where multisensory technology creates
immersive experiences and empowers imagination [11]. Regarding accessibility,
multisensory solutions typically focus on visual impairments [19], as visual infor-
mation constitutes the majority of museums’ content [11], and visitors with ID
received less attention in HCI technologies.

When it comes to enhancing learning experiences, natural history museums
frequently employ dioramas [12,31], which are “three-dimensional depictions
of animal-landscape sceneries that include real or artificial models of animals
in combination with background paintings and natural or artificial requisites”
[14]. Because of their educational value [30], their potential in relation to HCI
has been investigated to understand how technology could enhance dioramas.
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Although museums are the most common setting for digital dioramas, there
are also applications set in schools to provide hands-on experience with science
concepts [3,6,27]. Aside from traditional physical ones [3,27,28], there are vir-
tual reality dioramas [6,22,23], augmented reality dioramas [7,17,23], and mixed
reality dioramas [8]. Interaction is typically achieved through external controllers
[6,8,22,23,27,28], with only a few opting for physical interaction [3,7,17], high-
lighting a lack of multimodality. Similarly, there is a lack of multisensoriality.
The sensory output of digital dioramas is primarily visual, with occasional incor-
poration of auditory feedback [3,7,28] and even less frequent incorporation of
haptic output [28]. The latter is the only one designed specifically for people with
disabilities, explicitly those with visual impairment. The target users of digital
dioramas are not always specified because they are appealing to a wide range of
people [8,22,23], but when the design is specific to a defined population, targets
are usually children [3,6,7,17].

3 Design

3.1 Rationale and Objectives

Thanks to informal learning, museums can provide an effective informal alterna-
tive learning environment for people with ID. In particular, dioramas can provide
explicit and immersive representations of information that can be more easily
understood. After visiting a Natural History museum with people with ID and
observing their reactions to playful interactions, we conducted a focus group
session with a psychologist, educators, and the museum’s researcher. Together
we explored the feasibility, requirements, and features of a tangible interactive
object to place inside the museum. Inspired by the literature and the museum’s
content, we envisioned a Multisensory Diorama (MSD) focused on the food chain.
As the group of participants was going to learn content about wolves and rein-
deer, the educator suggested focusing on that topic and proposing an activity
that could be placed inside their learning process. Following the focus group,
the content of the museum, and accounting for the learning objectives of the
participants, we extracted the key considerations that should have been taken
into account during the design phase:

1. Engagement: The diorama should be designed to be interactive and engag-
ing for the participants, to involve them in a memorable and meaningful
learning experience;

2. Accessibility: The diorama should propose multisensory feedback to accom-
modate the specificities of the participant with ID. It should leave the par-
ticipant the possibility to choose how to engage with it and should be easy
to use;

3. Learning: The diorama should help contextualize and consolidate previous
knowledge.
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3.2 Implementation

The MSD presented in this paper is a portable box with the scenery on top and
the electronics inside. To recreate the landscape, a green textured cloth miming
grass covers the surface. On the front are three cards with pictures and names of
mouse, moss, and reindeer. Each card has its own RFID reader housed inside the
box. Red and green LEDs are on the left side of the box and next to the cards.
Statuettes of wolves and reindeer occupy the middle portion of the surface, and
two of them stand on a white card-shaped RFID tag. Paper trees with thin
branches and leaves that can easily shake with wind serve as a backdrop for the
game. The wind is generated by a small fan located directly behind the trees.
It can be activated by a photoresistor placed among the trees and a button on
the diorama’s left side. RFID readers, LEDs, the fan, the photoresistor, and the
button are all connected to an Arduino Uno, which is equipped with an MP3
shield, a speaker, and an external battery. Figure 1a shows the components.

Fig. 1. MSD: Components’ description and the box inside the museum.

3.3 Interaction and Gamification

The MSD offers visitors an interactive experience in a forest setting, where they
can observe wolves and reindeer. The diorama is designed to provide two differ-
ent ways of engagement and interaction, allowing visitors to choose their own
experience and make their visit more memorable. Visitors can explore the aug-
mented landscape, where they can touch the MSD’s elements to discover their
textures, activate the wind, and move the animals. This allows visitors to expe-
rience the forest environment hands-on and understand the different elements
that make up the ecosystem. They can also play imaginative games set in the
forest, which will make the experience more fun and creative.

In addition, visitors can play a matching game that reinforces their knowledge
of the food chain in the forest. The game is based on the prompt “Who eats
what?” and visitors can pick up the animals from the scenery and place them
on top of the image of their food. The answers provided are mouse, moss, and
reindeer. If the participant selects the wolf, the correct answers would be mouse
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and reindeer. However, if the participant selects the reindeer, moss is the correct
answer. When the answer was wrong, a red LED lit up, and a feedback sound was
played, encouraging participants to try again. On the other hand, if the answer
was correct, a green LED lit up, and the speakers played a sound associated with
the animal. Every time a match was made, the diorama vibrated. The game is
designed to reinforce knowledge about the different animals and their role in the
ecosystem in an interactive way. The simple mechanic and interaction are meant
to enhance accessibility and improve understandability.

4 Evaluation

4.1 Method

To evaluate the accessibility and engagement of the MSD, we conducted a study
at a Natural History museum. Participants were first given a tour of the museum
room with the wolf and the reindeer and were given a brief refresher on the
animals featured in the diorama. Afterward, the MSD (Fig. 1b) was placed on
a table between the animal statuettes and a stool was provided for participants
to sit on. The participants then entered the room individually for a one-on-one
session with two researchers present. One researcher was leading the experience
and was standing beside the participant to guide them through the activity, while
the other researcher was standing in the corner of the room, taking notes on the
participant’s interactions and observations and filming the experiment for further
analysis. Participants were first given the opportunity to explore the diorama
freely. We then provided a brief overview of the MSD and its purpose, and later,
the leading researcher presented the matching game promptly. The researcher
handed the animal with the tag and asked the participant to place it on its food.
At the end of the session with the MSD, the researcher showed participants
any interaction that they hadn’t tried at the beginning of the session. Finally,
we requested that participants exercise their free will in selecting between the
MSD and other familiar options, including a Museum app, an Augmented Reality
app, printed easy-to-read text, and augmentative and alternative communication
(AAC) pictograms. They were asked to choose their preferred option in sequence
until the final alternative. After the session, participants were interviewed by an
educator in a separate room, where they were asked to describe the diorama,
the activity, and express their opinions about it. This approach allowed us to
gather valuable feedback on the accessibility and engagement of the MSD and
make any necessary adjustments for future implementations.

4.2 Participants

The study involved a sample of 12 adults with ID, 8 women and 4 men, who were
chosen to participate in a museum visit by their educator from the same associ-
ation. It was made possible by an ongoing agreement between the participants’
association and the research organization involved and formal approval from the
ethical committee of the researchers’ institution. The association ensured that
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both legal guardians and participants knew the research purpose and that par-
ticipation was voluntary. This was an important aspect of the study as it ensured
that all participants were willing and able to participate in the experience. Three
participants had a mild disability (P3, P5, P10), eight had a moderate disability
(P1, P2, P4, P6, P8, P9, P11, P12), and one had a severe disability (P7), pro-
viding a representative sample of the population. Regarding age, 2 participants
were under 40, 4 were between 40 and 50, and 6 were over 50. To ensure that all
participants were comfortable during the study, frequent reminders were given
that they could opt out of the activity at any time. This was an important step
as it ensured that participants were not feeling pressured to continue the activity
if they were uncomfortable with it. For non-verbal or minimally verbal partici-
pants, their educators were present to ensure that their needs were understood
and that they felt comfortable throughout the experience.

5 Findings and Discussion

5.1 Initial Observations

Participants were initially free to explore the diorama. We analyzed and clustered
data based on similarities in behavior. Some participants (P1, P3, P7) focused
more on physical interaction with the elements, such as touching and feeling,
while (P2, P4, P5, P6, P8, P9, P10, P12) focused more on verbal expression
and describing what they see or experience. P11 is initially more cautious and
skeptical of the diorama and needs help to relax and understand what we are
proposing.

We now look at accessibility, engagement, and learning during exploration
and playing with the diorama via participant observations and feedback.

5.2 Exploration

Several similarities were observed in participants’ exploration behaviors. A few
participants described the elements they saw, such as in P1, P4, and P5, while
others pointed at them and named them, as seen in P6 and P12. Many partic-
ipants interacted with the wind, expressing enjoyment, surprise, or fascination
with it, as evidenced in P2, P3, P4, P6, P8, and P12. Some participants explored
the exhibit independently, as observed in P8 and P9, while others needed some
prompting, such as in P6 and P10. P10 mentioned, “I am confused with the
mouse” and later on highlighted when the fan was activated “as if it was the
wind of nature.” Ultimately, P11 expressed curiosity about the exhibit’s purpose
or mechanisms.

5.3 Independence and Accessibility

Most participants were able to access the diorama and complete their assigned
tasks independently. Nonetheless, some participants required different levels of
assistance to complete the game. Three participants (P7, P8, P12) were found
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to be primarily independent but required some form of guidance or assistance,
such as specifying where to place a statuette or correcting the placement of a tag
on the reader. One participant required scaffolding to complete the game (P9),
and another needed help to start (P11).

5.4 Understanding and Learning

Participants showed a good understanding of the feedback provided in the game,
either through sound or light. Some participants found the light feedback more
immediate and noticeable than the sound feedback. When prompted P12 said,
“It’s not right because red means mistake.” Several participants used the feed-
back to correct their following answer, while others understood that the green
light meant a correct answer and moved to the next spot. P1 says when play-
ing, “One reindeer doesn’t eat another reindeer. That doesn’t make sense.” One
participant (P11) required scaffolding to understand the game. The vibration
was the least noticeable. Participants could feel it when touching the statuettes
during the game’s feedback.

5.5 Gaming Experience

Most participants demonstrated an understanding of right and wrong answers
by saying out loud what was going to happen, before waiting for the matching
game feedback. P12 is sure about her answers and proud to get them right,
saying: “You see?!?” Two participants (P9 and P11) needed help playing the
game. P3 explained the gaming experience “I didn’t know if it was correct, but
I wanted to try. The light told me it was right.”

5.6 Emotions and Engagement

Participants exhibited a range of emotions during gameplay. P1, P7, and P12
were surprised and enthusiastic, with P1 expressing excitement at discovering
new features “I really liked the box, did you know?” P2, P4, P6, P10, and P11
smiled during gameplay, with P6 smiling specifically at the feedback, P10 while
playing with the reindeer statuette, and P11 while discovering what the box did.
P5 was generally serious, while P9 was curious and spent time looking closely
at the objects.

5.7 Preferences

We asked participants to freely choose which solution they would like to use to
learn more about the museum content. They had five alternatives, three high-
tech (Museum app, Augmented Reality app, and the MSD) and two low-tech
(printed easy-to-read text and AAC pictograms). MSD was the second preference
of 5 participants (P3, P6, P7, P11, P12), the third preference of 3 participants
(P1, P2, P10), and the fourth (P5 and P8) and last (P4 and P9) of two. When
placed as second or third place, the MSD was always chosen after a high-tech
solution, proving the engagement and interest in technology by people with ID.
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5.8 Interview

After each one-on-one session, the participants were asked about what they saw
without any extra prompt, they were free to express what they remembered.
They all described the box and various animals, the reindeer and the wolves. P3
mentioned “stickers” indicating the game alternatives glued on top of the box,
while P4 and P5 provided detailed descriptions of the LEDs, fan, and wind, as
well as their interactions with the box. P9 noted the presence of “fake moss,”
and P10 mentioned the “reindeer and wolf family.”

We asked participants to describe their experience with the MSD in detail
and prompted, if necessary, with the following questions: were there any noises or
sounds? Did you have something to read? Were there any pictures? Were there
any lights? Could you do something with the box? Many participants mentioned
lights that turned green when they gave a correct answer and red when they gave
an incorrect answer. Some participants also reported hearing animal sounds, such
as the wolf howling or the reindeer making noise. Several participants described
feeling the wind on their hands or seeing leaves move when they touched a
specific box area. Participants appeared engaged and enjoyed interacting with
the various elements, such as guessing which animals the wolf and reindeer should
eat. However, there were also some differences in their experiences, such as one
participant who reported not hearing any noises (P3) and another who did not
see any lights in the box (P11).

Lastly, during the interview, the educators asked about the participants’
favorite technology. A few participants said they enjoyed the tablet (with the
museum or AR app) and the easy-to-read texts. P2, P6, P7, P8, P9, and P10
highlighted the box and its features. P4 answered, “I liked the pictures,” which
could be related to any of the alternatives they had in the hall. Additionally,
one participant (P3) noted that he liked everything.

6 Conclusions

This study aimed to propose and evaluate the effectiveness of a MSD designed
to enhance accessibility and interaction in the museum environment. The MSD
was an innovative and inclusive way for people with ID to learn about the
museum content, providing participants with multisensory experiences that allow
for interactive and fun informal learning. Nevertheless, the study had limitations,
such as noise inside the museum that disturbed the audio feedback experience
and the museum hall with stimuli everywhere. As a result, future work should
focus on evaluating new multisensory feedback and increasing speakers’ volume.
Overall, the results of this study suggest that the MSD successfully engaged par-
ticipants and elicited a range of responses and behaviors, making it a promising
approach for enhancing museum learning experiences.

Acknowledgments. We would like to thank our amazing participants from ANFFAS
and SNSF for funding this research.
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Abstract. Hyper- and multispectral imaging allows to collect data
from specific wavelength ranges or across the electromagnetic spectrum,
including frequencies that are imperceivable for humans. As non-invasive
imaging techniques, it has been used in the field of art conservation and
art history extensively in the past. In these areas application of hyper-
spectral imaging include for example conservation monitoring or pigment
identification. In the context of museum exhibits, hyperspectral data of
artworks offers a unique opportunity to enhance visitor experiences by
providing new ways of engaging with artefacts, artworks, and cultural
heritage. This paper presents design concepts for creating immersive and
meaningful experiences using hyperspectral data. We used an expert led
design workshop to explore the possibilities of museum experiences with
such data, including considerations such as suited technologies, visitor
types and visitor experience.

Keywords: Hyperspectral Imaging · Museum Experiences ·
Augmented Reality · Virtual Reality · Multispectral Imaging

1 Introduction

The human visual system is limited in its ability to perceive the electromagnetic
spectrum as it is only sensitive to a narrow range of wavelengths [18]. However,
with the recent developments in hyperspectral imaging (HSI) technology, that
allows to capture and analyze the spectral information of objects or scenes across
a wide range of wavelengths, it is possible to gain more detailed insights into the
properties and characteristics of materials. With this technology it is possible to
take advantage of the fact that differing materials have unique spectral signature,
allowing for identification and characterization [17]. By analyzing the different
spectra in a hyperspectral image, valuable information about the constituents
and surface properties of the material can be obtained. The technology has
gained traction across a variety of fields where precise material analysis is critical
for understanding the composition and condition of objects or surfaces, such as
remote sensing, archaeology, forensics and especially art [17].
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In art conservation and art history HSI has gained increasing popularity
for nearly three decades, as it is a non-invasive technology, that allows to gain
insights about specific material properties without damaging the artworks [19].
For example, if the specific pigments of an artwork need to be identified, to
restore the artwork as closely to the original as possible, chemical methods such
as gas chromatography or microscopy, require to take a small physical sample
from the work, thereby damaging it. HSI on the other hand allows to determine
the specific pigments by comparing the spectral properties to known pigments
completely non-invasive [2,7]. These possibilities led to the proliferation of the
technology in art conservation [21] which means that an increasing number of
museum are in possession of HSI data of their artworks.

Only little work has so far focused on using multi- or hyper spectral imaging
in the field Human-Computer Interaction (HCI) to create interactive experiences
or applications [11,23]. The primary reason for the limited adoption of HSI in
HCI could be attributed to the high cost (which can exceed $20,000) as well as
the intricate nature of these systems. We propose that HSI data can be utilised
to create immersive interactive experiences that could allow museum visitors to
engage with artwork in new ways that foster exploration. However, developing
meaningful experience requires not only a deep understanding of the art but
also the technological capabilities of HSI. This work represents a first step in the
exploration of HSI in which we develop a first mapping of application possibilities
through an expert led design workshop.

2 Background

HSI has seen an increase in interest across a variety of different fields, however
in this paper we only focus on the use in art and museum cases, for a more
comprehensive overview of HSI application domains consider [17]. One of the
most common application is to reveal information that is hidden under other
parts of the painting, so called pentimenti. This can include, artworks that are
painted on top of another painting on a canvas, original pencil sketches outlining
the artwork, or major changes in the composition that were made during the
painting [19]. It should also be mentioned that such investigations have been
made since the 60’s by using an infrared camera [4]. With its ability to capture
both spatial and spectral information which relates to physical characteristics of
materials, HSI also allows for the far more complex identification of pigments and
their spatial distribution across the painting [6,7]. As discussed above already,
this is crucial in conservation and restoration of art works similar to the detec-
tion of damages and past interventions through inter-band comparisons [19].
This analysis can also be used to detect potential forgery [14]. Furthermore, old
paintings also often exhibit cracks, also known as craquelure, which occur when
the paint or pigment layer, as well as the substrate or varnish layer, break. These
damages are primarily caused by aging, drying, and mechanical factors such as
vibrations and impacts. Crack detection is crucial as these cracks diminish the
perceived image quality of a painting and HSI has been used to detect these this
as well [8].
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Another application with a focus on art is to enable rendering of colour
accurate images of paintings under any lighting conditions. Unlike a normal
RGB image which can only capture an accurate colour image under the specific
illumination used at the time, HSI data can be render in a variety of lighting
condition. However, a major problems that arise from having hundreds of spec-
tral bands available in HSI, is the visualization of them. They can only be made
digitally visible for the human eye using three spectral channels for red, green,
and blue (RGB) colors. Magnusson et al. presented an algorithm which creates
realistic color images out of HSI data, using the CIE 1931 XYZ color space and
D65 as the reference illuminant [20]. When replacing the illuminant it is also
possible to create renderings of artworks that simulate other lighting conditions.
Chen et al. even explored the possibilities to generate hyperspectral data from
standard RGB imagery of artwork using deep neural networks with some suc-
cess [5]. While we in this work focuses on museum that often have proper HSI
data, such inference could enable similar experience for hobbyists and private
art collectors.

Only a limited amount of prior work focused on using multi- or hyperspectral
imaging in HCI. In comparison, the use of a limited amount of bands of the
electromagnetic spectrum - for example using near-infrared for spectroscopy of
sucrose contents drinks [15] - is much more common in HCI and UbiComp as
such devices are cheaper, smaller and easier to integrate into end-user devices [13,
15,16,22]. An example of using multi-spectral imaging is SpeCam presented
by Yeo at al. [23]. SpeCam uses the front-facing camera of a smartphone and
the display as a multi-spectral light source to infer the material underneath
the face-down lying smartphone. HyperCam by Goel et al., provides a low-cost
implementation of a multispectral camera including software to automatically
analyzes a scene and provide the user with a set of images that try to capture
the salient information of the scene [11]. They demonstrate in two application
cases how this can be used. In the first application case they identify individual
users through the venous structure on the back of the users hand, that becomes
visible in the near infrared area of the HSI data. For the second case they again
used multiple bands of the near infrared spectrum to determine th ripeness of
different fruits. To the best of our knowledge no previous work explored the use
of HSI data as a basis for interactive experiences in a museum.

3 Design Concepts

The goal of this paper is to develop design concepts for interactive museum
experiences that are based on the HSI data and knowledge available in museums.

3.1 Method

To investigate the possibilities of HSI data as the basis for novel museum experi-
ences, we organized a full-day expert-led design workshop. Given the complexity
and multiple approaches required to analyze HSI data, we decided to have an
expert in this field guide the design workshop. Besides the expert we involved
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five participants that were never exposed to HSI technology before. The partic-
ipants consisted of two female (aged 26 and 40) and three male (aged 36, 37
and 46) all coming from interaction- and graphic design background. The expert
in hyperspectral image processing had a particular focus on its use in cultural
heritage and art conservation (female, aged 34).

After the expert’s introduction to HSI and its capabilities, we began with an
initial brainstorming session to identify potential areas of interest for museum
visitors based on HSI data. A number of application ideas were generated, which
were subsequently organized into five themes, namely: invisible information,
human visual perception, alternative perceptions, art modification, and revealing
the artistic process. The participants were then challenged to create design con-
cepts that included technical implementations for the different ideas. Addition-
ally, they were asked to identify which of the five museum visitor types (Explorer,
Facilitator, Experience seeker, Professional/Hobbyist, and Recharger), as pre-
sented by Falk [9], would be most interested in each concept and explain why.
In the following section, we will discuss each theme and its associated designs
and their relevance to specific types of museum visitors.

Fig. 1. Augmented Reality Example: Edvard Munch’s Scream (1983) contains a pen-
timenti in Norwegian “Kan kun vre malet af en gal Mand!” (English: “Can only be
painted by a mad man!”) written with a pencil, which can be made visible in the near-
infrared spectrum. Here it is conceptualized how this could be utilized in a mobile AR
application.

3.2 Invisible Information

The first experience that was conceptualized was providing access to concealed
layers of an artwork that are not discernible by the naked eye but that can be
revealed in HSI data. Thereby fostering a more immersive and enriched explo-
ration of the artwork. Especially elements such as pentimenti (underdrawings)
and underlying revisions or changes made by the artist in the original image,
were deemed to be of high interest for museum visitors. Also, the results of more
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complex HSI analysis methods such as Principal Component Analysis (PCA)
of short wave infrared data [12], which can for example reveal patterns in the
substrate that a picture is painted on where deemed as interesting content in
this application area. Another element, that were discussed, where anomalies
that can be identified in HSI data should be highlighted, even if they are human
visible. One example that peaked interest here specially bird droppings and wax
stains that are on Edvard Munch’s Scream (1893) [12]. While they are visible to
the human eye they are unlikely to be identified as such, but rather mistake for
accidental paint droppings.

While different technologies, such as project mapping or larger touch displays
were discussed, there was reached consensus that the most suited technologies
that was identified for this is the utilization of mobile Augmented Reality (AR)
to spatially correct overlay HSI data onto the camera view, thereby effectively
unveiling the underdrawings in the paintings (compare Fig. 1). By leveraging AR
to reveal these subtle modifications in the artwork, visitors can gain a deeper
insight into the artist’s creative process, potentially elevating their appreciation
and enjoyment of the artwork. This concept was particularly seen as suitable
for the visitor type of Explorer. These are driven by curiosity and the ability to
find new information, which the AR application would support, by not simply
showing all information in a plain format but rather let the user explore the
information.

Fig. 2. VR Rendering Example based on Edvard Munch’s Selfportrait (1905). Left: The
user experiences the painting with artificial illumination that is common in museums.
Right: The user experiences the painting in candle light, as Munch would have.

3.3 Human Visual Perception

The second larger theme that was discussed is the reflection on the human visual
system, as through HSI data, the term colors became quickly quite abstract.
Above, we discussed the issue of how to render visible images out of the HSI
data [20], however, this issue can be used as an advantage. It can be used to
render images with a variety of different illuminants, thereby imitating how
the artwork would look in these different lighting conditions. Most museums
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use artificial light to protect the artworks from taking damage from too strong
radiation of natural light [10]. However, this is stark contrast to how many
artists experienced and created the artwork. For example, Munch was known for
preferring natural light, and even leaving paintings out to fade as part of the
artistic process [1], which resulted in the above discussed bird droppings.

The technology that was deemed most suited for this was Virtual Reality
(VR). VR recently gained some traction in museum experiences [3], as it enable
user-centred presentation and make cultural heritage accessible, especially in
cases where physical access is limited or impossible. This would even enable
remote experiences, independent from the original artwork, however, it was con-
ceptualized by our participants as an experience that is supposed to be con-
trasted with their own real world experience. In order to give the audience the
best impression to what the artist originally intended and present renderings
of the artwork using different luminants, multiple other technologies, such as a
public large display would be also suited. However it was agreed that through the
use of VR the visitors would not only get a more immersive experience but also it
would allow to present it in proper contextual environments showing the lighting
sources (compare Fig. 2). By doing so, visitors would be given the opportunity
to perceive the impact of different light sources on the artwork and compare it
against their real-world encounters. Such an immersive experience could facili-
tate contemplation on the intricate interplay between pigments and the human
ocular visual system, fostering a deeper understanding of the artwork’s visual
dynamics. Here besides visitor type of Explorer, it was also highlighted as impor-
tant for Facilitators as means to use it as an educational tool to reflect on the
human visual system for example. Furthermore, Professional/Hobbyist could
also benefit from this, reflecting on their own practice and light use.

3.4 Alternative Perceptions

The preceding discussion concerning the impact of the human visual system
and its role in art perception generated a closely related theme: the possibil-
ity of rendering HSI image data to mimic the visual systems of other animals.
This application could expand on the previous concept by generating renditions
of the artwork as it would be perceived through the visual systems of various
animals, providing visitors with a distinctive perspective, such as observing the
artwork through their dog’s eyes. For example, Fig. 3 illustrates the variations in
false-color images of “The Scream” (1893) as it would be perceived by different
animals. This approach would permit visitors to explore how the artwork might
appear from diverse visual standpoints, thereby deepening their appreciation for
the subjective nature of perception and expanding their understanding of the
artwork’s visual impact across various species. While VR technology would be
a fitting choice, participants suggested that a large interactive display would
be even more appropriate. In contrast to the previous concept of different illu-
minants, context is less relevant here, and it would be simpler to compare the
various visual systems. Moreover, this idea was seen as highly promising for
Facilitators and the visitors they cater to, as it would enable a more in depth



644 M. Löchtefeld et al.

discussion involving multiple visitors simultaneously. For example, in the case
of a teacher visiting the museum with their students, everyone simultaneously
perceiving the same different renditions, could allow for deeper reflections on
visual systems. Additionally, this would be suitable for Experience Seekers who
are typically drawn to the most prestigious exhibits, and this could potentially
attract their attention if it was a highly visible feature positioned near these
artworks.

Fig. 3. Four examples of how animals would perceive Edvard Munch’s Scream (1893).
From left to right: Dog, Chicken, Zebrafish and Butterfly.

3.5 Art Modification

Another application that was considered involves the identification of specific
pigments using HSI data. As pigments tend to fade over time, the visual appear-
ance of the artwork also undergoes significant changes. A prime example of
this is cadmium yellow, a pigment that is particularly susceptible to fading and
becoming transparent, resulting in a dramatic alteration of the artwork’s overall
appearance [1]. By identifying the various pigments in the artwork through spec-
tral analysis [6,7,12], the corresponding spectral values of the pixels can be sub-
stituted with the original pigment values. When rendered as an RGB image [20],
the resulting visualization would more accurately resemble the original appear-
ance of the artwork. This idea also sparked discussions about giving visitors
the ability to swap various pigments and create their own rendition of the art-
work. In addition, the aforementioned application could be further extended to
include the ability to generate the new image using different luminants or based
on different visual systems. By incorporating these three concepts, visitors would
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have access to a vast array of possibilities and ample room for experimentation.
A large multi-touch display was deemed the most suitable technology for this
purpose, as it would enable multiple users to assess various versions simulta-
neously. This application would mostly appeal to the Facilitator visitor type,
as well as Explorers. Finally, the large multi-touch display approach was also
seen as a quick and easily accessible method that may also entice the Recharger
visitor type, provided it is implemented in a manner that supports “peace and
psychological uplift” [9, p. 176].

3.6 Revealing the Artistic Process

Finally, the idea to disclose the creative process, encompassing the transient
order of the painting, as well as elements such as brushstrokes inferred from the
HSI data, was discussed. Although this idea did not receive significant attention
during the preliminary phase, it emerged as a highly favored concept for visi-
tors categorized as Hobbyists/Professionals during the subsequent phase. These
visitor types typically seek information that is content-oriented, a criterion that
this idea precisely fulfills. However, the expert pointed out that while this is
feasible to a certain extent, it may be challenging or even impossible to recon-
struct underlying pigments in cases where dark and highly opaque pigments are
applied over lighter ones, as these absorb a significant portion of the electromag-
netic spectrum. Moreover, it soon became apparent that obtaining additional
insights from experts such as art historians and conservationists (e.g., see [1])
would be necessary to appropriately explicate the process and create a potential
explanatory application.

4 Conclusion

In this paper we presented design concepts that utilize HSI data as there basis,
namely: invisible information, human visual perception, alternative perceptions,
art modification, and revealing the artistic process, that are the result of an expert
led design workshop. We outline the rich possibilities that these hold to create
unique experiences for museum visitors, and discuss which museum visitors types
would be most receptive to them. Although our participants were unable to reach
a consensus regarding the most appealing concept, it was observed that the first
three options garnered the greatest degree of interest among the participants.
For future we aim to implement these applications and gather real museum
visitor feedback, furthermore these concepts will enable other researchers and
museum curators to develop new experiences and refine these concepts. Another
important aspect that emerged during the design workshop was the recognition
that the development of such experiences necessitates the involvement of experts
in cultural heritage and art conservation, which luckily was present in our case.
Nonetheless, as previously noted, the knowledge and HSI data required for these
purposes are frequently accessible within museums; their full potential, however,
remains largely untapped as our design concepts clearly outline.
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Rukonić, Luka 436

S
Sarsenbayeva, Zhanna 385
Sassanian, Amir 234
Scantamburlo, Teresa 329
Shahid, Suleman 319
Shi, Lei 618
Silva, Diogo 257
Skov, Mikael B. 40
Span, Stefania 628
Stübl, Gernot 574
Šufliarsky, Adam 167

T
Tag, Benjamin 385
Tausif, Seemal 319
Tavares, Diogo 257
Teixeira, Bruno 514
Tiitto, Marko 3

V
Valente, Pedro 257
Valtolina, Stefano 372
van As, Nena 277
van Berkel, Niels 385
van Dijk, Willem H. P. 234
van Iterson, Hannah C. 214
Vrecar, Rafael 574

W
Walllner, Günter 167
Wang, Jindi 618
Wedral, Aaron 574
Weiss, Astrid 574
Withana, Anusha 385
Wührer, Paul H. 574



Author Index 651

X
Xuan, Yueming 123

Y
Yadav, Rahul 123
Yamashita, Naomi 297
Yigitbas, Enes 145

Z
Zambon, Tommaso 414
Zanardi, Irene 628
Zhang, Shan 461
Zhang, Yuchong 123
Zhao, Shengdong 461
Zhou, Yunzhan 618


	 Foreword
	 IFIP TC13 – http://ifip-tc13.org/
	 IFIP TC13 Members
	 Organization
	 Contents – Part II
	Human-Robot Interaction
	Pedestrian Interaction with a Snow Clearing Robot
	1 Introduction
	2 Related Work
	2.1 Robots Signaling to Humans
	2.2 VR as a User Study Methodology

	3 Study
	3.1 Study Design
	3.2 Test Process
	3.3 Participants

	4 Findings
	4.1 Passing the Robot on the Sidewalk and Collecting Trash
	4.2 Emerging Themes

	5 Discussion
	5.1 Communicating the Robot's Intent
	5.2 Simulation Realism
	5.3 Methodology Reflections
	5.4 Future Work

	6 Conclusion
	References

	Robot Collaboration and Model Reliance Based on Its Trust in Human-Robot Interaction
	1 Introduction
	2 Related Work
	3 Formalism
	3.1 Collaboration Model
	3.2 Modeling Robot Trust
	3.3 Decision Process

	4 Human-Subject Experiment
	4.1 Apparatus
	4.2 Design and Implementation
	4.3 Participants and Procedure
	4.4 Dependent Variables
	4.5 Results

	5 Discussion
	6 Limitations and Future Work
	7 Conclusion
	References

	User Experience in Large-Scale Robot Development: A Case Study of Mechanical and Software Teams
	1 Introduction
	2 Related Work
	2.1 UX in Robot Development
	2.2 Barriers and Enablers of UX in Industry Development Contexts

	3 Method
	3.1 Case Company
	3.2 Data Collection and Analysis

	4 Findings
	4.1 The Role of UX in Robot Development
	4.2 Workarounds in Design Evaluation
	4.3 Listening to Authentic Users When Dealing with Requirements
	4.4 Coordination Through Ceremonies and Artifacts

	5 Discussion
	5.1 Coordination and Collaboration in Robot Development Teams
	5.2 Treating ``Robot UX'' as ``Software UX''
	5.3 Practical Recommendations for Robot Development Teams
	5.4 Limitations

	6 Conclusion and Future Work
	References

	Information Visualization
	BiVis: Interactive and Progressive Visualization of Billions (and Counting) Itemspg*-8pt
	1 Introduction
	2 Previous Work
	3 BiVis Technique
	3.1 Image-Based Rendering
	3.2 Anytime Rendering
	3.3 Interactive Rendering

	4 Extensions
	4.1 Extensions to Other Types of Time Series
	4.2 Extension to Spatial Data
	4.3 Compatibility with Existing Techniques

	5 Implementation and Performance Evaluation
	5.1 Implementation
	5.2 Parallelizations
	5.3 Performance

	6 Future Work and Conclusion
	References

	Modeling and Assessing User Interaction in Big Data Visualization Systems
	1 Introduction
	2 Motivating Scenario
	3 Related Work
	3.1 Modeling Big Data Visualization
	3.2 Modeling Interaction
	3.3 Latency Thresholds

	4 Conceptual Interaction-Driven Framework
	4.1 Translation Layer
	4.2 Benefits

	5 The Statechart Generator
	6 Validation
	6.1 Generality
	6.2 User Study

	7 Discussion and Conclusions
	References

	The Effect of Teleporting Versus Room-Scale Walking for Interacting with Immersive Visualizations
	1 Introduction
	2 Related Work
	3 User Study
	3.1 Research Questions
	3.2 Virtual Environment and Immersive Visualization
	3.3 Experimental Task Description
	3.4 Apparatus and Materials
	3.5 Participants
	3.6 Procedure
	3.7 Interaction Methods
	3.8 Data Collection and Measures

	4 Results
	5 Discussion
	6 Conclusions and Future Work
	References

	Information Visualization and 3D Interaction
	Playing with Data: An Augmented Reality Approach to Interact with Visualizations of Industrial Process Tomography
	1 Introduction
	2 Related Work
	2.1 Augmented Reality Visualizations for Industry
	2.2 Augmented Reality for Industrial Process Tomography

	3 Methodology
	3.1 System Overview
	3.2 Stimulus
	3.3 Apparatus

	4 Experiment Design
	4.1 Participants
	4.2 Procedure
	4.3 Qualitative Results
	4.4 Quantitative Results

	5 Discussion
	5.1 Findings
	5.2 Reflections
	5.3 Limitations

	6 Conclusions and Future Work
	References

	Supporting Construction and Architectural Visualization Through BIM and AR/VR: A Systematic Literature Review
	1 Introduction
	2 Background
	2.1 Lifecycle Phases of a Building
	2.2 BIM

	3 Related Work
	4 Methodology
	5 Results
	5.1 Use Cases for Combining BIM with AR/VR
	5.2 Comparison of AR and VR for Different Use Cases
	5.3 Discussion

	6 Further Research
	7 Limitations
	8 Conclusion
	References

	Through Space and Time: Spatio-Temporal Visualization of MOBA Matches
	1 Introduction
	2 Related Work
	3 Use Case: Heroes of the Storm
	4 Visualization Approach
	5 User Study
	5.1 Survey Design
	5.2 Participants

	6 Results
	6.1 Task Correctness
	6.2 Insights
	6.3 Feedback

	7 Discussion
	8 Conclusions
	References

	Interacting with Children
	Awayvirus: A Playful and Tangible Approach to Improve Children's Hygiene Habits in Family Education
	1 Introduction
	2 Related Work
	2.1 Gamification in Health Professions Education
	2.2 Educational Tangible Interaction
	2.3 Parent-Child Interactions in Home Learning Activities

	3 Methodology
	3.1 Survey
	3.2 Interview
	3.3 Design Process

	4 Findings
	5 Discussion
	5.1 Design Implications
	5.2 Limitations

	6 Conclusion
	References

	“Money from the Queen”: Exploring Children’s Ideas for Monetization in Free-to-Play Mobile Games
	1 Introduction
	2 Related Literature
	3 The Study
	3.1 Method
	3.2 Analysis
	3.3 Results

	4 Conclusion
	References

	Motivating Children's Engagement with Sleep Diaries Through Storytelling
	1 Introduction
	2 Related Work/Background
	3 Initial Design Concept: The Sleep o' Meter
	3.1 Initial Evaluation of Sleep o' Meter
	3.2 Results of Initial Evaluation
	3.3 Field-Testing of Physical and Digital Versions of Sleep o' Meter
	3.4 Results of the Field-Test

	4 Improved Design: EP-Sleepy
	5 Comparative Evaluation
	5.1 Results

	6 Conclusions
	References

	The Peer Data Labelling System (PDLS). A Participatory Approach to Classifying Engagement in the Classroom
	1 Introduction
	1.1 Learning and Engagement
	1.2 Approaches to Recognising Children's Engagement
	1.3 Existing Data Sets for Machine Learning that Include Children
	1.4 Machine Learning and Child Computer Interaction

	2 Studies
	2.1 Participants
	2.2 Apparatus
	2.3 Procedure

	3 Results
	4 Discussion
	4.1 Evaluating the Usability of the Process
	4.2 A Child-Centred Process
	4.3 Data Bias, Authenticity and Future Work

	5 Conclusion
	References

	WashWall: An Interactive Smart Mirror for Motivating Handwashing Among Primary School Children
	1 Introduction
	2 Related Work
	2.1 Raising Awareness
	2.2 Monitoring Systems
	2.3 Prompting and Signalling Systems
	2.4 Interactive Systems

	3 WashWall System
	3.1 Design Process
	3.2 System Design
	3.3 Game Design and Rationale

	4 User Study
	4.1 Selection and Participation of Children
	4.2 Session Design
	4.3 Setup and Procedure
	4.4 Data Analysis

	5 Results
	5.1 Handwashing Duration and Technique
	5.2 User Experience

	6 Discussion
	6.1 The Interaction with WashWall
	6.2 The User Experience of WashWall
	6.3 Limitations

	7 Conclusion
	References

	Interaction with Conversational Agents I and II
	Beyond Browser Online Shopping: Experience Attitude Towards Online 3D Shopping with Conversational Agents
	1 Introduction
	2 Related Work
	3 On the Design of Virtual Stores with Conversational Agents
	4 System Description of the 3D Shopping Experience
	4.1 Virtual Store Environment
	4.2 Virtual Store Navigation
	4.3 The Conversational Agent
	4.4 Product Visualization

	5 Evaluation
	5.1 Protocol
	5.2 The Population
	5.3 Results

	6 Discussion
	7 Conclusion
	References

	Effects of Prior Experience, Gender, and Age on Trust in a Banking Chatbot With(Out) Breakdown and Repair
	1 Introduction
	2 Related Work and Hypotheses
	2.1 Trust in Chatbots
	2.2 Humanlikeness of Chatbots
	2.3 Conversational Performance of Chatbots
	2.4 Chatbots for Customer Service
	2.5 Research Hypotheses

	3 Methods
	3.1 Instrument – Customer Service Chatbot Variants
	3.2 Measurement: Post-intervention Questionnaire
	3.3 Participants

	4 Results
	4.1 Effects of Humanlikeness and Conversational Performance on Trust: A Synopsis
	4.2 Effect of Prior Experience on Trust (Hypothesis 1)
	4.3 Effect of Gender on Perceived Trust (Hypothesis 2)
	4.4 Effect of Age on Perceived Trust (Hypothesis 3)

	5 Discussion
	5.1 Hypothesis 1: Prior Experience
	5.2 Hypothesis 2: Gender
	5.3 Hypothesis 3: Age
	5.4 Limitations

	6 Conclusion
	References

	EaseOut: A Cross-Cultural Study of the Impact of a Conversation Agent on Leaving Video Meetings Early
	1 Introduction
	2 Background
	2.1 Supporting Remote Social Interactions

	3 Method
	3.1 Experimental Study Design
	3.2 Survey Design
	3.3 Procedure
	3.4 Participants
	3.5 Data Analyses

	4 Results
	4.1 Manipulation and Confound Checks
	4.2 Baseline Behaviors and Attitudes
	4.3 RQ 1: Impact Across Japanese and US-Based Participants
	4.4 RQ 2: Comparing Japanese and US-Based Participants

	5 Discussion
	5.1 Design Implications

	6 Limitations and Future Work
	7 Conclusion
	References

	An AI Chat-Based Solution Aimed to Screen Postpartum Depression
	1 Introduction
	2 Related Work
	3 User Research
	4 Findings
	4.1 Phase One
	4.2 Phase Two

	5 Results and Discussion
	6 Conclusion and Future Work
	References

	The Impact of Gender and Personality in Human-AI Teaming: The Case of Collaborative Question Answering
	1 Introduction
	2 Related Work
	2.1 Cooperation with Intelligent Decision Support Systems
	2.2 Chatbot Gender and Personality
	2.3 Intersectional Issues: Subservient Female Personas and Stereotypization

	3 Methods and Materials
	3.1 First Part: Pre-test Questionnaire
	3.2 Second Part: Collaborative Sessions
	3.3 Third Part: Post-experiment Questionnaire
	3.4 Metrics

	4 Results
	4.1 Collaborative Sessions
	4.2 Post-experiment Experience

	5 Discussion and Conclusions
	5.1 The Role of Personality for Utility and Satisfaction
	5.2 CA Marginalization in Collaborative Decision-Making
	5.3 The False (and Problematic) Trade-Off Between Equality-Minded Design and Performance
	5.4 Limitations and Further Research

	References

	Empirical Grounding for the Interpretations of Natural User Interface: A Case Study on Smartpen
	1 Introduction
	2 Background and Related Work
	2.1 Issues with NUI Definition
	2.2 Interpretations of Naturalness in NUI
	2.3 Research Objectives

	3 Methods
	3.1 Overview
	3.2 Interaction Assumptions and Design
	3.3 Procedure
	3.4 Participants
	3.5 The Smartpen System
	3.6 The Laptop System
	3.7 Mixed-Method Evaluation Approach

	4 Results
	4.1 Quantitative Data Analysis
	4.2 Qualitative Data Analysis

	5 Discussion
	6 Conclusion
	References

	Methods for Evaluating Conversational Agents’ Communicability, Acceptability and Accessibility Degree
	1 Introduction
	2 Conversation Agent Design
	2.1 The Use of Conversational Agents in Education
	2.2 Conversational Agent for Active Ageing

	3 Evaluation of Acceptance, Communicability and Accessibility
	4 A Validation for the Proposed Models
	5 Conclusions and Future Works
	References

	Methodologies for HCI
	A Review on Mood Assessment Using Smartphones
	1 Introduction
	2 Related Work
	2.1 Importance of Mood Assessment
	2.2 Mood Inference
	2.3 Mood Tracking on Smart Devices

	3 Method
	3.1 Database Choice
	3.2 Search Query
	3.3 Metric Analysis

	4 Results
	4.1 Sensors and Phone Use
	4.2 Study Design
	4.3 Mobile Technology
	4.4 Privacy
	4.5 Self-reporting

	5 Discussion
	5.1 Mood Inference
	5.2 Study Design
	5.3 Platform
	5.4 Privacy
	5.5 Sensors
	5.6 Smartphone as `ubiquitous instrumentation'
	5.7 Implications for HCI Research

	6 Conclusion
	A Appendix
	References

	A Close Look at Citizen Science Through the HCI Lens: A Systematic Literature Review
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 The Research Questions and the ECSA CS Principles
	3.2 Query Specifics
	3.3 Data Analysis: From Screening to Included Articles

	4 Findings
	4.1 Field of Interest
	4.2 Citizen Science Score
	4.3 Impact Area

	5 Discussion
	6 Conclusions and Limitations
	References

	The Gap Between UX Literacy and UX Practices in Agile-UX Settings: A Case Study
	1 Introduction
	2 Background
	2.1 UX and UX Strategy
	2.2 UX Maturity/Capability Models (UXCMMs)
	2.3 ASD and UX Integration

	3 Methodology
	3.1 Study Goals and Overview
	3.2 Organisations A and B
	3.3 Participants and Stakeholder Groups
	3.4 Methods

	4 Results
	4.1 Survey
	4.2 Observation
	4.3 Interview

	5 Discussion
	5.1 Interpretation
	5.2 Limitations and Strengths

	6 Conclusion and Future Work
	References

	Model-Based UI Design and Testing
	AdaptReview: Towards Effective Video Review Using Text Summaries and Concept Maps
	1 Introduction
	2 Related Work
	2.1 Improving Video Learning Experiences for Overall Learners
	2.2 Providing Personalized Interventions to Individual Learners
	2.3 Concept Map in Video Learning

	3 Study 1: Understanding Learners' Video Reviewing Behaviors
	3.1 Study Design and Procedure
	3.2 Results
	3.3 RQ1: How Do Learners Review Video Content?
	3.4 RQ2: What Challenges Do Learners Face While Reviewing?
	3.5 Design Goals for Techniques to Support Video Reviewing

	4 System Design
	4.1 Creating Text Summaries and Concept Maps
	4.2 Converting to Review Techniques
	4.3 Study Design
	4.4 Measures
	4.5 Procedure
	4.6 Participants

	5 Results
	5.1 Results of Short Videos
	5.2 Results of Long Videos

	6 Additional Study: Comparing TSReview with self-review
	7 Discussion
	7.1 RQ3: Review Experience and Post-review Learning Outcome on Short and Long Videos
	7.2 RQ4: Which Review Technique is Most Suitable for Integrating with Current Video Learning Platforms?
	7.3 Adapting Review Techniques for Current Video Learning Platforms

	8 Limitation and Future Work
	9 Conclusion
	References

	I Perform My Work with My Body Too: Integrating Body Representations in and with Task Models
	1 Introduction
	2 Related Work on Representing Body Tasks with Task Models
	3 Importance and Benefits of Describing Body-Related Information in Tasks: Illustration with Real Cases Scenarios
	3.1 Description of Body Movements in Tasks
	3.2 Illustrative Examples of Body Task Descriptions Using the HAMSTERS-XL Task Modeling Notation

	4 A Systematic Account for Integrating the Body Components in Tasks Descriptions
	4.1 Elements of Notations for Task Models
	4.2 Information Required to Be Associated to Elements of Notations in Task Models

	5 Validation: Extended Models and Comparisons with Standard Models
	5.1 Case Study of the Modelling of Material Handling Tasks
	5.2 Case Study of the Modelling of the Engine Fire Procedure

	6 Conclusion and Perspectives
	References

	Prototyping with the IVY Workbench: Bridging Formal Methods and User-Centred Design
	1 Introduction
	2 Background
	3 Prototyping Plugin
	3.1 Architecture
	3.2 The Plugin's UI

	4 An Example – The B. Braun Perfusor® Space
	5 Validation
	6 Conclusion
	References

	Towards Automated Load Testing Through the User Interface
	1 Introduction
	2 Background
	3 Design of the Proposed Approach
	4 Implementation
	4.1 Back-End – TOM Generator
	4.2 Front-End – TOM App

	5 Applying the Framework
	6 Conclusions and Future Work
	References

	Motion Sickness, Stress and Risk perception in 3D Environments
	``Do I Run Away?'': Proximity, Stress and Discomfort in Human-Drone Interaction in Real and Virtual Environments
	1 Introduction
	2 Related Work
	2.1 Proxemic
	2.2 Human–Drone Proxemics
	2.3 Virtual Reality as a Methodological Tool

	3 Methodology
	3.1 Experimental Design and Hypotheses
	3.2 Measures
	3.3 Setup and Apparatus
	3.4 Participants
	3.5 Protocol
	3.6 Limitations

	4 Results
	4.1 Perceived Stress
	4.2 Proxemics
	4.3 Qualitative Results and Guidelines

	5 Discussion
	5.1 Threatening Drones
	5.2 Other Carrier Mechanisms:  Arousal Regulation, Communication, Goal-Oriented
	5.3 Validity of Virtual Reality

	6 Conclusion and Future Work
	A Summary Statistics
	References

	Sick in the Car, Sick in VR? Understanding How Real-World Susceptibility to Dizziness, Nausea, and Eye Strain Influences VR Motion Sickness
	1 Introduction
	2 Background and Related Work
	2.1 Introduction to Motion Sickness
	2.2 Motion Sickness in VR: Factors and Assessment Strategies
	2.3 Measuring Cybersickness
	2.4 Summary

	3 Research Approach
	3.1 Research Questions and Hypotheses
	3.2 Apparatus
	3.3 Questionnaires

	4 User Study
	4.1 Procedure
	4.2 Study Limitations

	5 Results
	5.1 Demographics and Motion Susceptibility Condition Assignment
	5.2 Influence of Real World Motion Sickness Susceptibility
	5.3 Influence of Resolution on Motion Sickness

	6 Discussion and Implications
	6.1 Effect of Personal vs. Technical Aspects in the Adoption of VR
	6.2 Factors to Consider During VR Experiment Setups

	7 Conclusion and Outlook
	References

	Spatial Augmented Reality in the Factory: Can In-Situ Projections Be Used to Communicate Dangers and Health Risks?
	1 Introduction
	2 Related Work
	3 Envisioned Use Cases
	3.1 Manual Assembly Assistance
	3.2 Ergonomic Notification
	3.3 Collaborative Robot Safety Zone Awareness

	4 Evaluation
	4.1 Participants and Conduct
	4.2 Measures and Methods
	4.3 Analysis
	4.4 Expected Results

	5 Results
	5.1 RQ1 - Manual Assembly Assistance
	5.2 RQ1 - Ergonomic Notification
	5.3 RQ1 - Collaborative Robot Safety Zone Awareness
	5.4 RQ 2 and 3 - Overarching Measures

	6 Limitations
	7 Discussion and Conclusion
	References

	Multisensory Interaction and VR Experiences
	Augmenting Indigenous Sámi Exhibition - Interactive Digital Heritage in Museum Context
	1 Introduction
	2 Related Work
	2.1 Indigenous Context and HCI
	2.2 Designing and Evaluating Digital Heritage Applications

	3 Design Context and Process
	4 Method
	5 Results
	5.1 Questionnaire
	5.2 Interview, Observation and Survey

	6 Discussion
	6.1 Indigenous Museum as a Design Context
	6.2 Familiarity Supporting the User
	6.3 Typography for Multi-line Text
	6.4 Updates and Design Considerations for the Future
	6.5 Limitations

	7 Conclusion
	References

	Design Paradigms of 3D User Interfaces for VR Exhibitions
	1 Introduction
	2 Related Work
	3 Methods
	3.1 Exhibition Scenarios and Participants
	3.2 Interview
	3.3 UI Paradigm Workshop
	3.4 UI Layout Workshop

	4 Results
	4.1 UI Paradigms
	4.2 Ergonomic Arrangements

	5 Discussion
	References

	Multisensory Diorama: Enhancing Accessibility and Engagement in Museums
	1 Introduction
	2 Background and Related Work
	3 Design
	3.1 Rationale and Objectives
	3.2 Implementation
	3.3 Interaction and Gamification

	4 Evaluation
	4.1 Method
	4.2 Participants

	5 Findings and Discussion
	5.1 Initial Observations
	5.2 Exploration
	5.3 Independence and Accessibility
	5.4 Understanding and Learning
	5.5 Gaming Experience
	5.6 Emotions and Engagement
	5.7 Preferences
	5.8 Interview

	6 Conclusions
	References

	Museum Visitor Experiences Based on Hyperspectral Image Data
	1 Introduction
	2 Background
	3 Design Concepts
	3.1 Method
	3.2 Invisible Information
	3.3 Human Visual Perception
	3.4 Alternative Perceptions
	3.5 Art Modification
	3.6 Revealing the Artistic Process

	4 Conclusion
	References

	Author Index

