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Abstract. When users interact with mid-air gesture-based interfaces, it
is not always clear what interactions are available, or how they might be
executed. Mid-air interfaces offer no tactile affordances, pushing systems
to rely on other modalities (e.g. visual) to guide users regarding how to
interact with the interface. However, these alternative modalities are not
always appropriate or feasible (e.g. eyes-free interactions), meaning that
they are not easy to learn from touch alone. Despite the possibility of
conveying contactless haptic information in mid-air through ultrasound
phased arrays, this technology has been limited to providing feedback on
user interactions. In this paper, we explore the feasibility of using mid-air
haptics to guide gestures in mid-air. Specifically, we present approaches
to guide the user’s hand in cardinal directions, execute a hand gesture
and navigate a 2D mid-air plane, which we tested with 27 participants.
After, reporting encouraging results which suggest good accuracy and
relatively low workload, we reflect on the feasibility and challenges of
using haptic guidance mechanisms in mid-air.
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1 Introduction

Mid-air, touchless, gesture-based interfaces are increasingly common [29]. They
are a means for users to interact with augmented and virtual reality (AR/VR)
[70], vehicles [61], home environments [60] and public displays [49]. Research has
considered how complex interactions, such as continuous control with interface
elements [30] and text input [45], can be done in mid-air. This is often a challenge
because mid-air interactions provide no tactile feedback, and visual and auditory
feedback is often undesirable or insufficient (e.g. when driving [61,62] or flying
[26]). In response to this, researchers have turned to mid-air haptics. Mid-air
haptic devices provide tactile sensations on the user’s skin, without the need
for physical connection with a user’s body [11,36,53]. This is commonly accom-
plished by focusing ultrasound — sound > 20 kHz and beyond the human hearing
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range — onto a user’s hand [53]. Mid-air haptics have been used to provide feed-
back on mid-air, eyes-free control tasks when driving [32,38], and in situations
where it is unhygienic to touch a device physically, e.g. medical settings [54] or
public displays [34,40].

A remaining challenge with mid-air interfaces is their lack of explicit informa-
tion on how to use them as they are not, as Delamare et al. put it, self-revealing
[14]. Mid-air interactions are innately ambiguous as they have no visual or phys-
ical representation. The available interactions, and how they should be executed,
are not clear [56]. Currently, no work has considered how these cues might be
provided through mid-air haptics, which are increasingly considered as an out-
put modality for mid-air interactions. In this paper, we suggest that information
about how to interact with a mid-air interface might be provided by mid-air
haptics, addressing the potential ambiguity of mid-air interfaces. We explore
how mid-air haptic sensations can be used to guide users in specific interactions,
namely directional movement, hand gestures and path-based interactions. Our
key contributions are:

1. Methods for mid-air haptics that guide directional movement, hand gestures
and path-based interaction from users
2. An investigation of the efficacy and user experience of the proposed methods

2 Background

2.1 Mid-Air Interactions and Guidance

A key challenge for touchless mid-air interactions is the lack of tactile information
as users complete gestures or control tasks. It is therefore not clear what gestural
interactions are available to a user, or how successfully they are interacting.
Information about possible interactions, or the user’s ongoing interactions can be
provided in visual form. However, this can add cognitive load to the interaction
and is undesirable in many eyes-free contexts (e.g. driving [32]).

A common method for supporting users in understanding the ways they
might interact with a mid-air interface is to tell them explicitly what interactions
are available. For instance, some systems provide textual or spoken instructions
about the relation between gestures and outcomes [62]. Others provide training
for learning gestural input [2], or methods to simply suggest that mid-air inter-
action is possible in the first place [27]. Explicit tuition and feedback on gestures
has also been considered in language therapy [55], but with the goal of commu-
nicating with others gesturally, rather than with a system. A body of research
has also investigated what gestures are intuitive to people. Elicitation studies
(see [66] for a systematic review), where participants respond via gesture to a
given stimulus and preferences are aggregated, have been used to understand
expected gestures in various contexts [16,68,72]. Research has also considered
how we might best inform users when their interactions are out of the range of a
sensor system. For instance, Morrison et al. [50] use audio to inform users when
their body is out of range of a computer vision system.



Using Mid-Air Haptics to Guide Mid-Air Interactions 45

Research has also been conducted to explore the notion of providing guides
for users to support their interactions — e.g. giving information about the path
which the user must traverse to complete a gesture. All prior approaches we are
aware of are visual or offer only binary haptic feedback (e.g. off/on). OctoPocus
[5] provides 2D visual indicators of the next steps in a given path to show where
the user should move their gesture next in 2D space. Similarly, Delamare et
al. [15] consider how these approaches might support interactions in 3D space.
Anderson et al. [4] considered, through their ‘YouMove’ system, how users might
record and then learn custom gestures for full-body interaction with augmented
reality mirrors. Visual information has also been used to support users in con-
tinuous mid-air interactions by showing the next points in a gesture path in AR
[10]. Freeman et al. [19] explored a feedforward method for conveying what inter-
actions are possible with a mid-air interface via wrist-worn rhythmic vibration
information and light displays. Finally, Lopes et al. [42] considered the concept
of dynamic affordance, i.e. providing feedback on possible interactions to users
via muscle stimulation.

Freeman et al. [20] augmented a mid-air haptic device with LEDs. The
authors then showed that the combination of mid-air haptic and visual cues
could help guide the user to a given position above the device. Van den Bogaert
et al. [6] argued that using mid-air alone could convey information to the users
before they executed an action. For instance, they suggested using mid-air hap-
tics to produce a “force field” around potentially harmful home appliances (e.g.
a hot oven). However, this idea was neither implemented nor tested. Taking the
idea one step further, Brown et al. [9] showed that associations between patterns
and given meanings could be conveyed through mid-air haptic patterns, which
suggests the feasibility of employing mid-air haptics as a guidance mechanism.
However, the guidance itself is something that remains to be implemented and
tested — an endeavour that we undertake with the present study.

2.2 Mid-Air Haptics

Mid-air haptics have been considered as a means for providing tactile feedback
without the need for physical contact with an interface. This has involved the
use of air jets [64], electric arcs [63] and focused ultrasound [24,36]. Focused
ultrasound approaches have been commercialised, based on the work of Carter
et al. [11], in the form of Ultraleap (formerly Ultrahaptics). Typically, these sys-
tems use optical hand-tracking and an array of ultrasonic transducers to produce
focused ultrasound on the user’s palm, which induces a tactile sensation. Local-
isation and movement of such induced haptic stimuli have been demonstrated
[71]. Building on this, modulation techniques have been developed to render 2D
planar patterns [22,31,57], as well as 3D objects [37,41,47].

Due to its relative maturity in this field, we consider focused ultrasound as
a means to convey mid-air haptic stimuli in the remainder of this section and in
our work. Several researchers have explored the possibilities and limitations of
mid-air haptics using ultrasound. Wilson et al. [71] reported that participants
could localise mid-air haptics focus points on their hand within 8.5mm accuracy,
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finding motion perception best when the focus point travelled longer distances
across the hand. Further studies [39,52] investigated oblique motion (e.g. diag-
onally across the hand), finding that it was easier to recognise cardinal (i.e.
left /right /up/down) rather than oblique motion. Hajas et al. [31] showed that
tracing a given 2D pattern with a slowly moving focal point on a user’s hand
produced better recognition performance than tracing the pattern rapidly and
repeatedly [22], or with several focal points [57].

Applications of ultrasound mid-air haptics are diverse. For instance, the tech-
nology has been used for in-vehicle infotainment systems [25,32,38], to add hap-
tic properties to objects in VR/AR [43,54], for interaction with public displays
[40], and to augment audiovisual media [1]. In all these scenarios, mid-air hap-
tics are employed as feedback mechanisms, using haptic information to convey
the state of the interface following user actions. The presence of a feedback
mechanism improves the user’s perception of control in their action (i.e. sense
of agency) [12,17]. However, it remains unclear whether mid-air haptics could
help users in planning or learning a given action. Indeed, using mid-air haptics
as a guidance mechanism has received little attention within HCI and haptic
communities.

3 Mid-Air Haptic Guidance Stimuli Development

In this paper, we consider the use of mid-air haptics to guide users or suggest
given actions. In doing this, we focused on two main types of interaction with
mid-air interfaces:

— Directional movement in a 2D plane, which is common for the control of
cursor-like elements and mid-air widgets — e.g. sliders, knobs;

— Gestures, due to the large number of mid-air interfaces which use gestures
as input.

We began with the assumption that there is a finite number of directions and
gestures that the user can use with a system. In future studies, larger and more
complex sets of gestures might be considered via approaches such as elicitation
(see [73] and Sect. 6). We developed mid-air haptic stimuli for conveying a limited
number of directional, gestural and path-based interactions through 3 rounds of
piloting with 8 researchers and students in City, University of London (4 male,
4 female), along with various intermediary piloting to tune parameters, also
including self-piloting (by the authors of this paper). All mid-air haptic stimuli
were developed using the Ultrahaptics Evaluation Kit (UHEV1) developed by
Ultraleap (formerly Ultrahaptics). We also developed a custom Python front-end
that would allow us to change the parameters of the stimuli for piloting, which
linked to the Ultrahaptics SDK for driving the ultrasonic array (as in Fig. 3).
The Python front-end, and usage instructions, can be found here.
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3.1 Mid-Air Haptic Stimuli to Convey Direction

We started with the aim of investigating how to suggest a notion of direction
to a user — i.e. that they should move their hand in a specific direction. This
is analogous to the visual guides provided in prior work [4,5,14]. Lerusso et al.
[39,52] have shown that motion is better perceived in cardinal directions, rather
than oblique directions. We, therefore, considered cardinal direction as an initial
focus. Building upon research such as [31,71], we chose to explore stimuli which
traverse the whole hand as this research, and our initial piloting, found that
larger movement differences are perceived better than smaller. Through piloting
we also found that to convey a given direction, it was better to move the stimuli
in the direction of intention — e.g. to convey ‘left’ it was better to move from right
to left. This is analogous to ‘default’ rather than ‘inverted in videogame controls’
[23] and reverse scrolling, rather than natural, with a computer mouse. This is
also similar to the methods used in similar work on (visual) guides [4,5,14], e.g.
showing visual movement in the direction that the user should travel. The speed
of the focus point’s traversal and its frequency were also piloted until we found a
good ‘average match’ for the population. We began with traversal values around
100ms, up to around 1000ms (maxima and minima from [71]), finding 500 ms
to be the best fit overall. For modulation frequency, we arrived at 200 Hz. The
final stimuli are shown in Fig. 1.

Left Right Down up

Swipe Right

Swipe Left

Pinch

se00e

Fig. 1. All stimuli used in the experiment relative to a users’ right hand. The mid-air
sensation interpolated across all points on the user’s palm — e.g. ‘Left’ interpolates
from [1, 0] to [—1, 0]. Parameters set after piloting were: sensation duration of 500ms;
modulation frequency of 200 Hz; a distance of 50 mm (most effective distance travelled
on the palm from piloting — we did not fit ‘per participant’). Darker dots indicate later
in time (e.g. left goes from centre to far left).

3.2 Mid-Air Haptic Stimuli to Convey Gesture

We then explored specific gestures. Our aim here was to understand if we could
convey the gestures available to a user, given some known qualities of the inter-
face and its interactions — e.g. cardinal direction to convey translation (movement
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of a UI element in a given direction). In addition, we saw the potential for not just
suggesting gestures available but using guidance information as a way to train
a user in completing specific physical motions. This might be applied to learn-
ing a new mid-air interface and its inputs, but also in other digital, or remote
learning environments — for instance guiding a user towards the correct note on a
piano (e.g. extending [35]’s mid-air piano), or for specifically training gestures. A
motivator for this work was also the importance of gestures in functional com-
munication for people with complex communication needs. Gesture is a vital
pathway for people who face challenges with verbal output. Augmented com-
munication technologies should consider this, but currently do not [13]. Finally,
on training gestural response for access needs, Marshall et al. [46] and Roper et
al. [55] have also considered how technology can train gestures for those with
complex communication needs.

We selected four commonplace gestures — “Swipe Left”, “Swipe Right”,
“Tap”, “Pinch” — based on their frequency of use in mid-air interactions litera-
ture — including those shortlisted by Van den Bogaert et al. [7] in their elicitation
study, and those explored by Ameur et al. [3] and Marin et al. [44]. The final ges-
tures are shown in Fig. 2. Guidance stimuli for these gestures were based on the
Ultraleap Sensation Editor demos. Again, these stimuli were fine-tuned through
piloting with participants. Stimuli are shown in Fig. 1.

Fig. 2. Gestures used in the study — ‘Swipe Left’, ‘Swipe Right’, ‘Tap’, ‘Pinch’. Images
use ‘motion blur’ to indicate movement.

3.3 Mid-Air Haptic Stimuli to Convey Paths

Finally, we investigated conveying 2D paths to users as a form of guidance (i.e.
the computer continuously ‘controlling’ a user in space). This is analogous to
Burny et al. [10]’s work — previously discussed — who use visual information to
support users in completing paths. We also sought to understand if we might
use this strategy to position users anywhere above a mid-air haptic board (in 2D
space) so that they can begin interactions — this might be useful, for instance, for
positioning a user’s hand correctly to interact with a specific part of the mid-air
UI. As discussed in the Background section, previous work has considered how to
position the user’s hand in the centre of the board and at the correct height for
stimulation with static mid-air haptics and light-based information [20], however,
we saw this as an opportunity for positioning the user at any point (in a 2D
plane) above the board. In piloting, we explored how we might support users
in navigating paths. We found that a fruitful approach was to use the same
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stimuli as for cardinal direction to move a user across a discretized (3 x 3) grid
(as shown in Fig.3). We implemented it so that the cardinal direction stimuli
discussed previously were linked to the keyboard — up to the ‘up’ key, down to the
‘down’ key, etc. — and controlled by a researcher. The directional stimuli played
repeatedly and looped when the keys were held down, then stopped immediately
(e.g. half-way through a stimuli) as soon as the key was released. We chose to
use a human-controlled interaction to explore this proof of concept, rather than
implement a control algorithm to guide the user on the path. We accept that
this might have introduced a human-based bias into the interaction, but chose
to do this after finding that error handling (e.g. a user straying from the path)
introduced confounds beyond the scope of our present. We also chose to do this to
explore human-in-the-loop dynamics for remote interaction (further delineated
in the discussion).

4 Study Method

We undertook a study to determine the potential of our prototype mid-air stimuli
for guidance addressing the following research questions:

RQ1 How intuitive are the mid-air haptic stimuli for guiding directional move-
ment?
RQ1.1 How accurately can we guide users with mid-air haptic stimuli in
specific directions without prior experience?
RQ1.2 How accurately can we guide users with mid-air haptic stimuli in
specific directions with prior experience of the stimuli?
RQ1.3 What is the user’s subjective experience when guided in directions
using mid-air haptics?
RQ2 How intuitive are the mid-air haptic stimuli for guiding gestural responses?
RQ2.1 How accurately can we guide users with mid-air haptic stimuli to
perform specific gestures without prior experience?
RQ2.2 How accurately can we guide users with mid-air haptic stimuli in
performing specific gestures with experience of the stimuli?
RQ2.3 What is the user’s subjective experience of being guided to perform
specific gestures with mid-air haptic stimuli?
RQ3 How effective are the developed stimuli for continuous, real-time guidance
along a given path?
RQ3.1 How accurately can users follow a given mid-air path when guided
by the developed mid-air haptic stimuli?
RQ3.2 What is the subjective experience of being guided along a mid-air
path with guidance from the mid-air haptic stimuli?

4.1 Participants

We recruited a convenience-based student sample of 27 participants. No par-
ticipants had been involved in the earlier piloting stages. All participants self-
reported good or corrected visual acuity and no challenges with experiencing
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sensations in their hands. 19 identified as male and 8 as female. Ages ranged
from 20—33 (average = 25.4; SD = 4.0). All participants, except one, were con-
fident with technology — agreeing or strongly agreeing with the statement “I am
technologically proficient - e.g. I use tablets, smartphones, computers reqularly”.
Only 2/27 participants had experience with mid-air haptics before the study.

4.2 Study Procedure

The study was conducted in a usability testing room at King’s College London
(Fig. 3). The study was run by one experimenter who had practised using the
developed stimuli (discussed in the previous section), and the experimental tech-
nique, through piloting as described previously at City, University of London.
Participants were consented by the experiment coordinator on the day through
an informed consent procedure in line with our ethical approval process, with
authorisation from the ethics committee at King’s College London.

We used the Evaluation Kit developed by Ultraleap — an ultrasound phased
array which provides tactile sensations in mid air (pictured top left, Fig.3).
Participants sat in front of the ultrasound phased array board with a large TV
display (Samsung QMb55R-B) directly in front of them for visual information
when required. Each participant was instructed to place their hand 20cm above
the board. Stimuli were played from a laptop (Lenovo IdeaPad 3) connected to
the board, through a custom front-end interface built in Python. Participants
were positioned so that they had no view of the experiment coordinator’s laptop
display. The experiment coordinator also used the directional keys on the laptop,
again linked to the stimuli. Response data were collected via a spreadsheet by the
experiment coordinator (on a separate laptop — a MacBook Pro) and subjective
data were captured via an iPad. Pauses were introduced between trials and
participants were free to rest when they wanted to mitigate fatigue.

Part 1.1: Conveying Directional Movement: No Prior Experience with
Developed Stimuli. To answer RQ1, in Part 1 of the study, we aimed to
find out if participants could determine cardinal direction from the developed
mid-air haptic stimuli, with no prior experience with the stimuli (RQ1.1). We
explained to participants that the device would produce a sensation and they
should respond in the way they saw appropriate. On the display, we provided a
visual aid showing the four possible responses the device was trying to convey to
them — 4 videos of a hand moving in the given directions (up/down/left/right).
Each participant received all four direction stimuli once (i.e. 4 trials), but in
a random order. After each sensation was played, the participant was asked to
respond by moving their hand in the direction they thought the stimuli was
conveying, and verbally confirming the direction — e.g. “up”. The experimental
coordinator then entered the response into the spreadsheet.

Part 1.2: Conveying Directional Movement: With Knowledge of
Developed Stimuli. After completing Study Part 1.1, regardless of success
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Fig. 3. Study setup shown left. Participants were seated on the left chair, the exper-
iment coordinator on the right. Top right shows the Ultral.eap UHEV1 board (later
referred to as ‘the board’) used in the study, with example of hand position overlaid.
Bottom right shows the Ul for guiding the participant in Part 3 of the study — the
nine grey points correspond to points in 2D space above the board — top left being
the top left corner, for instance. The red point shows the position of the centre of the
participant’s hand. (Color figure online)

in determining the stimuli, participants were instructed with the ‘correct’ cor-
respondence between given stimuli and intended response: they were given the
chance to experience each stimulus again and the experiment coordinator told
them its correspondence. To answer RQ1.2, participants then undertook 10 trials
in which they were tasked with determining the cardinal direction from a given
stimulus. Stimuli were played randomly across the four cardinal directions. As
in Part 1.1, participants gave their response through movement and verbal con-
firmation.

Part 1.3: Subjective Response to Conveying Directional Movement.
To answer RQ1.3 — the users’ subjective experience — we administered a NASA
TLX to understand workload, and asked participants to rate how hard/easy they
found it to understand each cardinal direction on a 5-point Likert scale, ranging
from Strongly Disagree to Strongly Agree — e.g. I found it easy to understand
when the device was indicating to go ‘up’.
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Part 2.1: Conveying Gestures: No Prior Experience with Developed
Stimuli. To answer RQ2.1 we adopted the same strategy as was employed in
Part 1.1, but this time we asked participants to respond from a set of common
gestural responses (rather than from a set of directions). Again, the chosen four
gestures — ‘Swipe Left’, ‘Swipe Right’, ‘Tap’, ‘Pinch’ were shown on the display
and participants were asked to respond without prior knowledge of the gesture-
stimuli correspondence.

Part 2.2: Conveying Gestures: With Prior Experience of Developed
Stimuli. As in Part 1.2, regardless of their success in determining the gestures,
participants were instructed with the ‘correct’ correspondence between given
stimuli and intended gestures. We then conducted 10 randomised trials in a
manner similar to Part 1.2 to answer RQ2.2.

Part 2.3: Subjective Response to Conveying Gestures. As before, sub-
jective response (RQ2.3) was determined via NASA TLX and a Likert question-
naire with 5-point Likert scale questions to understand the ease of identifying
each gesture.

Part 3.1: Path Tracing. We created four paths in a 2D plane across 9 points.
Paths were analogous to a pattern unlock screen and the task analogous to
teaching a user how to unlock a mid-air interface. Four paths, to be given to all
participants, were chosen by choosing a random start and end coordinate four
times (using a random number generator). Final generated paths are shown in
Fig.8.

To address RQ3.1, the experiment coordinator ‘guided’ the participant
around each of the four paths indicated in Fig. 8. The experimental coordinator
viewed the participant’s hand position on their laptop screen (see Fig. 3, bottom
right) and then used the mid-air haptic stimuli to guide the users’ hand in the
four cardinal directions, towards a target. The experiment coordinator operated
the stimuli with the arrow keys which corresponded to the intended direction
of travel. The stimuli were the same as in Part 1 (e.g. focus point traversing
from right to left to indicate left travel), however, they were repeated as long as
one of the arrow keys was held down. If the participant deviated from the path,
the experiment coordinator aimed to bring the participant back to the point
from which they diverged. Analysis was conducted by plotting each path and
classifying it as ‘correct’ (all edges and points followed), ‘partially correct’ (over
50% of edges followed with correct start/end points) or incorrect (anything else),
with 2 independent coders classifying the data. Plots of combined paths (i.e. all
participants) were also made for aggregated analysis.

Part 3.2: Subjective Response to Path Tracing. As with the previous parts
of the study, we administered a NASA TLX and a 5-point Likert questionnaire,
asking about the ease of following the path, after the four paths were completed.
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5 Results

5.1 Part 1.1: Conveying Directional Movement: No Prior
Experience

As shown in Fig. 4, given no prior experience of cardinal direction stimuli, par-
ticipants were able to correctly identify the stimuli-direction correspondence in
a total of 95 out of the 108 trials (4 x 27) — 88% accuracy, with 2 no movement
or a negative verbal response (accounting for the rows of Fig.4 not summing
to 100%). A confusion matrix is shown in Fig.4 (left) — suggesting the most
common confusion was right/left and up/down.

Observed User Response

- Down  Left  Right Up Down  Left  Right Up
5_ Down [185% 0% 0% 7% 94% 1% 0% 4%
3 Left 0% 89% 7% 4% 0% 93% 5% 2%
B Right 0% 1% 85% 0% 2% 3% 92% 3%
Lo 7% 0% 4% 89% 7% 7% 0% 87%
Part 1.1 (without prior knowledge) Part 1.2 (with prior knowledge)

Fig. 4. Results of Parts 1.1 and 1.2, comparing the mid-air haptic stimuli for cardinal
direction and user responses.

A 2 test of independence was conducted to determine the relationship
between stimuli and observed user response to stimuli without prior experience.
There was a significant relationship — Pearson-y? (9, N = 106 = 240.125, p <
0.001), with a strong effect size (¢ = 1.50) suggesting that users could identify
the stimuli for cardinal directions significantly better than chance.

5.2 Part 1.2: Conveying Directional Movement: With Experience

With experience about how the stimuli related to the cardinal directions, par-
ticipants were able to correctly determine the correspondence in 247 out of a
total of 270 trials (10 x 27) — i.e. 91% accuracy). The random seed generated
‘Down’ 72 times, ‘Up’ 76 times, ‘Left’ 59 times and ‘Right’ 63 times. A confusion
matrix is shown in Fig.4 (right). A x? test of independence was conducted to
determine the relationship between stimuli and user response with experience
of the stimuli. There was a significant relationship (Pearson-y? (9, N = 270 =
639.784, p < 0.001), with a strong effect size (& = 1.54), suggesting users could
determine the correct response significantly better than chance.

Part 1.3: Subjective Response. Post-Part 1 Likert data results are shown
in pink in Fig.6. The cardinal directions were universally perceived as “easy to
understand” — all with a median value of four. A Friedman test across the four
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Observed User Response

. Swipe  Swipe Swipe  Swipe
8 Pinch Left Right Tap Pinch LeFf)t RigT‘lt Tap
s Pinch 58% 12% 4% 27% 73% 10% 3% 13%
3 Swipe Left 7% 74% . 1% 7% 4% 88% 3% 5%
S Swipe Right 0% 1% 85% 4% 4% 8% 80% 7%
g Tap 28%  12% 0% | 60% 23% 3% 2% | 72%
Part 2.1 (without prior knowledge) Part 2.2 (with prior knowledge)

Fig.5. Confusion matrix for Parts 2.1 and 2.2. of the study, comparing the mid-air
stimuli for gestures and the user responses.

conditions suggests no significant difference in reported ease between cardinal
directions: x2(3) = 1.0, p = 0.80. As shown in Fig.7 NASA TLX for this was
29.2.

5.3 Part 2.1: Conveying Gesture Without Prior Experience

For the response to gesture-based stimuli, with no prior experience participants
correctly determined the relationship between the stimuli and the intended ges-
ture in 73 out of 105 trials (3 missing datapoints where participants responded
that they did not know) — a total accuracy of 68%. A confusion matrix is pre-
sented in Fig. 5. The most common mismatch was between the ‘Tap’ and ‘Pinch’
gestures. As with Part 1.1, a x2 test of independence was detected to determine
if participant could determine stimuli without prior information better than
chance. A significant relationship was (Pearson-y? (9, N = 105 = 123.61, p <
0.001), with a strong effect size (¢ = 1.09).

5.4 Part 2.2: Conveying Gesture with Prior Experience

With experience about how the stimuli related to the intended gestures, the
participants’ response accuracy increased to 79% — 212 out of 270 trials, with 2
missing data points. The random seed generated ‘Swipe Left’ 77 times, ‘Swipe
Right’ 71 times, ‘Pinch’ 60 times and ‘Tap’ 62 times. Again, as shown in Fig. 5,
the most common confusion was ‘Tap™—Pinch’ (23%), however, this was smaller
for ‘Pinch’—Tap’ (13%). There was a significant relationship (Pearson-x? (9, N
= 268 = 425.9, p < 0.001), with a strong effect size (® = 1.26), showing that
participants could determine the gestures substantially better than chance.

5.5 Part 2.3: Subjective Experience of Gestural Response

Results of Part 2.3 are shown in Fig. 6. ‘Swipe Left” and ‘Swipe Right’ gestures
were generally perceived as easy to understand, with median ratings of 4. ‘Pinch’
and ‘Tap’ gestures were perceived as more challenging, with medians at 2, with
only 5 (‘Tap’) and 4 (‘Pinch’) participants agreeing that this was easy. The four
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Fig. 6. Agreement with the statement “I found it easy to understand when the device
was indicating given [direction/gesture/path]”, where 1 is “Strongly Disagree” and 5 is
“Strongly Agree”.

stimuli were compared via Friedman test, with a significant difference across
the four gestures — x?(3) = 44.08, p < 0.001. Post-hoc Wilcoxon Signed-Rank
tests to determine differences in understanding between gestures were conducted.
‘Tap’ was perceived as significantly harder to understand than a ‘Swipe Left’ (Z
= —3.643, p < 0.001) and ‘Swipe Right’ (Z = —3.885, p < 0.001). Similarly,
‘Pinch’ was significantly harder to understand than ‘Swipe Left’ (Z = —4.016,
p < 0.001) and ‘Swipe Right’ (Z = 4.274, p < 0.001). There was no significant
difference when comparing ‘Pinch’ and ‘Tap’ (Z = — 0.711 p = 0.477), and also
no significant difference between ‘Swipe Left’ and ‘Swipe Right’ (Z = —1.134
p = 0.257). As shown in Fig.7, NASA TLX for gestural stimuli was 40.37 — a
higher workload than for the cardinal directions in Part 1 of the study.

NASA-TLX Average
Mental Physical Temporal
Demand Demand Demand Performance Effort Frustration Average
Part 1: Cardinal Direction 313 B85 29.4 29.6 30.6 20.6 29.2
Part 2: Gesture 454 31.3 267  [NE28NN 493 36.9 40.4
Part 3: Path Tracing 37.8 40.9 35.0 34.4 43.0 I S7Al

Fig. 7. Combined NASA-TLX averages for all 27 participants.

5.6 Part 3.1: Path Tracing

Success of path completion was determined by two coders. Coder agreement was
high (96.4%). Inter-rater Reliability (IRR) was calculated (Cohen’s x = 0.85, p
< 0.001) — i.e. ‘almost perfect’ agreement. The outcomes are shown in Table 1.
Overall, the coders deemed that 75% of paths were completed correctly, 14.8%
of paths were partially correct and 10.2% of paths were incorrect.
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Table 1. Time to complete and the standard deviations are shown, along with the
correctness of the paths overall.

Path 1| Path 2 | Path 3| Path 4 | Overall
Time (seconds) 26.1 |95 374 151 |220
Time (Standard Deviation) | 15.9 15.9 16.1 16.1 16.0
Correct (%) 66.7 |77.8 |74.1 [81.5 |75.0
Partially correct (%) 22.2 3.7 25.9 7.4 14.8
Incorrect (%) 11.1 185 0.0 11.1 10.2

5.7 Part 3.2: Subjective Experience of Path Tracing

As shown in Fig. 6, the path tracing task was judged as more challenging than
determining cardinal directions in Part 1, but less challenging than determining
non-directional gestures (‘Tap’, “Swipe”) in Part 2. This is also the same for the
TLX score which, as seen in Table 7, falls between the two, with an overall score
of 37.1.

Path 1 Path 2 Path 3 Path 4
o ﬁ
-
1)
2
ol
=
5
F o

Fig. 8. Top shows the four target paths. Bottom shows combined paths of 27 partici-
pants as a heatmap for each path.

6 Discussion, Applications and Limitations

6.1 Discussion of Directional Guidance

Regarding RQ1, while the use of mid-air haptic stimuli to guide directional move-
ment has not been reported in the literature, the results of Part 1 suggest that
this is possible and feasible. Participants were able to determine which direction
the system was guiding them to move in without prior experience of the rela-
tionship between stimuli and direction (RQ1.1). Then, after experiencing the
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relationships between stimuli and directions, this accuracy increased (RQ1.2)
— indicating that training is effective. As discussed in the Background section
of this paper, Wilson et al. [71] conducted a study of directional recall — e.g.
which direction users believed the haptic sensation was moving in. Importantly,
we differentiate our work from this by considering which direction the stimuli is
indicating the user should move in — analogous to the visual guidance approaches
previously discussed (c.f. [4,5,14]). Given that our results are broadly compa-
rable — although with varying setups — suggests that using mid-air haptics for
directional guidance is reasonably intuitive to a user. In comparison with other
work which has considered the determination of cardinal direction, our accuracy
figures were higher than studies using finger-based sensations (e.g. [59]), likely
due to the larger surface area of the whole hand, and prior work which found
that larger distances of movement of sensation across the hand result in more
accurate recall [71]. Our findings slightly contrast with Wilson et al.’s [71] who,
when asking users to differentiate between longitudinal (up/down) and trans-
verse motion (left/right), found that transverse was more accurately recalled.
We found no significant difference with our methods.

Considering perceived workload and user experience (RQ1.3), our NASA
TLX data suggest that workload for cardinal direction is relatively low compared
to other computer-based tasks, and in the bottom 20% of all tasks measured
by TLX [28]. To build upon our work, future studies might consider expand-
ing mid-air haptic guidance to support users in learning gestures/inputs which
incorporate oblique and curved motion, as in [39]. Our approaches could sup-
port users in learning potential ways to interact and which interactions might
be available, rather than relying entirely on visual or auditory representations of
gestures. This might be important Uls where eyes-free interactions are important
— e.g. automotive UI [25,32,62]. Beyond supporting the guidance of directional
movement-based interactions, these forms of mid-air haptic stimuli might be
used to support other interaction paradigms such as error handling. Consider a
scenario such as a user scrolling through a horizontal list (e.g. of songs) in an
automotive Ul through mid-air hand movements. When the user reaches the end
of the list, we might go beyond considering just feedback methods (e.g. vibrating
to tell the user there are no more interactions they can perform), to consider
how we might design feedforward-based guidance interactions. We might, for
instance, suggest what the user could do to remedy their situation — e.g. sug-
gest an ‘escape gesture’ or that they should go in a given direction. We might
also provide users with information about how much there is in each direction
before the scroll — analogous to [8]’s sonically enhanced scrollbars. This might be
implemented by varying the intensity of the stimuli — e.g. by changing the fre-
quency of the modulation, or by using movement speed as a proxy for intensity,
as explored by Freeman et al. [21].

6.2 Discussion of Gestural Guidance

Regarding RQ2, guidance of gestural response via mid-air haptics has not been
considered in the literature. Our study suggests that while directional gesture
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stimuli (‘Swipe Left’, ‘Swipe Right’) were effective, ‘Pinch’ and ‘Tap’ were less
successful, yet still mostly determined correctly and significantly better than
chance. When trained, this improved substantially — indicating that training is
effective. There could be a number of reasons for this confusion. One reason is
that the ‘average’ point of the stimuli was similar — and while ‘Pinch’ involved
transverse motion (away from the centre), users were less able to make this
differentiation. This might also relate to the primacy effect, a psychological effect
where the first stimuli is remembered most prominently. In our case, as the
starting points (in time) of the pinch and tap stimuli (see Fig.1) are the same
(the centre), it means that these are most prominently felt and remembered
at the end of the stimuli. This concords with research by Wang et al. [69],
who report a similar effect for haptic stimuli. Generally, this might mean that
we consider avoiding stimuli with similar average points across the duration of
the stimuli or similar beginning/end points when using haptic stimuli to convey
gestural responses to users. However, more studies are needed to make conclusive
recommendations. The workload, as measured by NASA TLX, was higher for
gestures than for cardinal directions and path tracing. However, it was well
within the lower 50% of workload for computer tasks, and in the lower 30% of
tasks generally — again, suggesting promise in terms of general user experience
and feasibility.

In future work, our gesture stimuli might be improved by offering a greater
diversity of duration and frequency. Future stimuli might be designed through
elicitation studies similar to Vogiatzidakis and Koutsabasis [67], except that the
referent — i.e. the stimuli the user must respond to [73] — would be the mid-
air haptic stimuli and the users’ responses would be the basis for the analysis.
Related to this, to complement use cases such as the training of gesture for people
with severe language impairments (e.g. [46,55]), more stimuli are needed, with
more considered design. For instance, to support the 30 pantomimic gestures
used in Marshall et al. [46] would require diverse stimuli. Moreover, some gestures
would be challenging to support without more flexibility of the apparatus —
gestures such as ‘Camera’ (see [46]) require a user to hold their hand to their face,
with their thumb and index in front of their eye. Keeping one’s hand fixed in a 2D
plane 20 cm above the board makes this impractical. Moreover, mid-air haptics
is limited by its planarity — present implementations (e.g. the board used in this
study) affect a 2D plane; we cannot affect the top of the hand from below, or
indeed closed elements (e.g. when the user closes their hands by connecting their
thumb to fingers). To overcome these obstacles, we might consider approaches
such as Howard et al. [33], who consider the physical actuation of mid-air haptic
boards, or approaches with transducer arrays above and below a user’s hand (as
in acoustic levitation work [48]).

6.3 Discussion of Path Tracing Guidance

The data suggest that our stimuli could guide users along a specified path. When
guided by another user (the experiment coordinator) this was done with high
accuracy, following the exact path 75% of the time and only failing in about 10%
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of cases. Our work, therefore, could extend approaches such as Freeman et al.
[19] — we might not only be able to guide a user to the ‘sweet spot’ on a mid-
air haptic board, but indeed any spot. This might support users in discovering
UI elements — for instance, encouraging users to move towards a slider/knob
to begin a control task. Moreover, we might be able to indicate affordances to
the user while completing this control task — e.g. that a slider is ‘slidable’ — an
interaction that could be relevant to in-car settings such as [32]. Considering
workload, it was higher for the path tracing task than for the simple cardinal
direction, but lower than for gestures. Contrasting this with other TLX studies,
it would be within the lowest 30% of tasks in general [28] — suggesting feasibility.
We do acknowledge the limitation, however, that participants’ experiences from
Part 1 of this study might have supported them in completing the path-tracing
tasks as the stimuli were similar and they had become more accustomed to the
mid-air haptic stimuli. It is also notable that Physical Demand for path following
was the highest recorded TLX dimension of all. This was likely caused by the
fact that the paths required more time to complete and therefore required the
user to elevate their hand for longer — resulting in greater physical demand. This
is supported by the fact that ‘Temporal Demand’ was also the highest for this
task.

Our work also shows that, beyond guiding a user to a specific point, we can
move them along a specific path. Practically, this might have benefits such as sup-
porting users in avoiding UI elements in mid-air interfaces, or guiding/teaching
users to complete specific path-based interactions. For example, a mid-air unlock
screen, or mid-air motions for teaching dancing, surgery, or even games that use
mid-air control. Finally, we envision scenarios like the ones explored in this paper,
where a user is being guided by another person (the experiment coordinator in
this case). In some ways, this was a limitation to our study — control algorithms
might have been used to guide the user along a path, or to a point. For exam-
ple, in future implementations, one could envision that a recogniser, such as
the $1 uni-stroke recognizer [74], could be used to provide instant feedback on
whether the user has performed the correct path/gesture. Human-driven control
via our approaches, however, are also scenarios we might envision. For instance,
we might imagine using mid-air haptics for remote physicality — e.g. work such as
[65], which considers how remote physical contact might be embodied through
technology, or Neate et al. [51] who express the importance of tangibility in
accessible communication (and indeed its loss during the pandemic for those
who require it most). Finally, we might consider how mid-air haptics could be
used for the remote control of objects (e.g. similar to [48,58]) — for remote pres-
ence and remote manipulation tasks such as those discussed by Follmer et al.
[18] through actuation of objects in their inFORM project.

6.4 Limitations

Despite the general efficacy of our mid-air haptic approach to mid-air guidance,
we acknowledge limitations in our work. One limitation is the convenience sam-
ple used for the study. As we recruited from a student population, our sample
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was biased towards a younger, ‘tech-savvy’ demographic. Moreover, the sample
was skewed towards males in the main study (but with an equal male/female
split in the piloting). Future work seeking to build on our proof of concept should
ensure a more diverse sample of participants. Another limitation is the low num-
ber of stimuli explored for conveying gestures — this is a somewhat constrained
discoverability task, with a small number of potential interactions. Further stim-
uli might result in more challenges in the disambiguation of gestures. Finally —
as discussed in the background — we are constrained by the limitations of the
Ultraleap board. While these have progressed since the UHEV1 board used in
the study, further technical innovations in mid-air haptics (e.g. resolution, tac-
tile sensation strength), and other future haptic approaches might make our
approaches more feasible.

7 Conclusion

Mid-air interactions are increasingly commonplace, and are more frequently aug-
mented by mid-air haptics. This paper has explored how we might leverage
mid-air haptics to address one of the key challenges with mid-air interfaces —
the lack of knowledge about how we might interact with them. We iteratively
developed stimuli to guide users and to provide information about how they
might interact. Our methods resulted in relatively low mental workload — sug-
gesting the approach is feasible. While our stimuli set was limited, and providing
guidance for the increasing set of interactions available with mid-air interfaces
will be a major challenge, we have presented what we believe to be an inter-
esting approach for supporting users with more intuitive mid-air interfaces. We
invite future researchers to consider new guidance approaches to interactions
with mid-air haptics, and to consider how they might be integrated into inter-
action scenarios and complement other modalities to make mid-air interactions
more intuitive.
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